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              	Multi-paradigm
            


            
              	Appeared in

              	1983
            


            
              	Designed by

              	Bjarne Stroustrup
            


            
              	Typing discipline
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              	Major implementations
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              	Dialects

              	ISO/IEC C++ 1998, ISO/IEC C++ 2003
            


            
              	Influenced by
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              	Influenced
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          C++ ("C Plus Plus", pronounced /ˌsiːˌplʌsˈplʌs/) is a general-purpose programming language. C++ is regarded as a middle-level language, as it comprises a combination of both high-level and low-level language features. It is a statically typed, free-form, multi-paradigm, compiled language where compilation creates machine code for the target machine hardware, supports procedural programming, data abstraction, object-oriented programming, and generic programming.


          Bjarne Stroustrup developed C++ in 1979 at Bell Labs as an enhancement to the C programming language and named it "C with Classes". In 1983, it was renamed to C++. Enhancements started with the addition of classes, followed by, among other features, virtual functions, operator overloading, multiple inheritance, templates, and exception handling. The C++ programming language standard was ratified in 1998 as ISO/IEC 14882:1998, the current version of which is the 2003 version, ISO/IEC 14882:2003. A new version of the standard (known informally as C++0x) is being developed.


          


          


          History


          Many credit the origin of the name "C" as being a follow-on to APL (A Programming Language) and then BCPL, (B Computer Programming Language), or just plain " B" as it was most commonly called. APL was completely different in concept. With B, the original idea was to create machine code that was as closely identical to coding in assembly as possible, along with library functions for input/output, mathematical functions, etc. For the purists who thought it necessary to program in assembly to get full performance, it allowed the opportunity to program at a higher level and achieve better productivity. C is very similar to B, and while is not as efficient as B, it is available for a much greater variety of processors and platforms..
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              Bjarne Stroustrup, creator of C++
            

          


          Stroustrup began work on C with Classes in 1979. The idea of creating a new language originated from Stroustrup's experience in programming for his Ph.D. thesis. Stroustrup found that Simula had features that were very helpful for large software development, but the language was too slow for practical use, while BCPL was fast but too low-level to be suitable for large software development. When Stroustrup started working in AT&T Bell Labs, he had the problem of analyzing the UNIX kernel with respect to distributed computing. Remembering his Ph.D. experience, Stroustrup set out to enhance the C language with Simula-like features. C was chosen because it is general-purpose, fast, portable and widely used. Besides C and Simula, some other languages that inspired him were ALGOL 68, Ada, CLU and ML. At first, the class, derived class, strong type checking, inlining, and default argument features were added to C via Cfront. The first commercial release occurred in October 1985.


          In 1983, the name of the language was changed from C with Classes to C++ (++ being the increment operator in C and C++). New features were added including virtual functions, function name and operator overloading, references, constants, user-controlled free-store memory control, improved type checking, and BCPL style single-line comments with two forward slashes (//). In 1985, the first edition of The C++ Programming Language was released, providing an important reference to the language, since there was not yet an official standard. In 1989, Release 2.0 of C++ was released. New features included multiple inheritance, abstract classes, static member functions, const member functions, and protected members. In 1990, The Annotated C++ Reference Manual was published. This work became the basis for the future standard. Late addition of features included templates, exceptions, namespaces, new casts, and a Boolean type.


          As the C++ language evolved, a standard library also evolved with it. The first addition to the C++ standard library was the stream I/O library which provided facilities to replace the traditional C functions such as printf and scanf. Later, among the most significant additions to the standard library, was the Standard Template Library.


          


          Language standard


          After years of work, a joint ANSI ISO committee standardized C++ in 1998 ( ISO/IEC 14882:1998). For some years after the official release of the standard, the committee processed defect reports, and published a corrected version of the C++ standard in 2003. In 2005, a technical report, called the " Library Technical Report 1" (often known as TR1 for short) was released. While not an official part of the standard, it gives a number of extensions to the standard library, which are expected to be included in the next version of C++. Support for TR1 is growing in almost all currently maintained C++ compilers.


          While the C++ language is royalty-free, the standard document itself is not freely available.


          


          Etymology


          According to Stroustrup: "the name signifies the evolutionary nature of the changes from C". During C++'s development period, the language had been referred to as "new C", then "C with Classes". The final name is credited to Rick Mascitti (mid-1983) and was first used in December 1983. When Mascitti was questioned informally in 1992 about the naming, he indicated that it was given in a tongue-in-cheek spirit. It stems from C's "++" operator (which increments the value of a variable after evaluating it) and a common naming convention of using "+" to indicate an enhanced computer program. There is no language called "C plus". ABCL/c+ was the name of an earlier, unrelated programming language.


          


          Philosophy


          In The Design and Evolution of C++ (1994), Bjarne Stroustrup describes some rules that he uses for the design of C++:


          
            	C++ is designed to be a statically typed, general-purpose language that is as efficient and portable as C


            	C++ is designed to directly and comprehensively support multiple programming styles ( procedural programming, data abstraction, object-oriented programming, and generic programming)


            	C++ is designed to give the programmer choice, even if this makes it possible for the programmer to choose incorrectly


            	C++ is designed to be as compatible with C as possible, therefore providing a smooth transition from C


            	C++ avoids features that are platform specific or not general purpose


            	C++ does not incur overhead for features that are not used (the "zero-overhead principle")


            	C++ is designed to function without a sophisticated programming environment

          


          Inside the C++ Object Model (Lippman, 1996) describes how compilers may convert C++ program statements into an in-memory layout. Compiler authors are; however, free to implement the standard in their own manner.


          


          Standard library


          The 1998 ANSI/ ISO C++ standard consists of two parts: the core language and the C++ standard library; the latter includes most of the Standard Template Library (STL) and a slightly modified version of the C standard library. Many C++ libraries exist which are not part of the standard, and, using linkage specification, libraries can even be written in languages such as C, Fortran, Pascal, or BASIC. Which of these are supported is compiler dependent.


          The C++ standard library incorporates the C standard library with some small modifications to make it work better with the C++ language. Another large part of the C++ library is based on the STL. This provides such useful tools as containers (for example vectors and lists), iterators to provide these containers with array-like access and algorithms to perform operations such as searching and sorting. Furthermore (multi)maps ( associative arrays) and (multi)sets are provided, all of which export compatible interfaces. Therefore it is possible, using templates, to write generic algorithms that work with any container or on any sequence defined by iterators. As in C, the features of the library are accessed by using the #include directive to include a standard header. C++ provides 69 standard headers, of which 19 are deprecated.


          The STL was originally a third-party library from HP and later SGI, before its incorporation into the C++ standard. The standard does not refer to it as "STL", as it is merely a part of the standard library, but many people still use that term to distinguish it from the rest of the library (input/output streams, internationalization, diagnostics, the C library subset, etc.).


          Most C++ compilers provide an implementation of the C++ standard library, including the STL. Compiler-independent implementations of the STL, such as STLPort, also exist. Other projects also produce various custom implementations of the C++ standard library and the STL with various design goals.


          


          Hello world program


          The following is a Hello world program which uses the C++ standard library stream facility to write a message to standard output.

          
#include <iostream> // provides std::cout

int main()
{
 std::cout << "Hello, world!\n";
}



          


          Language features


          C++ inherits most of C's syntax and the C preprocessor.


          



          


          Operators and operator overloading


          C++ provides more than 30 operators, covering basic arithmetic, bit manipulation, indirection, comparisons, logical operations and more. Almost all operators can be overloaded for user-defined types, with a few notable exceptions such as member access (. and .*). The rich set of overloadable operators is central to using C++ as a domain specific language. As a simple example, a class that represents a matrix could overload the multiplication (*) and other arithmetic operators, allowing it to be treated by application code similarly to the standard numerical types.:


          
            
matrix A, B;
matrix C = A * B;


          


          The overloadable operators are also an essential part of many advanced C++ programming techniques, such as smart pointers.


          Overloading an operator does not change the precedence of calculations involving the operator, nor does it change the number of operands that the operator uses (any operand may however be ignored).


          Overloading also implements the concept of Polymorphism which is a property of an Object Oriented language.


          


          Templates


          C++ templates enable generic programming. C++ supports function and class templates. C++ templates are implemented by expansion: at compile-time, there is a complete expansion of the function or class template. Template expansion is a very powerful concept that can lead to optimized code, and to policy-based template metaprogramming. However, with this power there is also a cost. The expansion may increase code size, since for each type using the template at compile time, a duplicate of the templatized code is made: one copy for each type. This is in contrast to template type erasure seen in other languages (e.g. Java) where at compile-time the type is erased and a single template body is preserved.


          Templates are different from macros: while both of these compile-time language features enable conditional compilation, templates are not restricted to lexical substitution. Templates are aware of the semantics and type system of their companion language, as well as all compile-time type definitions, and can perform high-level operations including programmatic flow control based on evaluation of strictly type-checked parameters. Macros are capable of conditional control over compilation based on predetermined criteria but cannot instantiate new types, recurse, or perform type evaluation and in effect are limited to pre-compilation text-substitution and text-inclusion/exclusion. In other words, macros can control compilation flow based on pre-defined symbols but cannot, unlike templates, independently instantiate new symbols. Templates are a tool for static polymorphism (see below) and generic programming. For example, a template replacing the common, but ill-advised, macro #define max(x,y) ((x)>(y)?(x):(y)):


          
            
template <typename T>
const T& max(const T& x, const T& y)
{
 return x < y ? y : x;
}


          


          This can be found in the algorithm header as std::max(). Traditionally the keyword class may also be used in place of typename.


          In addition, templates are a compile time mechanism in C++ which is Turing-complete, meaning that any computation expressible by a computer program can be computed, in some form, by a template metaprogram prior to runtime.


          In summary, defining a template for a function or class is the equivalent of defining a function or class for each type that can be used as an argument, but does not require prior knowledge of which types will be used .


          


          Objects


          C++ introduces object-oriented (OO) features to C. It offers classes, which provide the four features commonly present in OO (and some non-OO) languages: abstraction, encapsulation, inheritance and polymorphism. Objects are instances of classes created at runtime. Think of the class as a template from which many different individual objects may be generated as a program runs.


          


          Encapsulation


          Encapsulation is the grouping together of data and functionality. C++ implements encapsulation by allowing all members of a class to be declared as either public, private, or protected. A public member of the class is accessible to any function. A private member is accessible only to functions that are members of that class and to functions and classes explicitly granted access permission by the class ("friends"). A protected member is accessible to members of classes that inherit from the class in addition to the class itself and any friends.


          The OO principle is that all of the functions (and only the functions) that access the internal representation of a type should be encapsulated within the type definition. C++ supports this (via member functions and friend functions), but does not enforce it: the programmer can declare parts or all of the representation of a type to be public, and is also allowed to make public entities that are not part of the representation of the type. Because of this, C++ supports not just OO programming but other weaker decomposition paradigms, like modular programming.


          It is generally considered good practice to make all data private or protected, and to make public only those functions that are part of a minimal interface for users of the class. This hides all the details of data implementation, allowing the designer to later fundamentally change the implementation without changing the interface in any way.


          


          Inheritance


          Inheritance allows one data type to acquire properties of other data types. Inheritance from a base class may be declared as public, protected, or private. This access specifier determines whether unrelated and derived classes can access the inherited public and protected members of the base class. Only public inheritance corresponds to what is usually meant by "inheritance". The other two forms are much less frequently used. If the access specifier is omitted, inheritance is assumed to be private for a class base and public for a struct base. Base classes may be declared as virtual; this is called virtual inheritance. Virtual inheritance ensures that only one instance of a base class exists in the inheritance graph, avoiding some of the ambiguity problems of multiple inheritance.


          Multiple inheritance is a C++ feature sometimes considered controversial. Multiple inheritance allows a class to be derived from more than one base class; this can result in a complicated graph of inheritance relationships. For example, a "Flying Cat" class can inherit from both "Cat" and "Flying Mammal". Some other languages, such as Java or C#, accomplish something similar (although more limited) by allowing inheritance of multiple interfaces while restricting the number of base classes to one (interfaces, unlike classes, provide only declarations of member functions, no implementation or member data).


          


          Polymorphism


          Polymorphism enables one common interface for many implementations, and for objects to act differently under different circumstances.


          C++ supports several kinds of static ( compile-time) and dynamic ( run-time) polymorphism. Compile-time polymorphism does not allow for certain run-time decisions, while run-time polymorphism typically incurs a performance penalty.


          


          Static polymorphism


          


          Function overloading


          Function overloading allows programs to declare multiple functions having the same name (but with different arguments). The functions are distinguished by the number and/or types of their formal parameters. Thus, the same function name can refer to different functions depending on the context in which it is used. The type returned by the function is not used to distinguish overloaded functions.


          


          Default arguments


          When declaring a function, a programmer can specify default arguments for one or more parameters. Doing so allows the parameters with defaults to optionally be omitted when the function is called, in which case the default arguments will be used. When a function is called with fewer arguments than there are declared parameters, explicit arguments are matched to parameters in left-to-right order, with any unmatched parameters at the end of the parameter list being assigned their default arguments. In many cases, specifying default arguments in a single function declaration is preferable to providing overloaded function definitions with different numbers of parameters.


          


          Class and function templates


          Templates in C++ provide a sophisticated mechanism for writing generic, polymorphic code. In particular, through the Curiously Recurring Template Pattern it's possible to implement a form of static polymorphism that closely mimics the syntax for overriding virtual functions (a dynamic polymorphism technique described below). Since C++ templates are type-aware and Turing-complete they can also be used to let the compiler resolve recursive conditionals and generate substantial programs through template metaprogramming.


          


          Dynamic polymorphism


          


          Inheritance


          Variable pointers (and references) to a base class type in C++ can refer to objects of any derived classes of that type in addition to objects exactly matching the variable type. This allows arrays and other kinds of containers to hold pointers to objects of differing types. Because assignment of values to variables usually occurs at run-time, this is necessarily a run-time phenomenon.


          C++ also provides a dynamic_cast operator, which allows the program to safely attempt conversion of an object into an object of a more specific object type (as opposed to conversion to a more general type, which is always allowed). This feature relies on run-time type information (RTTI). Objects known to be of a certain specific type can also be cast to that type with static_cast, a purely compile-time construct which is faster and does not require RTTI.


          


          Virtual member functions


          Ordinarily when a function in a derived class overrides a function in a base class, the function to call is determined by the type of the object. A given function is overridden when there exists no difference, in the number or type of parameters, between two or more definitions of that function. Hence, at compile time it may not be possible to determine the type of the object and therefore the correct function to call, given only a base class pointer; the decision is therefore put off until runtime. This is called dynamic dispatch. Virtual member functions or methods allow the most specific implementation of the function to be called, according to the actual run-time type of the object. In C++, this is commonly done using virtual function tables. If the object type is known, this may be bypassed by prepending a fully qualified class name before the function call, but in general calls to virtual functions are resolved at run time.


          In addition to standard member functions, operator overloads and destructors can also be virtual. A general rule of thumb is that if any functions in the class are virtual, the destructor should be as well. As the type of an object at its creation is known at compile time, constructors, and by extension copy constructors, can not be virtual. Nonetheless a situation may arise where a copy of an object needs to be created when a pointer to a derived object is passed as a pointer to a base object. In such a case a common solution is to create a Clone() (or similar) function and declare that as virtual. The Clone() method creates and returns a copy of the derived class when called.


          A member function can also be made "pure virtual" by appending it with = 0 after the closing bracket and before the semicolon. Objects can not be created of a class with a pure virtual function and are called abstract data types. Such abstract data types can only be derived from. Any derived class inherits the virtual function as pure and must override it (and all other pure virtual functions) with a non-pure virtual function for objects to be created from the derived class. An attempt to create an object from a class with a pure virtual function or inherited pure virtual function will be flagged as a compile-time error.


          An example:


          
            
#include <iostream>
 
class Bird     // the "generic" base class
{
public:
 virtual void OutputName() {std::cout << "a bird";}
 virtual ~Bird() {}
};
 
class Swan : public Bird // Swan derives from Bird
{ 
public:
 void OutputName() {std::cout << "a swan";} // overrides virtual function
};
 
int main()
{
 Swan mySwan;    // Creates a swan.
 
 Bird* myBird = &mySwan; // Declares a pointer to a generic Bird,
       // and sets it pointing to a newly created Swan.
 
 myBird->OutputName(); // This will output "a swan", not "a bird".
 
 return 0;
}


          


          This example program makes use of virtual functions, polymorphism, and inheritance to derive new, more specific objects from a base class. In this case, the base class is a Bird, and the more specific Swan is made.


          


          Problems and controversies


          


          Standards compliance


          Producing a reasonably standards-compliant C++ compiler has proven to be a difficult task for compiler vendors in general. For many years, different C++ compilers implemented the C++ language to different levels of compliance to the standard, and their implementations varied widely in some areas such as partial template specialization. Recent releases of most popular C++ compilers support almost all of the C++ 1998 standard.


          One particular point of contention is the export keyword, intended to allow template definitions to be separated from their declarations. The first compiler to implement export was Comeau C/C++, in early 2003 (5 years after the release of the standard); in 2004, the beta compiler of Borland C++ Builder X was also released with export. Both of these compilers are based on the EDG C++ front end. It should also be noted that many C++ books provide example code using the keyword export (for example, Beginning ANSI C++ by Ivor Horton) which will not compile in most compilers, but there is no reference to the problem with the keyword export mentioned. Other compilers such as GCC do not support it at all. Herb Sutter, secretary of the C++ standards committee, recommended that export be removed from future versions of the C++ standard, but finally the decision was made to retain it.


          In order to give compiler vendors greater freedom, the C++ standards committee decided not to dictate the implementation of name mangling, exception handling, and other implementation-specific features. The downside of this decision is that object code produced by different compilers is expected to be incompatible. There are, however, third party standards for particular machines or operating systems which attempt to standardize compilers on those platforms (for example C++ ABI); some compilers adopt a secondary standard for these items.


          


          Criticism


          Modern critics of the language raise several points. First, since C++ is based on and largely compatible with C, it inherits most of the criticisms leveled at that language. Taken as a whole, C++ has a large feature set, including all of C, plus a large set of its own additions, in part leading to criticisms of being a "bloated" and complicated language. Bjarne Stroustrup points out that resultant executables don't support these claims of bloat: "I have even seen the C++ version of the 'hello world' program smaller than the C version." The Embedded C++ standard was specified to deal with part of this, but it received criticism for leaving out useful parts of the language that incur no runtime penalty. Because of its large feature set, it can be quite difficult to fully master C++.


          While C++ is more complex than some other programming languages, Bjarne Stroustrup points out that "The programming world is far more complex today than it was 30 years ago, and modern programming languages reflect that." The ISO standard of the C++ language is about 310 pages (excluding library). For comparison, the C programming language's is about 160 pages, even though it was designed more than 15 years prior and doesn't consider object-oriented programming.


          Other criticism stems from what is missing from C++. For example, the current version of Standard C++ provides no language features to create multi-threaded software other than the volatile keyword. (The next version of C++ will introduce the thread_local keyword.) These facilities are present in some other languages including Java, Ada, and C# (see also Lock). It is possible to use operating system calls or third party libraries to do multi-threaded programming, but both approaches may create portability concerns.


          C++ is also sometimes compared unfavorably with single-paradigm object-oriented languages such as Java, on the basis that it allows programmers to "mix and match" object-oriented and procedural programming, rather than strictly enforcing a single paradigm. This is part of a wider debate on the relative merits of the two programming styles.


          


          Incompatibility with C


          C++ is often considered to be a superset of C, but this is not strictly true. Most C code can easily be made to compile correctly in C++, but there are a few differences that cause some valid C code to be invalid in C++, or to behave differently in C++.


          One commonly encountered difference is that C allows implicit conversion from void* to other pointer types, but C++ does not. So, the following is valid C code:


          
            
int *i = malloc(sizeof(int) * 5);  /* Implicit conversion from void* to int* */


          


          ... but to make it work in both C and C++ one would need to use an explicit cast:


          
            
int *i = (int *) malloc(sizeof(int) * 5);


          


          ...and in C++-only code, the static cast is recommended:


          
            
int *i = static_cast<int*>(malloc(sizeof(int) * 5));


          


          In this common case, for C++-only code the issue can be avoided completely by switching from malloc to new:


          
            
int *i = new int[5];


          


          Another common portability issue is that C++ defines many new keywords, such as new and class, that may be used as identifiers (e.g. variable names) in a C program.


          Some incompatibilities have been removed by the latest (C99) C standard, which now supports C++ features such as // comments and mixed declarations and code. However, C99 introduced a number of new features that C++ does not support (such as variable-length arrays, native complex-number types, and compound literals), so the languages may be diverging more than they are converging. However, at least some of the new C99 features will likely be included in the next version of the C++ standard, C++0x.


          In order to intermix C and C++ code, any function declaration or definition, which is to be called from/used both in C and C++ must be declared with C linkage by placing it within an extern "C" { ... } block. Such function may not rely on features depending on name mangling (i.e., function overloading). See Name mangling#Handling of C symbols when linking from C++ for more details.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/C%2B%2B"
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          Clive Staples "Jack" Lewis ( 29 November 1898  22 November 1963), commonly referred to as C.S.Lewis, was a British writer and scholar. Lewis's works are diverse and include medieval literature, Christian apologetics, literary criticism, radio broadcasts, essays on Christianity, and fiction relating to the fight between good and evil. Examples of Lewis's allegorical fiction include The Screwtape Letters, The Chronicles of Narnia and The Space Trilogy.


          Lewis was a close friend of J. R. R. Tolkien, the author of The Lord of the Rings. Both authors were leading figures in the English faculty at Oxford University and in the informal Oxford literary group known as the " Inklings". According to his memoir Surprised by Joy, Lewis had been baptised in the Church of Ireland at birth, but fell away from his faith during his adolescence. Owing to the influence of Tolkien and other friends, at about the age of 30, Lewis re-converted to Christianity, becoming "a very ordinary layman of the Church of England" (Lewis 1952, p.6). His conversion had a profound effect on his work, and his wartime radio broadcasts on the subject of Christianity brought him wide acclaim. Later in his life he married the American writer Joy Gresham, who died of bone cancer four years later at the age of 45.


          Lewis's works have been translated into more than 30 languages and have sold millions of copies over the years. The books that comprise The Chronicles of Narnia have sold the most and have been popularised on stage, in TV, and in cinema. For example, the 1988 BBC TV serialisation and the 2005 film adaptation of The Lion, the Witch and the Wardrobe, and the 2008 film adaptation of Prince Caspian.


          


          Biography


          


          Childhood


          Clive Staples Lewis was born in Belfast, Ireland on November 29, 1898. His father was Albert James Lewis (1863  1929), a solicitor whose father, Richard, had come to Ireland from Wales during the mid 19th century. His mother was Florence (Flora) Augusta Lewis ne Hamilton (1862  1908), the daughter of a Church of Ireland (Anglican) priest. He had one older brother, Warren Hamilton Lewis (Warnie). At the age of four, shortly after his dog Jacksie died when run over by a car, Lewis announced that his name was now Jacksie. At first he would answer to no other name, but later accepted Jack, the name by which he was known to friends and family for the rest of his life. At six his family moved into "Little Lea", the house the elder Mr. Lewis built for Mrs. Lewis, in the Strandtown area of East Belfast.
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              Little Lea
            

          


          Lewis was initially schooled by private tutors before being sent to the Wynyard School in Watford, Hertfordshire, in 1908, just before his mother's death from cancer. Lewis's brother had already enrolled there three years previously. The school was closed not long afterwards due to a lack of pupils  the headmaster Robert "Oldie" Capron was soon after committed to an insane asylum. Tellingly, in Surprised By Joy, Lewis would later nickname the school "Belsen". There is some speculation by biographer Alan Jacobs that the atmosphere at Wynyard greatly traumatized Lewis and was responsible for the development of "mildly sadomasochistic fantasies". (Gopnik 2005) After Wynyard closed, Lewis attended Campbell College in the east of Belfast about a mile from his home, but he left after a few months due to respiratory problems. As a result of his illness, Lewis was sent to the health-resort town of Malvern, Worcestershire, where he attended the preparatory school Cherbourg House (called "Chartres" in Lewis's autobiography).


          In September 1913, Lewis enrolled at Malvern College, where he would remain until the following June. It was during this time that 15-year-old Lewis abandoned his childhood Christian faith and became an atheist, becoming interested in mythology and the occult. Later he would describe "Wyvern" (as he styled the school in his autobiography) as so singularly focused on increasing one's social status that he came to see the homosexual relationships between older and younger pupils as "the one oasis (though green only with weeds and moist only with fetid water) in the burning desert of competitive ambition. [] A perversion was the only thing left through which something spontaneous and uncalculated could creep" (Lewis 1966, p.107). After leaving Malvern he moved to study privately with William T. Kirkpatrick, his father's old tutor and former headmaster of Lurgan College.


          As a young boy, Lewis had a fascination with anthropomorphic animals, falling in love with Beatrix Potter's stories and often writing and illustrating his own animal stories. He and his brother Warnie together created the world of Boxen, inhabited and run by animals. Lewis loved to read, and as his fathers house was filled with books, he felt that finding a book he had not read was as easy as "finding a blade of grass."


          As a teenager, he was wonderstruck by the songs and legends of what he called Northernness, the ancient literature of Scandinavia preserved in the Icelandic sagas. These legends intensified a longing he had within, a deep desire he would later call "joy". He also grew to love nature  the beauty of nature reminded him of the stories of the North, and the stories of the North reminded him of the beauties of nature. His writing in his teenage years moved away from the tales of Boxen, and he began to use different art forms ( epic poetry and opera) to try to capture his newfound interest in Norse mythology and the natural world. Studying with Kirkpatrick (The Great Knock, as Lewis afterwards called him) instilled in him a love of Greek literature and mythology, and sharpened his skills in debate and clear reasoning.


          


          World War I


          


          Having won a scholarship to University College, Oxford in 1916, Lewis volunteered the following year in the British Army as World War I raged on, and was commissioned an officer in the third Battalion, Somerset Light Infantry. Lewis arrived at the front line in the Somme Valley in France on his nineteenth birthday, and experienced trench warfare.


          On April 15, 1917, Lewis was wounded during the Battle of Arras, and suffered some depression during his convalescence, due in part to missing his Irish home. On his recovery in October, he was assigned to duty in Andover, England. He was discharged in December 1918, and soon returned to his studies. Lewis received a First in Honour Moderations (Greek and Latin Literature) in 1920, a First in Greats (Philosophy and Ancient History) in 1922, and a First in English in 1923.


          


          Jane Moore


          While being trained for the army Lewis shared a room and became close friends with another cadet, "Paddy" Moore. The two had made a mutual pact that if either died during the war, the survivor would take care of both their families. Paddy was killed in action in 1918 and Lewis kept his promise. Paddy had earlier introduced Lewis to his mother, Jane King Moore, and a friendship very quickly sprang up between Lewis, who was eighteen when they met, and Jane, who was forty-five. The friendship with Mrs. Moore was particularly important to Lewis while he was recovering from his wounds in hospital, as his father, who had an almost pathological reluctance to break free from the routine of his Belfast practice, could not bring himself to visit Lewis.


          Lewis lived with and cared for Mrs. Moore until she was hospitalized in the late 1940s. He routinely introduced her as his "mother", and referred to her as such in letters. Lewis, whose own mother had died when he was a child and whose father was distant, demanding and eccentric, developed a deeply affectionate friendship with Mrs. Moore. "All I can or need to say is that my earlier hostility to the emotions was very fully and variously avenged", he wrote of her in his autobiography. He also said to his friend George Sayer: "She was generous and taught me to be generous, too."


          In December 1917 Lewis wrote in a letter to his childhood friend Arthur Greeves that Jane and Greeves were "the two people who matter most to me in the world."


          In 1930, Lewis, Moore, her daughter Maureen and Warnie moved into " The Kilns", a house in the district of Headington Quarry on the outskirts of Oxford (now part of the suburb of Risinghurst). They all contributed financially to the purchase of the house, which passed to Maureen, then Dame Maureen Dunbar, Btss., when Warren died in 1973.


          Moore suffered from dementia in her later years and was eventually moved into a nursing home, where she died in 1951. Lewis visited her every day in this home until her death.
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          "My Irish life"
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          Lewis experienced a certain cultural shock upon first arriving in England: "No Englishman will be able to understand my first impressions of England," Lewis wrote in Surprised by Joy. "The strange English accents with which I was surrounded seemed like the voices of demons. But what was worst was the English landscape I have made up the quarrel since; but at that moment I conceived a hatred for England which took many years to heal."


          From boyhood Lewis immersed himself firstly in Norse and Greek and then in Irish mythology and literature and expressed an interest in the Irish language, though he seems to have made little attempt to learn it. He developed a particular fondness for W.B.Yeats, in part because of Yeatss use of Irelands Celtic heritage in poetry. In a letter to a friend Lewis wrote, "I have here discovered an author exactly after my own heart, whom I am sure you would delight in, W. B. Yeats. He writes plays and poems of rare spirit and beauty about our old Irish mythology."


          In 1921, Lewis had the opportunity to meet Yeats on two occasions, since Yeats had moved to Oxford.


          Surprised to find his English peers indifferent to Yeats and the Celtic Revival movement, Lewis wrote: "I am often surprised to find how utterly ignored Yeats is among the men I have met: perhaps his appeal is purely Irish  if so, then thank the gods that I am Irish." Early in his career, Lewis considered sending his work to the major Dublin publishers, writing: "If I do ever send my stuff to a publisher, I think I shall try Maunsel, those Dublin people, and so tack myself definitely onto the Irish school." After his conversion to Christianity, his interests gravitated towards Christian spirituality and away from pagan Celtic mysticism.


          Lewis occasionally expressed a somewhat tongue-in-cheek chauvinism toward the English. Describing an encounter with a fellow Irishman he wrote: "Like all Irish people who meet in England we ended by criticisms of the inevitable flippancy and dullness of the Anglo-Saxon race. After all, Ami, there is no doubt that the Irish are the only people I would not gladly live or die among another folk."


          Due to his Oxford career Lewis did indeed live and die among another folk, and he often expressed regret at having to leave Ireland. Throughout his life, he sought out the company of his fellow Irish living in England and visited Northern Ireland regularly, even spending his honeymoon there (The Old Inn 2007). He called this "my Irish life".


          


          Conversion to Christianity


          Raised in a church-going family in the Church of Ireland, Lewis claimed he became an atheist at the age of 15, though in contradiction he later described his young self (in Surprised by Joy) as being "very angry with God for not existing". He returned to his Christian beliefs at age 33.


          His separation from Christianity began when he started to view his religion as a chore and as a duty; around this time he also gained an interest in the occult as his studies expanded to include such topics. Lewis quoted Lucretius (De rerum natura, 5.1989) as having one of the strongest arguments for atheism:


          
            	Nequaquam nobis divinitus esse paratam


            	Naturam rerum; tanta stat praedita culpa

          


          
            	"Had God designed the world, it would not be


            	A world so frail and faulty as we see."

          


          Lewis's interest in fantasy and mythology, especially in relation to the works of George MacDonald, was part of what turned him from atheism. In fact, MacDonald's position as a Christian fantasy writer was very influential on Lewis. This can be seen particularly well through this passage in The Great Divorce, chapter nine, when the semi-autobiographical main character meets MacDonald in Heaven:


          
            I tried, trembling, to tell this man all that his writings had done for me. I tried to tell how a certain frosty afternoon at Leatherhead Station when I had first bought a copy of Phantastes (being then about sixteen years old) had been to me what the first sight of Beatrice had been to Dante: Here begins the new life. I started to confess how long that Life had delayed in the region of imagination merely: how slowly and reluctantly I had come to admit that his Christendom had more than an accidental connexion with it, how hard I had tried not to see the true name of the quality which first met me in his books is Holiness. (Lewis 1946, pp.66  67)

          


          Influenced by arguments with his Oxford colleague and friend J. R. R. Tolkien, and by the book The Everlasting Man by Roman Catholic convert G. K. Chesterton, he slowly rediscovered Christianity. He fought greatly up to the moment of his conversion noting, "I came into Christianity kicking and screaming." He described his last struggle in Surprised by Joy:


          
            You must picture me alone in that room in Magdalen, night after night, feeling, whenever my mind lifted even for a second from my work, the steady, unrelenting approach of Him whom I so earnestly desired not to meet. That which I greatly feared had at last come upon me. In the Trinity Term of 1929 I gave in, and admitted that God was God, and knelt and prayed: perhaps, that night, the most dejected and reluctant convert in all England. (Lewis 1955)

          


          After his conversion to theism in 1929, Lewis converted to Christianity in 1931. Following a long discussion and late-night walk with his close friends Tolkien and Hugo Dyson, he records making a specific commitment to Christian belief while on his way to the zoo with his brother. He became a member of the Church of England  somewhat to the disappointment of Tolkien, who had hoped he would convert to Roman Catholicism (Carpenter 2006).


          A committed Anglican, Lewis upheld a largely orthodox Anglican theology, though in his apologetic writings, he made an effort to avoid espousing any one denomination. In his later writings, some believe he proposed ideas such as purification of venial sins after death in purgatory ( The Great Divorce) and mortal sin ( The Screwtape Letters), which are generally considered to be Catholic teachings. Regardless, Lewis considered himself an entirely orthodox Anglican to the end of his life, reflecting that he had initially attended church only to receive communion and had been repelled by the hymns and the poor quality of the sermons. He later came to consider himself honoured by worshipping with men of faith who came in shabby clothes and work boots and who sang all the verses to all the hymns.


          


          Joy Gresham


          In Lewis's later life, he corresponded with and later met Joy Davidman Gresham, an American writer of Jewish background and also a convert from atheism to Christianity. She was separated from her alcoholic and abusive husband, the novelist William Gresham, and came to England with her two sons, David and Douglas. Lewis at first regarded her as an agreeable intellectual companion and personal friend, and it was at least overtly on this level that he agreed to enter into a civil marriage contract with her so that she could continue to live in the UK. Lewis's brother Warnie wrote: "For Jack the attraction was at first undoubtedly intellectual. Joy was the only woman whom he had met who had a brain which matched his own in suppleness, in width of interest, and in analytical grasp, and above all in humour and a sense of fun" (Haven 2006). However, after complaining of a painful hip, she was diagnosed with terminal bone cancer, and the relationship developed to the point that they sought a Christian marriage. Since she was divorced, this was not straightforward in the Church of England at the time, but a friend, the Rev. Peter Bide, performed the ceremony at her hospital bed in 1956.


          Gresham's cancer soon went into a brief remission, and the couple lived as a family (together with Warren Lewis) until her eventual relapse and death in 1960. The year she died, the couple took a brief holiday in Greece and the Aegean in 1960; Lewis was fond of walking but not of travel, and this marked his only crossing of the English Channel after 1918. Lewiss book A Grief Observed describes his experience of bereavement in such a raw and personal fashion that Lewis originally released it under the pseudonym N.W. Clerk to keep readers from associating the book with him. However, so many friends recommended the book to Lewis as a method for dealing with his own grief that he made his authorship public.


          Lewis continued to raise Gresham's two sons after her death. Douglas Gresham is an active Christian and remains involved in the affairs of the Lewis estate, though David Gresham returned to his mother's original Jewish faith. The two brothers are now estranged (Neven 2001).


          


          Illness and death


          In early June 1961, Lewis began experiencing medical problems and was diagnosed with inflammation of the kidneys which resulted in blood poisoning. His illness caused him to miss the autumn term at Cambridge, though his health gradually began improving in 1962 and he returned that April. Lewis's health continued to improve, and according to his friend George Sayer, Lewis was fully himself by the spring of 1963. However, on July 15, 1963 he fell ill and was admitted to hospital. The next day at 5:00 pm, Lewis suffered a heart attack and lapsed into a coma, unexpectedly awaking the following day at 2:00 pm. After he was discharged from hospital, Lewis returned to the Kilns though he was too ill to return to work. As a result, he resigned from his post at Cambridge in August. Lewis's condition continued to decline and in mid-November, he was diagnosed with end stage renal failure. On November 22, 1963, Lewis collapsed in his bedroom at 5:30 pm and died a few minutes later, exactly one week before what would have been his 65th birthday. He is buried in the churchyard of Holy Trinity Church, Headington, Oxford (Friends of Holy Trinity Church).


          Media coverage of his death was almost completely overshadowed by news of the assassination of President John F. Kennedy, which occurred on the same day, as did the death of Aldous Huxley, author of Brave New World. This coincidence was the inspiration for Peter Kreeft's book Between Heaven and Hell: A Dialog Somewhere Beyond Death with John F. Kennedy, C. S. Lewis, & Aldous Huxley (Kreeft 1982).


          C. S. Lewis is commemorated on November 22 in the church calendar of the Episcopal Church.


          


          Career


          


          The scholar
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          Lewis began his brilliant academic career as an undergraduate student at Oxford, where he won a triple first, the highest honours in three areas of study. Lewis then taught as a fellow of Magdalen College, Oxford, for nearly thirty years, from 1925 to 1954, and later was the first Professor of Medieval and Renaissance English at the University of Cambridge and a fellow of Magdalene College, Cambridge. Using this position, he argued that there was no such thing as an English Renaissance. Much of his scholarly work concentrated on the later Middle Ages, especially its use of allegory. His The Allegory of Love (1936) helped reinvigorate the serious study of late medieval narratives like the Roman de la Rose. Lewis wrote several prefaces to old works of literature and poetry, like Layamon's Brut. His book "A Preface to Paradise Lost" is still one of the most valuable criticisms of that work. His last academic work, The Discarded Image: An Introduction to Medieval and Renaissance Literature (1964), is a summary of the medieval world view, the "discarded image" of the cosmos in his title.


          Lewis was a prolific writer, and his circle of literary friends became an informal discussion society known as the " Inklings", including J. R. R. Tolkien, Charles Williams, Owen Barfield, and his brother Warnie Lewis. At Oxford he was the tutor of, among many other undergraduates, poet John Betjeman, critic Kenneth Tynan, mystic Bede Griffiths, and Sufi scholar Martin Lings. Curiously, the religious and conservative Betjeman detested Lewis, whereas the anti-Establishment Tynan retained a life-long admiration for him (Tonkin 2005).


          Of Tolkien, Lewis writes in Surprised by Joy:


          
            When I began teaching for the English Faculty, I made two other friends, both Christians (these queer people seemed now to pop up on every side) who were later to give me much help in getting over the last stile. They were H.V.V. Dyson and J.R.R. Tolkien. Friendship with the latter marked the breakdown of two old prejudices. At my first coming into the world I had been (implicitly) warned never to trust a Papist, and at my first coming into the English Faculty (explicitly) never to trust a philologist. Tolkien was both. (Lewis 1966, p.173)

          


          


          The author


          In addition to his scholarly work, Lewis wrote a number of popular novels, including his science fiction Space Trilogy and his fantasy Narnian books, most dealing implicitly with Christian themes such as sin, humanity's fall from grace, and redemption.


          


          The Pilgrim's Regress


          His first novel after becoming a Christian was The Pilgrim's Regress, his take on John Bunyan's The Pilgrim's Progress which depicted his own experience with Christianity. The book was critically panned at the time.


          In a footnote of the biography D. Martyn Lloyd-Jones: The Fight of Faith 1939  1981 by Iain Murray, Murray notes the following: "Lewis is said to have valued ML-J's appreciation and encouragement when the early edition of his Pilgrim's Regress was not selling well. Vincent Lloyd-Jones and Lewis knew each other well, being contemporaries at Oxford. ML-J met the author again and they had a long conversation when they found both themselves on the same boat to Ireland in 1953. On the later occasion, to the question, 'When are you going to write another book?', Lewis replied, 'When I understand the meaning of prayer.'" (Murray 1990)


          


          Space Trilogy


          His Space Trilogy or Ransom Trilogy novels (also called the Cosmic Trilogy) dealt with what Lewis saw as the then-current dehumanizing trends in modern science fiction. The first book, Out of the Silent Planet, was apparently written following a conversation with his friend J. R. R. Tolkien about these trends; Lewis agreed to write a "space travel" story and Tolkien a "time travel" one. Tolkiens story, " The Lost Road", a tale connecting his Middle-earth mythology and the modern world, was never completed. Lewiss main character of Ransom is based in part on Tolkien, a fact that Tolkien himself alludes to in his Letters of J. R. R. Tolkien. The second novel, Perelandra, illustrates a new Garden of Eden, a new Adam and Eve, and a new "serpent figure" to tempt them. The story can be seen as a hypothesis of what could have happened if "our Eve" had resisted more firmly the temptation of the serpent. The last novel in the Trilogy, That Hideous Strength, also contains numerous references to Tolkien's fictional universe of Middle-earth. Many of the ideas presented in the books, particularly in That Hideous Strength, are dramatizations of arguments made more formally in Lewis The Abolition of Man.


          This last was based on the series of lectures Lewis had given at Durham University in 1943, designed to counter what he saw as a movement in contemporary literature and thought to de-humanise man. Lewis stayed in Durham, where he was overwhelmed by the cathedral. That Hideous Strength is in fact set in the environs of a university of a similar size to that of Durham ('Edgestow'), though Lewis notes in his preface to the book that this is the only resemblance between the two universities.


          It is claimed that Lewis began another science-fiction novel, The Dark Tower, but it is unfinished; it is not clear whether it was intended as part of the same series as the completed novels. The manuscript was eventually published in 1977, though controversy persists about its authenticity.


          


          The Chronicles of Narnia


          
            [image: The Mountains of Mourne]

            
              The Mountains of Mourne
            

          


          The Chronicles of Narnia is a series of seven fantasy novels for children and is considered a classic of children's literature. Written between 1949 and 1954 and illustrated by Pauline Baynes, the series is Lewis' most popular work having sold over 100 million copies in forty-one languages (Kelly 2006)(Guthmann 2005). It has been adapted several times, complete or in part, for radio, television, stage, and cinema. The series has been published in several different orders, and the preferred reading order for the series is often debated among fans; Douglas Gresham has stated that Lewis preferred that they be read in "Narnian chronology", not the order in which they were published (Drennan 1999).


          The books contain many allusions to Christian ideas which are easily accessible to younger readers; however, the books are not weighty, and can be read for their adventure, colour, and richness of ideas alone. Because of this, they have become favourites of children and adults, Christians and non-Christians. In addition to Christian themes, Lewis also borrows characters from Greek and Roman mythology as well as traditional British and Irish fairy tales. Lewis reportedly based his depiction of Narnia on the geography and scenery of the Mourne Mountains and "that part of Rostrevor which overlooks Carlingford Lough" (Guardian Unlimited 2005). Lewis cited George MacDonald's Christian fairy tales as an influence in writing the series.


          


          Other works


          Lewis wrote a number of works on Heaven and Hell. One of these, The Great Divorce, is a short novella in which a few residents of Hell take a bus ride to Heaven, where they are met by people who dwell there. The proposition is that they can stay (in which case they can call the place where they had come from  Purgatory, instead of Hell); but many find it not to their taste. The title is a reference to William Blake's The Marriage of Heaven and Hell, a concept that Lewis found a "disastrous error" (Lewis 1946, p.vii). This work deliberately echoes two other more famous works with a similar theme: the Divine Comedy of Dante Aligheri, and Bunyan's Pilgrim's Progress. Another short work, The Screwtape Letters, consists of suave letters of advice from a senior demon, Screwtape, to his nephew Wormwood, on the best ways to tempt a particular human and secure his damnation. Lewiss last novel was Till We Have Faces  he thought of it as his most mature and masterful work of fiction, but it was never a popular success. It is a retelling of the myth of Cupid and Psyche from the unusual perspective of Psyche's sister. It is deeply concerned with religious ideas, but the setting is entirely pagan, and the connections with specific Christian beliefs are left implicit.


          Before Lewiss conversion to Christianity, he published two books: Spirits in Bondage, a collection of poems, and Dymer, a single narrative poem. Both were published under the pen name Clive Hamilton.


          


          The Christian apologist


          In addition to his career as an English professor and an author of fiction, Lewis is regarded by many as one of the most influential Christian apologists of his time; Mere Christianity was voted best book of the twentieth century by Christianity Today in 2000. Due to Lewis' approach to religious belief as a skeptic, and his following conversion, he has been called "The Apostle to the Skeptics."


          Lewis was very much interested in presenting a reasonable case for the truth of Christianity. Mere Christianity, The Problem of Pain, and Miracles were all concerned, to one degree or another, with refuting popular objections to Christianity, such as "How could a good God allow pain to exist in the world?". He also became known as a popular lecturer and broadcaster, and some of his writing (including much of Mere Christianity) originated as scripts for radio talks or lectures (Lewis 1952, p.v).


          According to George Sayer, a 1948 loss in a debate with Elizabeth Anscombe led to his reevaluating his role as an apologist and his future works concentrated on devotional literature and children's books. Anscombe had a different recollection of the debate's emotional effect on Lewis. Victor Reppert also disputes Sayer, listing some of Lewis post-1948 apologetic publications, including the second and revised edition of his Miracles in 1960.


          Lewis also wrote an autobiography titled Surprised by Joy, which places special emphasis on his own conversion. (It was written before he met his wife, Joy Gresham; the title of the book came from the first line of a poem by William Wordsworth.) His essays and public speeches on Christian belief, many of which were collected in God in the Dock and The Weight of Glory and Other Addresses, remain popular today.


          His most famous works, the Chronicles of Narnia, contain many strong Christian messages and are often considered allegory. Lewis, an expert on the subject of allegory, maintained that the books were not allegory, and preferred to call the Christian aspects of them " suppositional". As Lewis wrote in a letter to a Mrs. Hook in December 1958:


          
            If Aslan represented the immaterial Deity in the same way in which Giant Despair [a character in The Pilgrim's Progress] represents despair, he would be an allegorical figure. In reality however he is an invention giving an imaginary answer to the question, 'What might Christ become like, if there really were a world like Narnia and He chose to be incarnate and die and rise again in that world as He actually has done in ours?' This is not allegory at all. (Martindale & Root 1990)

          


          


          Trilemma


          In a much-cited passage in the book Mere Christianity, Lewis challenged the increasingly popular view that Jesus, although a great moral teacher, was not God. He argued that Jesus made several implicit claims to divinity, which would logically exclude this:


          
            I am trying here to prevent anyone saying the really foolish thing that people often say about Him: Im ready to accept Jesus as a great moral teacher, but I dont accept his claim to be God. That is the one thing we must not say. A man who was merely a man and said the sort of things Jesus said would not be a great moral teacher. He would either be a lunatic  on the level with the man who says he is a poached egg  or else he would be the Devil of Hell. You must make your choice. Either this man was, and is, the Son of God, or else a madman or something worse. You can shut him up for a fool, you can spit at him and kill him as a demon or you can fall at his feet and call him Lord and God, but let us not come with any patronising nonsense about his being a great human teacher. He has not left that open to us. He did not intend to. (Lewis 1952, p.43)

          


          This appeared at a time when scholars such as Albert Schweitzer and Rudolf Bultmann had portrayed Jesus' miracles and resurrection as myths. The concept that Jesus was not God but a wise man had gained ground in academic circles. In accepting the premise that Jesus had claimed divinity, Lewis was contradicting a viewpoint, popularized by H. G. Wells in his Outline of History, that Jesus had made no such claim.


          This argument, which Lewis did not invent but developed and popularised, is sometimes referred to as " Lewis' trilemma". It has been used by the Christian apologist Josh McDowell in his book More Than a Carpenter (McDowell 2001). Although widely repeated in Christian apologetic literature, it has been largely ignored by professional theologians and biblical scholars.


          Lewis' Christian apologetics, and this argument in particular, have been widely criticized. Philosopher John Beversluis in C. S. Lewis and the Search for Rational Religion (1985, rev. 2007) described Lewis's arguments as "textually careless and theologically unreliable". John Hick, writing in 1993, states that New Testament scholars do not today support the view that Jesus claimed to be God. The Anglican bishop N. T. Wright commented that the 'trilemma' argument "doesnt work as history, and it backfires dangerously when historical critics question his reading of the Gospels."


          Lewis used a similar structure in The Lion, the Witch and the Wardrobe, when Professor Kirke advises the young heroes that their sister's claims of a magical world must logically be taken as either lies, madness, or truth.


          


          Universal morality


          One of the main theses in Lewis' apologia is that there is a common morality known throughout humanity. In the first five chapters of Mere Christianity Lewis discusses the idea that people have a standard of behaviour to which they expect other people to adhere. This standard has been called Universal Morality or Natural Law. Lewis claims that people all over the earth know what this law is and when they break it. He goes on to claim that there must be someone or something behind such a universal set of principles. (Lindskoog 2001b, p.144)


          
            These then are the two points that I wanted to make. First, that human beings, all over the earth, have this curious idea that they ought to behave in a certain way, and cannot really get rid of it. Secondly, that they do not in fact behave in that way. They know the Law of Nature; they break it. These two facts are the foundation of all clear thinking about ourselves and the universe we live in. (Lewis 1952, p.21)

          


          Lewis also portrays Universal Morality in his works of fiction. In The Chronicles of Narnia he describes Universal Morality as the "Deep magic" which everyone knew. (Lindskoog 2001b, p.146)


          In the second chapter of Mere Christianity Lewis recognizes that "many people find it difficult to understand what this Law of Human Nature [...] is". And he responds first to the idea "that the Moral Law is simply our herd instinct" and second to the idea "that the Moral Law is simply a social convention". In responding to the second idea Lewis notes that people often complain that one set of moral ideas is better than another, but that this actually argues for there existing some "Real Morality" to which they are comparing other moralities. Finally he notes that sometimes differences in moral codes are exaggerated by people who confuse differences in beliefs about morality with differences in beliefs about facts:


          
            I have met people who exaggerate the differences, because they have not distinguished between differences of morality and differences of belief about facts. For example, one man said to me, "Three hundred years ago people in England were putting witches to death. Was that what you call the Rule of Human Nature or Right Conduct?" But surely the reason we do not execute witches is that we do not believe there are such things. If we did  if we really thought that there were people going about who had sold themselves to the devil and received supernatural powers from him in return and were using these powers to kill their neighbours or drive them mad or bring bad weather, surely we would all agree that if anyone deserved the death penalty, then these filthy quislings did. There is no difference of moral principle here: the difference is simply about matter of fact. It may be a great advance in knowledge not to believe in witches: there is no moral advance in not executing them when you do not think they are there. You would not call a man humane for ceasing to set mousetraps if he did so because he believed there were no mice in the house. (Lewis 1952, p.26)

          


          


          Legacy
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          Lewis continues to attract a wide readership. Readers of his fiction are often unaware of what Lewis considered the Christian themes of his works. His Christian apologetics are read and quoted by followers of a wide range of religious denominations, including Catholics and Mormons (Pratt 1998).


          Lewis has been the subject of several biographies, a few of which were written by some of his close friends, such as Roger Lancelyn Green and George Sayer. In 1985 the screenplay Shadowlands by William Nicholson, dramatizing Lewis's life and relationship with Joy Davidman Gresham, was aired on British TV (starring Joss Ackland as Lewis and Claire Bloom as Joy). In 1989 this was staged as a theatre play (starring Nigel Hawthorne) and in 1993 Shadowlands became a feature film, starring Anthony Hopkins as Lewis and Debra Winger as Joy. In 2005, a one hour made for TV movie entitled C. S. Lewis: Beyond Narnia (starring Anton Rodgers) provided a general synopsis of Lewis's life.


          Many books have been inspired by Lewis, including A Severe Mercy by his correspondent and friend Sheldon Vanauken. The Chronicles of Narnia have been particularly influential. Modern children's literature such as Daniel Handler's A Series of Unfortunate Events, Eoin Colfer's Artemis Fowl, Philip Pullman's His Dark Materials, and J. K. Rowling's Harry Potter have been more or less influenced by Lewis' series (Hilliard 2005). Pullman, an atheist and so fierce a critic of Lewis' work as to be dubbed "the anti-Lewis", considers him a negative influence and has accused Lewis of featuring religious propaganda, misogyny, racism, and emotional sadism (BBC News 2005) in his books. Authors of adult fantasy literature such as Tim Powers have also testified to being influenced by Lewis' work.


          Most of Lewis posthumous work has been edited by his literary executor, Walter Hooper. An independent Lewis scholar, the late Kathryn Lindskoog, argued that Hooper's scholarship is not reliable and that he has made false statements and attributed forged works to Lewis (Lindskoog 2001). C. S. Lewis' stepson, Douglas Gresham, denies the forgery claims, saying that "The whole controversy thing was engineered for very personal reasons... Her fanciful theories have been pretty thoroughly discredited." (Gresham 2007).


          A bronze statue of Lewis' character, Digory, from The Magician's Nephew, stands in Belfast's Holywood Arches in front of the Holywood Road Library (BBC News 2004).


          Lewis was strongly opposed to the creation of live-action versions of his works. His major concern was that the anthropomorphic animal characters "when taken out of narrative into actual visibility, always turn into buffoonery or nightmare". This was said in the context of the 1950s, when technology would not allow the special effects required to make a coherent, robust film version of Narnia.


          The song "The Earth Will Shake" performed by Thrice is based on one of his poems, and the band Sixpence None the Richer are named after a passage in Mere Christianity. The Great Divorce has served as the inspiration for at least three pieces of music: a string quartet piece entitled The Great Divorce by Matt Slocum of Sixpence None the Richer, the song "The High Countries" by Caedmon's Call on their album Back Home, and Phil Woodward's 2007 rock album Ghosts and Spirits. New Zealand Christian singer-songwriter Brooke Fraser also included a song entitled "C. S. Lewis Song" in her latest album "Albertine" which contains passages from his writing. Christian alternative rock band Poor Old Lu are so named because of a sentence in The Lion, The Witch and The Wardrobe. Another alternative rock band, Future of Forestry, got its name from Lewis's poem The Future of Forestry. 2nd Chapter of Acts recorded an album entitled The Roar of Love, inspired by the first of the Narnia stories. British band The Waterboys quoted from the final Narnia book, The Last Battle, in their 1984 song "Church Not Made with Hands". Later, on their 1990 album Room to Roam, The Waterboys included a song entitled "Further Up, Further In", the title taken from the penultimate chapter of The Last Battle. Also, Joni Mitchell included a song titled "The Dawntreader" on her album, "Song to a Seagull."


          The 2005 film adaptation of The Lion, the Witch, and the Wardrobe was based on his first installment in the Narnia series. Film adaptations have been made of three other books he wrote: Prince Caspian (released on May 16, 2008), Voyage of the Dawn Treader (to be released on May 7, 2010).


          Several C. S. Lewis Societies exist around the world, including one which was founded in Oxford in 1982 to discuss papers on the life and works of Lewis and the other Inklings, and generally appreciate all things Lewisian. His name is also used by a variety of Christian organizations, often with a concern for maintaining conservative Christian values in education or literary studies.


          
            Retrieved from " http://en.wikipedia.org/wiki/C._S._Lewis"
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              	Cabbage
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              Cabbage, cultivar unknown
            


            
              	Species
            


            
              	Brassica oleracea
            


            
              	Cultivar group
            


            
              	Capitata Group
            


            
              	Origin
            


            
              	Mediterranean, 1st century
            


            
              	Cultivar group members
            


            
              	Many; see text.
            

          


          
            
              	Cabbage, raw

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 20 kcal  100 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	5.8 g
                  


                  
                    	- Sugars 3.2 g
                  


                  
                    	- Dietary fibre 2.5 g 
                  


                  
                    	Fat

                    	0.1 g
                  


                  
                    	Protein

                    	1.28 g
                  


                  
                    	Thiamin (Vit. B1) 0.061 mg 

                    	5%
                  


                  
                    	Riboflavin (Vit. B2) 0.040 mg 

                    	3%
                  


                  
                    	Niacin (Vit. B3) 0.234 mg 

                    	2%
                  


                  
                    	Pantothenic acid (B5) 0.212 mg

                    	4%
                  


                  
                    	Vitamin B6 0.124 mg

                    	10%
                  


                  
                    	Folate (Vit. B9) 53 g

                    	13%
                  


                  
                    	Vitamin C 36.6 mg

                    	61%
                  


                  
                    	Calcium 40 mg

                    	4%
                  


                  
                    	Iron 0.47 mg

                    	4%
                  


                  
                    	Magnesium 12 mg

                    	3%
                  


                  
                    	Phosphorus 26 mg

                    	4%
                  


                  
                    	Potassium 170 mg 

                    	4%
                  


                  
                    	Zinc 0.18 mg

                    	2%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          The cabbage ( Brassica oleracea Capitata Group) is a plant of the Family Brassicaceae (or Cruciferae). It is a herbaceous, biennial, and dicotyledonous flowering plant with leaves forming a characteristic compact cluster. Cabbages grown late in autumn and in the beginning of winter are called coleworts.


          The cabbage is derived from a leafy wild mustard plant, native to the Mediterranean region. It was known to the ancient Greeks and Romans; Cato the Elder praised this vegetable for its medicinal properties, declaring that "it is first of all the vegetables".. The English name derives from the Normanno- Picard caboche ("head"). Cabbage was developed by ongoing artificial selection for suppression of the internode length. The dense core of the cabbage is called the babchka. It is related to the turnip.


          


          Uses


          The only part of the plant that is normally eaten is the leafy head; more precisely, the spherical cluster of immature leaves, excluding the partially unfolded outer leaves. The so-called 'cabbage head' is widely consumed raw, cooked, or preserved in a great variety of dishes. Cabbage is a leaf vegetable.


          


          Raw


          Raw cabbage is usually sliced into thin strips or shredded for use in salads, such as coleslaw. It can also replace iceberg lettuce in sandwiches. Cabbage is an excellent source of Vitamin C.


          


          Cooked


          Cabbage is often added to soups or stews. Cabbage soup is popular in central Europe and eastern Europe, and cabbage is an ingredient in some kinds of borscht. Cabbage is also used in many popular dishes in India. Boiling tenderizes the leaves and releases sugars, which leads to the characteristic "cabbage" aroma. Boiled cabbage has become stigmatized in North America because of its strong cooking odour and the belief that it causes flatulence. Boiled cabbage as an accompaniment to meats and other dishes can be an opportune source of vitamins and dietary fibre. Stuffed cabbage is an East European delicacy. The leaves are softened by parboiling or placing the whole head of cabbage in the freezer, and then filled with chopped meat and/or rice.


          


          Fermented and preserved


          Cabbage is the basis for the German sauerkraut and Korean kimchi. To pickle cabbage it is placed in a jar, covered with water and salt, and left in a warm place for several days to ferment. Sauerkraut was historically prepared at home in large batches, as a way of storing food for the winter. Cabbage can also be pickled in vinegar with various spices, alone or in combination with other vegetables. Korean baechu kimchi is usually sliced thicker than its European counterpart, and the addition of onions, chilies, minced garlic and gingers is common.


          


          Medicinal properties


          In European folk medicine, cabbage leaves are used to treat acute inflammation. A paste of raw cabbage may be placed in a cabbage leaf and wrapped around the affected area to reduce discomfort. Some claim it is effective in relieving painfully engorged breasts in breastfeeding women.


          Cabbage contains significant amounts glutamine, an amino acid, which has anti-inflammatory properties.


          It is a source of indol-3-carbinol, or I3C, a compound used as an adjuvent therapy for recurrent respiratory papillomatosis, a disease of the head and neck caused by human papillomavirus (usually types 6 and 11) that causes growths in the airway that can lead to death.


          


          Varieties


          There are many varieties of cabbage based on shape and time of maturity. Traditional varieties include "Late Flat Dutch", "Early Jersey Wakefield" (a conical variety), "Danish Ballhead" (late, round -headed). Savoy Cabbage has a round head with crinkled leaves. Red cabbage is a small, round headed type with dark red leaves. Krautman is the most common variety for commercial production of sauerkrauts.


          


          Cultivation


          
            [image: Cabbage garden in Shanghai, China.]

            
              Cabbage garden in Shanghai, China.
            

          


          Broadly speaking, cabbage varieties come in two groups, early and late. The early varieties mature in about 45 days. They produce small heads which do not keep well and are intended for consumption while fresh. The late cabbage matures in about 87 days, and produces a larger head.


          Cabbage can be started indoors or sowed directly. Like all brassicae, cabbage is a cool season crop, so early and late plantings do better than those maturing in the heat of the summer.


          Control of insect pests is important, particularly in commercial production where appearance is a driver of success. The pesticides sevin and malathion are both listed for use on cabbage. The caterpillars of some butterflies in the family Pieridae (the "whites") feed on brassicas and can be serious pests; see also List of Lepidoptera that feed on Brassica.


          Cabbages keep well and were thus a common winter vegetable before refrigeration and long-distance shipping of produce.


          
            [image: Cabbage output in 2005]

            
              Cabbage output in 2005
            

          


          


          Related Brassica oleracea varieties


          Besides cabbage proper, the species Brassica oleracea has many distinctive cultivars, which are commonly known by other names: broccoli (Italica Group), cauliflower (Botrytis Group), kale, collard greens, and spring greens (Acephala Group), kohlrabi (Gongylodes Group), brussels sprouts (Gemmifera Group), Chinese kale or Chinese broccoli (Alboglabra Group), broccolini (Italica  Alboglabra Group), and broccoflower (Italica  Botrytis Group).


          


          Linguistic associations


          During World War II, "kraut" (cabbage) was a racial slur for Germans. In Hebrew, the term "rosh kruv" (cabbage head) implies stupidity.


          For other associations, see http://www.urbandictionary.com/define.php?term=cabbage+head


          
            Retrieved from " http://en.wikipedia.org/wiki/Cabbage"
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                  Ferocactus pilosus (Mexican Lime Cactus) growing south of Saltillo, Coahuila, northeast Mexico
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Caryophyllales

                  


                  
                    	Family:

                    	Cactaceae

                    Juss.
                  

                

              
            


            
              	Genera
            


            
              	
                See Taxonomy of the Cactaceae

              
            

          


          A cactus (plural cactus, cactuses or cacti) is any member of the succulent plant family Cactaceae, native to the Americas. They are often used as ornamental plants, but some are also crop plants.


          Cacti are distinctive and unusual plants, which are adapted to extremely arid and hot environments, showing a wide range of anatomical and physiological features which conserve water. Their stems have expanded into green succulent structures containing the chlorophyll necessary for life and growth, while the leaves have become the spines for which cacti are so well known.


          Cacti come in a wide range of shapes and sizes. The tallest is Pachycereus pringlei, with a maximum recorded height of 19.2 m, and the smallest is Blossfeldia liliputiana, only about 1 cm diameter at maturity. Cactus flowers are large, and like the spines and branches arise from areoles. Many cactus species are night blooming, as they are pollinated by nocturnal insects or small animals, principally moths, bats, and sheep. Cacti's sizes range from small and round to pole-like and tall.


          



          


          Taxonomy


          The family of the Cactaceae, with an age of a few million years, is counted as a relatively young plant family, of which no fossil finds are known. Within this short time span (short at any rate from a geological point of view) the cactuses have undergone a rapid development into extremely specialised plants.


          The family of the Cactaceae with approx. 2,000-3,000 species and varieties in about 60 genera was originally native to the American continent, where their range extends from Patagonia to the CanadianAmerican border. Cacti inhabit the most diverse regions, from coastal plains to high mountain areas, from the sub-tropics to the deserts. The most dense occurrence of cactuses is to be found in the territories around north Mexico and the southern tropic (Argentina and Bolivia). The equivalent plants to cactuses in Africa and Australia are representatives of the so-called "other succulents". Occurrences of cacti outside the Americas are the result of distribution by humans (or in very rare cases by migrating birds).


          


          Distribution


          
            [image: Echinopsis spachiana in flower]

            
              Echinopsis spachiana in flower
            

          


          Cacti are almost exclusively New World plants. This means that they are native only in North America, South America, and the West Indies. There is however one exception, Rhipsalis baccifera; this species has a pantropical distribution, occurring in the Old World tropical Africa, Madagascar and Sri Lanka as well as in tropical America. This plant is thought to be a relatively recent colonist in the Old World (within the last few thousand years), probably carried as seeds in the digestive tracts of migratory birds. Many other cacti have become naturalized to similar environments in other parts of the world after being introduced by people.


          Cacti are believed to have evolved in the last 30 to 40 million years. Long ago, the Americas were joined to the other continents, but separated due to continental drift. Unique species in the New World must have developed after the continents had moved apart. Significant distance between the continents was only achieved in around the last 50 million years. This may explain why cacti are so rare in Africa; the continents had already separated when cacti evolved. Many succulent plants in both the Old and New World bear a striking resemblance to cacti, and are often called "cactus" in common usage. This is, however, due to parallel evolution; none of these are closely related to the Cactaceae.


          Prickly pears (genus Opuntia) were imported into Australia in the 19th century to be used as a natural agricultural fence and to establish an cochineal dye industry, but quickly became a widespread weed. This invasive species is inedible for local herbivores and has rendered 40,000 km of farming land unproductive.


          


          Adaptations to dry environment


          Some environments, such as deserts, semi-deserts and dry steppes, receive little water in the form of precipitation. Plants that inhabit these dry areas are known as xerophytes, and many of them are succulents, with thick or reduced, "succulent", leaves. Apart from a very few exceptions (for example, the genus " Rhodocactus") all cactuses are succulent plants, although not all succulent plants are cacti. Like other succulents, these cacti have a range of specific adaptations that enable them to survive in these environments.


          
            [image: Pereskia grandifolia: Pereskia is a weakly succulent genus, which also possesses leaves, and is believed to be very similar to the ancestor of all cacti.]

            
              Pereskia grandifolia: Pereskia is a weakly succulent genus, which also possesses leaves, and is believed to be very similar to the ancestor of all cacti.
            

          


          Cactus have never lost their leaves completely, they have only reduced its size so that they will reduce the surface area through which water can be lost by transpiration. In some species the leaves are still remarkably large and ordinary while in other species they have became microscopic but they still contain the stomata, xylem and phloem. Certain cactus species have also developed ephemeral leaves, which are leaves that last for a short period of time when the stem is still in his early stages of development. A good example of a species that have ephemeral leaves is the Opunta ficus indicia better known as the prickly pear. Cactus have also developed spines which allow less water to evaporate through transpiration by shading the plant, and defend the cactus against water-seeking animals. The spines grow from specialized structures called areoles. Very few members of the family have leaves, and when present these are usually rudimentary and soon fall off; they are typically awl-shaped and only 1-3 mm long. Two genera, Pereskia and Pereskiopsis, do however retain large, non-succulent leaves 5-25 cm long, and also non-succulent stems. Pereskia has now been determined to be the ancestral genus from which all other cacti evolved.


          
            [image: Many species of cactus have long, sharp spines.]

            
              Many species of cactus have long, sharp spines.
            

          


          Enlarged stems carry out photosynthesis and store water. Unlike many other succulents, the stem is the only part of a true cactus where this takes place. Much like many other plants that have waxy coatings on their leaves, Cacti often have a waxy coating on their stems to prevent water loss. This works by preventing water from spreading on the surface and allowing water to trickle down the stem to be absorbed by the roots and used for photosynthesis.


          The bodies of many cacti have become thickened during the course of evolution, and form water-retentive tissue and in many cases assume the optimal shape of the sphere (combining highest possible volume with lowest possible surface area). By reducing its surface area, the body of the plant is also protected against excessive sunlight.


          
            [image: Saguaro cactus in Arizona, USA. This species is well known from Western films.]

            
              Saguaro cactus in Arizona, USA. This species is well known from Western films.
            

          


          Most cacti have a short growing season and long dormancy. For example, a fully-grown Saguaro cactus ( Carnegiea gigantea) can absorb up to 3,000 litres of water in ten days. This is helped by cacti's ability to form new roots quickly. Only two hours after rain after a relatively long drought the formation of new roots begins. Apart from a few exceptions an extensively ramified root system is formed, which spreads out immediately beneath the surface. The salt concentration in the root cells is relatively high, so that when moisture is encountered, water can immediately be absorbed in the greatest possible quantity.


          But the plant body itself is also capable of absorbing moisture (through the epidermis and the thorns), which for plants that are exposed to moisture almost entirely, or indeed in some cases solely, in the form of fog, is of the greatest importance for sustaining life.


          Most cacti have very shallow roots that can spread out widely close to the surface of the ground to collect water, an adaptation to infrequent rains; in one examination, a young Saguaro only 12 cm tall had a root system covering an area 2 meters in diameter, but with no roots more than 10 cm deep. The larger columnar cacti also develop a taproot, primarily for anchoring but also to reach deeper water supplies and mineral nutrients.


          One feature distinguishes the cacti from all other plants: cactuses possess areoles, as they are known. The areole appears like a cushion with a diameter of up to 15 mm and is formed by two opposing buds in the angles of a leaf. From the upper bud develops either a blossom or a side shoot, from the lower bud develop thorns. The two buds of the areoles can lie very close together, but they can also sometimes be separated by several centimetres.


          Like other succulents in the families of the Crassulaceae, Agavaceae (agaves), Euphorbiaceae (euphorbias), Liliaceae (lilies), Orchidaceae (orchids) and Vitaceae (vines), cacti reduce water loss through transpiration by Crassulacean acid metabolism. Here, transpiration does not take place during the day at the same time as photosynthesis, but at night. The plant stores the carbon dioxide chemically linked to malic acid until the daytime. During the day the stomata are closed and the plant releases the stored CO2 and uses it for photosynthesis. Because transpiration takes place during the cool humid night hours, water loss through transpiration is significantly reduced.


          


          Reproductive ecology


          
            [image: Blooming Echinopsis. The flower opens towards evening and dies the following morning.]

            
              Blooming Echinopsis. The flower opens towards evening and dies the following morning.
            

          


          Some cactus flowers form long tubes (up to 30 centimetres) so that only moths can reach the nectar and thus pollinate the blossoms. There are also specialisations for bats, humming birds and particular species of bees. The duration of flowering is very variable. Many flowers, for example those of Selenicereus grandiflorus (Queen of the Night) are only fully open for two hours at night. Other cactuses flower for a whole week. Most cacti are self-incompatible, and thus require a pollinator. A few are autogamous and are able to pollinate themselves. Fraileas only opens their flowers completely in exceptional circumstances; they mostly pollinate themselves with their flowers closed ("cleistogamy"). The flower itself has also undergone a further development: the ovary tends to become a completely protected area, protected by thorns, hairs and scales. Seed formation is very prolific, and the fruits are mostly fleshy, pleasant tasting and conspicuously colored. Goats, birds, ants, mice and bats contribute significantly to the spreading of the seeds.


          Because of the plants' high water-retention ability, detached parts of the plant can survive for long periods and are able to grow new roots everywhere on the plant body.


          Some cacti are able to reproduce by budding. These cacti grow on one another. While they appear to be one plant they are actually several cacti. These types of cacti will survive if separated from the main plant. They will take root and start the budding process as the main plant.


          


          History


          
            [image: Carl Spitzweg: The Cactus Lover, c. 1856]

            
              Carl Spitzweg: The Cactus Lover, c. 1856
            

          


          Among the remains of the Aztec civilization cacti can be found repeatedly in pictorial representations, sculpture and drawings, principally Echinocactus grusonii. This cactus, also known as "Mother-in-law's Cushion", has great ritual significance - human sacrifices were carried out on these cacti. Tenochtitlan (the earlier name of Mexico City) means "place of the sacred cactus". The national arms of Mexico to this day show the eagle, snake and cactus.


          Economic exploitation of the cactus can also be traced back to the Aztecs. The North American Indians exploit the alkaloid content of many cactuses for ritual purposes. Today, besides their use as foodstuffs (jam, fruit, vegetables), their principal use is as a host for the cochineal insect, from which a red dye ( carmine)is obtained which is used in Campari or high-quality lipsticks. Particularly in South America dead pillar cacti yield valuable wood for construction. Some cactuses are also of pharmaceutical significance.


          From the moment of their discovery by early European explorers cacti have aroused much interest: Christopher Columbus brought the first melocactuses to Europe. Scientific interest in them began in the 17th century. By 1737 24 species were known, which Linn grouped together as the genus "Cactus". With the passage of time cacti enjoyed increasing popularity: sometimes they were of scientific interest only; at other times as fashionable plants they enjoyed a real boom.


          From the beginning of the 20th century interest in cacti has increased steadily, interrupted only by the two world wars. This was accompanied by a rising commercial interest, the negative consequences of which culminated in raids on the cactuses' native habitats, resulting in the extermination of many species. Through the great number of cactus admirers, whether their interest is scientific or hobby-oriented, new species and varieties are even today discovered every year.


          All cacti are covered by the Convention on International Trade in Endangered Species of Wild Fauna and Flora, and many species by virtue of their inclusion in Appendix 1 are fully protected.


          Some countries have a rather contradictory attitude to species protection. In Mexico for example to be caught in the act of digging up cacti carries a prison sentence, but cactus habitats are destroyed for the construction of new roads and electricity lines. To be borne in mind here is that some cactus habitats have a total area of no more than 1,000 square metres. If this habitat is destroyed, either by construction or by plundering, the species growing there is lost for posterity if it is endemic (ie, growing in that one spot and nowhere else).


          


          Uses


          
            [image: Echinocactus grusonii is a popular species in cultivation]

            
              Echinocactus grusonii is a popular species in cultivation
            

          


          Cacti, cultivated by people worldwide, are a familiar sight as potted plants, houseplants or in ornamental gardens in warmer climates. They often form part of xerophilic (dry) gardens in arid regions, or raised rockeries. Some countries, such as Australia, have water restrictions in many cities, so drought-resistant plants are increasing in popularity. Numerous species have entered widespread cultivation, including members of Echinopsis, Mammillaria and Cereus among others. Some, such as the Golden Barrel Cactus, Echinocactus grusonii, are prominent in garden design. Cacti are commonly used for fencing material where there is a lack of either natural resources or financial means to construct a permanent fence. This is often seen in arid and warm climates, such as the Masai Mara in Kenya. This is known as a cactus fence.


          As well as garden plants, many cacti have important commercial uses; some cacti bear edible fruit, such as the prickly pear and Hylocereus, which produces Dragon fruit or Pitaya. Opuntia are also used as host plants for cochineal bugs in the cochineal dye industry in Central America.


          The Peyote, Lophophora williamsii, is a well-known psychoactive agent used by Native Americans in the Southwest of the United States of America. Some species of Echinopsis (previously Trichocereus) also have psychoactive properties.


          


          Etymology


          
            [image: Prickly Pear is among the most common cacti found in North America.]

            
              Prickly Pear is among the most common cacti found in North America.
            

          


          The word cactus is ultimately derived from Greek  kaktos, used in classical Greek for a species of spiny thistle, possibly the cardoon, and used as a generic name, Cactus, by Linnaeus in 1753 (now rejected in favour of Mammillaria). There is some dispute as to the proper plural form of the word; as a Greek loan into English, the correct plural in English would be "cacti". However, as a word in Botanical Latin (as distinct from Classical Latin), "cactus" would follow standard Latin rules for pluralization and become "cacti", which has become the prevalent usage in English. Regardless, cactus is popularly used as both singular and plural, and is cited as both singular and plural by the Random House Unabridged Dictionary (2006).


          


          Selected important genera


          
            
              	
                
                  	Acanthocalycium


                  	Acanthocereus


                  	Acharagma


                  	Armatocereus


                  	Arrojadoa


                  	Arthrocereus


                  	Astrophytum


                  	Austrocactus


                  	Austrocylindropuntia


                  	Aztekium


                  	Bergerocactus


                  	Blossfeldia


                  	Brachycereus


                  	Brasilicereus


                  	Brasiliopuntia


                  	Browningia


                  	Calymmanthium


                  	Carnegiea


                  	Cephalocereus


                  	Cephalocleistocactus


                  	Cereus


                  	Cintia


                  	Cipocereus


                  	Cleistocactus


                  	Cochemiea


                  	Coleocephalocereus


                  	Consolea


                  	Copiapoa


                  	Corryocactus


                  	Coryphantha

                

              

              	
                
                  	Cumulopuntia


                  	Cylindropuntia


                  	Dendrocereus


                  	Denmoza


                  	Discocactus


                  	Disocactus


                  	Echinocactus


                  	Echinocereus


                  	Echinomastus


                  	Echinopsis


                  	Epiphyllum


                  	Epithelantha


                  	Eriosyce


                  	Escobaria


                  	Escontria


                  	Espostoa


                  	Espostoopsis


                  	Eulychnia


                  	Facheiroa


                  	Ferocactus


                  	Frailea


                  	Geohintonia


                  	Grusonia


                  	Gymnocalycium


                  	Haageocereus


                  	Harrisia


                  	Hatiora


                  	Hylocereus


                  	Isolatocereus


                  	Jasminocereus


                  	Lasiocereus

                

              

              	
                
                  	Leocereus


                  	Lepismium


                  	Leptocereus


                  	Leuchtenbergia


                  	Lophophora


                  	Maihuenia


                  	Maihueniopsis


                  	Mammillaria


                  	Mammilloydia


                  	Matucana


                  	Melocactus


                  	Micranthocereus


                  	Mila


                  	Miqueliopuntia


                  	Myrtillocactus


                  	Neobuxbaumia


                  	Neolloydia


                  	Neoraimondia


                  	Neowerdermannia


                  	Obregonia


                  	Opuntia


                  	Oreocereus


                  	Oroya


                  	Ortegocactus


                  	Pachycereus


                  	Parodia


                  	Pediocactus


                  	Pelecyphora


                  	Peniocereus


                  	Pereskia

                

              

              	
                
                  	Pereskiopsis


                  	Pilosocereus


                  	Polaskia


                  	Praecereus


                  	Pseudoacanthocereus


                  	Pseudorhipsalis


                  	Pterocactus


                  	Pygmaeocereus


                  	Quiabentia


                  	Rauhocereus


                  	Rebutia


                  	Rhipsalis


                  	Samaipaticereus


                  	Schlumbergera


                  	Sclerocactus


                  	Selenicereus


                  	Stenocactus


                  	Stenocereus


                  	Stephanocereus


                  	Stetsonia


                  	Strombocactus


                  	Tacinga


                  	Tephrocactus


                  	Thelocactus


                  	Tunilla


                  	Turbinicarpus


                  	Uebelmannia


                  	Weberbauerocereus


                  	Weberocereus


                  	Yungasocereus

                

              
            

          


          


          Cacti in culture


          In Israel, the cactus is a symbol of Israeli-born Jews, called sabras ("prickly pear"), as opposed to those immigrated to it (the latter usually include the parents or grandparents of the former), even though the cactus itself is not a native plant. The cactus is supposed to resemble the character of those as "rough from the outside but soft and sweet from the inside". .


          One of the first Israeli children TV shows, Ma Pit'om, had a puppet of a cactus named Kishkashta as its main character and as one of the show's hosts .


          
            Retrieved from " http://en.wikipedia.org/wiki/Cactus"
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              	Cadbury Schweppes plc
            


            
              	Image:Cadbury Schweppes.jpg
            


            
              	Type

              	Public

              (LSE: CBRY, NYSE: CSG)
            


            
              	Founded

              	1905
            


            
              	Headquarters

              	London, Great Britain
            


            
              	Keypeople

              	Sir John Sunderland, Chairman

              Todd Stitzer, CEO, Director
            


            
              	Industry

              	Beverages (Non-Alcoholic) and Confectionery
            


            
              	Products

              	See below
            


            
              	Revenue

              	▲ 7,427 million ( 2006)
            


            
              	Operating income

              	▲ 909 million ( 2006)
            


            
              	Net income

              	▲ 1,165 million ( 2006)
            


            
              	Employees

              	59,000
            


            
              	Website

              	www.cadburyschweppes.com
            

          


          Cadbury Schweppes plc is a confectionery and beverage company with its headquarters in Berkeley Square, London, England, UK. Cadbury Schweppes is currently the only major international confectionery manufacturer to produce Fairtrade or organic products, which it sells through its subsidiary company Green & Black's.


          


          Corporate history


          


          Schweppes


          Johann Jacob Schweppe (born 1740 in Witzenhausen, Hesse, Germany; died 1821 in Geneva) was a German watchmaker and silversmith. He developed a method to charge water with carbon dioxide gas. Schweppe patented this method in 1783, some time after Joseph Priestley discovered a method to carbonate water. Carbonated water was originally produced for medical use. In 1790, Schweppe founded a factory to produce soda water on London's Drury Lane.


          


          Cadbury's


          Independently, in 1824, John Cadbury began vending tea, coffee, and (later) chocolate at Bull Street in Birmingham in the UK and sometimes in India. The company was then known as Cadbury Brothers Limited.


          After John Cadbury's retirement, his sons, Richard and George, opened a major factory in the purpose-built suburb of Bournville, four miles south of the city.


          After World War I, Cadbury Brothers Limited undertook a financial merger with J.S. Fry & Sons Limited.


          


          Merger


          The two companies merged to form Cadbury Schweppes in 1969.


          


          Domestic and international subsidiaries


          


          United Kingdom


          Cadbury UK also owns Trebor Bassett, Fry's, Maynards and Halls. The confectionery business in the UK is known as Cadbury Trebor Bassett and, as of August 2004, had eight factories and 3,000 staff in the UK. Biscuits bearing the Cadbury brand, such as Cadbury Fingers, are produced under licence by Burton's Foods. Cadbury's cakes and chocolate spread are manufactured under licence by Premier Foods but the cakes were originally part of Cadbury Foods Ltd with factories at Blackpole in Worcester and Moreton on The Wirral with distribution depots throughout the UK.


          


          Canada


          Cadbury Beverages Canada Inc., based in Mississauga, Ontario is the company's Canadian subsidiary for beverage related products while Cadbury Adams is the company's Canadian confectionery subsidiary, based in Toronto. Most brands and products match those in the UK; the chocolate bar line was rebranded in late 2005 to the UK-standard purple wrapper theme.


          


          United States


          The Cadbury Schweppes company's presence in the United States consists of the beverage unit Cadbury Schweppes Americas Beverages, and confectionery unit Cadbury Adams. Cadbury merged with Peter Paul in 1978, Although Cadbury Schweppes chocolate products have been sold in the U.S. since 1988 under the Cadbury trademark name, the chocolate itself has been manufactured by Hershey's and can be found in Hershey's chocolate stores. In 1982, Cadbury Schweppes purchased the Duffy-Mott Company. In early 2006, all of Mott's beverage brands ( Grandma's Molasses, Hawaiian Punch, IBC Root Beer, Mr and Mrs T Bloody Mary mix, Orangina, and Yoo-hoo) were folded into Cadbury Schweppes Americas Beverages. Mott's continues to operate as a separate unit of Cadbury Schweppes.


          


          Elsewhere


          Cadbury also operates factories in Alexandria, Cairo and Ramadan City (Egypt), Barcelona (Spain), Warsaw (Poland), Dublin (Ireland), Dunedin (New Zealand), Port Elizabeth (South Africa), Mexico City (Mexico), Ringwood (Melbourne, Australia) and Claremont ( Hobart, Australia).


          


          Schweppes


          Cadbury Schweppes does not manufacture Schweppes beverages for Brazil, Hong Kong, Mexico, Ireland, New Zealand, and Romania. In the United Kingdom and Serbia they are produced by The Coca-Cola Company and, in Poland, by PepsiCo.


          


          Accounting


          In May 2006, Cadbury Schweppes announced that it would be outsourcing its transactional accounting and order capture functions to Shared Business Services (SBS) centres run by a company called Genpact, (a businesses services provider) in India, China, and Romania. This was to affect all business units and be associated with US and UK functions being transferred to India by end of 2006, with all units transferred by mid-2008. Depending on the success of this move, other accounting Human Resources functions may follow. This development is likely to lead to the loss of several hundred jobs worldwide, but also to several hundred jobs being created, at lower salaries commensurate with wages paid in developing countries.


          


          Demerger


          In March 2007, it was revealed that Cadbury Schweppes is planning to split its business into two separate entities: one focusing on its main chocolate and confectionery market; the other on its US drinks business. It is speculated that the split could dramatically increase Cadbury's value, from its current market value of about 12,600 million, to up to an estimated 16,000 million combined value.


          In October 2007, Cadbury announced the closure of the Keynsham chocolate factory, formerly part of Fry's. Between 500 and 700 jobs would be affected by this change. Production will be transferred to other plants in England and Poland.


          


          Products


          Cadbury Schweppes produces beverages, chocolates and sweets/candies such as the popular 'Dairy Milk'.
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              	General
            


            
              	Name, Symbol, Number

              	cadmium, Cd, 48
            


            
              	Chemical series

              	transition metals
            


            
              	Group, Period, Block

              	12, 5, d
            


            
              	Appearance

              	silvery gray metallic

              [image: ]
            


            
              	Standard atomic weight

              	112.411 (8) gmol1
            


            
              	Electron configuration

              	[Kr] 5s2 4d10
            


            
              	Electrons per shell

              	2, 8, 18, 18, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	8.65 gcm3
            


            
              	Liquid density at m.p.

              	7.996 gcm3
            


            
              	Melting point

              	594.22 K

              (321.07 C, 609.93 F)
            


            
              	Boiling point

              	1040 K

              (767 C, 1413 F)
            


            
              	Heat of fusion

              	6.21  kJmol1
            


            
              	Heat of vaporization

              	99.87  kJmol1
            


            
              	Specific heat capacity

              	(25C) 26.020 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	530

                    	583

                    	654

                    	745

                    	867

                    	1040
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	2

              (mildly basic oxide)
            


            
              	Electronegativity

              	1.69 (Pauling scale)
            


            
              	Ionization energies

              	1st: 867.8 kJ/mol
            


            
              	2nd: 1631.4 kJ/mol
            


            
              	3rd: 3616 kJ/mol
            


            
              	Atomic radius

              	155  pm
            


            
              	Atomic radius (calc.)

              	161 pm
            


            
              	Covalent radius

              	148 pm
            


            
              	Van der Waals radius

              	158 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(22 C) 72.7 nm
            


            
              	Thermal conductivity

              	(300K) 96.6 Wm1K1
            


            
              	Thermal expansion

              	(25C) 30.8 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 2310 m/s
            


            
              	Young's modulus

              	50 GPa
            


            
              	Shear modulus

              	19 GPa
            


            
              	Bulk modulus

              	42 GPa
            


            
              	Poisson ratio

              	0.30
            


            
              	Mohs hardness

              	2.0
            


            
              	Brinell hardness

              	203 MPa
            


            
              	CAS registry number

              	7440-43-9
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of cadmium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	106Cd

                    	1.25%

                    	>9.51017 y

                    	2

                    	-

                    	106Pd
                  


                  
                    	107Cd

                    	syn

                    	6.5 h

                    	

                    	1.417

                    	107Ag
                  


                  
                    	108Cd

                    	0.89%

                    	>6.71017 y

                    	2

                    	-

                    	108Pd
                  


                  
                    	109Cd

                    	syn

                    	462.6 d

                    	

                    	0.214

                    	109Ag
                  


                  
                    	110Cd

                    	12.49%

                    	110Cd is stable with 62 neutrons
                  


                  
                    	111Cd

                    	12.8%

                    	111Cd is stable with 63 neutrons
                  


                  
                    	112Cd

                    	24.13%

                    	112Cd is stable with 64 neutrons
                  


                  
                    	113Cd

                    	12.22%

                    	7.71015 y

                    	-

                    	0.316

                    	113In
                  


                  
                    	113 mCd

                    	syn

                    	14.1 y

                    	-

                    	0.580

                    	113In
                  


                  
                    	IT

                    	0.264

                    	113Cd
                  


                  
                    	114Cd

                    	28.73%

                    	>9.31017 y

                    	2

                    	-

                    	114Sn
                  


                  
                    	115Cd

                    	syn

                    	53.46 h

                    	-

                    	1.446

                    	115In
                  


                  
                    	116Cd

                    	7.49%

                    	2.91019 y

                    	2

                    	-

                    	116Sn
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          Cadmium (pronounced /ˈkdmiəm/) is a chemical element with the symbol Cd and atomic number 48. A relatively abundant (price 3.55 USD/lb as of 2-15-08), soft, bluish-white, transition metal, cadmium is known to cause cancer and occurs with zinc ores. Cadmium is used largely in batteries and pigments, for example in plastic products.


          


          Extraction


          Cadmium is a common impurity in zinc, and it is most often isolated during the production of zinc. Zinc sulfide ores are roasted in the presence of oxygen, converting the zinc sulfide to the oxide. Zinc metal is produced either by smelting the oxide with carbon or by electrolysis in sulfuric acid. Cadmium is isolated from the zinc metal by vacuum distillation if the zinc is smelted, or cadmium sulfate is precipitated out of the electrolysis solution.


          


          Notable characteristics


          Cadmium is a soft, malleable, ductile, toxic, bluish-white bivalent metal. It is similar in many respects to zinc but reacts to form more complex compounds.


          The most common oxidation state of cadmium is +2, though rare examples of +1 can be found.


          One particular isotope of cadmium, 113Cd, absorbs neutrons with very high probability if they have an energy below the cadmium cutoff and transmits them readily otherwise. The cadmium cutoff is about 0.5 eV . Neutrons with energy below the cutoff are deemed slow neutrons, distinguishing them from intermediate and fast neutrons.


          
            [image: The cadmium-113 total cross section clearly showing the cadmium cutoff.]

            
              The cadmium-113 total cross section clearly showing the cadmium cutoff.
            

          


          


          Applications


          About three-quarters of cadmium is used in batteries (especially Ni-Cd batteries), and most of the remaining quarter is used mainly for pigments, coatings and plating, and as stabilizers for plastics. Other uses include:


          
            	In some of the lowest-melting alloys


            	In bearing alloys, due to a low coefficient of friction and very good fatigue resistance


            	In electroplating (6% cadmium)


            	In many kinds of solder


            	As a barrier to control nuclear fission


            	In black and white television phosphors and in the blue and green phosphors for colour television picture tubes


            	In paint pigments: Cadmium forms various salts, with cadmium sulfide being the most common. This sulfide is used as a yellow pigment. Cadmium selenide can be used as red pigment, commonly called cadmium red. To painters that work with the pigment, cadmium yellows, oranges, and reds are the most potent colours to use. In fact, during production, these colours are significantly toned down before they are ground with oils and binders, or blended into watercolours, gouaches, acrylics, and other paint and pigment formulations. These pigments are toxic, and it is recommended to use a barrier cream on the hands to prevent absorption through the skin when working with them. There is no such thing as cadmium blue, green, or violet.


            	In some semiconductors such as cadmium sulfide, cadmium selenide, and cadmium telluride, which can be used for light detection or solar cells. HgCdTe is sensitive to infrared.


            	In PVC as stabilizers.


            	In molecular biology, used to block voltage-dependent calcium channels from fluxing calcium ions.

          


          


          History


          Cadmium (Latin cadmia, Greek ί meaning " calamine", a Cadmium-bearing mixture of minerals, which was named after the Greek mythological character, ά ( Cadmus)) was discovered in Germany in 1817 by Friedrich Strohmeyer. Strohmeyer found the new element within an impurity in zinc carbonate (calamine), and, for 100 years, Germany remained the only important producer of the metal. The metal was named after the Latin word for calamine, since the metal was found in this zinc compound. Strohmeyer noted that some impure samples of calamine changed colour when heated but pure calamine did not.


          Even though cadmium and its compounds are highly toxic, the British Pharmaceutical Codex from 1907 states that cadmium iodide was used as a medicine to treat "enlarged joints, scrofulous glands, and chilblains".


          In 1927, the International Conference on Weights and Measures redefined the meter in terms of a red cadmium spectral line (1m = 1,553,164.13 wavelengths). This definition has since been changed (see krypton).


          


          Occurrence


          
            [image: Cadmium metal]

            
              Cadmium metal
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              Cadmium output in 2005
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              World production trend
            

          


          In 2001, China was the top producer of cadmium with almost one-sixth world share closely followed by South Korea and Japan, reports the British Geological Survey.


          Cadmium-containing ores are rare and, when found, occur in small quantities. Greenockite (CdS), the only cadmium mineral of importance, is nearly always associated with sphalerite (ZnS). As a consequence, cadmium is produced mainly as a byproduct from mining, smelting, and refining sulfide ores of zinc, and, to a lesser degree, lead and copper. Small amounts of cadmium, about 10% of consumption, are produced from secondary sources, mainly from dust generated by recycling iron and steel scrap. Production in the United States began in 1907, but it was not until after World War I that cadmium came into wide use.


          


          Biological role


          A role of cadmium in biology has been recently discovered. A cadmium-dependent carbonic anhydrase has been found in marine diatoms. Cadmium does the same job as zinc in other anhydrases, but the diatoms live in environments with very low zinc concentrations, thus biology has taken cadmium rather than zinc, and made it work. The discovery was made using X-ray absorption fluoresence spectroscopy (XAFS), and cadmium was characterised by noting the energy of the X-rays that were absorbed.


          
            [image: Image of the violet light from a helium cadmium metal vapor laser. The highly monochromatic color arises from the 441.563 nm transition line of cadmium.]

            
              Image of the violet light from a helium cadmium metal vapor laser. The highly monochromatic colour arises from the 441.563 nm transition line of cadmium.
            

          


          


          Isotopes of cadmium


          Naturally occurring cadmium is composed of 8 isotopes. For two of them, natural radioactivity was observed, and three others are predicted to be radioactive but their decays were never observed, due to extremely long half-life times. The two natural radioactive isotopes are 113Cd ( beta decay, half-life is 7.7  1015 years) and 116Cd (two-neutrino double beta decay, half-life is 2.9  1019 years). The other three are 106Cd, 108Cd ( double electron capture), and 114Cd ( double beta decay); only lower limits on their half-life times have been set. At least three isotopes - 110Cd, 111Cd, and 112Cd - are absolutely stable. Among the isotopes absent in the natural cadmium, the most long-lived are 109Cd with a half-life of 462.6 days, and 115Cd with a half-life of 53.46 hours. All of the remaining radioactive isotopes have half-lives that are less than 2.5 hours, and the majority of these have half-lives that are less than 5 minutes. This element also has 8 known meta states, with the most stable being 113mCd (t 14.1 years), 115mCd (t 44.6 days), and 117mCd (t 3.36 hours).


          The known isotopes of cadmium range in atomic mass from 94.950 u (95Cd) to 131.946 u (132Cd). The primary decay mode before the second-most-abundant stable isotope, 112Cd, is electron capture, and the primary modes after are beta emission and electron capture. The primary decay product before 112Cd is element 47 (silver), and the primary product after is element 49 (indium).



          


          Toxicity


          Cadmium is an occupational hazard associated with industrial processes such as metal plating and the production of nickel-cadmium batteries, pigments, plastics, and other synthetics. The primary route of exposure in industrial settings is inhalation. Inhalation of cadmium-containing fumes can result initially in metal fume fever but may progress to chemical pneumonitis, pulmonary edema, and death.


          Cadmium is also a potential environmental hazard. Human exposures to environmental cadmium are primarily the result of the burning of fossil fuels and municipal wastes. However, there have been notable instances of toxicity as the result of long-term exposure to cadmium in contaminated food and water. In the decades following World War II, Japanese mining operations contaminated the Jinzu River with cadmium and traces of other toxic metals. As a consequence, cadmium accumulated in the rice crops growing along the riverbanks downstream of the mines. The local agricultural communities consuming the contaminated rice developed Itai-itai disease and renal abnormalities, including proteinuria and glucosuria. Cadmium is one of six substances banned by the European Union's Restriction on Hazardous Substances (RoHS) directive, which bans carcinogens in computers.


          Cadmium and several cadmium-containing compounds are known carcinogens and can induce many types of cancer.


          Current research has found that cadmium toxicity may be carried into the body by zinc binding proteins; in particular, proteins that contain zinc finger protein structures. Zinc and cadmium are in the same group on the periodic table, contain the same common oxidation state (+2), and when ionized are almost the same size. Due to these similarities, cadmium can replace zinc in many biological systems, in particular, systems that contain softer ligands such as sulfur. Cadmium can bind up to ten times more strongly than zinc in certain biological systems, and is notoriously difficult to remove. In addition, cadmium can replace magnesium and calcium in certain biological systems, although these replacements are rare.


          Tobacco smoking is the most important single source of cadmium exposure in the general population. It has been estimated that about 10% of the cadmium content of a cigarette is inhaled through smoking. The absorption of cadmium from the lungs is much more effective than that from the gut, and as much as 50% of the cadmium inhaled via cigarette smoke may be absorbed.


          On average, smokers have 4-5 times higher blood cadmium concentrations and 2-3 times higher kidney cadmium concentrations than non-smokers. Despite the high cadmium content in cigarette smoke, there seems to be little exposure to cadmium from passive smoking. No significant effect on blood cadmium concentrations could be detected in children exposed to environmental tobacco smoke.


          


          Precautions


          While working with cadmium, it is important to do so under a fume hood or with the use of an appropriate respirator to protect against dangerous fumes. Solder, for example, which may contain cadmium, should be handled with care.
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          Caedmon (IPA: /ˈkdmɒn/) is the earliest English poet whose name is known. An Anglo-Saxon herdsman attached to the double monastery of Streonshalch ( Whitby Abbey) during the abbacy of St. Hilda (657680), he was originally ignorant of "the art of song" but according to Bede learned to compose one night in the course of a dream. He later became a zealous monk and an accomplished and inspirational religious poet.


          Caedmon is one of twelve Anglo-Saxon poets identified in medieval sources, and one of only three for whom both roughly contemporary biographical information and examples of literary output have survived. His story is related in the Historia ecclesiastica gentis Anglorum ("Ecclesiastical History of the English People") by St. Bede who wrote, "[t]here was in the Monastery of this Abbess a certain brother particularly remarkable for the Grace of God, who was wont to make religious verses, so that whatever was interpreted to him out of scripture, he soon after put the same into poetical expressions of much sweetness and humility in English, which was his native language. By his verse the minds of many were often excited to despise the world, and to aspire to heaven."


          Caedmon's only known surviving work is Cdmon's Hymn, the nine-line alliterative vernacular praise poem in honour of God he supposedly learned to sing in his initial dream. The poem is one of the earliest attested examples of Old English and is, with the runic Ruthwell Cross and Franks Casket inscriptions, one of three candidates for the earliest attested example of Old English poetry. It is also one of the earliest recorded examples of sustained poetry in a Germanic language.


          


          Life


          


          Bede's account


          The sole source of original information about Cdmon's life and work is Bede's Historia ecclesiastica. According to Bede, Cdmon was a lay brother who worked as a herdsman at the monastery Streonshalch (now known as Whitby Abbey). One evening, while the monks were feasting, singing, and playing a harp, Cdmon left early to sleep with the animals because he knew no songs. While asleep, he had a dream in which "someone" (quidem) approached him and asked him to sing principium creaturarum, "the beginning of created things." After first refusing to sing, Cdmon subsequently produced a short eulogistic poem praising God as the creator of heaven and earth.


          Upon awakening the next morning, Cdmon remembered everything he had sung and added additional lines to his poem. He told his foreman about his dream and gift and was taken immediately to see the abbess. The abbess and her counsellors asked Cdmon about his vision and, satisfied that it was a gift from God, gave him a new commission, this time for a poem based on a passage of sacred history or doctrine, by way of a test. When Cdmon returned the next morning with the requested poem, he was ordered to take monastic vows. The abbess ordered her scholars to teach Cdmon sacred history and doctrine, which after a night of thought, Bede records, Cdmon would turn into the most beautiful verse. According to Bede, Cdmon was responsible for a large oeuvre of splendid vernacular poetic texts on a variety of Christian topics.


          After a long and zealously pious life, Cdmon died like a saint: receiving a premonition of death, he asked to be moved to the abbeys hospice for the terminally ill where, having gathered his friends around him, he expired just before nocturns. Although often listed as a saint, this is not confirmed by Bede and it has recently been argued that such assertions are incorrect.


          


          Dates


          Bede gives no specific dates in his story. Cdmon is said to have taken holy orders at an advanced age and it is implied that he lived at Streonshalch at least in part during Hildas abbacy (657680). Book IV Chapter 25 of the Historia ecclesiastica appears to suggest that Cdmons death occurred at about the same time as the fire at Coldingham Abbey, an event dated in the E text of the Anglo-Saxon Chronicle to 679, but after 681 by Bede. The reference to his temporibus at this time in the opening lines of Chapter 25 may refer more generally to Cdmons career as a poet. However, the next datable event in the Historia ecclesiastica is King Ecgfriths raid on Ireland in 684 (Book IV, Chapter 26). Taken together, this evidence suggests an active period beginning between 657 and 680 and ending between 679 and 684.


          


          Modern discoveries


          The only biographical or historical information that modern scholarship has been able to add to Bedes account concerns the Brittonic origins of the poets name. Although Bede specifically notes that English was Cdmons own language, the poets name is of Celtic origin: from Proto-Welsh *Cadṽan and Brittonic *Catumandos. Several scholars have suggested that Cdmon himself may have been bilingual on the basis of this etymology, Hildas close contact with Celtic political and religious hierarchies, and some (not very close) analogues to the Hymn in Old Irish poetry. Other scholars have noticed a possible onomastic allusion to  Adam Kadmon in the poets name, perhaps suggesting that the entire story is allegorical.


          


          Work


          


          General corpus


          Bedes account indicates that Cdmon was responsible for the composition of a large oeuvre of vernacular religious poetry. In contrast to Saints Aldhelm and Dunstan, Cdmons poetry is said to have been exclusively religious. Bede reports that Cdmon could never compose any foolish or trivial poem, but only those which were concerned with devotion and his list of Cdmons output includes work on religious subjects only: accounts of creation, translations from the Old and New Testaments, and songs about the terrors of future judgment, horrors of hell,  joys of the heavenly kingdom,  and divine mercies and judgments. Of this corpus, only the opening lines of his first poem survive. While vernacular poems matching Bedes description of several of Cdmons later works are found in London, British Library, Junius 11 (traditionally referred to as the Junius or Cdmon manuscript), the older traditional attribution of these texts to Cdmon or Cdmons influence cannot stand. The poems show significant stylistic differences both internally and with Cdmons original Hymn, and there is nothing about their order or content to suggest that they could not have been composed and anthologised without any influence from Bedes discussion of Cdmons oeuvre: the first three Junius poems are in their biblical order and, while Christ and Satan could be understood as partially fitting Bedes description of Cdmons work on future judgment, pains of hell and joys of the heavenly kingdom, the match is not exact enough to preclude independent composition. As Fritz and Day have shown, indeed, Bedes list itself may owe less to direct knowledge of Cdmons actual output than to traditional ideas about the subjects fit for Christian poetry or the order of the catechism. Similar influences may, of course, also have affected the makeup of the Junius volume.


          


          Cdmon's Hymn


          
            [image: One of two candidates for the earliest surviving copy of C�dmon's Hymn is found in "The Moore Bede" (ca. 737) which is held by the Cambridge University Library (Kk. 5. 16, often referred to as M). The other candidate is St. Petersburg, National Library of Russia, lat. Q. v. I. 18 (P)]

            
              One of two candidates for the earliest surviving copy of Cdmon's Hymn is found in "The Moore Bede" (ca. 737) which is held by the Cambridge University Library (Kk. 5. 16, often referred to as M). The other candidate is St. Petersburg, National Library of Russia, lat. Q. v. I. 18 (P)
            

          


          The only known survivor from Cdmons oeuvre is his Hymn ( audio version). The poem is known from twenty-one manuscript copies, making it the best-attested Old English poem after Bedes Death Song (35 witnesses) and the best attested in the poetic corpus in manuscripts copied or owned in the British Isles during the Anglo-Saxon period. The Hymn also has by far the most complicated known textual history of any surviving Anglo-Saxon poem. It is found in two dialects and five distinct recensions (Northumbrian aelda, Northumbrian eordu, West-Saxon eoran, West-Saxon ylda, and West-Saxon eore), all but one of which are known from three or more witnesses. It is one of the earliest attested examples of written Old English and one of the earliest recorded examples of sustained poetry in a Germanic language. Together with the runic Ruthwell Cross and Franks Casket inscriptions, Cdmon's Hymn is one of three candidates for the earliest attested example of Old English poetry.


          


          Manuscript evidence


          All copies of Hymn are found in manuscripts of the Historia ecclesiastica or its translation, where they serve as either a gloss to Bedes Latin translation of the Old English poem, or, in the case of the Old English version, a replacement for Bede's translation in the main text of the History. Despite this close connection with Bedes work, the Hymn does not appear to have been transmitted with the Historia ecclesiastica regularly until relatively late in its textual history. Scribes other than those responsible for the main text often copy the vernacular text of the Hymn in manuscripts of the Latin Historia. In three cases, Oxford, Bodleian Library, Laud Misc. 243, Oxford, Bodleian Library, Hatton 43, and Winchester, Cathedral I, the poem is copied by scribes working a quarter-century or more after the main text was first set down. Even when the poem is in the same hand as the manuscripts main text, there is little evidence to suggest that it was copied from the same exemplar as the Latin Historia: nearly identical versions of the Old English poem are found in manuscripts belonging to different recensions of the Latin text; closely related copies of the Latin Historia sometimes contain very different versions of the Old English poem. With the exception of the Old English translation, no single recension of the Historia ecclesiastica is characterised by the presence of a particular recension of the vernacular poem.


          


          Earliest text


          The oldest known version of the poem is the Northumbrian aelda recension. The surviving witnesses to this text, Cambridge, University Library, Kk. 5. 16 (M) and St. Petersburg, National Library of Russia, lat. Q. v. I. 18 (P), date to at least the mid-8th century. M in particular is traditionally ascribed to Bede's own monastery and life time, though there is little evidence to suggest it was copied much before the mid-8th century.


          The following text has been transcribed from M (mid-8th century; Northumbria). Text has been normalised to show modern punctuation and line- and word-division:


          
            
              
                	
                  
                    
                      
                        	
                          
                            	Nu scylun hergan hefaenricaes uard


                            	metuds maecti end his modgidanc


                            	uerc uuldurfadur sue he uundra gihuaes


                            	eci dryctin or astelid


                            	he aerist scop aelda barnum


                            	heben til hrofe haleg scepen


                            	tha middungeard moncynns uard


                            	eci dryctin fter tiad


                            	firum foldu frea allmectig

                          

                        

                        	
                          
                            	Now [we] must honour the guardian of heaven,


                            	the might of the architect, and his purpose,


                            	the work of the father of glory


                            	 as he, the eternal lord, established the beginning of wonders.


                            	He, the holy creator,


                            	first created heaven as a roof for the children of men.


                            	Then the guardian of mankind, the eternal lord,


                            	the lord almighty, afterwards appointed the middle earth,


                            	the lands, for men.
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              	Caesar cipher
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                  The action of a Caesar cipher is to replace each plaintext letter with one a fixed number of places down the alphabet. This example is with a shift of three, so that a B in the plaintext becomes E in the ciphertext.
                

              
            


            
              	Detail
            


            
              	Structure

              	substitution cipher
            


            
              	Best public cryptanalysis
            


            
              	
                
                  Susceptible to frequency analysis and brute force attacks.
                

              
            

          


          In cryptography, a Caesar cipher, also known as a Caesar's cipher, the shift cipher, Caesar's code or Caesar shift, is one of the simplest and most widely known encryption techniques. It is a type of substitution cipher in which each letter in the plaintext is replaced by a letter some fixed number of positions down the alphabet. For example, with a shift of 3, A would be replaced by D, B would become E, and so on. The method is named after Julius Caesar, who used it to communicate with his generals.


          The encryption step performed by a Caesar cipher is often incorporated as part of more complex schemes, such as the Vigenre cipher, and still has modern application in the ROT13 system. As with all single alphabet substitution ciphers, the Caesar cipher is easily broken and in practice offers essentially no communication security.


          


          Example


          The transformation can be represented by aligning two alphabets; the cipher alphabet is the plain alphabet rotated left or right by some number of positions. For instance, here is a Caesar cipher using a left rotation of three places (the shift parameter, here 3, is used as the key):

          
Plain: ABCDEFGHIJKLMNOPQRSTUVWXYZ
Cipher: DEFGHIJKLMNOPQRSTUVWXYZABC



          When encrypting, a person looks up each letter of the message in the "plain" line and writes down the corresponding letter in the "cipher" line. Deciphering is done in reverse.

          
Plaintext: the quick brown fox jumps over the lazy dog
Ciphertext: WKH TXLFN EURZQ IRA MXPSV RYHU WKH ODCB GRJ



          The encryption can also be represented using modular arithmetic by first transforming the letters into numbers, according to the scheme, A = 0, B = 1,..., Z = 25. Encryption of a letter x by a shift n can be described mathematically as,


          
            	[image: E_n(x) = (x + n) \mod {26}.]

          


          Decryption is performed similarly,


          
            	[image: D_n(x) = (x - n) \mod {26}.]

          


          (There are different definitions for the modulo operation. In the above, the result is in the range 0...25. I.e., if x+n or x-n are not in the range 0...25, we have to subtract or add 26.)


          The replacement remains the same throughout the message, so the cipher is classed as a type of monoalphabetic substitution, as opposed to polyalphabetic substitution.


          


          History and usage


          
            [image: The Caesar cipher is named for Julius Caesar, who used an alphabet with a left shift of three.]

            
              The Caesar cipher is named for Julius Caesar, who used an alphabet with a left shift of three.
            

          


          The Caesar cipher is named after Julius Caesar, who, according to Suetonius, used it with a shift of three to protect messages of military significance. While Caesar's was the first recorded use of this scheme, other substitution ciphers are known to have been used earlier.


          
            
              If he had anything confidential to say, he wrote it in cipher, that is, by so changing the order of the letters of the alphabet, that not a word could be made out. If anyone wishes to decipher these, and get at their meaning, he must substitute the fourth letter of the alphabet, namely D, for A, and so with the others.

            


            
               Suetonius, Life of Julius Caesar 56
            

          


          His nephew, Augustus, also used the cipher, but with a right shift of one, and it did not wrap around to the beginning of the alphabet:


          
            
              Whenever he wrote in cipher, he wrote B for A, C for B, and the rest of the letters on the same principle, using AA for X.

            


            
               Suetonius, Life of Augustus 88
            

          


          There is evidence that Julius Caesar used more complicated systems as well, and one writer, Aulus Gellius, refers to a (now lost) treatise on his ciphers:


          
            
              There is even a rather ingeniously written treatise by the grammarian Probus concerning the secret meaning of letters in the composition of Caesar's epistles.

            


            
               Aulus Gellius,Attic Nights 17.9.15
            

          


          It is unknown how effective the Caesar cipher was at the time, but it is likely to have been reasonably secure, not least because most of Caesar's enemies would have been illiterate and others would have assumed that the messages were written in an unknown foreign language. Assuming that an attacker could read the message, there is no record at that time of any techniques for the solution of simple substitution ciphers. The earliest surviving records date to the 9th century works of Al-Kindi in the Arab world with the discovery of frequency analysis.


          A Caesar cipher with a shift of one is used on the back of the Mezuzah to encrypt the names of God. This may be a hangover from an earlier time when Jewish people were not allowed to have Mezuzahs. The letters of the cryptogram themselves comprise a divine name which keeps the forces of evil in check.


          In the 19th century, the personal advertisements section in newspapers would sometimes be used to exchange messages encrypted using simple cipher schemes. Kahn (1967) describes instances of lovers engaging in secret communications enciphered using the Caesar cipher in The Times. Even as late as 1915, the Caesar cipher was in use: the Russian army employed it as a replacement for more complicated ciphers which had proved to be too difficult for their troops to master; German and Austrian cryptanalysts had little difficulty in decrypting their messages.


          Caesar ciphers can be found today in children's toys such as secret decoder rings. A Caesar shift of thirteen is also performed in the ROT13 algorithm, a simple method of obfuscating text widely found in UNIX and used to obscure text (such as joke punchlines and story spoilers), but not used as a method of encryption.


          The Vigenre cipher uses a Caesar cipher with a different shift at each position in the text; the value of the shift is defined using a repeating keyword. If a single-use keyword is as long as the message and chosen randomly then this is a one-time pad cipher, unbreakable if the users maintain the keyword's secrecy. Keywords shorter than the message (e.g., " Complete Victory" used by the Confederacy during the American Civil War), introduce a cyclic pattern that might be detected with a statistically advanced version of frequency analysis.


          In April 2006, fugitive Mafia boss Bernardo Provenzano was captured in Sicily partly because of cryptanalysis of his messages written in a variation of the Caesar cipher. Provenzano's cipher used numbers, so that "A" would be written as "4", "B" as "5", and so on.


          


          Breaking the cipher


          
            
              	Decryption

              shift

              	Candidate plaintext
            


            
              	0

              	exxegoexsrgi
            


            
              	1

              	dwwdfndwrqfh
            


            
              	2

              	cvvcemcvqpeg
            


            
              	3

              	buubdlbupodf
            


            
              	4

              	attackatonce
            


            
              	5

              	zsszbjzsnmbd
            


            
              	6

              	yrryaiyrmlac
            


            
              	...
            


            
              	23

              	haahjrhavujl
            


            
              	24

              	gzzgiqgzutik
            


            
              	25

              	fyyfhpfytshj
            

          


          The Caesar cipher can be easily broken even in a ciphertext-only scenario. Two situations can be considered:


          
            	an attacker knows (or guesses) that some sort of simple substitution cipher has been used, but not specifically that it is a Caesar scheme;


            	an attacker knows that a Caesar cipher is in use, but does not know the shift value.

          


          In the first case, the cipher can be broken using the same techniques as for a general simple substitution cipher, such as frequency analysis or pattern words. While solving, it is likely that an attacker will quickly notice the regularity in the solution and deduce that a Caesar cipher is the specific algorithm employed.


          
            [image: The distribution of letters in a typical sample of English language text has a distinctive and predictable shape. A Caesar shift "rotates" this distribution, and it is possible to determine the shift by examining the resultant frequency graph.]

            
              The distribution of letters in a typical sample of English language text has a distinctive and predictable shape. A Caesar shift "rotates" this distribution, and it is possible to determine the shift by examining the resultant frequency graph.
            

          


          In the second instance, breaking the scheme is even more straightforward. Since there are only a limited number of possible shifts (26 in English), they can each be tested in turn in a brute force attack. One way to do this is to write out a snippet of the ciphertext in a table of all possible shifts  a technique sometimes known as "completing the plain component". The example given is for the ciphertext "EXXEGOEXSRGI"; the plaintext is instantly recognisable by eye at a shift of four. Another way of viewing this method is that, under each letter of the ciphertext, the entire alphabet is written out in reverse starting at that letter. This attack can be accelerated using a set of strips prepared with the alphabet written down them in reverse order. The strips are then aligned to form the ciphertext along one row, and the plaintext should appear in one of the other rows.


          Another brute force approach is to match up the frequency distribution of the letters. By graphing the frequencies of letters in the ciphertext, and by knowing the expected distribution of those letters in the original language of the plaintext, a human can easily spot the value of the shift by looking at the displacement of particular features of the graph. This is known as frequency analysis. For example in the English language the plaintext frequencies of the letters E, T, (usually most frequent), and Q, Z (typically least frequent) are particularly distinctive. Computers can also do this by measuring how well the actual frequency distribution matches up with the expected distribution; for example, the chi-square statistic can be used.


          For natural language plaintext, there will, in all likelihood, be only one plausible decryption, although for extremely short plaintexts, multiple candidates are possible. For example, the ciphertext MPQY could, plausibly, decrypt to either " aden" or "know" (assuming the plaintext is in English); similarly, "ALIIP" to "dolls" or "wheel"; and "AFCCP" to "jolly" or "cheer" (see also unicity distance).


          Multiple encryptions and decryptions provide no additional security. This is because two encryptions of, say, shift A and shift B, will be equivalent to an encryption with shift A + B. In mathematical terms, the encryption under various keys forms a group.


          
            Retrieved from " http://en.wikipedia.org/wiki/Caesar_cipher"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Caesium


        
          

          
            
              	
                
                  
                    	55

                    	xenon  caesium  barium
                  


                  
                    	Rb

                    

                    Cs

                    

                    Fr

                    	
                      
                        
                          	
                            
                              [image: ]
                            


                            
                              Periodic Table - Extended Periodic Table
                            

                          
                        

                      

                    
                  

                

              
            


            
              	General
            


            
              	Name, Symbol, Number

              	caesium, Cs, 55
            


            
              	Chemical series

              	alkali metals
            


            
              	Group, Period, Block

              	1, 6, s
            


            
              	Appearance

              	silvery gold

              [image: ]
            


            
              	Standard atomic weight

              	132.9054519 (2) gmol1
            


            
              	Electron configuration

              	[Xe] 6s1
            


            
              	Electrons per shell

              	2, 8, 18, 18, 8, 1
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	1.93 gcm3
            


            
              	Liquid density at m.p.

              	1.843 gcm3
            


            
              	Melting point

              	301.59 K

              (28.44 C, 83.19 F)
            


            
              	Boiling point

              	944 K

              (671 C, 1240 F)
            


            
              	Critical point

              	1938 K, 9.4 MPa
            


            
              	Heat of fusion

              	2.09  kJmol1
            


            
              	Heat of vaporization

              	63.9  kJmol1
            


            
              	Specific heat capacity

              	(25C) 32.210 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	418

                    	469

                    	534

                    	623

                    	750

                    	940
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	body centered cubic
            


            
              	Oxidation states

              	1

              (strongly basic oxide)
            


            
              	Electronegativity

              	0.79 (Pauling scale)
            


            
              	Ionization energies

              	1st: 375.7 kJ/mol
            


            
              	2nd: 2234.3 kJ/mol
            


            
              	3rd: 3400 kJ/mol
            


            
              	Atomic radius

              	260  pm
            


            
              	Atomic radius (calc.)

              	298 pm
            


            
              	Covalent radius

              	225 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(20C) 205 nm
            


            
              	Thermal conductivity

              	(300K) 35.9 Wm1K1
            


            
              	Thermal expansion

              	(25C) 97 mm1K1
            


            
              	Young's modulus

              	1.7 GPa
            


            
              	Bulk modulus

              	1.6 GPa
            


            
              	Mohs hardness

              	0.2
            


            
              	Brinell hardness

              	0.14 MPa
            


            
              	CAS registry number

              	7440-46-2
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of caesium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	133Cs

                    	100%

                    	133Cs is stable with 78 neutrons
                  


                  
                    	134Cs

                    	syn

                    	65.159 Ms

                    (2.0648 y)

                    	

                    	1.229

                    	134Xe
                  


                  
                    	-

                    	2.059

                    	134Ba
                  


                  
                    	135Cs

                    	trace

                    	73 Ts

                    (2,300,000y)

                    	-

                    	0.269

                    	135Ba
                  


                  
                    	137Cs

                    	syn

                    	948.9 Ms

                    (30.07y)

                    	-

                    	1.176

                    	137Ba
                  

                

              
            


            
              	References
            

          


          Caesium or cesium (pronounced /ˈsiːziəm/) is the chemical element with the symbol Cs and atomic number 55. It is a soft silvery-gold alkali metal with a melting point of 28 C (83 F), which makes it one of the metals that are liquid at or near room temperature, along with rubidium (39 C [102 F]), francium (27 C [81 F]), mercury (39 C [38 F]), and gallium (30 C [86 F]). This element is most notably used in atomic clocks.


          The variant spelling cesium is used especially in North American English, but caesium is the spelling used by the IUPAC.


          


          Notable characteristics


          The emission spectrum of caesium has two bright lines in the blue part of the spectrum along with several other lines in the red, yellow, and green. This metal is silvery gold in colour and is both soft and ductile. Caesium is the second most electropositive and alkaline of the chemical elements and has the second lowest ionization potential (after francium). Caesium is the least abundant of the five non-radioactive alkali metals. (Technically, francium is the least common alkali metal, but since it is highly radioactive with an estimated 30 grams in the entire Earth's crust at one time, its abundance can be considered zero in practical terms.)


          Along with gallium, francium, and mercury, caesium is among the only metals that are liquid at or near room temperature. Caesium reacts explosively in cold water and also reacts with ice at temperatures above 116 C (177 F, 157K).


          Caesium hydroxide (CsOH) is a very strong base and will rapidly etch the surface of glass. CsOH is often stated to be the "strongest base", but in fact many compounds such as n-butyllithium and sodium amide are stronger.


          


          Applications


          Probably the most widespread use of caesium today is in caesium formate-based drilling fluids for the oil industry. The high density of the caesium formate brine (up to 2.3 sg), coupled with the relative benignity of 133Cs , reduces the requirement for toxic high-density suspended solids in the drilling fluid, which is a significant technological, engineering and environmental advantage.


          Caesium is also used in atomic clocks, which are accurate to seconds in many thousands of years. Since 1967, the International System of Measurements bases its unit of time, the second, on the properties of caesium. SI defines the second as 9,192,631,770 cycles of the radiation which corresponds to the transition between two hyperfine energy levels of the ground state of the 133Cs atom.


          
            	134Cs has been used in hydrology as a measure of caesium output by the nuclear power industry. This isotope is used because, while it is less prevalent than either 133Cs or 137Cs, 134Cs can be produced solely by nuclear reactions. 135Cs has also been used in this function.


            	Like other elements of group 1, caesium has a great affinity for oxygen and is used as a " getter" in vacuum tubes.


            	This metal is also used in photoelectric cells due to its ready emission of electrons.


            	Caesium was used as a propellant in early ion engines. It used a method of ionization to strip the outer electron from the propellant by simple contact with tungsten. Caesium use as a propellant was discontinued when Hughes Research Laboratory conducted a study finding xenon gas as a suitable replacement.


            	Caesium is used as a catalyst in the hydrogenation of certain organic compounds.


            	Radioactive isotopes of caesium are used in the medical field to treat certain types of cancer.


            	Caesium fluoride is widely used in organic chemistry as a base and as a source of anhydrous fluoride ion.


            	Caesium vapor is used in many common magnetometers.


            	Because of their high density, caesium chloride solutions are commonly used in molecular biology for density gradient ultracentrifugation, primarily for the isolation of viral particles, subcellular organelles and fractions, and nucleic acids from biological samples.


            	Caesium nitrate is used as oxidiser to burn silicon in infrared flares like the LUU-19 flare, because it emits much of its light in the near infrared spectrum.


            	Caesium-137 is an extremely common radioisotope used as a gamma-emitter in industrial applications such as:

              
                	moisture density gauges


                	leveling gauges


                	thickness gauges


                	well-logging devices which are used to measure the electron density, which is analagous to the bulk density, of the rock formations.

              

            


            	Caesium is also used as an internal standard in spectrophotometry.


            	Caesium has been used to reduce the radar signature of exhaust plumes in military aircraft.

          


          


          History


          Caesium (Latin caesius meaning "blueish grey" ) was spectroscopically discovered by Robert Bunsen and Gustav Kirchhoff in 1860 in mineral water from Drkheim, Germany. The residues of 44000 liters of mineral water yielded several grams of caesium salt for further analysis. Its identification was based upon the bright blue lines in its spectrum and it was the first element discovered by spectrum analysis. The first caesium metal was produced in 1882 by electrolysis of caesium chloride by Carl Setterberg. Settberger received his PhD from Kekule and Bunsen for this work. Historically, the most important use for caesium has been in research and development, primarily in chemical and electrical applications.


          


          Occurrence


          
            [image: Pollucite, a caesium mineral]

            
              Pollucite, a caesium mineral
            

          


          An alkali metal, caesium occurs in lepidolite, pollucite ( hydrated silicate of aluminium and caesium) and within other sources. One of the world's most significant and rich sources of this metal is at Bernic Lake in Manitoba. The deposits there are estimated to contain 300,000 metric tons of pollucite at an average of 20% caesium.


          It can be isolated by electrolysis of fused caesium cyanide and in a number of other ways. Exceptionally pure and gas-free caesium can be made by the thermal decomposition of caesium azide. The primary compounds of caesium are caesium chloride and its nitrate. The price of caesium metal in 1997 was about US$30 per gram, but its compounds are much cheaper.


          
            	See also Caesium minerals.

          


          


          Isotopes


          Caesium has at least 39 known isotopes, which is more than any other element except francium. The atomic masses of these isotopes range from 112 to 151. Even though this element has a large number of isotopes, it has only one naturally occurring stable isotope, 133Cs. Most of the other isotopes have half-lives from a few days to fractions of a second. The radiogenic isotope 137Cs has been used in hydrologic studies, analogous to the use of 3H. 137Cs is produced from the detonation of nuclear weapons and is produced in nuclear power plants, and was released to the atmosphere most notably from the 1986 Chernobyl meltdown. This isotope (137Cs) is one of the numerous products of fission, directly issued from the fission of uranium.


          
            [image: High purity caesium-133 (preserved under argon)]

            
              High purity caesium-133 (preserved under argon)
            

          


          Beginning in 1945 with the commencement of nuclear testing, 137Cs was released into the atmosphere where it is not absorbed readily into solution and is returned to the surface of the earth as a component of radioactive fallout. Once 137Cs enters the ground water, it is deposited on soil surfaces and removed from the landscape primarily by particle transport. As a result, the input function of these isotopes can't be estimated as a function of time. Caesium-137 has a half-life of 30.17 years. It decomposes to barium-137m (a short-lived product of decay) then to a form of nonradioactive barium.


          


          Precautions


          All alkali metals are highly reactive. Caesium, being one of the heavier alkali metals, is also one of the most reactive and is highly explosive when it comes in contact with water, as the hydrogen gas produced by the reaction is heated by the thermal energy released at the same time, causing ignition, and a violent explosion (the same as all alkali metals) - but caesium is so reactive, this explosive reaction can even be triggered by cold water or ice. Caesium hydroxide is an extremely strong base, and can etch glass.


          Caesium compounds are encountered rarely by most persons. All caesium compounds should be regarded as mildly toxic because of its chemical similarity to potassium. Large amounts cause hyperirritability and spasms, but such amounts would not ordinarily be encountered in natural sources, so Cs is not a major chemical environmental pollutant. Rats fed caesium in place of potassium in their diet die, so this element cannot replace potassium in function.


          The isotopes 134Cs and 137Cs (present in the biosphere in small amounts as a result of radiation leaks) represent a radioactivity burden which varies depending on location. Radiocaesium does not accumulate in the body as effectively as many other fission products (such as radioiodine and radiostrontium), which are actively accumulated by the body.
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              	Caesium fluoride
            


            
              	[image: Caesium fluoride]
            


            
              	[image: Caesium fluoride]
            


            
              	IUPAC name

              	Caesium fluoride
            


            
              	Other names

              	Cesium fluoride
            


            
              	Identifiers
            


            
              	CAS number

              	[13400-13-0]
            


            
              	RTECS number

              	FK9650000
            


            
              	Properties
            


            
              	Molecular formula

              	CsF
            


            
              	Molar mass

              	151.904 g/mol
            


            
              	Appearance

              	white crystalline solid
            


            
              	Density

              	4.115 g/cm, solid
            


            
              	Melting point

              	
                682 C (955 K)

              
            


            
              	Boiling point

              	
                1251 C (1524 K)

              
            


            
              	Solubility in water

              	367 g/100 ml (18 C)
            


            
              	Structure
            


            
              	Crystal structure

              	cubic
            


            
              	Coordination

              geometry

              	Octahedral
            


            
              	Dipole moment

              	7.9 D
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	Main hazards

              	toxic, forms HF with acid
            


            
              	R-phrases

              	23/24/25, 34
            


            
              	S-phrases

              	26, 36/37, 39, 45
            


            
              	Related compounds
            


            
              	Other anions

              	caesium chloride

              caesium bromide

              caesium iodide
            


            
              	Other cations

              	sodium fluoride

              potassium fluoride

              rubidium fluoride
            


            
              	Related compounds

              	tetra-n-butylammonium fluoride
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Caesium fluoride (cesium fluoride in North America), is an ionic compound usually found as a hygroscopic white solid. It is more soluble and more readily dissociated than sodium fluoride or potassium fluoride. It is available in anhydrous form, and if water has been absorbed it is easy to dry by heating at 100  C for two hours in vacuo. It is therefore a useful, less hygroscopic alternative to tetra-n-butylammonium fluoride (TBAF) and TAS-fluoride (TASF) when anhydrous "naked" fluoride ion is needed. Like all soluble fluorides, it is mildly basic. Contact with acid should be avoided, as this forms highly toxic/corrosive hydrofluoric acid.


          


          Chemical properties


          Caesium fluoride reacts usually as a source of fluoride ion, F-. It therefore undergoes all of the usual reactions associated with soluble fluorides such as potassium fluoride, for example:


          2 CsF ( aq) + CaCl2 (aq)  2 CsCl (aq) + CaF2 ( s)


          Being highly dissociated it is quite reactive as a fluoride source under anhydrous conditions too, and it will react with electron-deficient aryl chlorides to form aryl fluorides ( halex reaction). Due to the strength of the SiF bond, fluoride ion is useful for desilylation reactions (removal of Si groups) in organic chemistry; caesium fluoride is an excellent source of anhydrous fluoride for such reactions (vida infra). As with other soluble fluorides, CsF is moderately basic, because HF is a weak acid. The low nucleophilicity of fluoride means it can be a useful base in organic chemistry.


          


          Crystal structure


          Caesium fluoride has the inverse halite structure, because caesium ions are larger than fluoride ions; in the lithium, sodium, potassium, and rubidium halides, the cation is smaller than the anion. The caesium ions form a cubic closest packed array with fluoride ions in the octahedral holes.


          


          Preparation


          Caesium fluoride may be prepared by the action of hydrofluoric acid on caesium hydroxide or caesium carbonate, followed by removal of water.


          


          Uses


          Caesium fluoride is a useful base in organic chemistry, due the fact that fluoride ion is largely unreactive as a nucleophile. It is reported that CsF gives higher yields in Knoevenagel condensation reactions than KF or NaF.


          Removal of silicon groups (desilylation) is a major application for CsF in the laboratory, as its anhydrous nature allows clean formation of water-sensitive intermediates. Caesium fluoride in THF or DMF can attack a wide variety of organosilicon compounds to produce an organosilicon fluoride and a carbanion, which can then react with electrophiles, for example:


          [image: ]


          Desilylation is also useful for the removal of silyl protecting groups.


          Caesium fluoride is also a popular source of fluoride in organofluorine chemistry. For example, CsF reacts with hexafluoroacetone to form a caesium perfluoroalkoxide salt which is stable up to 60 C, unlike the corresponding sodium or potassium salt.


          Single crystals of the salt are transparent into the deep infrared. For this reason it is often used as the windows of cells used for infrared spectroscopy.


          


          Precautions


          Like other soluble fluorides, CsF is moderately toxic. Contact with acid should be avoided, as this forms highly toxic/corrosive hydrofluoric acid. Cesium ion (Cs+), or Cesium chloride, is generally not considered toxic.
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              	Caffeine
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              	IUPAC name

              	1,3,7-trimethyl-1H-purine-2,6(3H,7H)-dione
            


            
              	Other names

              	1,3,7-trimethylxanthine, trimethylxanthine,

              theine, methyltheobromine
            


            
              	Identifiers
            


            
              	CAS number

              	[58-08-2]
            


            
              	RTECS number

              	EV6475000
            


            
              	SMILES

              	C[n]1cnc2N(C)C(=O)N(C)C(=O)c12
            


            
              	Properties
            


            
              	Molecular formula

              	C8H10N4O2
            


            
              	Molar mass

              	194.19gmol1
            


            
              	Appearance

              	Odorless, white needles or powder
            


            
              	Density

              	1.2gcm3, solid
            


            
              	Melting point

              	
                237C (non-equilibrium, superheated)

              
            


            
              	Boiling point

              	
                178C ( sublimes)

              
            


            
              	Solubility in water

              	22 mgmL1 (25 C)

              180 mgmL1 (80 C)

              670 mgmL1 (100 C)
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	Main hazards

              	May be fatal if inhaled, swallowed

              or absorbed through the skin.
            


            
              	NFPA 704

              	
                
                  [image: ]
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                    0
                  


                  
                    
                  

                

              
            


            
              	Flash point

              	N/A
            


            
              	LD50

              	192 mg/kg (rat)
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Caffeine is a bitter white crystalline xanthine alkaloid compound that acts as a psychoactive stimulant drug and a mild diuretic in humans. Caffeine was discovered by a German chemist, Friedrich Ferdinand Runge, in 1819. He coined the term "kaffein," a chemical compound in coffee, which in English became caffeine. Caffeine is also called guaranine when found in guarana, mateine when found in mate, and theine when found in tea; all of these names are synonyms for the same chemical compound.


          Caffeine is found in varying quantities in the beans, leaves, and fruit of over 60 plants, where it acts as a natural pesticide that paralyzes and kills certain insects feeding on the plants. It is most commonly consumed by humans in infusions extracted from the beans of the coffee plant and the leaves of the tea bush, as well as from various foods and drinks containing products derived from the kola nut or from cacao. Other sources include yerba mate, guarana berries, and the Yaupon Holly.


          In humans, caffeine is a central nervous system (CNS) stimulant, having the effect of temporarily warding off drowsiness and restoring alertness. Beverages containing caffeine, such as coffee, tea, soft drinks and energy drinks enjoy great popularity; caffeine is the world's most widely consumed psychoactive substance, but unlike most other psychoactive substances, it is legal and unregulated in nearly all jurisdictions. In North America, 90% of adults consume caffeine daily. The U.S. Food and Drug Administration lists caffeine as a "Multiple Purpose Generally Recognized as Safe Food Substance". Recent research, however, suggests that regular caffeine use during pregnancy may increase the risk of miscarriage.


          


          Occurrence
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          Caffeine is a plant alkaloid, found in many plant species, where it acts as a natural pesticide, with high caffeine levels being reported in seedlings that are still developing foliages, but are lacking mechanical protection; caffeine paralyzes and kills certain insects feeding upon the plant. High caffeine levels have also been found in the surrounding soil of coffee bean seedlings. It is therefore understood that caffeine has a natural function in both a natural pesticide and as an inhibitor of seed germination of other nearby coffee seedlings thus giving it a better chance of survival.


          The most commonly used caffeine-containing plants are coffee, tea, and to a lesser extent cocoa. Other, less commonly used, sources of caffeine include the yerba mate and guarana plants, which are sometimes used in the preparation of teas and energy drinks. Two of caffeine's alternative names, mateine and guaranine, are derived from the names of these plants. Some yerba mate enthusiasts assert that mateine is a stereoisomer of caffeine, which would make it a different substance altogether. However, caffeine is an achiral molecule, and therefore has no enantiomers; nor does it have other stereoisomers. Many natural sources of caffeine also contain widely varying mixtures of other xanthine alkaloids, including the cardiac stimulants theophylline and theobromine and other substances such as polyphenols which can form insoluble complexes with caffeine.


          The world's primary source of caffeine is the coffee bean (the seed of the coffee plant), from which coffee is brewed. Caffeine content in coffee varies widely depending on the type of coffee bean and the method of preparation used; even beans within a given bush can show variations in concentration. In general, one serving of coffee ranges from 40 milligrams, for a single shot (30 milliliters) of arabica-variety espresso, to about 100 milligrams for a cup (120 milliliters) of drip coffee. Generally, dark-roast coffee has less caffeine than lighter roasts because the roasting process reduces the bean's caffeine content. Arabica coffee normally contains less caffeine than the robusta variety. Coffee also contains trace amounts of theophylline, but no theobromine.


          Tea is another common source of caffeine. Tea usually contains about half as much caffeine per serving as coffee, depending on the strength of the brew. Certain types of tea, such as black and oolong, contain somewhat more caffeine than most other teas. Tea contains small amounts of theobromine and slightly higher levels of theophylline than coffee. Preparation has a significant impact on tea, and colour is a very poor indicator of caffeine content. Teas like the pale Japanese green tea gyokuro, for example, contain far more caffeine than much darker teas like lapsang souchong, which has very little.


          Caffeine is also a common ingredient of soft drinks such as cola, originally prepared from kola nuts. Soft drinks typically contain about 10 to 50milligrams of caffeine per serving. By contrast, energy drinks such as Red Bull contain as much as 80milligrams of caffeine per serving. The caffeine in these drinks either originates from the ingredients used or is an additive derived from the product of decaffeination or from chemical synthesis. Guarana, a prime ingredient of energy drinks, contains large amounts of caffeine with small amounts of theobromine and theophylline in a naturally occurring slow-release excipient.


          Chocolate derived from cocoa contains a small amount of caffeine. The weak stimulant effect of chocolate may be due to a combination of theobromine and theophylline as well as caffeine. Chocolate contains too little of these compounds for a reasonable serving to create effects in humans that are on par with coffee. A typical 28-gram serving of a milk chocolate bar has about as much caffeine as a cup of decaffeinated coffee.


          In recent years various manufacturers have begun putting caffeine into shower products such as shampoo and soap, claiming that caffeine can be absorbed through the skin. However, the effectiveness of such products has not been proven, and they are likely to have little stimulatory effect on the central nervous system because caffeine is not readily absorbed through the skin.


          


          History
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          Humans have consumed caffeine since the Stone Age. Early peoples found that chewing the seeds, bark, or leaves of certain plants had the effects of easing fatigue, stimulating awareness, and elevating mood. Only much later was it found that the effect of caffeine was increased by steeping such plants in hot water. Many cultures have legends that attribute the discovery of such plants to people living many thousands of years ago.


          According to one popular Chinese legend, the Emperor of China Shennong, reputed to have reigned in about 3,000 BCE, accidentally discovered that when some leaves fell into boiling water, a fragrant and restorative drink resulted. Shennong is also mentioned in Lu Yu's Cha Jing, a famous early work on the subject of tea. The history of coffee has been recorded as far back as the ninth century. During that time, coffee beans were available only in their native habitat, Ethiopia. A popular legend traces its discovery to a goatherder named Kaldi, who apparently observed goats that became elated and sleepless at night after browsing on coffee shrubs and, upon trying the berries that the goats had been eating, experienced the same vitality. The earliest literary mention of coffee may be a reference to Bunchum in the works of the 9th century Persian physician al-Razi. In 1587, Malaye Jaziri compiled a work tracing the history and legal controversies of coffee, entitled "Undat al safwa fi hill al-qahwa". In this work, Jaziri recorded that one Sheikh, Jamal-al-Din al-Dhabhani, mufti of Aden, was the first to adopt the use of coffee in 1454, and that in the 15th century the Sufis of Yemen routinely used coffee to stay awake during prayers.


          Towards the close of the 16th century, the use of coffee was recorded by a European resident in Egypt, and about this time it came into general use in the Near East. The appreciation of coffee as a beverage in Europe, where it was first known as "Arabian wine," dates from the 17th century. During this time " coffee houses" were established, the first being opened in Constantinople and Venice. In Britain, the first coffee houses were opened in London in 1652, at St Michael's Alley, Cornhill. They soon became popular throughout Western Europe, and played a significant role in social relations in the 17th and 18th centuries.


          The kola nut, like the coffee berry and tea leaf, appears to have ancient origins. It is chewed in many West African cultures, individually or in a social setting, to restore vitality and ease hunger pangs. In 1911, kola became the focus of one of the earliest documented health scares when the US government seized 40 barrels and 20 kegs of Coca-Cola syrup in Chattanooga, Tennessee, alleging that the caffeine in its drink was "injurious to health". On March 13, 1911, the government initiated The United States v. Forty Barrels and Twenty Kegs of Coca-Cola, hoping to force Coca-Cola to remove caffeine from its formula by making claims, such as that the excessive use of Coca-Cola at one girls' school led to "wild nocturnal freaks, violations of college rules and female proprieties, and even immoralities." Although the judge ruled in favour of Coca-Cola, two bills were introduced to the U.S. House of Representatives in 1912 to amend the Pure Food and Drug Act, adding caffeine to the list of "habit-forming" and "deleterious" substances which must be listed on a product's label.


          The earliest evidence of cocoa use comes from residue found in an ancient Mayan pot dated to 600 BCE. In the New World, chocolate was consumed in a bitter and spicy drink called xocoatl, often seasoned with vanilla, chile pepper, and achiote. Xocoatl was believed to fight fatigue, a belief that is probably attributable to the theobromine and caffeine content. Chocolate was an important luxury good throughout pre-Columbian Mesoamerica, and cocoa beans were often used as currency.


          Chocolate was introduced to Europe by the Spaniards and became a popular beverage by 1700. They also introduced the cacao tree into the West Indies and the Philippines. It was used in alchemical processes, where it was known as Black Bean.


          In 1819, the German chemist Friedrich Ferdinand Runge isolated relatively pure caffeine for the first time. According to Runge, he did this at the behest of Johann Wolfgang von Goethe. In 1927, Oudry isolated "theine" from tea, but it was later proved by Mulder and Jobat that theine was the same as caffeine. The structure of caffeine was elucidated near the end of the 19th century by Hermann Emil Fischer, who was also the first to achieve its total synthesis. This was part of the work for which Fischer was awarded the Nobel Prize in 1902.


          Today, global consumption of caffeine has been estimated at 120,000tons per annum, making it the world's most popular psychoactive substance. This number equates to one serving of a caffeine beverage for every person, per day. In North America, 90% of adults consume some amount of caffeine daily.


          


          Pharmacology


          Caffeine is a central nervous system and metabolic stimulant, and is used both recreationally and medically to reduce physical fatigue and restore mental alertness when unusual weakness or drowsiness occurs. Caffeine stimulates the central nervous system first at the higher levels, resulting in increased alertness and wakefulness, faster and clearer flow of thought, increased focus, and better general body coordination, and later at the spinal cord level at higher doses. Once inside the body, it has a complex chemistry, and acts through several mechanisms as described below.


          


          Metabolism
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          Caffeine is completely absorbed by the stomach and small intestine within 45 minutes of ingestion. After ingestion it is distributed throughout all tissues of the body and is eliminated by first-order kinetics.


          The half-life of caffeinethe time required for the body to eliminate one-half of the total amount of caffeine consumed at a given timevaries widely among individuals according to such factors as age, liver function, pregnancy, some concurrent medications, and the level of enzymes in the liver needed for caffeine metabolism. In healthy adults, caffeine's half-life is approximately 34 hours. In women taking oral contraceptives this is increased to 510 hours, and in pregnant women the half-life is roughly 911 hours. Caffeine can accumulate in individuals with severe liver disease when its half-life can increase to 96 hours. In infants and young children, the half-life may be longer than in adults; half-life in a newborn baby may be as long as 30 hours. Other factors such as smoking can shorten caffeine's half-life.


          Caffeine is metabolized in the liver by the cytochrome P450 oxidase enzyme system (specifically, the 1A2 isozyme) into three metabolic dimethylxanthines, which each have their own effects on the body:


          
            	Paraxanthine (84%): Has the effect of increasing lipolysis, leading to elevated glycerol and free fatty acid levels in the blood plasma.


            	Theobromine (12%): Dilates blood vessels and increases urine volume. Theobromine is also the principal alkaloid in cocoa, and therefore chocolate.


            	Theophylline (4%): Relaxes smooth muscles of the bronchi, and is used to treat asthma. The therapeutic dose of theophylline, however, is many times greater than the levels attained from caffeine metabolism.

          


          Each of these metabolites is further metabolized and then excreted in the urine.


          


          Mechanism of action
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          Caffeine acts through multiple mechanisms involving both action on receptors and channels on the cell membrane, as well as intracellular action on calcium and cAMP pathways. By virtue of its purine structure it can act on some of the same targets as adenosine related nucleosides and nucleotides, like the cell surface P1 GPCRs for adenosine, as well as the intracellular Ryanodine receptor (RyR) which is the physiological target of cADPR ( cyclic ADP-ribose), and cAMP-phosphodiesterase (cAMP-PDE). Although the action is agonistic in some cases, it is antagonistic in others. Physiologically, however, caffeine action is unlikely due to increased RyR opening, as it requires plasma concentration above lethal dosage. The action is most likely through adenosine receptors.


          Like alcohol, nicotine, and antidepressants, caffeine readily crosses the blood brain barrier. Once in the brain, the principal mode of action of caffeine is as an antagonist of adenosine receptors found in the brain. The caffeine molecule is structurally similar to adenosine, and binds to adenosine receptors on the surface of cells without activating them (an "antagonist" mechanism of action). Therefore, caffeine acts as a competitive inhibitor. The reduction in adenosine activity results in increased activity of the neurotransmitter dopamine, largely accounting for the stimulatory effects of caffeine. Caffeine can also increase levels of epinephrine/adrenaline, possibly via a different mechanism. Acute usage of caffeine also increases levels of serotonin, causing positive changes in mood.


          

          Caffeine is also a known competitive inhibitor of the enzyme cAMP-phosphodiesterase (cAMP-PDE), which converts cyclic AMP (cAMP) in cells to its noncyclic form, allowing cAMP to build up in cells. Cyclic AMP participates in activation of Protein Kinase A (PKA) to begin the phosphorylation of specific enzymes used in glucose synthesis. By blocking its removal caffeine intensifies and prolongs the effects of epinephrine and epinephrine-like drugs such as amphetamine, methamphetamine, or methylphenidate. Increased concentrations of cAMP in parietal cells causes an increased activation of protein kinase A (PKA) which in turn increases activation of H+/K+ ATPase, resulting finally in increased gastric acid secretion by the cell.


          Caffeine (and theophylline) can freely diffuse into cells and causes intracellular calcium release (independent of extracellular calcium) from the calcium stores in the endoplasmic reticulum(ER). This release is only partially blocked by Ryanodine receptor blockade with ryanodine, dantrolene, ruthenium red, and procaine (thus may involve ryanodine receptor and probably some additional calcium channels), but completely abolished after calcium depletion of ER by SERCA inhibitors like Thapsigargin (TG) or cyclopiazonic acid (CPA). The action of caffeine on the ryanodine receptor may depend on both cytosolic and the luminal ER concentrations of Ca2+. At low millimolar concentration of caffeine, the RyR channel open probability (Po) is significantly increased mostly due to a shortening of the lifetime of the closed state. At concentrations >5 mM, caffeine opens RyRs even at picomolar cytosolic Ca2+ and dramatically increases the open time of the channel so that the calcium release is stronger than even an action potential can generate. This mode of action of caffeine is probably due to mimicking the action of the physiologic metabolite of NAD called cADPR ( cyclic ADP ribose) which has a similar potentiating action on Ryanodine receptors.


          Caffeine may also directly inhibit delayed rectifier and A-type K+ currents and activate plasmalemmal Ca2+ influx in certain vertebrate and invertebrate neurons.


          The metabolites of caffeine contribute to caffeine's effects. Theobromine is a vasodilator that increases the amount of oxygen and nutrient flow to the brain and muscles. Theophylline, the second of the three primary metabolites, acts as a smooth muscle relaxant that chiefly affects bronchioles and acts as a chronotrope and inotrope that increases heart rate and efficiency. The third metabolic derivative, paraxanthine, is responsible for an increase in the lipolysis process, which releases glycerol and fatty acids into the blood to be used as a source of fuel by the muscles.
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          Effects when taken in moderation


          The precise amount of caffeine necessary to produce effects varies from person to person depending on body size and degree of tolerance to caffeine. It takes less than an hour for caffeine to begin affecting the body and a mild dose wears off in three to four hours. Consumption of caffeine does not eliminate the need for sleep: it only temporarily reduces the sensation of being tired.


          With these effects, caffeine is an ergogenic: increasing the capacity for mental or physical labor. A study conducted in 1979 showed a 7% increase in distance cycled over a period of two hours in subjects who consumed caffeine compared to control tests. Other studies attained much more dramatic results; one particular study of trained runners showed a 44% increase in "race-pace" endurance, as well as a 51% increase in cycling endurance, after a dosage of 9 milligrams of caffeine per kilogram of body weight. The extensive boost shown in the runners is not an isolated case; additional studies have reported similar effects. Another study found 5.5 milligrams of caffeine per kilogram of body mass resulted in subjects cycling 29% longer during high intensity circuits.


          Breathing problems in premature infants, apnea of prematurity, are sometimes treated with citrated caffeine, which is available only by prescription in many countries. A reduction in bronchopulmonary dysplasia has been exhibited in premature infants treated with caffeine citrate therapy regimens. The only short term risk associated with this treatment is a temporary reduction in weight gain during the therapy. Longer term studies (18 to 21 months) have shown lasting benefits of treatment of premature infants with caffeine.


          While relatively safe for humans, caffeine is considerably more toxic to some other animals such as dogs, horses and parrots due to a much poorer ability to metabolize this compound. Caffeine has a much more significant effect on spiders, for example, than most other drugs do.


          Caffeine relaxes the internal anal sphincter muscles, causing a laxative effect and thus should be avoided by those with incontinence.


          


          Tolerance and withdrawal


          
            
              Caffeine content of select common food and drugs.

              *This table assumes that coffee is drunk fairly strong, and tea very weak;

              as is normally the case in North America, and ignores other caffeine-like substances,

              for instance theobromine, present in some sources.
            

            
              	Product

              	Serving size

              	Caffeine per serving ( mg)

              	Caffeine per litre ( mg)
            


            
              	Caffeine tablet (regular strength)

              	1 tablet

              	100

              	
            


            
              	Caffeine tablet (extra strength)

              	1 tablet

              	200

              	
            


            
              	Excedrin tablet

              	1 tablet

              	65

              	
            


            
              	Chocolate, Dark ( Hershey's Special Dark)

              	1 bar (43 g; 1.5 oz)

              	31

              	
            


            
              	Chocolate, Milk (Hershey Bar)

              	1 bar (43 g; 1.5 oz)

              	10

              	
            


            
              	Coffee, brewed

              	240 mL (8 U.S. fl oz)

              	135*

              	563*
            


            
              	Coffee, decaffeinated

              	240 mL (8 U.S. fl oz)

              	5*

              	21*
            


            
              	Coffee, espresso

              	57 mL (2 U.S. fl oz)

              	100*

              	1750*
            


            
              	Tea, leaf or bag

              	240 mL (8 U.S. fl oz)

              	50*

              	208*
            


            
              	Tea, green

              	240 mL (8 U.S. fl oz)

              	30*

              	63*
            


            
              	Soft drink, Coca-Cola Classic

              	355 mL (12 U.S. fl oz)

              	34

              	96
            


            
              	Soft drink, Mountain Dew

              	355 mL (12 U.S. fl oz)

              	54.5

              	154
            


            
              	Soft drink, Jolt Cola

              	694 mL (23.5 U.S. fl oz)

              	150

              	216
            


            
              	Red Bull

              	250 mL (8.2 U.S. fl oz)

              	80

              	320
            

          


          Because caffeine is primarily an antagonist of the central nervous system's receptors for the neurotransmitter adenosine, the bodies of individuals who regularly consume caffeine adapt to the continual presence of the drug by substantially increasing the number of adenosine receptors in the central nervous system. This increase in the number of the adenosine receptors makes the body much more sensitive to adenosine, with two primary consequences. First, the stimulatory effects of caffeine are substantially reduced, a phenomenon known as a tolerance adaptation. Second, because these adaptive responses to caffeine make individuals much more sensitive to adenosine, a reduction in caffeine intake will effectively increase the normal physiological effects of adenosine, resulting in unwelcome withdrawal symptoms in tolerant users.


          Other research questions the idea that up-regulation of adenosine receptors is responsible for tolerance to the locomotor stimulant effects of caffeine, noting, among other things, that this tolerance is insurmountable by higher doses of caffeine (it should be surmountable if tolerance was due to an increase in receptors), and that the increase in adenosine receptor number is modest and doesn't explain the large tolerance which develops to caffeine.


          Caffeine tolerance develops very quickly, especially among heavy coffee and energy drink consumers. Complete tolerance to sleep disruption effects of caffeine develops after consuming 400 mg of caffeine 3 times a day for 7 days. Complete tolerance to subjective effects of caffeine was observed to develop after consuming 300 mg 3 times per day for 18 days, and possibly even earlier. Partial tolerance to caffeine has been observed in all other areas, studies with mice indicate that after a long period of caffeine exposure the learning benefits of caffeine observed earlier cannot be found to any significant level. Considering that 80% to 90% of American adults consume caffeine daily, and their mean daily caffeine intake exceeds 200 mg/day, it can be surmised that a large fraction of the U.S. adult population is completely tolerant to most of the effects of caffeine.


          Because adenosine, in part, serves to regulate blood pressure by causing vasodilation, the increased effects of adenosine due to caffeine withdrawal cause the blood vessels of the head to dilate, leading to an excess of blood in the head and causing a headache and nausea. Reduced catecholamine activity may cause feelings of fatigue and drowsiness. A reduction in serotonin levels when caffeine use is stopped can cause anxiety, irritability, inability to concentrate and diminished motivation to initiate or to complete daily tasks; in extreme cases it may cause mild depression. Together, these effects have come to be known as a "crash".


          Withdrawal symptomspossibly including headache, irritability, an inability to concentrate, and stomach achesmay appear within 12 to 24 hours after discontinuation of caffeine intake, peak at roughly 48 hours, and usually last from one to five days, representing the time required for the number of adenosine receptors in the brain to revert to "normal" levels, uninfluenced by caffeine consumption. Analgesics, such as aspirin, can relieve the pain symptoms, as can a small dose of caffeine. Most effective is a combination of both an analgesic and a small amount of caffeine.


          This is not the only case where caffeine increases the effectiveness of a drug. Caffeine makes pain relievers 40% more effective in relieving headaches and helps the body absorb headache medications more quickly, bringing faster relief. For this reason, many over-the-counter headache drugs include caffeine in their formula. It is also used with ergotamine in the treatment of migraine and cluster headaches as well as to overcome the drowsiness caused by antihistamines.


          


          Overuse


          In large amounts, and especially over extended periods of time, caffeine can lead to a condition known as caffeinism. Caffeinism usually combines caffeine dependency with a wide range of unpleasant physical and mental conditions including nervousness, irritability, anxiety, tremulousness, muscle twitching ( hyperreflexia), insomnia, headaches, respiratory alkalosis and heart palpitations. Furthermore, because caffeine increases the production of stomach acid, high usage over time can lead to peptic ulcers, erosive esophagitis, and gastroesophageal reflux disease. However, since both "regular" and decaffeinated coffees have been shown to stimulate the gastric mucosa and increase stomach acid secretion, caffeine is probably not the sole component of coffee responsible.


          There are four caffeine-induced psychiatric disorders recognized by the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition: caffeine intoxication, caffeine-induced anxiety disorder, caffeine-induced sleep disorder, and caffeine-related disorder not otherwise specified (NOS).


          


          Caffeine intoxication


          An acute overdose of caffeine, usually in excess of 250 milligrams, can result in a state of central nervous system over-stimulation called caffeine intoxication. Some people seeking caffeine intoxication resort to insufflation (snorting) of caffeine powder, usually finely crushed caffeine tablets. This induces a faster and more intense reaction. The symptoms of caffeine intoxication are not unlike overdoses of other stimulants. It may include restlessness, nervousness, excitement, insomnia,flushing of the face, increased urination, gastrointestinal disturbance, muscle twitching, a rambling flow of thought and speech, irritability, irregular or rapid heart beat, and psychomotor agitation. In cases of much larger overdoses mania, depression, lapses in judgment, disorientation, loss of social inhibition, delusions, hallucinations, psychosis, rhabdomyolysis, and death may occur.


          In cases of extreme overdose, death can result. The median lethal dose ( LD50) of caffeine is 192milligrams per kilogram in rats. The LD50 of caffeine in humans is dependent on weight and individual sensitivity and estimated to be about 150 to 200milligrams per kilogram of body mass, roughly 80 to 100 cups of coffee for an average adult taken within a limited timeframe that is dependent on half-life. Though achieving lethal dose with caffeine would be exceptionally difficult with regular coffee, there have been reported deaths from overdosing on caffeine pills, with serious symptoms of overdose requiring hospitalization occurring from as little as 2 grams of caffeine. Death typically occurs due to ventricular fibrillation brought about by effects of caffeine on the cardiovascular system.


          Treatment of severe caffeine intoxication is generally supportive, providing treatment of the immediate symptoms, but if the patient has very high serum levels of caffeine then peritoneal dialysis, hemodialysis, or hemofiltration may be required.


          


          Anxiety and sleep disorders


          Long-term overuse of caffeine can elicit a number of psychiatric disturbances. Two such disorders recognized by the American Psychiatric Association (APA) are caffeine-induced sleep disorder and caffeine-induced anxiety disorder.


          In the case of caffeine-induced sleep disorder, an individual regularly ingests high doses of caffeine sufficient to induce a significant disturbance in his or her sleep, sufficiently severe to warrant clinical attention. A study in the British Journal of Addiction concluded that caffeinism, although infrequently diagnosed, may afflict as many as one person in ten of the population.


          


          Parkinson's disease


          Several large studies have shown that caffeine intake is associated with a reduced risk of developing Parkinson's disease (PD) in men, but studies in women have been inconclusive. The mechanism by which caffeine affects PD remains a mystery. In animal models, researchers have shown that caffeine can prevent the loss of dopamine-producing nerve cells seen in Parkinson's Disease, but researchers still do not know how this occurs.


          


          Effects on memory and learning


          An array of studies found that caffeine could have nootropic effects, inducing certain changes in memory and learning. However, it is still not definitely clear whether the effect is negative or positive.


          In one study, caffeine was added to rat neurons in vitro. The dendritic spines (a part of the brain cell used in forming connections between neurons) taken from the hippocampus (a part of the brain associated with memory), grew by 33% and new spines formed. After an hour or two, however, these cells returned to their original shape.


          Another study showed that subjectsafter receiving 100 milligrams of caffeinehad increased activity in brain regions located in the frontal lobe, where a part of the working memory network is located, and the anterior cingulum, a part of the brain that controls attention. The caffeinated subjects also performed better on the memory tasks.


          However, a different study showed that caffeine could impair short term memory and increase the likelihood of the tip of the tongue phenomenon. The study allowed the researchers to suggest that caffeine could aid short-term memory when the information to be recalled is related to the current train of thought, but also to hypothesize that caffeine hinders short-term memory when the train of thought is unrelated. In essence, focused thought coupled with caffeine consumption increases mental performance.


          


          Effects on the heart


          Caffeine increases the levels of cAMP in the heart cells, mimicking the effects of epinephrine. cAMP diffuses through the cell and acts as a "secondary messenger," activating protein kinase A (PKA; cAMP-dependent protein kinase). According to one study, caffeine, in the form of coffee, significantly reduces the risk of heart disease in epidemiological studies. However, the protective effect was found only in participants who were not severely hypertensive (i.e. patients that are not suffering from a very high blood pressure). Furthermore, no significant protective effect was found in participants aged less than 65 years or in cerebrovascular disease mortality for those aged equal or more than 65 years.


          


          Effects on children


          It is commonly believed that caffeine consumption causes stunted growth in children, but this is not supported by scientific research. However, just as with adults, there is legitimate reason to limit the amount consumed by children.


          


          Caffeine intake during pregnancy


          The Food Standards Agency has recommended that pregnant women should limit their caffeine intake to less than 300 mg of caffeine a day  the equivalent of four cups of coffee a day. A higher intake may be associated with miscarriage.


          Dr De-Kun Li of Kaiser Permanente Division of Research, which appears in the American Journal of Obstetrics and Gynecology, concludes that an intake of 200 milligrams or more per day, representing two or more cups, "significantly increases the risk of miscarriage". However, an epidemiologic study published in early January 2008 found no observable increase in risk on miscarriage from caffeine


          


          Production
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          Being readily available as a byproduct of decaffeination of tea and coffee, caffeine is not usually manufactured. If desired, it may be synthesized from dimethyl urea and malonic acid.


          


          Decaffeination


          Pure caffeine is a white powder, and can be extracted from a variety of natural sources. Caffeine extraction is an important industrial process and can be performed using a number of different solvents. Benzene, chloroform, trichloroethylene and dichloromethane have all been used over the years but for reasons of safety, environmental impact, cost and flavor, they have been superseded by the following main methods:


          


          Water extraction


          Coffee beans are soaked in water. The water, which contains not only caffeine but also many other compounds which contribute to the flavor of coffee, is then passed through activated charcoal, which removes the caffeine. The water can then be put back with the beans and evaporated dry, leaving decaffeinated coffee with a good flavor. Coffee manufacturers recover the caffeine and resell it for use in soft drinks and over-the-counter caffeine tablets.


          


          Supercritical carbon dioxide extraction


          Supercritical carbon dioxide is an excellent nonpolar solvent for caffeine (as well as many other organic compounds), and is safer than the organic solvents that are used for caffeine extraction. The extraction process is simple: CO2 is forced through the green coffee beans at temperatures above 31.1C and pressures above 73 atm. Under these conditions, CO2 is in a " supercritical" state: it has gaslike properties which allow it to penetrate deep into the beans but also liquid-like properties which dissolve 9799% of the caffeine. The caffeine-laden CO2 is then sprayed with high pressure water to remove the caffeine. The caffeine can then be isolated by charcoal adsorption (as above) or by distillation, recrystallization, or reverse osmosis.


          


          Extraction by nonhazardous organic solvents


          Organic solvents such as ethyl acetate present much less health and environmental hazard than previously used chlorinated and aromatic solvents. The hydrolysis products of ethyl acetate are ethanol and acetic acid, both nonhazardous in small quantities. Another method is to use triglyceride oils obtained from spent coffee grounds.


          


          Stereochemistry


          The nitrogen atoms are all essentially planar. Even though some are often drawn with three single bonds, the lone pairs on these atoms are involved in resonance with adjacent double-bonded carbon atoms, and thus adopt an sp2 orbital hybridisation.


          Appendix


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Caffeine"
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                  An 18th century Qing Dynasty print depicting Cai Lun as the patron saint of paper making
                

              
            


            
              	Born

              	50

              Guiyang, China
            


            
              	Died

              	121

              China
            

          


          Cai Lun ( traditional Chinese: 蔡倫; simplified Chinese: 蔡伦; pinyin: Ci Ln; Wade-Giles: Ts'ai Lun) (ca. 50 AD 121), courtesy name Jingzhong (敬仲), was a Chinese eunuch, who is conventionally regarded as the inventor of paper and the papermaking process, in forms recognizable in modern times as paper (as opposed to Egyptian papyrus). Although paper existed in China before Cai Lun (since the 2nd century BC), he was responsible for the first significant improvement and standardization of papermaking by adding essential new materials into its composition.


          


          Life


          Cai Lun was born in Guiyang during the Eastern Han Dynasty. After serving as a court eunuch since 75 AD, he was given several promotions under the rule of Emperor He. In 89 AD he was promoted with the title of Shang Fang Si (an office in charge of manufacturing instruments and weapons) and he also became a paperwork secretary (中常侍). Later, he became involved in intrigue, as a supporter of Empress Dou. He was involved in the death of her romantic rival, Consort Song. Afterwards, he became an associate of Empress Deng Sui. In 121, after Consort Song's grandson Emperor An assumed power after Empress Deng's death, Cai was ordered to report to prison. Before he was to report, he committed suicide by drinking poison after taking a bath and dressing in fine silk robes.


          In 105 AD, Cai Lun (along with help from an imperial consort Deng) invented the composition for paper along with the papermaking process (although he may have been credited with an invention of somebody from a lower class). Although tools and machinery of papermaking in modern times may be more complex, they still employ the ancient technique of felted sheets of fibre suspended in water, draining of the water, and then drying into a thin matted sheet. For this invention Cai would be world-renowned posthumously, and even in his own time he was given recognition for his invention. A part of his official biography written later in China read thus (Wade-Giles spelling):


          
            
              In ancient times writings and inscriptions were generally made on tablets of bamboo or on pieces of silk called chih. But silk being costly and bamboo heavy, they were not convenient to use. Tshai Lun Cai Lun then initiated the idea of making paper from the bark of trees, remnants of hemp, rags of cloth, and fishing nets. He submitted the process to the emperor in the first year of Yuan-Hsing [+105] and received praise for his ability. From this time, paper has been in use everywhere and is universally called 'the paper of Marquis Tshai'.

            

          


          

          As listed above, the papermaking process included the use of materials like bark, hemp, silk, and fishing net, but his exact formula has been lost to history. Emperor He of Han was pleased with the invention and granted Cai an aristocratic title and great wealth. Cai Lun was also later revered in Chinese ancestor worship. Fei Zhu of the later Song Dynasty (960-1279) wrote that a temple in honour of Cai Lun had been erected in Chengdu, where several hundred families involved in the papermaking industry traveled five miles from the south to come and pay respects.


          


          Influence


          While paper is widely used worldwide today, the creator of this extremely important invention is only somewhat known outside East Asia. After Cai invented the papermaking process in 105, it became widely used as a writing medium in China by the 3rd century. It enabled China to develop its civilization (through widespread literature and literacy) much faster than it had with earlier writing materials (primarily bamboo and silk).


          By the 7th century, China's papermaking technique had spread to Korea, Vietnam, and Japan. In 751, some Chinese paper makers were captured by Arabs after Tang troops were defeated in the Battle of Talas River. The techniques of papermaking then spread to the West. When paper was first introduced to Europe in the 12th century, it gradually revolutionized the manner in which written communication could be spread from region to region. Along with contact between Arabs and Europeans during the Crusades (with the essential recovery of ancient Greek written classics), the widespread use of paper aided the foundation of the Scholastic Age in Europe.


          


          Popular culture


          Cai Lun was ranked #7 on Michael H. Hart's list of the most influential figures in history.


          
            Retrieved from " http://en.wikipedia.org/wiki/Cai_Lun"
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              	Coordinates:
            


            
              	Government
            


            
              	-Governor

              	Dr. Abdul Azim Wazir
            


            
              	Area
            


            
              	-City

              	214 km(82.6 sqmi)
            


            
              	- Metro

              	5,360km(2,069.5sqmi)
            


            
              	Population (2006)
            


            
              	-City

              	7,734,334
            


            
              	- Density

              	35,047/km(90,771.3/sqmi)
            


            
              	- Metro

              	17,856,000
            


            
              	Time zone

              	EET ( UTC+2)
            


            
              	-Summer( DST)

              	EEST ( UTC+3)
            


            
              	Website: www.cairo.gov.eg
            

          


          Cairo ( Arabic: القاهرة transliteration: Al-Qāhirah), which means "The Vanquisher" or "The Triumphant", is the capital city of Egypt. It is the largest city in Egypt and Africa's most populous city. While Al-Qahirah is the official name of the city, in Egyptian Arabic it commonly shares the dialect's name for the country, transliteration: Masr. Inhabitants of Cairo are called Masraweya rather than Masri within Egypt.


          Cairo was founded by the Fatimid caliphs as a royal enclosure, and replaced Fustat as the seat of the government. It later came under the Mamluks, ruled by the Ottomans 1517 to 1798, briefly occupied by Napoleon. Muhammad Ali of Egypt made Cairo the capital of his independent empire from 1805 to 1882, after which the British took control of it until Egypt attained independence in 1952.


          Cairo has a population of about 7.7 million people, while its metropolitan area has a population of about 17.285 million people. Cairo is the sixteenth most populous metropolitan area in the world. It is also the most populous metropolitan area in Africa.


          Today, Greater Cairo encompasses various historic towns and modern districts into one of the most populous cities in the world. A journey through Cairo is a virtual time travel: from the Pyramids, Saladin's Citadel, the Virgin Mary's Tree, the Sphinx, and Heliopolis, to Al-Azhar, the Mosque of Amr ibn al-A'as, Saqqara, the Hanging Church, and the Cairo Tower. It is the Capital of Egypt, and indeed its history is intertwined with that of the country. Today, Cairo's official name is Al-Qahira (Cairo), although the name informally used by most Egyptians is "Masr" ( Egyptian Arabic name for Egypt), from the original name of Egypt's first Arab capital Fustat, Misr al-Fustat, "City of the Tents."


          


          Etymology


          The name Al-Qahirah has been said to mean "the Subduer", and it's often translated as "the Victorious". In German, the victor is called the sieger, which is relate to the English word siege, which means "throne", "seat", and also "to besiege", "assail", or "beset".


          The origin of Al-Qahirah is said to come from the appearance of the planet Mars during the foundation of the City of Cairo. The planet Mars, which in Greek was called Aries, was associated with ruin or destruction and was called Al Najm Al Qahir in Arabic. Al Najm Al Qahir is transliterated as "the destroyer star [planet]". The legacy of the name evolved into Qahirat Al Adaa meaning subduer of the enemies. This title was given to the city as many armies were destroyed in attempts to invade Cairo or defeated elsewhere by troops sent from the settlement. The Arabic word "qa'id" means commander of the castle or fortress. "Alqaida" means base or camp. The root of these words is seen in the Romanized Arabic word "qa'ad", which means to live, dwell, or sit, which in Swahili is "kaa". The prefix of Qahirah is related to the English words chair [throne] and couch. "Qa" corresponds to the Latin word "cola" meaning seat [tail] and cultivated land. "Colline" means a hill. The prefix of Cairo may also mean the landing or the quay, the small hill by the river, that serves as a wharf. Arabic "kharab" is transliterate as the "settlement ruins". From "kharab" come the English words harbinger and harbour. In Swahili, "harabu" means to ruin or destroy, and the Persian word "karo" means army or the camp of an army. Cairo then means the "camp wars", the "colony harries", which comes from Mars, or Aries--the Camp of the God of War, the Camp of the Harrier. German "heer" means army.


          


          History
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          The city was founded in 969 AD as the royal enclosure for the Fatimid caliphs, while the actual economic and administrative capital was in nearby Fustat. After Fustat was destroyed in 1168/1169 to prevent its capture by the Crusaders, the administrative capital of Egypt moved to Cairo, where it has remained ever since. It took four years for the General Jawhar Al Sikilli (the Sicilian) to build Cairo and for the Fatimid Calif Al Muizz to leave his old Mahdia in Tunisia and settle in the new Capital of Fatimids in Egypt.


          After Memphis, Heliopolis, Giza and the Byzantine fortress of Babylon-in-Egypt, Fustat was itself a new city built as a military garrison for Arab troops and was the closest central location to Arabia that was accessible to the Nile. Fustat became a regional centre of Islam during the Umayyad period and was where the Umayyad ruler, Marwan II, made his last stand against the Abbasids. Later, during the Fatimid era, Al-Qahira (Cairo) was officially founded in 969 as an imperial capital just to the north of Fustat. Over the centuries, Cairo grew to absorb other local cities such as Fustat, but the year 969 is considered the "founding year" of the modern city.


          In 1250, the slave soldiers or Mamluks seized Egypt and ruled from their capital at Cairo until 1517, when they were defeated by the Ottomans. Napoleon's French army briefly occupied Egypt from 1798 to 1801, after which an Ottoman officer named Muhammad Ali made Cairo the capital of an independent empire that lasted from 1805 to 1882. The city then came under British control until Egypt attained independence in 1922.


          


          Geography
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          Cairo is located on the banks and islands of the Nile River in the north of Egypt, immediately south of the point where the river leaves its desert-bound valley and breaks into two branches into the low-lying Nile Delta region.


          The oldest part of the city is east of the river. There, the city gradually spreads west, engulfing the agricultural lands next to the Nile. These western areas, built on the model of Paris by Ismail the Magnificent in the mid-19th century, are marked by wide boulevards, public gardens, and open spaces. The older eastern section of the city is very different: having grown up haphazardly over the centuries it is filled with small lanes and crowded tenements. While western Cairo is dominated by the government buildings and modern architecture, the eastern half is filled with hundreds of ancient mosques that act as landmarks.


          Extensive water systems have also allowed the city to expand east into the desert. Bridges link the Nile islands of Gezira and Roda, where many government buildings are located and government officials live. Bridges also cross the Nile attaching the city to the suburbs of Giza and Imbabah (part of the Cairo conurbation).


          West of Giza, in the desert, is part of the ancient necropolis of Memphis on the Giza plateau, with its three large pyramids, including the Great Pyramid of Giza. Approximately 11 miles (18 km) to the south of modern Cairo is the site of the ancient Egyptian city of Memphis and adjoining necropolis of Saqqara. These cities were Cairo's ancient predecessors, when Cairo was still in this approximate geographical location.


          In Cairo, and along the Nile River Valley, the climate is hot desert (BWh) according to the Kppen climate classification system, but often with high humidity due to the river valley's latent effects. Wind storms can be frequent, bringing Saharan dust into the city, during the months of March and April. High temperatures in winter range from the 15C to the low 20s, while nighttime lows drop to below 10C, often to 5C. In Summer, the highs often surpass 40C, and lows drop to about 20C. Rainfall is sparse, but sudden showers do cause flooding.


          
            
              	Weather averages for Cairo
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Average high C (F)

              	18 (64)

              	21 (70)

              	24 (75)

              	28 (82)

              	33 (91)

              	35 (95)

              	36 (97)

              	35 (95)

              	32 (90)

              	30 (86)

              	26 (79)

              	20 (68)

              	28 (82)
            


            
              	Average low C (F)

              	8 (46)

              	9 (48)

              	11 (52)

              	14 (57)

              	17 (63)

              	20 (68)

              	21 (70)

              	22 (72)

              	20 (68)

              	18 (64)

              	14 (57)

              	10 (50)

              	15 (59)
            


            
              	Precipitation mm (inches)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	0 (0)

              	20 (0.8)
            


            
              	Source: Weatherbase 2008-04-14
            

          


          


          Infrastructure


          


          Health


          Cairo, as well as neighbouring Giza, has been established as Egypt's main centre for medical treatment, and despite some exceptions, has the most advanced level of medical care in the country. Cairo's hospitals include As-Salam International Hospital- Corniche El Nile; Maadi (Egypt's largest private hospital with 350 beds), Ain Shams University Hospital, Dar El Fouad Hospital, as well as Qasr El Ainy General Hospital.


          


          Education


          Cairo has long been the hub of education and educational services not only for Egypt but also for the whole Arab world. Today, Cairo is the centre for many government offices governing the Egyptian educational system, has the largest number of educational schools, and higher learning institutes among other cities and governorates of Egypt.


          Some of the International Schools found in Cairo include:


          
            	El Alsson School (EA)


            	El-Salam College English School


            	Deutsche Evangelische Oberschule (DEO Cairo)


            	Deutsche Schule der Borromerinnen (DSB Cairo)


            	American International School (AIS Cairo)


            	British International School in Cairo (BISC)


            	International School of Choueifat


            	Collge de La Salle - Freres - Daher (DLS)


            	Collge de la Sainte Famille (CSF)


            	New Cairo British International School (NCBIS)


            	Rajac Language and American Schools (RLS)


            	Cairo American College (CAC)


            	British Book Centre International School (BBC)


            	Modern English School (MES)

          


          Universities in Cairo:
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            	Al-Azhar University in Cairo


            	Ain Shams University


            	The American University in Cairo ( AUC)


            	The Russian University in Cairo


            	Arab Academy for Science & Technology and Maritime Transport


            	Al Azhar University - One of the oldest universities in use today


            	British University in Egypt (BUE)


            	Canadian International College (CIC)


            	Cairo University


            	German University in Cairo (GUC)


            	Helwan University


            	Misr International University (MIU)


            	Misr University for Science and Technology (MUST)


            	Nile University


            	Sekem University


            	Modern Sciences and Arts University (MSA)


            	Modern Academy In Maadi (MAM)

          


          


          Transport
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          Transportation in Cairo comprises an extensive road network, rail system, subway system and maritime services. Cairo is the centre of almost the entire Egyptian transportation network.


          The subway system, called 'The Metro' locally, is a fast and efficient way of getting around Cairo. It can get very crowded during rush hour. Two train cars (the fourth and fifth ones) are reserved for women only.


          An extensive road network connects Cairo with other Egyptian cities and villages. There is a new Ring Road that surrounds the outskirts of the city, with exits that reach to almost every Cairo district. There are flyovers, and bridges such as the Sixth of October bridge that allows straight, fast and efficient means of transportation from one side of the city to the other.


          Cairo traffic is known to be overwhelming and overcrowded. Traffic moves at a relatively fluid pace. Drivers tend to be aggressive, but are more courteous at intersections, taking turns going, with police aiding in traffic control of some congested areas.
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              Cairo Metro.
            

          


          
            	Cairo International Airport


            	Ramses Railway Station


            	Ahmed Helmy Bus Stop


            	Abbood Bus Stop


            	Cairo Metro


            	Cairo Tram


            	Cairo Transportation Authority CTA


            	Cairo Taxi


            	Cairo Yellow Cab


            	Cairo Nile Ferry

          


          


          Sports
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          Football is the most popular sport in Egypt, and Cairo has a number of sporting teams that compete in national and regional leagues. The best known teams are Al Zamalek and Al Ahly, whose annual football tournament is perhaps the most watched sports event in Egypt as well as the African and Arabian World. Both teams are known as the "rivals" of Egyptian football, and are the first and the second champions in the African continent and the Arab World. Both teams play their home games at Cairo International Stadium or Naser Stadium , which is Cairo's, Egypt's, Africa's and Middle East's largest stadium and one of the largest in the world.


          The Cairo International Stadium was built in 1960 and its multi-purpose sports complex that houses the main football stadium, an indoor stadium, several satellite fields that held several regional, continental and global games, including the African Games, U17 Football World Championship and was one of the stadiums scheduled that hosted the 2006 African Nations Cup which was played on January, 2006, which Egypt won its title for the record number of five times in African Continental Competition's history.


          Cairo failed at the applicant stage when bidding for the 2008 Summer Olympic Games, which will be hosted in Beijing China. However, Cairo will host the Pan-Arab Games this year and next year.


          There are several other sports teams in the city that participate in several sports including el Gezira Sporting Club, el Shams Club, el Seid Club, Heliopolis Club and several smaller clubs, but the biggest clubs in Egypt (not in area but in sports) are Al Zamalek & Al Ahly. They have the two biggest football teams in Egypt.


          Most of the sports federations of the country are also located in the city suburbs, including the Egyptian Football Association. The headquarters of the Confederation of African Football (CAF) was previously located in Cairo, before relocating to its new headquarters in 6 October City, a small city away from Cairo's crowded districts.


          


          Culture
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          Over the ages, and as far back as seven thousand years, Egypt stood as the land where civilizations have always met. The Pharaohs together with the Greeks and the Romans have left their imprints here. Muslims from the Arab Peninsula, led by Amr ibn al-A'as, introduced Islam into Egypt. Khedive Mohammad Ali, with his Albanian family roots, put Egypt on the road to modernity. If anything, the cultural mix in this country is natural, given its heritage. Egypt can be likened to an open museum with monuments of the different historical periods on display everywhere.


          


          Cairo Opera House


          President Mubarak inaugurated the new Cairo Opera House of the Egyptian National Cultural Centre on October 10, 1988, seventeen years after the Royal Opera House had been destroyed by fire. The National Cultural Centre was built with the help of JICA, the Japan International Co-operation Agency and stands as a prominent feature for the Japanese-Egyptian co-operation and the deep-rooted friendship between these two nations.


          Thus, the joint efforts of Japanese and Egyptians has given rise to a unique landmark which celebrates the rich and diverse cultural life not only of Egypt but of neighboring nations in Africa and the Middle East as well.


          Egypt is proud to be the only state in the region which built two opera houses within a bit more than a century.


          


          Khedivial Opera House
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          The Khedivial Opera House or Royal Opera House was the original opera house in Cairo, Egypt. It was dedicated on November 1, 1869 and burned down on October 28, 1971. After the original opera house was destroyed, Cairo was without an opera house for nearly two decades until the opening of the new Cairo Opera House in 1988.


          


          Cairo International Film Festival


          Egypt's love of the arts in general can be traced back to the rich heritage bequeathed by the Pharaohs. In modern times, Egypt has enjoyed a strong cinematic tradition since the art of filmmaking was first developed, early in the 20th century. A natural progression from the active theatre scene of the time, cinema rapidly evolved into a vast motion picture industry. This together with the much older music tradition, raised Egypt to become the cultural capital of the Arab world.


          For more than 500 years of recorded history, Egypt has fascinated the West and inspired its creative talents from play writer William Shakespeare, poet and dramatist John Dryden, and novelist and poet Lawrence Durrell to film producer Cecil B. de Mille. Since the silent movies Hollywood has been capitalising on the box-office returns that come from combining Egyptian stories with visual effects.


          Egypt has also been a fount of Arabic literature, producing some of the 20th century's greatest Arab writers such as Taha Hussein and Tawfiq al-Hakim to Nobel Laureate, novelist Naguib Mahfouz. Each of them has written for the cinema.


          With these credentials, it was clear that Cairo should aim to hold an international film festival. This dream came true on Monday August 16, 1976, when the first Cairo International Film Festival was launched by the Egyptian Association of Film Writers and Critics, headed by Kamal El-Mallakh. The Association ran the festival for seven years until 1983.


          This achievement lead to the President of the Festival again contacting the FIAPF with the request that a competition should be included at the 1991 Festival. The request was granted.


          In 1998, the Festival took place under the presidency of one of Egypt's leading actors, Hussein Fahmy, who was appointed by the Minister of Culture, Farouk Hosni, after the death of Saad El-Din Wahba.


          Four years later, the journalist and writer Cherif El-Shoubashy became president.


          For 29 years, the home of the Pyramids and Nile has hosted international superstars like Nicolas Cage , John Malkovich, Morgan Freeman, Bud Spencer, Gina Lollobrigida, Ornella Mutti, Sophia Loren, Claudia Cardinale, Victoria Abril, Elizabeth Taylor, Shashi Kapoor, Alain Delon, Greta Scacchi, Catherine Deneuve, Peter O'toole, Christopher Lee, Irene Pappas, Marcello Mastroianni and Omar Sharif, as well as great directors like Robert Wise, Elia Kazan, Vanessa Redgrave, Oliver Stone, Roland Joffe, Carlos Saura, Ismail Merchant and Michel Angelo Antonioni, in an annual celebration and examination of the state of cinema in the world today.


          


          Cairo Geniza


          The Cairo Geniza is an accumulation of almost 200,000 Jewish manuscripts that were found in the genizah of the Ben Ezra synagogue (built 882) of Fostat, Egypt (now Old Cairo), the Basatin cemetery east of Old Cairo, and a number of old documents that were bought in Cairo in the later 19th century. These documents were written from about 870 to as late as 1880 AD and have now been archived in various American and European libraries. The Taylor-Schechter collection in the University of Cambridge runs to 140,000 manuscripts; there are a further 40,000 manuscripts at the Jewish Theological Seminary of America.


          


          The Wagh El-Birket


          The Wagh El-Birket ("The Berka") was, into the first half of the 20th century, the entertainment district (or red-light district) of Cairo, Egypt. It features prominently in several novels by Naguib Mahfouz, particularly his Cairo Trilogy. It is a little north of Azbakeya.


          Later, during the Second World War, the British military set up brothels run by the Royal Army Medical Corps.


          


          Al-Azhar Park


          Inaugurated in May 2005, Al-Azhar Park is located adjacent to Cairo's Darb al-Ahmar district. The Park was created by the Historic Cities Support Programme (HCSP) of the Aga Khan Trust for Culture (AKTC), an entity of the Aga Khan Development Network, and was a gift to Cairo from His Highness the Aga Khan. It is interesting to note that the city of Cairo was founded in the year 969 by the Fatimid Imam-Caliphs who were ancestors of the Aga Khan.


          During the development of the park, a part of the 12th century Ayyubid wall was discovered and subsequently restored. The wall had originally been built by Salah al-Din al-Ayubbi as a defense against the crusaders. The discovery prompted additional research into the nearby historic neighbourhood of Darb al-Ahmar, and eventually led to a major project encompassing the restoration of several mosques, palaces and historic houses. The HCSP also established social and economic programs to provide a wide range of assistance for local residents.


          



          Economy
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          Cairo is also in every respect the centre of Egypt, as it has been almost since its founding in 969 AD. 20% of all Egyptians live there. The majority of the nation's commerce is generated there, or passes through the city. The great majority of publishing houses and media outlets and nearly all film studios are there, as are half of the nation's hospital beds and universities. This has fueled rapid construction in the cityone building in five is less than 15 years old.


          This astonishing growth until recently surged well ahead of city services. Homes, roads, electricity, telephone and sewer services were all suddenly in short supply. Analysts trying to grasp the magnitude of the change coined terms like "hyper-urbanization." On the ground planners struggled. Only bits of the Cairo Master Plan of 1970 and the Greater Cairo Master Scheme of 1982 were ever implemented.


          


          Tourism


          


          The Egyptian Museum
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          The Museum of Egyptian Antiquities, known commonly as the Egyptian Museum, is home to the most extensive collection of ancient Egyptian antiquities in the world. It has 136,000 items on display, with many more hundreds of thousands in its basement storerooms.


          


          Khan El-Khalili


          Khan el-Khalili is for many the most entertaining part of Cairo. It is an ancient shopping area, nothing less, but some of the shops have also their own little factories or workshops.


          The suq (which is the Arabic name for bazaar, or market) dates back to 1382, when Emir Djaharks el-Khalili built a big caravanserai (or khan) right here. A caravanserai was a sort of hotel for traders, and usually the focal point for economic activity for any surrounding area. This caravanserai is still there, you just ask for the narrow street of Sikka Khan el-Khalili and Badestan.


          


          Old Cairo


          The part of Cairo that contains Coptic Cairo and Fostat, which contains the Coptic Museum, Babylon Fortress, Hanging Church, the Greek Church of St. George, many other Coptic churches, the Ben Ezra Synagogue and Amr ibn al-'As Mosque.


          


          Cairo Tower
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          The Cairo Tower is free-standing concrete TV tower in Cairo. It stands in the Zamalek district on Gezira Island in the River Nile, in the city centre. At 187 metres, it is 43 metres higher than the Great Pyramid of Giza, which stands some 15 km to the southwest.


          


          Pollution


          Cairo is a rapidly expanding city, which has led to many environmental problems. The air pollution in Cairo is a matter of serious concern. Greater Cairo's volatile aromatic hydrocarbon levels are higher than many other similar cities. Air quality measurements in Cairo have also been recording dangerous levels of lead, carbon dioxide, sulphur dioxide, and suspended particulate matter concentrations due to decades of unregulated vehicle emissions, urban industrial operations, and chaff and trash burning. There are over 2,000,000 cars on the streets of Cairo, 60% of which are over 10 years old, and therefore lack modern emission cutting features like catalytic converters. Cairo has a very poor dispersion factor because of lack of rain and its layout of tall buildings and narrow streets, which create a bowl effect. A mysterious black cloud (as Egyptians refer to it) appears over Cairo every fall and causes serious respiratory diseases and eyes irritations for the city citizens. Tourists who are not familiar to that high level of pollution must take extra care.
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          Cairo also has many unregistered lead and copper smelters which heavily pollute the city. The results of this has been a permanent haze over the city with particulate matter in the air reaching over three times normal levels. It is estimated that 10,000 to 25,000 people a year in Cairo die due to air pollution-related diseases. Lead has been shown to cause harm to the central nervous system and neurotoxicity particularly in children. In 1995, the first environmental acts were introduced and the situation has seen some improvement with 36 air monitoring stations and emissions tests on cars. 20,000 buses have also been commissioned to the city to improve congestion levels, which are very high.


          The city also suffers from a high level of land pollution. Cairo produces 10,000 tons of rubbish each day, 4,000 tons of which is not collected or managed. This once again is a huge health hazard and the Egyptian Government is looking for ways to combat this. The Cairo Cleaning and Beautification Agency was founded to collect and recycle the rubbish; however, they also work with the Zabbaleen (or Zabaleen ), a community that has been collecting and recycling Cairo's rubbish since the turn of the 20th century and live in an area known locally as Garbage City . Both are working together to pick up as much rubbish as possible within the city limits, though it remains a pressing problem.


          The city also suffers from water pollution as the sewer system tends to fail and overflow. On occasion, sewage has escaped onto the streets to create a health hazard. This problem is hoped to be solved by a new sewer system funded by the European Union, which could cope with the demand of the city. The dangerously high levels of mercury in the city's water system has global health officials concerned over related health risks. There is also more concern about environmental issues among Egyptians than beforeThere is now general awareness and some projects are laid down to help make the public aware of the importance of clean environment.


          



          


          Town twinning (sister cities)
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          Famous Cairenes


          
            	Abu Sa'id al-Afif - Fifteenth Century Samaritian


            	Boutros Boutros-Ghali, former Secretary-General of the United Nations


            	Naguib Mahfouz, novelist, Nobel Prize in Literature in 1988.


            	Mohamed ElBaradei, Director General of the International Atomic Energy Agency 2005 Nobel Peace Prize laureate


            	Dalida Egyptian singer who lived most of her life in France She received 55 golden records and was the first singer to receive a diamond disc .


            	Naguib Sawiris, 62nd richest person on earth in a 2007 list of billionaires, reaching US$10.0 billion with his company Orascom Telecom Holding


            	Farouk El Baz, a great contributor to NASA


            	Sir Magdi Yacoub, leading cardiologist, knight


            	Constantin Xenakis (1931) Greek artist


            	Voula Zouboulaki (1931) Greek actress


            	Raffi Cavoukian, Canadian children's singer, born 1948


            	Mohamed Al Fayed, Billionaire owner of Harrods and well known London football team Fulham FC


            	Hossam Ghaly, Professional football player with Derby County FC


            	Mohamed Shawky, Professional football player with Middlesbrough FC


            	Mido, Professional football player with Middlesbrough FC

          


          
            	Ahmed Zewail- Noble Winner in Chemistry


            	Anwar El Sadat- Egyptian President, noble peace prize winner with Israeli Prime Minister


            	Omar Sharif- Egyptian Hollywood Actor, Lawrence of Arabia

          


          
            	Om kalthoum-Diva Singer of the Arab world (also known as 'kawkab al chark' or shrine of the East)
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              Doubly refracting Calcite from Iceberg claim, Dixon, New Mexico. This 35 pound (16kg) crystal, on display at the National Museum of Natural History, is one of the largest single crystals in the United States.
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              The unit cell of calcite
            

          


          The carbonate mineral calcite is a chemical or biochemical calcium carbonate corresponding to the formula CaCO3 and is one of the most widely distributed minerals on the Earth's surface. It is a common constituent of sedimentary rocks, limestone in particular. It is also the primary mineral in metamorphic marble. It also occurs as a vein mineral in deposits from hot springs, and also occurs in caverns as stalactites and stalagmites. Calcite is often the primary constituent of the shells of marine organisms, e.g., plankton (such as coccoliths and planktic foraminifera), the hard parts of red algae, some sponges, brachiopoda, echinoderms, most bryozoa, and parts of the shells of some bivalves, such as oysters and rudists). Calcite represents the stable form of calcium carbonate; aragonite will change to calcite at 470C.


          


          Properties


          Calcite crystals are hexagonal-rhombohedral, though actual calcite rhombohedrons are rare as natural crystals. However, they show a remarkable variety of habits including acute to obtuse rhombohedrons, tabular forms, prisms, or various scalenohedrons. Calcite exhibits several twinning types adding to the variety of observed forms. It may occur as fibrous, granular, lamellar, or compact. Cleavage is usually in three directions parallel to the rhombohedron form. Its fracture is conchoidal, but difficult to obtain.


          It has a Mohs hardness of 3, a specific gravity of 2.71, and its luster is vitreous in crystallized varieties. Colour is white or colourless, though shades of gray, red, yellow, green, blue, violet, brown, or even black can occur when the mineral is charged with impurities. Calcite is transparent to opaque and may occasionally show phosphorescence or fluorescence. It is perhaps best known because of its power to produce strong double refraction of light, such that objects viewed through a clear piece of calcite appear doubled in all of their parts - a phenomenon first described by Rasmus Bartholin. A beautifully transparent variety used for optical purposes comes from Iceland, called Iceland spar. Acute scalenohedral crystals are sometimes referred to as "dogtooth spar".


          Single calcite crystals display an optical property called birefringence. The birefringent effect (using calcite) was first described by the Danish scientist Rasmus Bartholin in 1669. At a wavelength of ~590 nm calcite has ordinary and extraordinary refractive indices of 1.658 and 1.486, respectively .


          Calcite can be either dissolved by groundwater or precipitated by groundwater, depending on several factors including the water temperature, pH, and dissolved ion concentrations. Calcite exhibits an unusual characteristic called retrograde solubility in which it becomes less soluble in water as the temperature increases. When conditions are right for precipitation, calcite forms mineral coatings that cement the existing rock grains together or it can fill fractures. When conditions are right for dissolution, the removal of calcite can dramatically increase the porosity and permeability of the rock, and if it continues for a long period of time may result in the formation of caverns.


          



          Calcite In Literature


          A form of calcite, Iceland spar plays a critical role in the plot of Against the Day by Thomas Pynchon. The same form is referred to in The Amber Spyglass by Philip Pullman as it has very similar properties to a mineral found in that story.
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              	General
            


            
              	Name, symbol, number

              	calcium, Ca, 20
            


            
              	Chemical series

              	alkaline earth metals
            


            
              	Group, period, block

              	2, 4, s
            


            
              	Appearance

              	silvery white

              [image: ]
            


            
              	Standard atomic weight

              	40.078 (4)gmol1
            


            
              	Electron configuration

              	[Ar] 4s2
            


            
              	Electrons per shell

              	2, 8, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	1.55 gcm3
            


            
              	Liquid density at m.p.

              	1.378 gcm3
            


            
              	Melting point

              	1115 K

              (842 C, 1548 F)
            


            
              	Boiling point

              	1757 K

              (1484  C, 2703  F)
            


            
              	Heat of fusion

              	8.54 kJmol1
            


            
              	Heat of vaporization

              	154.7 kJmol1
            


            
              	Specific heat capacity

              	(25 C) 25.929 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	864

                    	956

                    	1071

                    	1227

                    	1443

                    	1755
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	face centered cubic
            


            
              	Oxidation states

              	2

              (strongly basic oxide)
            


            
              	Electronegativity

              	1.00 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 589.8 kJmol1
            


            
              	2nd: 1145.4 kJmol1
            


            
              	3rd: 4912.4 kJmol1
            


            
              	Atomic radius

              	180 pm
            


            
              	Atomic radius (calc.)

              	194 pm
            


            
              	Covalent radius

              	174 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	paramagnetic
            


            
              	Electrical resistivity

              	(20C) 33.6 nm
            


            
              	Thermal conductivity

              	(300 K) 201Wm1K1
            


            
              	Thermal expansion

              	(25 C) 22.3 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 3810 m/s
            


            
              	Young's modulus

              	20 GPa
            


            
              	Shear modulus

              	7.4 GPa
            


            
              	Bulk modulus

              	17 GPa
            


            
              	Poisson ratio

              	0.31
            


            
              	Mohs hardness

              	1.75
            


            
              	Brinell hardness

              	167 MPa
            


            
              	CAS registry number

              	7440-70-2
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of calcium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	40Ca

                    	96.941%

                    	40Ca is stable with 20 neutrons
                  


                  
                    	41Ca

                    	syn

                    	1.03105 y

                    	

                    	-

                    	41K
                  


                  
                    	42Ca

                    	0.647%

                    	42Ca is stable with 22 neutrons
                  


                  
                    	43Ca

                    	0.135%

                    	43Ca is stable with 23 neutrons
                  


                  
                    	44Ca

                    	2.086%

                    	44Ca is stable with 24 neutrons
                  


                  
                    	45Ca

                    	syn

                    	162.7 d

                    	-

                    	0.258

                    	45Sc
                  


                  
                    	46Ca

                    	0.004%

                    	>2.81015 y

                    	--

                    	?

                    	46Ti
                  


                  
                    	47Ca

                    	syn

                    	4.536 d

                    	-

                    	0.694, 1.99

                    	47Sc
                  


                  
                    	

                    	1.297

                    	-
                  


                  
                    	48Ca

                    	0.187%

                    	>41019 y

                    	--

                    	?

                    	48Ti
                  

                

              
            


            
              	References
            


            
              	
            

          


          Calcium (pronounced /ˈklsiəm/) is the chemical element with the symbol Ca and atomic number 20. It has an atomic mass of 40.078. Calcium is a soft grey alkaline earth metal, and is the fifth most abundant element by mass in the Earth's crust. Calcium is also the fifth most abundant dissolved ion in seawater by both molarity and mass, after sodium, chloride, magnesium, and sulfate.


          Calcium is essential for living organisms, particularly in cell physiology, where movement of the calcium ion Ca2+ into and out of the cytoplasm functions as a signal for many cellular processes. As a major material used in mineralization of bones and shells, calcium is the most abundant metal by mass in many animals.


          


          Notable characteristics


          The most abundant isotope, 40Ca, has a nucleus of 20 protons and 20 neutrons. This is the heaviest stable isotope of any element which has equal numbers of protons and neutrons. In supernova explosions, calcium is formed from the reaction of carbon with various numbers of alpha particles (helium nuclei), until the most common calcium isotope (containing 10 helium nuclei) has been synthesized. Calcium is the seventh most common element, by mass, in Earth's oceans (hydrogen and oxygen must be added to the list in the introduction).


          Chemically calcium is reactive and moderately soft for a metal (though harder than lead, it can be cut with a knife with difficulty). It is a silvery metallic element that must be extracted by electrolysis from a fused salt like calcium chloride. Once produced, it rapidly forms a grey-white oxide and nitride coating when exposed to air. It is somewhat difficult to ignite, in character rather like magnesium, but when lit, the metal burns in air with a brilliant high-intensity red light. Calcium metal reacts with water, evolving hydrogen gas at a rate rapid enough to be noticeable (unlike its sister magnesium) but not fast enough at room temperature to generate much heat. In powdered form, however, the reaction with water is extremely rapid, as the increased surface area of the powder creates heat which accelerates the reaction with the water. Part of the slowness of the calcium-water reaction results from the metal being partly protected by insoluble white calcium hydroxide. In water solutions of acids where the salt is water soluble, calcium reacts vigorously.


          Calcium salts are colorless from any contribution of the calcium, and ionic solutions of calcium (Ca2+) are colorless as well. Many calcium salts are not soluble in water. When in solution, the calcium ion to the human taste varies remarkably, being reported as mildly salty, sour, "mineral like" or even "soothing." It is apparent that many animals can taste, or develop a taste, for calcium, and use this sense to detect the mineral in salt licks or other sources. . In human nutrition, soluble calcium salts may be added to tart juices without much effect to the average palate.


          Calcium is the fifth most abundant element by mass in the human body, where it is a common cellular ionic messenger with many functions, and serves also as a structural element in bone. It is the relatively high atomic-numbered calcium in the skeleton which causes bone to be radio-opaque. Of the human body's solid components after drying (as for example, after cremation), about a third of the total mass is the approximately one kilogram of calcium which composes the average skeleton (the remainder being mostly phosphorus and oxygen).


          


          Occurrence


          Calcium is not naturally found in its elemental state. Calcium occurs most commonly in sedimentary rocks in the minerals calcite, dolomite and gypsum. It also occurs in igneous and metamorphic rocks chiefly in the silicate minerals: plagioclase, amphiboles, pyroxenes and garnets.


          


          Applications


          Some uses are:


          
            	as a reducing agent in the extraction of other metals, such as uranium, zirconium, and thorium.


            	as a deoxidizer, desulfurizer, or decarbonizer for various ferrous and nonferrous alloys.


            	as an alloying agent used in the production of aluminium, beryllium, copper, lead, and magnesium alloys.


            	in the making of cements and mortars to be used in construction.

          


          


          Calcium compounds


          
            	Calcium carbonate (CaCO3) used in manufacturing cement and mortar, lime, limestone (usually used in the steel industry); aids in production in the glass industry, also has chemical and optical uses as mineral specimens in toothpastes for example.


            	Calcium hydroxide solution (Ca(OH)2) (also known as limewater) is used to detect the presence of carbon dioxide by being bubbled through a solution. It turns cloudy where CO2 is present.


            	Calcium arsenate (Ca3(AsO4)2) is used in insecticides.


            	Calcium carbide (CaC2) is used: to make acetylene gas (for use in acetylene torches for welding) and in the manufacturing of plastics.


            	Calcium chloride (CaCl2) is used: in ice removal and dust control on dirt roads, in conditioner for concrete, as an additive in canned tomatoes, and to provide body for automobile tires.


            	Calcium cyclamate (Ca(C6H11NHSO4)2) was used as a sweetening agent but is no longer permitted for use because of suspected cancer-causing properties.


            	Calcium gluconate (Ca(C6H11O7)2) is used as a food additive and in vitamin pills.


            	Calcium hypochlorite (Ca(OCl)2) is used: as a swimming pool disinfectant, as a bleaching agent, as an ingredient in deodorant, and in algaecide and fungicide.


            	Calcium permanganate (Ca(MnO4)2) is used in liquid rocket propellant, textile production, as a water sterilizing agent and in dental procedures.


            	Calcium phosphate (Ca3(PO4)2) is used as a supplement for animal feed, fertilizer, in commercial production for dough and yeast products, in the manufacture of glass, and in dental products.


            	Calcium phosphide (Ca3P2) is used in fireworks, rodenticide, torpedoes and flares.


            	Calcium stearate (Ca(C18H35O2)2 is used in the manufacture of wax crayons, cements, certain kinds of plastics and cosmetics, as a food additive, in the production of water resistant materials and in the production of paints.


            	Calcium sulfate (CaSO42H2O) is used as common blackboard chalk, as well as, in its hemihydrate form being more well known as Plaster of Paris.


            	Calcium tungstate (CaWO4) is used in luminous paints, fluorescent lights and in X-ray studies.

          


          


          H and K lines


          In the visible portion of the spectrum of many stars, including the Sun, show strong absorption lines of singly-ionized Calcium. Prominent among these are the H-line at 3968.5  and the K line at 3933.7 of singly-ionized Calcium, or CaII. For the Sun and stars with low temperatures, the prominence of the H and K lines can be an indication of strong magnetic activity in the chromosphere. Measurement of periodic variations of these active regions can also be used to deduce the rotation periods of these stars.


          


          History


          Calcium (Latin calx, meaning "limestone") was known as early as the first century when the Ancient Romans prepared lime as calcium oxide. It was not isolated until 1808 in England when Sir Humphry Davy electrolyzed a mixture of lime and mercuric oxide. Davy was trying to isolate calcium; when he heard that Berzelius and Pontin prepared calcium amalgam by electrolyzing lime in mercury, he tried it himself. He worked with electrolysis throughout his life and also discovered/isolated sodium, potassium, magnesium, boron and barium.


          Other compounds include Calcium carbonate (CaCO3), one of the common compounds of calcium. It is heated to form quicklime (CaO), which is then added to water (H2O). This forms another material known as slaked lime (Ca(OH)2), which is an inexpensive base material used throughout the chemical industry. Chalk, marble, and limestone are all forms of calcium carbonate.


          


          Compounds


          Calcium, combined with phosphate to form hydroxylapatite, is the mineral portion of human and animal bones and teeth. The mineral portion of some corals can also be transformed into hydroxylapatite.


          Calcium oxide (lime) is used in many chemical refinery processes and is made by heating and carefully adding water to limestone. When lime is mixed with sand, it hardens into a mortar and is turned into plaster by carbon dioxide uptake. Mixed with other compounds, lime forms an important part of Portland cement.


          When water percolates through limestone or other soluble carbonate rocks, it partially dissolves part of the rock and causes cave formation and characteristic stalactites and stalagmites and also forms hard water. Other important calcium compounds are nitrate, sulfide, chloride, carbide, cyanamide, and hypochlorite.


          


          Isotopes


          Calcium has four stable isotopes (40Ca and 42Ca through 44Ca), plus two more isotopes (46Ca and 48Ca) that have such long half-lives that for all practical purposes they can be considered stable. It also has a cosmogenic isotope, radioactive 41Ca, which has a half-life of 103,000 years. Unlike cosmogenic isotopes that are produced in the atmosphere, 41Ca is produced by neutron activation of 40Ca. Most of its production is in the upper metre or so of the soil column, where the cosmogenic neutron flux is still sufficiently strong. 41Ca has received much attention in stellar studies because it decays to 41K, a critical indicator of solar-system anomalies.


          97% of naturally occurring calcium is in the form of 40Ca. 40Ca is one of the daughter products of 40K decay, along with 40Ar. While K-Ar dating has been used extensively in the geological sciences, the prevalence of 40Ca in nature has impeded its use in dating. Techniques using mass spectrometry and a double spike isotope dilution have been used for K-Ca age dating.


          


          Nutrition


          
            
              Recommended Adequate Intake by the IOM for Calcium:
            

            
              	Age

              	Calcium (mg/day)
            


            
              	06 months

              	210
            


            
              	712 months

              	270
            


            
              	13 years

              	500
            


            
              	48 years

              	800
            


            
              	918 years

              	1300
            


            
              	1950 years

              	1000
            


            
              	51+ years

              	1200
            

          


          Calcium is an important component of a healthy diet. Calcium is essential for the normal growth and maintenance of bones and teeth, and calcium requirements must be met throughout life. Long-term calcium deficiency can lead to osteoporosis, in which the bone deteriorates and there is an increased risk of fractures. While a lifelong deficit can affect bone and tooth formation, over-retention can cause hypercalcemia (elevated levels of calcium in the blood), impaired kidney function and decreased absorption of other minerals.


          High calcium intakes or high calcium absorption were previously thought to contribute to the development of kidney stones. However, more recent studies show that high dietary calcium intakes actually decrease the risk for kidney stones. Vitamin D is needed to absorb calcium. Dairy products, such as milk and cheese, are a well-known source of calcium. However, some individuals are allergic to dairy products and even more people, particularly those of non Indo-European descent, are lactose-intolerant, leaving them unable to consume non-fermented dairy products in quantities larger than about half a liter per serving. Others, such as vegans, avoid dairy products for ethical and health reasons. Fortunately, many good sources of calcium exist. These include seaweeds such as kelp, wakame and hijiki; nuts and seeds (like almonds and sesame); blackstrap molasses; beans; oranges; figs; amaranth; collard greens; okra; rutabaga; broccoli; dandelion leaves; kale; and fortified products such as orange juice and soy milk. An overlooked source of calcium is eggshell, which can be ground into a powder and mixed into food or a glass of water. Cultivated vegetables generally have less calcium than wild plants.


          The calcium content of most foods can be found in the USDA National Nutrient Database. 


          Dietary calcium supplements
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              500 milligram calcium supplements made from calcium carbonate
            

          


          Calcium supplements are used to prevent and to treat calcium deficiencies. There are conflicting recommendations about when to take calcium supplements. However, most experts agree that no more than 500 mg should be taken at a time because the percent of calcium absorbed decreases as the amount of calcium in the supplement increases. It is recommended to spread doses throughout the day, with the last dose near bedtime. Recommended daily calcium intake varies from 1000 to 1500 mg, depending upon the stage of life.


          In July 2006, a report citing research from Fred Hutchinson Cancer Research Centre in Seattle, Washington claimed that women in their 50s gained 5 pounds less in a period of 10 years by taking more than 500 mg of calcium supplements than those who did not. However, the doctor in charge of the study, Dr. Alejandro J. Gonzalez also noted it would be "going out on a limb" to suggest calcium supplements as a weight-limiting aid.


          
            	Calcium carbonate is the most common and least expensive calcium supplement. It can be difficult to digest and causes gas in some people. Taking magnesium with it can help to prevent constipation. Calcium carbonate is 40% elemental calcium. 1000 mg will provide 400 mg of calcium. It is recommended to take this supplement with food to aid in absorption. In some calcium supplements based on calcium carbonate, vitamin D is added to aid in absorption. Vitamin D is needed for the absorption of calcium from the stomach and for the functioning of calcium in the body.


            	Coral Calcium is a salt of calcium derived from fossilized coral reefs. Coral calcium is comprised of calcium carbonate and trace minerals.


            	Calcium citrate is more easily absorbed ( bioavailability is 2.5 times higher than calcium carbonate if taken on empty stomach), easier to digest and less likely to cause constipation and gas than calcium carbonate. It also has a lower risk of contributing to the formation of kidney stones. Calcium citrate is about 21% elemental calcium. 1000 mg will provide 210 mg of calcium. It is more expensive than calcium carbonate and more of it must be taken to get the same amount of calcium.


            	Calcium phosphate costs more than calcium carbonate, but less than calcium citrate. It is easily absorbed and is less likely to cause constipation and gas than either.


            	Calcium lactate and calcium aspartate are both more difficult to digest and are more expensive than calcium carbonate


            	Calcium chelates have been chemically bonded with an agent that the body recognizes as food. This form is generally known to be better absorbed by the human body than all other forms of calcium due to the bond.

          


          The National Nutritional Food Association  NNFA (Newport Beach, Calif.) defines a chelate very specifically, and several criteria must be met in order for chelation to actually occur. Some of the claimed "chelates" on the market are the various Krebs (Citric Acid) Cycle chelates, such as citrate, malate, and aspartate. Dicalcium malate (chelated with malic acid) is a newer form of a true calcium chelate. It contains a high amount of elemental calcium (30%).


          


          Prevention of fractures due to osteoporosis


          Such studies often do not test calcium alone, but rather combinations of calcium and vitamin D. Randomized controlled trials found both positive and negative benefit. The different results may be explained by doses of calcium and underlying rates of calcium supplementation in the control groups. However, it is clear that increasing the intake of calcium promotes deposition of calcium in the bones, where it is of more benefit in preventing the compression fractures resulting from the osteoporotic thinning of the dendritic web of the bodies of the vertebrae, than it is at preventing the more serious cortical bone fractures which happen at hip and wrist.


          


          Prevention of cancer?


          A meta-analysis by the international Cochrane Collaboration of two randomized controlled trialsfound that calcium "might contribute to a moderate degree to the prevention of adenomatous colonic polyps".


          More recent studies were conflicting, and one which was positive for effect (Lappe, et al.) did control for a possible anti-carcinogenic effect of vitamin D, which was found to be an independent positive influence from calcium-alone on cancer risk (see second study below) .


          
            	A randomized controlled trial found that 1000 mg of elemental calcium and 400 IU of vitamin D3 had no effect on colorectal cancer


            	A randomized controlled trial found that 14001500 mg supplemental calcium and 1100 IU vitamin D3 reduced aggregated cancers with a relative risk of 0.402.


            	An observational cohort study found that high calcium and vitamin D intake was associated with "lower risk of developing premenopausal breast cancer."
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              	Calcium carbonate
            


            
              	[image: ]
            


            
              	Other names

              	Limestone; calcite; aragonite; chalk; marble
            


            
              	Identifiers
            


            
              	CAS number

              	[471-34-1]
            


            
              	Properties
            


            
              	Molecular formula

              	CaCO3
            


            
              	Molar mass

              	100.087 g/mol
            


            
              	Appearance

              	White powder.
            


            
              	Density

              	2.83 g/cm, solid.
            


            
              	Melting point

              	
                825 C

              
            


            
              	Boiling point

              	
                Decomposes

              
            


            
              	Solubility in water

              	Insoluble
            


            
              	Structure
            


            
              	Molecular shape

              	Linear
            


            
              	Hazards
            


            
              	Main hazards

              	Not hazardous.
            


            
              	R-phrases

              	R36, R37, R38
            


            
              	S-phrases

              	S26, S36
            


            
              	Flash point

              	Non-flammable.
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Calcium carbonate is a chemical compound, with the chemical formula CaCO3. It is a common substance found as rock in all parts of the world, and is the main component of shells of marine organisms, snails, and eggshells. Calcium carbonate is the active ingredient in agricultural lime, and is usually the principal cause of hard water. It is commonly used medicinally as a calcium supplement or as an antacid.


          


          Occurrence


          Calcium carbonate is found naturally as the following minerals and rocks:


          
            	Aragonite


            	Calcite


            	Vaterite or (-CaCO3)


            	Chalk


            	Limestone


            	Marble


            	Travertine

          


          To test whether a mineral or rock contains calcium carbonate, strong acids, such as hydrochloric acid, can be added to it. If the sample does contain calcium carbonate, it will fizz and produce carbon dioxide and water. Weak acids such as acetic acid will react, albeit less vigorously. All of the rocks/minerals mentioned above will react with acid.


          


          Chemical properties


          Calcium carbonate shares the typical properties of other carbonates. Notably:


          
            	it reacts with strong acids, releasing carbon dioxide:

            CaCO3 + 2HCl  CaCl2 + CO2 + H2O


            	it releases carbon dioxide on heating (to above 840C in the case of CaCO3), to form calcium oxide, commonly called quicklime:

            CaCO3  CaO + CO2

          


          Calcium carbonate will react with water that is saturated with carbon dioxide to form the soluble calcium bicarbonate.


          
            	CaCO3 + CO2 + H2O  Ca(HCO3)2

          


          This reaction is important in the erosion of carbonate rocks, forming caverns, and leads to hard water in many regions.


          


          Preparation


          The vast majority of calcium carbonate used in industry is extracted by mining or quarrying. Pure calcium carbonate (e.g. for food or pharmaceutical use), can be produced from a pure quarried source (usually marble).


          Alternatively, calcium oxide is prepared by calcining crude calcium carbonate. Water is added to give calcium hydroxide, and carbon dioxide is passed through this solution to precipitate the desired calcium carbonate, referred to in the industry as precipitated calcium carbonate (PCC):


          
            	CaCO3  CaO + CO2


            	CaO + H2O  Ca(OH)2


            	Ca(OH)2 + CO2  CaCO3 + H2O

          


          


          Uses


          


          Industrial applications


          The main use of calcium carbonate is in the construction industry, either as a building material in its own right (e.g. marble) or limestone aggregate for roadbuilding or as an ingredient of cement or as the starting material for the preparation of builder's lime by burning in a kiln.


          Calcium carbonate is also used in the purification of iron from iron ore in a blast furnace. Calcium carbonate is calcined in situ to give calcium oxide, which forms a slag with various impurities present, and separates from the purified iron.


          Calcium carbonate is widely used as an extender in paints, in particular matte emulsion paint where typically 30% by weight of the paint is either chalk or marble.


          Calcium carbonate is also widely used as a filler in plastics. Some typical examples include around 15 to 20% loading of chalk in uPVC drain pipe, 5 to 15% loading of stearate coated chalk or marble in uPVC window profile. Fine ground calcium carbonate is an essential ingredient in the microporous film used in babies' diapers and some building films as the pores are nucleated around the calcium carbonate particles during the manufacture of the film by biaxial stretching. It has also been mixed with ABS, and other ingredients, to form some types of compression molded "clay" Poker chips.


          Calcium carbonate is also used in a wide range of trade and DIY adhesives, sealants, and decorating fillers. Ceramic tile adhesives typically contain 70 to 80% limestone. Decorating crack fillers contain similar levels of marble or dolomite. It is also mixed with putty in setting stained glass windows, and as a resist to prevent glass from sticking to kiln shelves when firing glazes and paints at high temperature.


          Calcium carbonate is known as whiting in ceramics/glazing applications, where it is used as a common ingredient for many glazes in its white powdered form. When a glaze containing this material is fired in a kiln, the whiting acts as a flux material in the glaze.


          In North America, calcium carbonate has begun to replace kaolin in the production of glossy paper. Europe has been practicing this as alkaline papermaking or acid-free papermaking for some decades. Carbonates are available in forms: ground calcium carbonate (GCC) or precipitated calcium carbonate (PCC). The latter has a very fine and controlled particle size, on the order of 2 micrometres in diameter, useful in coatings for paper.


          Used in swimming pools as a pH corrector for maintaining alkalinity "buffer" to offset the acidic properties of the disinfectant agent.


          It is commonly called chalk as it has been a major component of blackboard chalk. Chalk may consist of either calcium carbonate or gypsum, hydrated calcium sulfate CaSO42H2O.


          


          Health and dietary applications


          
            [image: 500 milligram calcium supplements made from calcium carbonate]

            
              500 milligram calcium supplements made from calcium carbonate
            

          


          Calcium carbonate is widely used medicinally as an inexpensive dietary calcium supplement or antacid. It may be used as a phosphate binder for the treatment of hyperphosphatemia (primarily in patients with chronic renal failure) when lanthanum carbonate is not prescribed. It is also used in the pharmaceutical industry as an inert filler for tablets and other pharmaceuticals. Calcium carbonate is also used in Homeopathy. It is one of the constitutional remedies.


          As a food additive, it is used in some soy milk products as a source of dietary calcium; one study concludes that calcium carbonate is as bioavailable as the calcium in ordinary cow's milk.


          


          Ecological applications


          In 1989, a researcher, Ken Simmons, introduced CaCO3 into the Whetstone Brook in Massachusetts. His hope was that the calcium carbonate would counter the acid in the stream from acid rain and save the trout that had ceased to spawn. Although his experiment was a success, it did increase the amounts of aluminium ions in the area of the brook that was not treated with the limestone. This shows that CaCO3 can be added to neutralize the effects of acid rain in river ecosystems. Currently calcium carbonate is used to neutralize acidic conditions in both soil and water.


          


          Calcination equilibrium


          
            
              	Equilibrium Pressure of CO2 over CaCO3
            


            
              	550 C

              	0.055 k Pa
            


            
              	587 C

              	0.13 k Pa
            


            
              	605 C

              	0.31 k Pa
            


            
              	680 C

              	1.80 k Pa
            


            
              	727 C

              	5.9 k Pa
            


            
              	748 C

              	9.3 k Pa
            


            
              	777 C

              	14 k Pa
            


            
              	800 C

              	24 k Pa
            


            
              	830 C

              	34 k Pa
            


            
              	852 C

              	51 k Pa
            


            
              	871 C

              	72 k Pa
            


            
              	881 C

              	80 k Pa
            


            
              	891 C

              	91 k Pa
            


            
              	898 C

              	101 k Pa
            


            
              	937 C

              	179 k Pa
            


            
              	1082 C

              	901 k Pa
            


            
              	1241 C

              	3961 k Pa
            

          


          Calcination of limestone using charcoal fires to produce quicklime has been practiced since antiquity by cultures all over the world. The temperature at which limestone yields calcium oxide is usually given as 825 C, but stating an absolute threshold is misleading. Calcium carbonate exists in equilibrium with calcium oxide and carbon dioxide at any temperature. At each temperature there is a partial pressure of carbon dioxide that is in equilibrium with calcium carbonate. At room temperature the equilibrium overwhelmingly favors calcium carbonate, because the equilibrium CO2 pressure is only a tiny fraction of the partial CO2 pressure in air, which is about 0.035 k Pa.


          At temperatures above 550 C the equilibrium CO2 pressure begins to exceed the CO2 pressure in air. So above 550 C, calcium carbonate begins to outgas CO2 into air. But in a charcoal fired kiln, the concentration of CO2 will be much higher than it is in air. Indeed if all the oxygen in the kiln is consumed in the fire, then the partial pressure of CO2 in the kiln can be as high as 20 k Pa.


          The table shows that this equilibrium pressure is not achieved until the temperature is nearly 800 C. For the outgassing of CO2 from calcium carbonate to happen at an economically useful rate, the equilibrium pressure must significantly exceed the ambient pressure of CO2. And for it to happen rapidly, the equilibrium pressure must exceed total atmospheric pressure of 101 k Pa, which happens at 898 C.



          


          Solubility


          


          With varying CO2 pressure


          
            
              	Calcium ion solubility

              as a function of CO2 partial pressure at 25 C
            


            
              	[image: \scriptstyle P_{\mathrm{CO}_2}] (atm)

              	pH

              	[Ca2+] (mol/L)
            


            
              	1012

              	12.0

              	5.19  103
            


            
              	1010

              	11.3

              	1.12  103
            


            
              	108

              	10.7

              	2.55  104
            


            
              	106

              	9.83

              	1.20  104
            


            
              	104

              	8.62

              	3.16  104
            


            
              	3.5  104

              	8.27

              	4.70  104
            


            
              	103

              	7.96

              	6.62  104
            


            
              	102

              	7.30

              	1.42  103
            


            
              	101

              	6.63

              	3.05  103
            


            
              	1

              	5.96

              	6.58  103
            


            
              	10

              	5.30

              	1.42  102
            

          


          Calcium carbonate is poorly soluble in pure water. The equilibrium of its solution is given by the equation (with dissolved calcium carbonate on the right):


          
            	
              
                	
                  
                    
                      	CaCO3 ⇋ Ca2+ + CO32

                      	Ksp = 3.7109 to 8.7109 at 25 C
                    

                  

                

              

            

          


          where the solubility product for [Ca2+][CO32] is given as anywhere from Ksp = 3.7109 to Ksp = 8.7109 at 25 C, depending upon the data source. What the equation means is that the product of molar concentration of calcium ions ( moles of dissolved Ca2+ per liter of solution) with the molar concentration of dissolved CO32 cannot exceed the value of Ksp. This seemingly simple solubility equation, however, must be taken along with the more complicated equilibrium of carbon dioxide with water (see carbonic acid). Some of the CO32 combines with H+ in the solution according to:


          
            	
              
                	
                  
                    
                      	HCO3 ⇋ H+ + CO32 

                      	Ka2 = 5.611011 at 25 C
                    

                  

                

              

            

          


          HCO3 is known as the bicarbonate ion. Calcium bicarbonate is many times more soluble in water than calcium carbonate -- indeed it exists only in solution.


          Some of the HCO3 combines with H+ in solution according to:


          
            	
              
                	
                  
                    
                      	H2CO3 ⇋ H+ + HCO3 

                      	Ka1 = 2.5104 at 25 C
                    

                  

                

              

            

          


          Some of the H2CO3 breaks up into water and dissolved carbon dioxide according to:


          
            	
              
                	
                  
                    
                      	H2O + CO2(dissolved) ⇋ H2CO3 

                      	Kh = 1.70103 at 25 C
                    

                  

                

              

            

          


          And dissolved carbon dioxide is in equilibrium with atmospheric carbon dioxide according to:


          
            	
              
                	
                  
                    
                      	[image: \frac{P_{\mathrm{CO}_2}}{[\mathrm{CO}_2]}\ =\ k_\mathrm{H}]

                      	where kH = 29.76 atm/(mol/L) at 25 C ( Henry constant), [image: \scriptstyle P_{\mathrm{CO}_2}] being the CO2 partial pressure.
                    

                  

                

              

            

          


          For ambient air, [image: \scriptstyle P_{\mathrm{CO}_2}] is around 3.5104 atmospheres (or equivalently 35 Pa). The last equation above fixes the concentration of dissolved CO2 as a function of [image: \scriptstyle P_{\mathrm{CO}_2}], independent of the concentration of dissolved CaCO3. At atmospheric partial pressure of CO2, dissolved CO2 concentration is 1.2105 moles/liter. The equation before that fixes the concentration of H2CO3 as a function of [CO2]. For [CO2]=1.2105, it results in [H2CO3]=2.0108 moles per liter. When [H2CO3] is known, the remaining three equations together with


          
            	
              
                	
                  
                    
                      	H2O ⇋ H+ + OH

                      	K = 1014 at 25 C
                    

                  

                

              

            

          


          (which is true for all aqueous solutions), and the fact that the solution must be electrically neutral,


          
            	
              
                	2[Ca2+] + [H+] = [HCO3] + 2[CO32] + [OH]

              

            

          


          make it possible to solve simultaneously for the remaining five unknown concentrations (note that the above form of the neutrality equation is valid only if calcium carbonate has been put in contact with pure water or with a neutral pH solution; in the case where the origin water solvent pH is not neutral, the equation is modified).


          The table on the right shows the result for [Ca2+] and [H+] (in the form of pH) as a function of ambient partial pressure of CO2 (Ksp = 4.47109 has been taken for the calculation). At atmospheric levels of ambient CO2 the table indicates the solution will be slightly alkaline. The trends the table shows are


          
            	1) As ambient CO2 partial pressure is reduced below atmospheric levels, the solution becomes more and more alkaline. At extremely low [image: \scriptstyle P_{\mathrm{CO}_2}], dissolved CO2, bicarbonate ion, and carbonate ion largely evaporate from the solution, leaving a highly alkaline solution of calcium hydroxide, which is more soluble than CaCO3.

          


          
            	2) As ambient CO2 partial pressure increases to levels above atmospheric, pH drops, and much of the carbonate ion is converted to bicarbonate ion, which results in higher solubility of Ca2+.

          


          The effect of the latter is especially evident in day to day life of people who have hard water. Water in aquifers underground can be exposed to levels of CO2 much higher than atmospheric. As such water percolates through calcium carbonate rock, the CaCO3 dissolves according to the second trend. When that same water then emerges from the tap, in time it comes into equilibrium with CO2 levels in the air by outgassing its excess CO2. The calcium carbonate becomes less soluble as a result and the excess precipitates as lime scale. This same process is responsible for the formation of stalactites and stalagmites in limestone caves.


          Two hydrated phases of calcium carbonate, monohydrocalcite, CaCO3H2O and ikaite, CaCO36H2O]], may precipitate from water at ambient conditions and persist as metastable phases.


          


          With varying pH


          We now consider the problem of the maximum solubility of calcium carbonate in normal atmospheric conditions ([image: \scriptstyle P_{\mathrm{CO}_2}] = 3.5  104 atm) when the pH of the solution is adjusted. This is for example the case in a swimming pool where the pH is maintained between 7 and 8 (by addition of NaHSO4 to decrease the pH or of NaHCO3 to increase it). From the above equations for the solubility product, the hydratation reaction and the two acid reactions, the following expression for the maximum [Ca2+] can be easily deduced:


          
            	[image: [\mathrm{Ca}^{2+}]_\mathrm{max} = \frac{K_\mathrm{sp}k_\mathrm{H}} {K_\mathrm{h}K_\mathrm{a1}K_\mathrm{a2}} \frac{[\mathrm{H}^+]^2}{P_{\mathrm{CO}_2}}]

          


          showing a quadratic dependence in [H+]. The numerical application with the above values of the constants gives


          
            
              	pH

              	7.0

              	7.2

              	7.4

              	7.6

              	7.8

              	8.0

              	8.2

              	8.27

              	8.4
            


            
              	[Ca2+]max (10-4mol/L or F)

              	1590

              	635

              	253

              	101

              	40.0

              	15.9

              	6.35

              	4.70

              	2.53
            


            
              	[Ca2+]max (mg/L)

              	6390

              	2540

              	1010

              	403

              	160

              	63.9

              	25.4

              	18.9

              	10.1
            

          


          Comments:


          
            	decreasing the pH from 8 to 7 increases the maximum Ca2+ concentration by a factor 100


            	note that the Ca2+ concentration of the previous table is recovered for pH = 8.27


            	keeping the pH to 7.4 in a swimming pool (which gives optimum HClO/OCl ratio in the case of "chlorine" maintenance) results in a maximum Ca2+ concentration of 1010 mg/L. This means that successive cycles of water evaporation and partial renewing may result in a very hard water before CaCO3 precipitates. Addition of a calcium sequestrant or complete renewing of the water will solve the problem.

          


          


          Solubility in a strong or weak acid solution


          Solutions of strong (HCl) or weak (acetic, phosphoric) acids are commercially available. They are commonly used to remove limescale deposits. The maximum amount of CaCO3 that can be "dissolved" by one liter of an acid solution can be calculated using the above equilibrium equations.


          
            	In the case of a strong monoacid with decreasing concentration [A] = [A], we obtain (with CaCO3 molar mass = 100 g):

          


          
            
              	[A] (mol/L)

              	1

              	101

              	102

              	103

              	104

              	105

              	106

              	107

              	1010
            


            
              	Initial pH

              	0.00

              	1.00

              	2.00

              	3.00

              	4.00

              	5.00

              	6.00

              	6.79

              	7.00
            


            
              	Final pH

              	6.75

              	7.25

              	7.75

              	8.14

              	8.25

              	8.26

              	8.26

              	8.26

              	8.27
            


            
              	Dissolved CaCO3 (g per liter of acid)

              	50.0

              	5.00

              	0.514

              	0.0849

              	0.0504

              	0.0474

              	0.0471

              	0.0470

              	0.0470
            

          


          where the initial state is the acid solution with no Ca2+ (not taking into account possible CO2 dissolution) and the final state is the solution with saturated Ca2+. For strong acid concentrations, all species have a negligible concentration in the final state with respect to Ca2+ and A so that the neutrality equation reduces approximately to 2[Ca2+] = [A] yielding [image: \scriptstyle[\mathrm{Ca}^{2+}] \simeq \frac{[\mathrm{A}^-]}{2}]. When the concentration decreases, [HCO3] becomes non negligible so that the preceding expression is no longer valid. For vanishing acid concentrations, we recover the final pH and the solubility of CaCO3 in pure water.


          
            	In the case of a weak monoacid (here we take acetic acid with pKA = 4.76) with decreasing concentration [A] = [A]+[AH], we obtain:

          


          
            
              	[A] (mol/L)

              	1

              	101

              	102

              	103

              	104

              	105

              	106

              	107

              	1010
            


            
              	Initial pH

              	2.38

              	2.88

              	3.39

              	3.91

              	4.47

              	5.15

              	6.02

              	6.79

              	7.00
            


            
              	Final pH

              	6.75

              	7.25

              	7.75

              	8.14

              	8.25

              	8.26

              	8.26

              	8.26

              	8.27
            


            
              	Dissolved CaCO3 (g per liter of acid)

              	49.5

              	4.99

              	0.513

              	0.0848

              	0.0504

              	0.0474

              	0.0471

              	0.0470

              	0.0470
            

          


          We see that for the same total acid concentration, the initial pH of the weak acid is less acid than the one of the strong acid; however, the maximum amount of CaCO3 which can be dissolved is approximately the same. This is because in the final state, the pH is larger that the pKA, so that the weak acid is almost completely dissociated, yielding in the end as many H+ ions as the strong acid to "dissolve" the calcium carbonate.


          
            	The calculation in the case of phosphoric acid (which is the most widely used for domestic applications) is more complicated since the concentrations of the four dissociation states corresponding to this acid must be calculated together with [HCO3], [CO32], [Ca2+], [H+] and [OH]. The system may be reduced to a seventh degree equation for [H+] the numerical solution of which gives

          


          
            
              	[A] (mol/L)

              	1

              	101

              	102

              	103

              	104

              	105

              	106

              	107

              	1010
            


            
              	Initial pH

              	1.08

              	1.62

              	2.25

              	3.05

              	4.01

              	5.00

              	5.97

              	6.74

              	7.00
            


            
              	Final pH

              	6.71

              	7.17

              	7.63

              	8.06

              	8.24

              	8.26

              	8.26

              	8.26

              	8.27
            


            
              	Dissolved CaCO3 (g per liter of acid)

              	62.0

              	7.39

              	0.874

              	0.123

              	0.0536

              	0.0477

              	0.0471

              	0.0471

              	0.0470
            

          


          where [A] = [H3PO4] + [H2PO4] + [HPO42] + [PO43]. We see that phosphoric acid is more efficient than a monoacid since at the final almost neutral pH, the second dissociated state concentration [HPO42] is not negligible (see phosphoric acid ).


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Calcium_carbonate"
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              	Calcium chloride
            


            
              	[image: Calcium chloride]
            


            
              	IUPAC name

              	calcium chloride
            


            
              	Other names

              	calcium(II) chloride,

              calcium dichloride,

              E509
            


            
              	Identifiers
            


            
              	CAS number

              	[10043-52-4]
            


            
              	RTECS number

              	EV9800000, Anhydrous
            


            
              	Properties
            


            
              	Molecular formula

              	CaCl2

              CaCl2.2H2O Dihydrate

              CaCl2.4H2O Tetrahydrate

              CaCl2.6H2O Hexahydrate
            


            
              	Molar mass

              	110.99 g/mol, anhydrous

              147.02 g/mol, dihydrate

              182.04 g/mol, tetrahydrate

              219.08 g/mol, hexahydrate
            


            
              	Appearance

              	white or colorless solid
            


            
              	Density

              	2.15 g/cm, anhydrous

              0.835 g/cm, dihydrate

              1.71 g/cm, hexahydrate
            


            
              	Melting point

              	
                772C (anhydrous)

              
            


            
              	Boiling point

              	
                >1600 C

              
            


            
              	Solubility in water

              	74.5 g/100ml (20C)
            


            
              	Structure
            


            
              	Crystal structure

              	deformed rutile
            


            
              	Coordination

              geometry

              	octahedral, 6-coordinate
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	EU classification

              	Irritant (Xi)
            


            
              	NFPA 704

              	
                
                  [image: ]


                  
                    0
                  


                  
                    1
                  


                  
                    0
                  


                  
                    
                  

                

              
            


            
              	R-phrases

              	R36
            


            
              	S-phrases

              	(S2), S22, S24
            


            
              	Related compounds
            


            
              	Other anions

              	calcium fluoride

              calcium bromide

              calcium iodide
            


            
              	Other cations

              	magnesium chloride

              strontium chloride
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox references
            

          


          Calcium chloride (CaCl2), also known as 'silica gel', is an ionic compound of calcium and chlorine. It is highly soluble in water and it is deliquescent. It is a salt that is solid at room temperature, and it behaves as a typical ionic halide. It has several common applications such as brine for refrigeration plants, ice and dust control on roads, and in cement. It can be produced directly from limestone, but large amounts are also produced as a by-product of the Solvay process. Because of its hygroscopic nature, it must be kept in tightly-sealed containers.


          


          Chemical properties


          Calcium chloride can serve as a source of calcium ions in solution, for instance for precipitation because many calcium compounds are insoluble:


          3 CaCl2( aq) + 2 K3PO4( aq)  Ca3(PO4)2( s) + 6 KCl( aq)


          Molten CaCl2 can be electrolysed to give calcium metal:



          CaCl2( l)  Ca( s) + Cl2(g)


          


          Preparation


          


          Uses (industrial)


          Millions of tonnes of calcium chloride are made each year in the US alone, and it has a wide variety of industrial applications:


          Because it is strongly hygroscopic, air or other gases may be channeled through a column of calcium chloride to remove moisture. In particular, calcium chloride is usually used to pack drying tubes to exclude atmospheric moisture from a reaction set-up while allowing gases to escape. It can also be added to liquids to remove suspended or dissolved water. The dissolving process is highly exothermic and rapidly produces temperatures of around 60  C (140  F). In this capacity, it is known as a drying agent or desiccant. It is converted to a brine as it absorbs the water or water vapor from the substance to be dried:


          
            	CaCl2 + 2 H2O  CaCl22H2O

          


          Aided by the intense heat evolved during its dissolution, calcium chloride is also used as an ice-melting compound. Unlike the more-common sodium chloride (rock salt or halite), it is relatively harmless to plants and soil. It is also more effective at lower temperatures than sodium chloride. When distributed for this use, it usually takes the form of small white balls a few millimetres in diameter, called prills (see picture at top of page).


          Used for its hygroscopic property, it can be applied to keep a liquid layer on the surface of the roadway, which holds dust down. It is used in concrete mixes to help speed up the initial setting, however chloride ion leads to corrosion of steel rebar, so it should not be used in reinforced concrete.


          The aqueous form of calcium chloride is used in genetic transformation of cells by increasing the cell membrane permeability, inducing competence for DNA uptake (allowing DNA fragments to enter the cell more readily). In this form it can lower the freezing point of water as low as -52C (-62F), making it ideal for filling agricultural implement tires as a liquid ballast, aiding traction in cold climates.


          Other industrial applications include use as as an additive in plastics, as a drainage aid for wastewater treatment, as an additive in fire extinguishers, as an additive in control scaffolding in blast furnaces, and as a thinner in fabric softener.


          


          Uses (food)


          As an ingredient, it is listed as a permitted food additive in the European Union for use as a sequestrant and firming agent with the E number E509. The anhydrous form has been approved by the FDA as a packaging aid to ensure dryness (CPG 7117.02).


          Calcium chloride is commonly used as an Electrolyte and has an extremely salty taste, as found in sports drinks and other beverages such as Smartwater and Nestle bottled water. It can also be used as a preservative to maintain firmness in canned vegetables or in higher concentrations in pickles to give a salty taste while not increasing the food's sodium content. It is even found in snack foods, including Cadbury Caramilk chocolate bars (purpose unknown).


          It can be used to make a caviar substitute from vegetable or fruit juices or added to processed milk to restore the natural balance between calcium and protein for the purposes of making cheese such as brie and stilton. Calcium chloride's exothermic properties are exploited in many 'self heating' food products where it is activated (mixed) with water to start the heating process, providing a non-explosive, dry fuel that is easily activated.


          In brewing beers (esp. ales and bitters), calcium chloride is sometimes used to correct mineral deficiencies in the brewing water (calcium is important for enzyme function during the mash, for kettle protein coagulation (the "hot break") and yeast metabolism) and adds permanent hardness to the water. The chloride ions enhance flavour and give a perception of sweetness and fuller flavour, whereas the sulphate ions in Gypsum, which is also used to add calcium ions to brewing water, tend to impart a drier, crisper flavour with more bitterness.


          


          Uses (medical)


          Calcium chloride can be injected as intravenous therapy for the treatment of hypocalcaemia (low serum calcium). It can be used for: insect bites or stings (such as Black Widow Spider bites); sensitivity reactions, particularly when characterized by urticaria (hives); magnesium intoxication; as an aid in management of the acute symptoms in lead colic; in cardiac resuscitation, particularly after open heart surgery. Parenteral calcium can be used when epinephrine has failed to improve weak or ineffective myocardial contractions. Calcium chloride injection may antagonize cardiac toxicity as measured by electrocardiogram (ECG/EKG). It can help rapidly lower dangerously-high levels of serum potassium in hyperkalemia. Calcium chloride can be used to quickly treat Calcium Channel Blocker toxicity, from the side effects of drugs such as Diltiazem ( Cardizem) - helping avoid potential heart attacks.


          


          Precautions


          Calcium chloride is an irritant, particularly on moist skin. Wear gloves and goggles or a full face shield to protect hands and eyes; avoid inhalation.


          Dry calcium chloride reacts exothermically when exposed to water. Burns can result in the mouth and esophagus if humans or other animals ingest dry calcium chloride pellets. Small children are more susceptible than adults (who generally have had experience trying to eat hot food, and can react accordingly) so calcium chloride pellets should be kept out of their reach.


          
            Retrieved from " http://en.wikipedia.org/wiki/Calcium_chloride"
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          A calculator is a device for performing mathematical calculations, distinguished from a computer generally by a limited problem domain and an interface optimized for interactive calculation rather than programming. Calculators can be hardware or software, and mechanical or electronic, and are often built into devices such as PDAs or mobile phones.


          
            
              	
                
                  [image: A basic calculator]

                  
                    A basic calculator
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                    An old mechanical calculator.
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                    A scientific calculator.
                  

                

              
            

          


          Modern electronic calculators are generally small (often pocket-sized) and usually inexpensive. In addition to general purpose calculators, there are those designed for specific markets; for example, there are scientific calculators which focus on advanced math like trigonometry and statistics. Modern calculators are more portable than most computers, though most PDAs are comparable in size to handheld calculators.


          


          Overview


          In the past, mechanical clerical aids such as abaci, comptometers, Napier's bones, books of mathematical tables, slide rules, or mechanical adding machines were used for numeric work. This semi-manual process of calculation was tedious and error-prone.


          Modern calculators are electrically powered (usually by battery and/or solar cell) and vary from cheap, give-away, credit-card sized models to sturdy adding machine-like models with built-in printers. They first became popular in the late 1960s as decreasing size and cost of electronics made possible devices for calculations, avoiding the use of scarce and expensive computer resources. By the 1980s, calculator prices had reduced to a point where a basic calculator was affordable to most. By the 1990s they had become common in math classes in schools, with the idea that students could be freed from basic calculations and focus on the concepts.


          Computer operating systems as far back as early Unix have included interactive calculator programs such as dc and hoc, and calculator functions are included in almost all PDA-type devices (save a few dedicated address book and dictionary devices).


          


          Electronic calculators


          In the past, some calculators were as large as today's computers. The first mechanical calculators were mechanical desktop devices which were replaced by electromechanical desktop calculators, and then by electronic devices using first thermionic valves, then transistors, then hard-wired integrated circuit logic. By the mid-1970s, pocket-sized calculators based on ICs were routinely available, often at prices less than $100, and by the early 1980s the LED displays of 1970s units had been replaced by power-saving liquid crystal displays. Modern electronic calculators range in size from keychain-sized units only a couple of centimeters long all the way up to desktop calculators the size of a textbook, and in complexity from very basic up to graphing calculators capable of video display and sometimes extensive general-purpose programming capability.


          


          Basic configuration


          A simple modern calculator (usually known colloquially as a "four function" calculator, even with the presence of a square root button) might consist of the following parts:


          
            	A power source, such as a battery or a solar panel or both


            	A display, usually made from LED lights or liquid crystal (LCD), capable of showing a number of digits (typically 8 or 10)


            	Electronic circuitry (often a single chip and some other components)


            	A keypad containing:

              
                	The ten digits, 0 to 9


                	The decimal point


                	The equals sign, to prompt for the answer


                	The four arithmetic functions (addition, subtraction, multiplication and division)


                	A Cancel (or clear) button, to clear the calculation

              

            


            	On and off buttons

              
                	Other basic functions, such as square root and percentage (%) (desktop models will sometimes add tax functions and significant digit selectors to simplify work with money)

              

            


            	A single-number memory, which can be recalled where necessary. It might also have a Cancel Entry button, to clear the numbers entered. (Many scientific calculators have multiple variables available.)

          


          Since the late-1980s, calculators have been installed in other small devices, such as mobile phones, pagers or wrist watches.


          


          Scientific and financial calculators
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          More complex scientific calculators support trigonometric, statistical and other mathematical functions. The most advanced modern calculators can display graphics, and include features of computer algebra systems. They are also programmable; calculator applications include algebraic equation solvers, financial models and even games. Most calculators of this type can print numbers up to ten digits or decimal places in full on the screen. Scientific notation is used to notate numbers up to a limit chosen by the calculator designer, such as 9.999999999*1099. If a larger number or a mathematical expression yielding a larger number than this is entered (a common example comes from typing "100!", read as "100 factorial") then the calculator might simply display "error".


          "Error" might also be displayed if a function or an operation is undefined mathematically; for example, division by zero or even roots of negative numbers (most scientific calculators do not allow complex numbers, though a few do have a special function for working with them). Some, but not most, calculators do distinguish between these two types of "error", though when they do, it is not always easy for the user to understand because they are often given as "Error 1" or "Error 2".


          Financial calculators are similar in overall design to scientific calculators, but specialize in time value of money calculations and are used in the accounting and real estate professions.


          Only a few companies make professional engineering and finance calculators. They include Casio, Sharp, Hewlett-Packard (HP), Victor and Texas Instruments (TI), as well as Chinese manufacturer Karce, who provides OEM calculators for the private label market. Such calculators are examples of embedded systems.


          


          Use in education


          In most countries, students use calculators for schoolwork. There was some initial resistance to the idea out of fear that basic arithmetic skills would suffer. There remains disagreement about the importance of the ability to perform calculations by hand or "in the head", with some curricula restricting calculator use until a certain level of proficiency has been obtained, while others concentrate more on teaching estimation techniques and problem-solving. Research suggests that inadequate guidance in the use of calculating tools can restrict the kind of mathematical thinking that students engage in.


          There are other concerns - for example, that a pupil could use the calculator in the wrong fashion but believe the answer because that was the result given. Teachers try to combat this by encouraging the student to make an estimate of the result manually and ensuring it roughly agrees with the calculated result. Also, it is possible for a child to type in 11 and obtain the correct answer '1' without realizing the principle involved. In this sense, the calculator becomes a crutch rather than a learning tool, and it can slow down students in exam conditions as they check even the most trivial result on a calculator.


          


          Other concerns on usage


          Errors are not restricted to school pupils. Any user could carelessly rely on the calculator's output without double-checking the magnitude of the result  i.e., where the decimal point is positioned. This problem was all but nonexistent in the era of slide rules and pencil-and-paper calculations, when the task of establishing the magnitudes of results had to be done by the user. In addition, algorithmic flaws and rounding techniques can sometimes lead to minor precision errors.


          Some fractions such as 2/3 are awkward to display on a calculator display as they are usually rounded to 0.66666667. Also, some fractions such as 1/7 which is 0.14285714285714 can be difficult to recognize in decimal form; as a result, many scientific calculators are able to work in vulgar fractions and/or mixed numbers.


          


          Calculating vs. computing


          The fundamental difference between calculators and computers is that computers can be programmed to perform different tasks while calculators are pre-designed with specific functions built in, for example addition, multiplication, logarithms, etc. While computers may be used to handle numbers, they can also manipulate words, images or sounds and other tasks they have been programmed to handle. However, the distinction between the two is quite blurred; some calculators have built-in programming functions, ranging from simple formula entry to full programming languages such as RPL or TI-BASIC. Graphing calculators in particular can, along with PDAs, be viewed as direct descendants of the 1980s pocket computers, essentially calculators with full keyboards and programming capability.


          The market for calculators is extremely price-sensitive, to an even greater extent than the personal computer market; typically the user desires the least expensive model having a specific feature set, but does not care much about speed (since speed is constrained by how fast the user can press the buttons). Thus designers of calculators strive to minimize the number of logic elements on the chip, not the number of clock cycles needed to do a computation.


          For instance, instead of a hardware multiplier, a calculator might implement floating point mathematics with code in ROM, and compute trigonometric functions with the CORDIC algorithm because CORDIC does not require hardware floating-point. Bit serial logic designs are more common in calculators whereas bit parallel designs dominate general-purpose computers, because a bit serial design minimizes the chip complexity, but takes many more clock cycles. (Again, the line blurs with high-end calculators, which use processor chips associated with computer and embedded systems design, particularly the Z80, MC68000, and ARM architectures, as well as some custom designs specifically made for the calculator market.)


          Personal computers and personal digital assistants can perform general calculations in a variety of ways:


          
            	Most computer operating systems, at least those that support some kind of multitasking, include calculator programs, both text mode (such as the Unix bc (1) language) and graphical mode ( Mac OS Calculator, Microsoft Calculator, KCalc, Grapher). Most, though not all, imitate the interface of a physical calculator. Some shell programs and interpreted programming languages also provide interactive calculation functions.


            	For more complex calculations requiring large amounts of organized data, spreadsheet programs such as Excel or OpenOffice Calc provide calculation and sometimes reporting functions.


            	Computer algebra programs such as Mathematica, Maple or Matlab can handle advanced calculations.


            	Client-side scripting can be used for calculations, e.g. by entering "javascript:alert(calculation written in JavaScript)" in a web browser's address bar (as opposed to "http://website name"). Such calculations can be embedded in a separate Javascript or HTML file as well.


            	Online calculators such as the calculator feature of the Google search engine can perform calculations server-side.

          


          


          History


          


          Origin: the abacus
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          The first calculators were abaci, and were often constructed as a wooden frame with beads sliding on wires. Abacuses were in use centuries before the adoption of the written Arabic numerals system and are still used by some merchants, fishermen and clerks in China and elsewhere.


          


          The 17th century


          William Oughtred invents the slide rule in 1622 and is revealed by his student Richard Delamain in 1630. Wilhelm Schickard built the first automatic calculator called the "Calculating Clock" in 1623. Some 20 years later, in 1643, French philosopher Blaise Pascal invented the calculation device later known as the Pascaline, which was used for taxes in France until 1799. The German philosopher G.W.v. Leibniz also produced a calculating machine.


          


          The 19th century
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            	In 1822 Charles Babbage proposed a mechanical calculator, called a difference engine, which was capable of holding and manipulating seven numbers of 31 decimal digits each. Babbage produced two designs for the difference engine and a further design for a more advanced mechanical programmable computer called an analytical engine. None of these designs were completely built by Babbage. In 1991 the London Science Museum followed Babbage's plans to build a working difference engine using the technology and materials available in the 19th century.


            	In 1853 Per Georg Scheutz completed a working difference engine based on Babbage's design. The machine was the size of a piano, and was demonstrated at the Exposition Universelle in Paris in 1855. It was used to create tables of logarithms.


            	In 1872, Frank Baldwin in the U.S.A. invented the pin-wheel calculator, which was also independently invented two years later by W.T. Odhner in Sweden. The Odhner models, and similar designs from other companies, sold many thousands into the 1970s.


            	In 1875 Martin Wiberg re-designed the Babbage/Scheutz difference engine and built a version that was the size of a sewing machine.


            	Dorr E. Felt, in the U.S.A., invented the Comptometer in 1884, the first successful key-driven adding and calculating machine ["key-driven" refers to the fact that just pressing the keys causes the result to be calculated, no separate lever has to be operated]. In 1886 he joined with Robert Tarrant to form the Felt & Tarrant Manufacturing Company which went on to make thousands of Comptometers.


            	In 1891 William S. Burroughs began commercial manufacture of his printing adding calculator. Burroughs Corporation became one of the leading companies in the accounting machine and computer businesses.


            	The "Millionaire" calculator was introduced in 1893. It allowed direct multiplication by any digit - "one turn of the crank for each figure in the multiplier".

          


          [bookmark: 1900s_to_1960s]


          1900s to 1960s


          


          Mechanical calculators reach their zenith
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          The first half of the 20th century saw the gradual development of the mechanical calculator mechanism.


          The Dalton adding-listing machine introduced in 1902 was the first of its type to use only ten keys, and became the first of many different models of "10-key add-listers" manufactured by many companies.
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          In 1948 the miniature Curta calculator, that was held in one hand for operation, was introduced after being developed by Curt Herzstark in a Nazi concentration camp. This was an extreme development of the stepped-gear calculating mechanism.


          From the early 1900s through the 1960s, mechanical calculators dominated the desktop computing market (see History of computing hardware). Major suppliers in the USA included Friden, Monroe, and SCM/Marchant. (Some comments about European calculators follow below.) These devices were motor-driven, and had movable carriages where results of calculations were displayed by dials. Nearly all keyboards were full  each digit that could be entered had its own column of nine keys, 1..9, plus a column-clear key, permitting entry of several digits at once. (See the illustration of a 1914 mechanical calculator.) One could call this parallel entry, by way of contrast with ten-key serial entry that was commonplace in mechanical adding machines, and is now universal in electronic calculators. (Nearly all Friden calculators had a ten-key auxiliary keyboard for entering the multiplier when doing multiplication.) Full keyboards generally had ten columns, although some lower-cost machines had eight. Most machines made by the three companies mentioned did not print their results, although other companies, such as Olivetti, did make printing calculators.


          In these machines, Addition and subtraction were performed in a single operation, as on a conventional adding machine, but multiplication and division were accomplished by repeated mechanical additions and subtractions. Friden made a calculator that also provided square roots, basically by doing division, but with added mechanism that automatically incremented the number in the keyboard in a systematic fashion. Friden and Marchant (Model SKA) made calculators with square root. Handheld mechanical calculators such as the 1948 Curta continued to be used until they were displaced by electronic calculators in the 1970s.
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          The Facit, Triumphator, and Walther calculators are typical European machines. Similar-looking machines included the Odhner and Brunsviga. Although these are operated by handcranks, there were motor-driven versions. Most machines that look like these use the Odhner mechanism, or variations of it. The Olivetti Divisumma did all four basic operations of arithmetic, and has a printer. Full-keyboard machines, including motor-driven ones, were also used in Europe for many decades. Some European machines had as many as 20 columns in their full keyboards.


          


          The development of electronic calculators


          The first main-frame computers, using firstly vacuum tubes and later transistors in the logic circuits, appeared in the late 1940s and 1950s. This technology was to provide a stepping stone to the development of electronic calculators.


          In 1954, IBM, in the U.S.A., demonstrated a large all- transistor calculator and, in 1957, the company released the first commercial all-transistor calculator, the IBM 608, though it was housed in several cabinets and cost about $80,000 .


          The Casio Computer Co., in Japan, released the Model 14-A calculator in 1957, which was the world's first all-electric "compact" calculator. It did not use electronic logic but was based on relay technology, and was built into a desk.


          In October 1961, the world's first all-electronic desktop calculator, the Bell Punch/Sumlock Comptometer ANITA (A New Inspiration To Arithmetic/Accounting) was announced. This British designed-and-built machine used vacuum tubes, cold-cathode tubes and Dekatrons in its circuits, with 12 cold-cathode "Nixie"-type tubes for its display. Two models were displayed, The Mk VII for continental Europe and the Mk VIII for Britain and the rest of the world, both for delivery from early 1962. The Mk VII was a slightly earlier design with a more complicated mode of multiplication and was soon dropped in favour of the simpler Mark VIII version. The ANITA had a full keyboard, similar to mechanical Comptometers of the time, a feature that was unique to it and the later Sharp CS-10A among electronic calculators. Bell Punch had been producing key-driven mechanical calculators of the Comptometer type under the names "Plus" and "Sumlock", and had realised in the mid-1950s that the future of calculators lay in electronics. They employed the young graduate Norbert Kitz, who had worked on the early British Pilot ACE computer project, to lead the development. The ANITA sold well since it was the only electronic desktop calculator available, and was silent and quick.


          The tube technology of the ANITA was superseded in June 1963, by the U.S. manufactured Friden EC-130, which had an all-transistor design, 13-digit capacity on a 5-inch CRT, and introduced reverse Polish notation ( RPN) to the calculator market for a price of $2200, which was about triple the cost of an electromechanical calculator of the time. Like Bell Punch, Friden was a manufacturer of mechanical calculators that had decided that the future lay in electronics. In 1964 more all-transistor elctronic calculators were introduced: Sharp introduced the CS-10A, which weighed 25 kg (55 lb) and cost 500,000 yen (~US$2500), and Industria Macchine Elettroniche of Italy introduced the IME 84, to which several extra keyboard and display units could be connected so that several people could make use of it (but apparently not at the same time).


          There followed a series of electronic calculator models from these and other manufacturers, including Canon, Mathatronics, Olivetti, SCM (Smith-Corona-Marchant), Sony, Toshiba, and Wang. The early calculators used hundreds of Germanium transistors, since these were then cheaper than Silicon transistors, on multiple circuit boards. Display types used were CRT, cold-cathode Nixie tubes, and filament lamps. Memory technology was usually based on the delay line memory or the magnetic core memory, though the Toshiba "Toscal" BC-1411 appears to use an early form of dynamic RAM built from discrete components. Already there was a desire for smaller and less power-hungry machines.


          The Olivetti Programma 101 was introduced in late 1965; it was a stored program machine which could read and write magnetic cards and displayed results on its built-in printer. Memory, implemented by an acoustic delay line, could be partitioned between program steps, constants, and data registers. Programming allowed conditional testing and programs could also be overlaid by reading from magnetic cards. It is regarded as the first personal computer produced by a company (that is, a desktop electronic calculating machine programmable by non-specialists for personal use). The Olivetti Programma 101 won many industrial design awards.


          The Monroe Epic programmable calculator came on the market in 1967. A large, printing, desk-top unit, with an attached floor-standing logic tower, it was capable of being programmed to perform many computer-like functions. However, the only branch instruction was an implied unconditional branch (GOTO) at the end of the operation stack, returning the program to its starting instruction. Thus, it was not possible to include any conditional branch (IF-THEN-ELSE) logic. During this era, the absence of the conditional branch was sometimes used to distinguish a programmable calculator from a computer.


          The first handheld calculator was developed by Texas Instruments in 1967. It could add, multiply, subtract, and divide, and its output device was a paper tape.


          [bookmark: 1970s_to_mid-1980s]


          1970s to mid-1980s
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          The electronic calculators of the mid-1960s were large and heavy desktop machines due to their use of hundreds of transistors on several circuit boards with a large power consumption that required an AC power supply. There were great efforts to put the logic required for a calculator into fewer and fewer integrated circuits (chips) and calculator electronics was one of the leading edges of semiconductor development. U.S. semiconductor manufacturers led the world in Large Scale Integration (LSI) semiconductor development, squeezing more and more functions into individual integrated circuits. This led to alliances between Japanese calculator manufacturers and U.S. semiconductor companies: Canon Inc. with Texas Instruments, Hayakawa Electric (later known as Sharp Corporation) with North-American Rockwell Microelectronics, Busicom with Mostek and Intel, and General Instrument with Sanyo.


          


          Pocket calculators


          By 1970 a calculator could be made using just a few chips of low power consumption, allowing portable models powered from rechargeable batteries. The first portable calculators appeared in Japan in 1970, and were soon marketed around the world. These included the Sanyo ICC-0081 "Mini Calculator", the Canon Pocketronic, and the Sharp QT-8B "micro Compet". The Canon Pocketronic was a development of the "Cal-Tech" project which had been started at Texas Instruments in 1965 as a research project to produce a portable calculator. The Pocketronic has no traditional display; numerical output is on thermal paper tape. As a result of the "Cal-Tech" project Texas instruments was granted master patents on portable calculators.


          Sharp put in great efforts in size and power reduction and introduced in January 1971 the Sharp EL-8, also marketed as the Facit 1111, which was close to being a pocket calculator. It weighed about one pound, had a vacuum fluorescent display, rechargeable NiCad batteries, and initially sold for $395.


          However, the efforts in integrated circuit development culminated in the introduction in early 1971 of the first "calculator on a chip", the MK6010 by Mostek, followed by Texas Instruments later in the year. Although these early hand-held calculators were very expensive, these advances in electronics, together with developments in display technology (such as the vacuum fluorescent display, LED, and LCD), lead within a few years to the cheap pocket calculator available to all.


          The first truly pocket-sized electronic calculator was the Busicom LE-120A "HANDY", which was marketed early in 1971. Made in Japan, this was also the first calculator to use an LED display, the first hand-held calculator to use a single integrated circuit (then proclaimed as a "calculator on a chip"), the Mostek MK6010, and the first electronic calculator to run off replaceable batteries. Using four AA-size cells the LE-120A measures 4.9x2.8x0.9 in (124x72x24 mm).


          The first American-made pocket-sized calculator, the Bowmar 901B (popularly referred to as The Bowmar Brain), measuring 5.23.01.5 in (1317737 mm), came out in the fall of 1971, with four functions and an eight-digit red LED display, for $240, while in August 1972 the four-function Sinclair Executive became the first slimline pocket calculator measuring 5.42.20.35 in (138569 mm) and weighing 2.5 oz (70g). It retailed for around $150 (GB79). By the end of the decade, similar calculators were priced less than $10 (GB5).


          The first Soviet-made pocket-sized calculator, the "Elektronika B3-04" was developed by the end of 1973 and sold at the beginning of 1974.


          One of the first low-cost calculators was the Sinclair Cambridge, launched in August 1973. It retailed for 29.95, or some 5 less in kit form. The Sinclair calculators were successful because they were far cheaper than the competition; however, their design was flawed and their accuracy in some functions was questionable. The scientific programmable models were particularly poor in this respect, with the programmability coming at a heavy price in transcendental accuracy.


          Meanwhile Hewlett Packard (HP) had been developing its own pocket calculator. Launched in early 1972 it was unlike the other basic four-function pocket calculators then available in that it was the first pocket calculator with scientific functions that could replace a slide rule. The $395 HP-35, along with all later HP engineering calculators, used reverse Polish notation (RPN), also called postfix notation. A calculation like "8 plus 5" is, using RPN, performed by pressing "8", "Enter", "5", and "+"; instead of the algebraic infix notation: "8", "+", "5", "=").


          The first Soviet scientific pocket-sized calculator the "B3-18" was completed by the end of 1975.


          In 1973, Texas Instruments(TI) introduced the SR-10, (SR signifying slide rule) an algebraic entry pocket calculator for $150. It was followed the next year by the SR-50 which added log and trig functions to compete with the HP-35, and in 1977 the mass-marketed TI-30 line which is still produced.


          The first programmable pocket calculator was the HP-65, in 1974; it had a capacity of 100 instructions, and could store and retrieve programs with a built-in magnetic card reader. A year later the HP-25C introduced continuous memory, i.e. programs and data were retained in CMOS memory during power-off. In 1979, HP released the first alphanumeric, programmable, expandable calculator, the HP-41C. It could be expanded with RAM (memory) and ROM (software) modules, as well as peripherals like bar code readers, microcassette and floppy disk drives, paper-roll thermal printers, and miscellaneous communication interfaces ( RS-232, HP-IL, HP-IB).


          The first Soviet programmable calculator Elektronika " B3-21" was developed by the end of 1977 and sold at the beginning of 1978. The successor of B3-21, the Elektronika B3-34 wasn't backward compatible with B3-21, even if it kept the reverse Polish notation (RPN). Thus B3-34 defined a new command set, which later was used in all programmable soviet calculators. There are hundreds of developed programs for science, business and even games for these machines. The Elektronika MK-52 calculator (using the extended B3-34 command set, and featuring internal EEPROM memory for storing programs and external interface for EEPROM cards and other periphery) was used in soviet spacecraft program (for Soyuz TM-7 flight) as a backup of the board computer.


          Mechanical calculators continued to be sold, though in rapidly decreasing numbers, into the early 1970s, with many of the manufacturers closing down or being taken over. Comptometer type calculators were often retained for much longer to be used for adding and listing duties, especially in accounting, since a trained and skilled operator could enter all the digits of a number in one movement of the hands on a Comptometer quicker than was possible serially with a 10-key electronic calculator. The spread of the computer rather than the simple electronic calculator put an end to the Comptometer. Also, by the end of the 1970s, the slide rule had become obsolete.


          


          Technical improvements


          Through the 1970s the hand-held electronic calculator underwent rapid development. The red LED and blue/green vacuum-fluorescent displays consumed a lot of power and the calculators either had a short battery life (often measured in hours, so rechargeable Nickel-Cadmium batteries were common) or were large so that they could take larger, higher capacity batteries. In the early 1970s Liquid crystal displays (LCDs) were in their infancy and there was a great deal of concern that they only had a short operating lifetime. Busicom introduced the Busicom LE-120A "HANDY" calculator, the first pocket-sized calculator and the first with an LED display, and announced the Busicom LC with LCD display. However, there were problems with this display and the calculator never went on sale. The first successful calculators with LCDs were manufactured by Rockwell International and sold from 1972 by other companies under such names as: Dataking LC-800, Harden DT/12, Ibico 086, Lloyds 40, Lloyds 100, Prismatic 500 (aka P500), Rapid Data Rapidman 1208LC. The LCDs were an early form with the numbers appearing as silver against a dark background. To present a high-contrast display these models illuminated the LCD using a filament lamp and solid plastic light guide, which negated the low power consumption of the display. These models appear to have been sold only for a year or two.


          A more successful series of calculators using the reflective LCD display was launched in 1972 by Sharp Inc with the Sharp EL-805, which was a slim pocket calculator. This, and another few similar models, used Sharp's "COS" (Crystal on Substrate) technology. This used a glass-like circuit board which was also an integral part of the LCD. In operation the user looked through this "circuit board" at the numbers being displayed. The "COS" technology may have been too expensive since it was only used in a few models before Sharp reverted to conventional circuit boards, though all the models with the reflective LCD displays are often referred to as "COS".


          In the mid-1970s the first calculators appeared with the now "normal" LCDs with dark numerals against a grey background, though the early ones often had a yellow filter over them to cut out damaging UV rays. The big advantage of the LCD is that it is passive and reflects light, which requires much less power than generating light. This led the way to the first credit-card-sized calculators, such as the Casio Mini Card LC-78 of 1978, which could run for months of normal use on a couple of button cells.


          There were also improvements to the electronics inside the calculators. All of the logic functions of a calculator had been squeezed into the first "Calculator on a chip" integrated circuits in 1971, but this was leading edge technology of the time and yields were low and costs were high. Many calculators continued to use two or more integrated circuits (ICs), especially the scientific and the programmable ones, into the late 1970s.


          The power consumption of the integrated circuits was also reduced, especially with the introduction of CMOS technology. Appearing in the Sharp "EL-801" in 1972, the transistors in the logic cells of CMOS ICs only used any apreciable power when they changed state. The LED and VFD displays had often required additional driver transistors or ICs, whereas the LCD displays were more amenable to being driven directly by the calculator IC itself.


          With this low power consumption came the possibility of using solar cells as the power source, realised around 1978 by such calculators as the Royal Solar 1, Sharp EL-8026, and Teal Photon.


          


          A pocket calculator for everyone


          At the beginning of the 1970s hand-held electronic calculators were very expensive, costing two or three weeks' wages, and so were a luxury item. The high price was due to their construction requiring many mechanical and electronic components which were expensive to produce, and production runs were not very large. Many companies saw that there were good profits to be made in the calculator business with the margin on these high prices. However, the cost of calculators fell as components and their production techniques improved, and the effect of economies of scale were felt.


          By 1976 the cost of the cheapest 4-function pocket calculator had dropped to a few dollars, about one twentieth of the cost five years earlier. The consequences of this were that the pocket calculator was affordable, and that it was now difficult for the manufacturers to make a profit out of calculators, leading to many companies dropping out of the business or closing down altogether. The companies that survived making calculators tended to be those with high outputs of higher quality calculators, or producing high-specification scientific and programmable calculators.


          


          Mid-1980s to present


          The first calculator capable of symbolic computation was the HP-28, released in 1987. It was able to, for example, solve quadratic equations symbolically. The first graphing calculator was the Casio fx7000G released in 1985.


          The two leading manufacturers, HP and TI, released increasingly feature-laden calculators during the 1980s and 1990s. At the turn of the millennium, the line between a graphing calculator and a handheld computer was not always clear, as some very advanced calculators such as the TI-89, the Voyage 200 and HP-49G could differentiate and integrate functions, solve differential equations, run word processing and PIM software, and connect by wire or IR to other calculators/computers.
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          The HP 12c financial calculator is still produced. It was introduced in 1981 and is still being made with few changes. The HP 12c featured the reverse Polish notation mode of data entry. In 2003 several new models were released, including an improved version of the HP 12c, the "HP 12c platinum edition" which added more memory, more built-in functions, and the addition of the algebraic mode of data entry.


          Online calculators are programs designed to work just like a normal calculator does. Usually the keyboard (or the mouse clicking a virtual numpad) is used, but other means of input (e.g. slide bars) are possible.


          Thanks to the Internet, many new types of calculators are possible for calculations that would otherwise be much more difficult or impossible, such as for real time currency exchange rates, loan rates and statistics.


          


          Patents


          
            	 Complex computer  G. R. Stibitz, Bell Laboratories, 1954 (filed 1941, refiled 1944), electromechanical (relay) device that could calculate complex numbers, record, and print results by teletype


            	 Miniature electronic calculator  J. S. Kilby, Texas Instruments, 1974 (originally filed 1967), handheld (3 lb, 1.4 kg) battery operated electronic device with thermal printer

              
                	The Japanese Patent Office granted a patent in June 1978 to Texas Instruments (TI) based on US patent 3819921, notwithstanding objections from 12 Japanese calculator manufacturers. This gave TI the right to claim royalties retroactively to the original publication of the Japanese patent application in August 1974. A TI spokesman said that it would actively seek what was due, either in cash or technology cross-licensing agreements. Nineteen other countries, including the United Kingdom, had already granted a similar patent to Texas Instruments.  New Scientist, 17 Aug. 1978 p455, and Practical Electronics (British publication), October 1978 p1094.

              

            


            	 Floating Point Calculator With RAM Shift Register - 1977 (originally filed GB Mar 1971, US Jul 1971), very early single chip calculator claim.


            	 Extended Numerical Keyboard with Structured Data-Entry Capability  J. H. Redin, 1997 (originally filed 1996), Usage of Verbal Numerals as a way to enter a number.
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          Calculus (Latin, calculus, a small stone used for counting) is a branch of mathematics that includes the study of limits, derivatives, integrals, and infinite series, and constitutes a major part of modern university education. Historically, it was sometimes referred to as "the calculus", but that usage is seldom seen today. Calculus has widespread applications in science and engineering and is used to solve complicated problems for which algebra alone is insufficient. Calculus builds on algebra, trigonometry, and analytic geometry and includes two major branches, differential calculus and integral calculus, that are related by the fundamental theorem of calculus. In more advanced mathematics, calculus is usually called analysis and is defined as the study of functions.


          More generally, calculus can refer to any method or system of calculation.


          


          History
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            [image: Sir Isaac Newton is one of the most famous contributors to the development of calculus, with, among other things, the use of calculus in his laws of motion and gravitation.]

            
              Sir Isaac Newton is one of the most famous contributors to the development of calculus, with, among other things, the use of calculus in his laws of motion and gravitation.
            

          


          


          Development


          The history of calculus falls into several distinct time periods, most notably the ancient, medieval, and modern periods. The ancient period introduced some of the ideas of integral calculus, but does not seem to have developed these ideas in a rigorous or systematic way. Calculating volumes and areas, the basic function of integral calculus, can be traced back to the Egyptian Moscow papyrus (c. 1800 BC), in which an Egyptian successfully calculated the volume of a pyramidal frustum. From the school of Greek mathematics, Eudoxus (c. 408355 BC) used the method of exhaustion, which prefigures the concept of the limit, to calculate areas and volumes while Archimedes (c. 287212 BC) developed this idea further, inventing heuristics which resemble integral calculus. The method of exhaustion was later used in China by Liu Hui in the 3rd century AD in order to find the area of a circle. It was also used by Zu Chongzhi in the 5th century AD, who used it to find the volume of a sphere.


          In AD 499 the Indian mathematician Aryabhata used the notion of infinitesimals and expressed an astronomical problem in the form of a basic differential equation. This equation eventually led Bhāskara II in the 12th century to develop an early derivative representing infinitesimal change, and he described an early form of " Rolle's theorem". Around AD 1000, the Islamic mathematician Ibn al-Haytham (Alhazen) was the first to derive the formula for the sum of the fourth powers, and using mathematical induction, he developed a method that is readily generalizable to finding the formula for the sum of any integral powers, which was fundamental to the development of integral calculus. In the 12th century, the Persian mathematician Sharaf al-Din al-Tusi discovered the derivative of cubic polynomials, an important result in differential calculus. In the 14th century, Madhava of Sangamagrama, along with other mathematician-astronomers of the Kerala school of astronomy and mathematics, described special cases of Taylor series, which are treated in the text Yuktibhasa.


          In the modern period, independent discoveries in calculus were being made in early 17th century Japan, by mathematicians such as Seki Kowa, who expanded upon the method of exhaustion. In Europe, the second half of the 17th century was a time of major innovation. Calculus provided a new opportunity in mathematical physics to solve long-standing problems. Several mathematicians contributed to these breakthroughs, notably John Wallis and Isaac Barrow. James Gregory proved a special case of the second fundamental theorem of calculus in AD 1668.


          
            [image: Gottfried Wilhelm Leibniz was originally accused of plagiarism of Sir Isaac Newton's unpublished works, but is now regarded as an independent inventor and contributor towards calculus.]
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          Leibniz and Newton pulled these ideas together into a coherent whole and they are usually credited with the independent and nearly simultaneous invention of calculus. Newton was the first to apply calculus to general physics and Leibniz developed much of the notation used in calculus today; he often spent days determining appropriate symbols for concepts. The basic insight that both Newton and Leibniz had was the fundamental theorem of calculus.


          When Newton and Leibniz first published their results, there was great controversy over which mathematician (and therefore which country) deserved credit. Newton derived his results first, but Leibniz published first. Newton claimed Leibniz stole ideas from his unpublished notes, which Newton had shared with a few members of the Royal Society. This controversy divided English-speaking mathematicians from continental mathematicians for many years, to the detriment of English mathematics. A careful examination of the papers of Leibniz and Newton shows that they arrived at their results independently, with Leibniz starting first with integration and Newton with differentiation. Today, both Newton and Leibniz are given credit for developing calculus independently. It is Leibniz, however, who gave the new discipline its name. Newton called his calculus " the science of fluxions".


          Since the time of Leibniz and Newton, many mathematicians have contributed to the continuing development of calculus. In the 19th century, calculus was put on a much more rigorous footing by mathematicians such as Cauchy, Riemann, and Weierstrass. It was also during this period that the ideas of calculus were generalized to Euclidean space and the complex plane. Lebesgue further generalized the notion of the integral.


          Calculus is a ubiquitous topic in most modern high schools and universities, and mathematicians around the world continue to contribute to its development.


          


          Significance


          While some of the ideas of calculus were developed earlier, in Greece, China, India, Iraq, Persia, and Japan, the modern use of calculus began in Europe, during the 17th century, when Isaac Newton and Gottfried Wilhelm Leibniz built on the work of earlier mathematicians to introduce the basic principles of calculus. This work had a strong impact on the development of physics.


          Applications of differential calculus include computations involving velocity and acceleration, the slope of a curve, and optimization. Applications of integral calculus include computations involving area, volume, arc length, centre of mass, work, and pressure. More advanced applications include power series and Fourier series. Calculus can be used to compute the trajectory of a shuttle docking at a space station or the amount of snow in a driveway.


          Calculus is also used to gain a more precise understanding of the nature of space, time, and motion. For centuries, mathematicians and philosophers wrestled with paradoxes involving division by zero or sums of infinitely many numbers. These questions arise in the study of motion and area. The ancient Greek philosopher Zeno gave several famous examples of such paradoxes. Calculus provides tools, especially the limit and the infinite series, which resolve the paradoxes.


          


          Foundations


          In mathematics, foundations refers to the rigorous development of a subject from precise axioms and definitions. Working out a rigorous foundation for calculus occupied mathematicians for much of the century following Newton and Leibniz and is still to some extent an active area of research today.


          There is more than one rigorous approach to the foundation of calculus. The usual one is via the concept of limits defined on the continuum of real numbers. An alternative is nonstandard analysis, in which the real number system is augmented with infinitesimal and infinite numbers. The foundations of calculus are included in the field of real analysis, which contains full definitions and proofs of the theorems of calculus as well as generalizations such as measure theory and distribution theory.


          


          Principles


          


          Limits and Infinitesimals


          Calculus is usually developed by manipulating very small quantities. Historically, the first method of doing so was by infinitesimals. These are objects which can be treated like numbers but which are, in some sense, "infinitely small". On a number line, these would be locations which are not zero, but which have zero distance from zero. No non-zero number is an infinitesimal, because its distance from zero is positive. Any multiple of an infinitesimal is still infinitely small, in other words, infinitesimals do not satisfy the Archimedean property. From this viewpoint, calculus is a collection of techniques for manipulating infinitesimals. This viewpoint fell out of favour in the 19th century because it is difficult to make the notion of an infinitesimal precise. However, the concept was revived in the 20th century with the introduction of non-standard analysis, which provided solid foundations for the manipulation of infinitesimals.


          In the 19th century, infinitesimals were replaced by limits. Limits describe the value of a function at a certain input in terms of its values at nearby input. They capture small-scale behavior, just like infinitesimals, but using ordinary numbers. From this viewpoint, calculus is a collection of techniques for manipulating certain limits. Infinitesimals get replaced by very small numbers, and the infinitely small behavior of the function is found by taking the limiting behaviour for smaller and smaller numbers. Limits are easy to put on rigorous foundations, and for this reason they are the standard approach to calculus.


          


          Derivatives
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          Differential calculus is the study of the definition, properties, and applications of the derivative or slope of a graph. The process of finding the derivative is called differentiation. In technical language, the derivative is a linear operator, which inputs a function and outputs a second function, so that at every point the value of the output is the slope of the input.


          The concept of the derivative is fundamentally more advanced than the concepts encountered in algebra. In algebra, students learn about functions which input a number and output another number. For example, if the doubling function inputs 3, then it outputs 6, while if the squaring function inputs 3, it outputs 9. But the derivative inputs a function and outputs another function. For example, if the derivative inputs the squaring function, then it outputs the doubling function, because the doubling function gives the slope of the squaring function at any given point.


          To understand the derivative, students must learn mathematical notation. In mathematical notation, one common symbol for the derivative of a function is an apostrophe-like mark called prime. Thus the derivative of f is f (spoken "f prime"). The last sentence of the preceding paragraph, in mathematical notation, would be written


          
            	[image:  \begin{align} f(x) &= x^2 \ f ' (x) &= 2x. \end{align} ]

          


          If the input of a function is time, then the derivative of that function is the rate at which the function changes.


          If a function is linear (that is, if the graph of the function is a straight line), then the function can be written y = mx + b, where:


          
            	[image: m= \frac{\mbox{rise}}{\mbox{run}}= {\mbox{change in } y \over \mbox{change in } x} = {\Delta y \over{\Delta x}}].

          


          This gives an exact value for the slope of a straight line. If the function is not a straight line, however, then the change in y divided by the change in x varies, and we can use calculus to find an exact value at a given point. (Note that y and f(x) represent the same thing: the output of the function.) A line through two points on a curve is called a secant line. The slope, or rise over run, of a secant line can be expressed as


          
            	[image: m = {f(x+h) - f(x)\over{(x+h) - x}} = {f(x+h) - f(x)\over{h}}\,]

          


          where the coordinates of the first point are (x, f(x)) and h is the horizontal distance between the two points.


          To determine the slope of the curve, we use the limit:


          
            	[image: \lim_{h \to 0}{f(x+h) - f(x)\over{h}}].

          


          Working out one particular case, we find the slope of the squaring function at the point where the input is 3 and the output is 9 (i.e., f(x) = x2, so f(3) = 9).


          
            	[image:  \begin{align} f'(3)&=\lim_{h \to 0}{(3+h)^2 - 9\over{h}} \ &=\lim_{h \to 0}{9 + 6h + h^2 - 9\over{h}} \ &=\lim_{h \to 0}{6h + h^2\over{h}} \ &=\lim_{h \to 0} (6 + h) \ &= 6 \end{align} ]

          


          The slope of the squaring function at the point (3, 9) is 6, that is to say, it is going up six times as fast as it is going to the right.


          The limit process just described can be generalized to any point on the graph of any function. The procedure can be visualized as in the following figure.


          
            [image: Tangent line as a limit of secant lines. The derivative f′(x) of a curve at a point is the slope of the line tangent to that curve at that point. This slope is determined by considering the limiting value of the slopes of secant lines.]
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          Here the function involved (drawn in red) is f(x) = x3  x. The tangent line (in green) which passes through the point (3/2, 15/8) has a slope of 23/4. Note that the vertical and horizontal scales in this image are different.


          


          Integrals


          Integral calculus is the study of the definitions, properties, and applications of two related concepts, the indefinite integral and the definite integral. The process of finding the value of an integral is called integration. In technical language, integral calculus studies two related linear operators.


          The indefinite integral is the antiderivative, the inverse operation to the derivative. F is an indefinite integral of f when f is a derivative of F. (This use of upper- and lower-case letters for a function and its indefinite integral is common in calculus.)


          The definite integral inputs a function and outputs a number, which gives the area between the graph of the input and the x-axis. The technical definition of the definite integral is the limit of a sum of areas of rectangles, called a Riemann sum.


          A motivating example is the distances traveled in a given time.


          
            	[image: \mathrm{Distance} = \mathrm{Speed} \cdot \mathrm{Time}]

          


          If the speed is constant, only multiplication is needed, but if the speed changes, then we need a more powerful method of finding the distance. One such method is to approximate the distance traveled by breaking up the time into many short intervals of time, then multiplying the time elapsed in each interval by one of the speeds in that interval, and then taking the sum (a Riemann sum) of the approximate distance traveled in each interval. The basic idea is that if only a short time elapses, then the speed will stay more or less the same. However, a Riemann sum only gives an approximation of the distance traveled. We must take the limit of all such Riemann sums to find the exact distance traveled.


          
            [image: Integration can be thought of as measuring the area under a curve, defined by f(x), between two points (here a and b).]
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          If f(x) in the diagram on the left represents speed as it varies over time, the distance traveled between the times represented by a and b is the area of the shaded region s.


          To approximate that area, an intuitive method would be to divide up the distance between a and b into a number of equal segments, the length of each segment represented by the symbol x. For each small segment, we can choose one value of the function f(x). Call that value h. Then the area of the rectangle with base x and height h gives the distance (time x multiplied by speed h) traveled in that segment. Associated with each segment is the average value of the function above it, f(x)=h. The sum of all such rectangles gives an approximation of the area between the axis and the curve, which is an approximation of the total distance traveled. A smaller value for x will give more rectangles and in most cases a better approximation, but for an exact answer we need to take a limit as x approaches zero.


          The symbol of integration is [image: \int \,], an elongated S (which stands for "sum"). The definite integral is written as:


          
            	[image: \int_a^b f(x)\, dx]

          


          and is read "the integral from a to b of f-of-x with respect to x."


          The indefinite integral, or antiderivative, is written:


          
            	[image: \int f(x)\, dx].

          


          Functions differing by only a constant have the same derivative, and therefore the antiderivative of a given function is actually a family of functions differing only by a constant. Since the derivative of the function y = x + C, where C is any constant, is y = 2x, the antiderivative of the latter is given by:


          
            	[image: \int 2x\, dx = x^2 + C].

          


          An undetermined constant like C in the antiderivative is known as a constant of integration.


          


          Fundamental theorem


          The fundamental theorem of calculus states that differentiation and integration are inverse operations. More precisely, it relates the values of antiderivatives to definite integrals. Because it is usually easier to compute an antiderivative than to apply the definition of a definite integral, the Fundamental Theorem of Calculus provides a practical way of computing definite integrals. It can also be interpreted as a precise statement of the fact that differentiation is the inverse of integration.


          The Fundamental Theorem of Calculus states: If a function f is continuous on the interval [a, b] and if F is a function whose derivative is f on the interval (a, b), then


          
            	[image: \int_{a}^{b} f(x)\,dx = F(b) - F(a).]

          


          Furthermore, for every x in the interval (a, b),


          
            	[image: \frac{d}{dx}\int_a^x f(t)\, dt = f(x).]

          


          This realization, made by both Newton and Leibniz, who based their results on earlier work by Isaac Barrow, was key to the massive proliferation of analytic results after their work became known. The fundamental theorem provides an algebraic method of computing many definite integralswithout performing limit processesby finding formulas for antiderivatives. It is also a prototype solution of a differential equation. Differential equations relate an unknown function to its derivatives, and are ubiquitous in the sciences.


          


          Applications


          
            [image: The logarithmic spiral of the Nautilus shell is a classical image used to depict the growth and change related to calculus]
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          Calculus is used in every branch of the physical sciences, in computer science, statistics, engineering, economics, business, medicine, and in other fields wherever a problem can be mathematically modeled and an optimal solution is desired.


          Physics makes particular use of calculus; all concepts in classical mechanics are interrelated through calculus. The mass of an object of known density, the moment of inertia of objects, as well as the total energy of an object within a conservative field can be found by the use of calculus. In the subfields of electricity and magnetism calculus can be used to find the total flux of electromagnetic fields. A more historical example of the use of calculus in physics is Newton's second law of motion, it expressly uses the term "rate of change" which refers to the derivative: The rate of change of momentum of a body is equal to the resultant force acting on the body and is in the same direction. Even the common expression of Newton's second law as Force=MassAcceleration involves differential calculus because acceleration can be expressed as the derivative of velocity. Maxwell's theory of electromagnetism and Einstein's theory of general relativity are also expressed in the language of differential calculus.


          Calculus can be used in conjunction with other mathematical disciplines. For example, it can be used with linear algebra to find the "best fit" linear approximation for a set of points in a domain.


          In the realm of medicine, calculus can be used to find the optimal branching angle of a blood vessel so as to maximize flow.


          In analytic geometry, the study of graphs of functions, calculus is used to find high points and low points (maximums and minimums), slope, concavity and inflection points.


          In economics, calculus allows for the determination of maximal profit by providing a way to easily calculate both marginal cost and marginal revenue.


          Calculus can be used to find approximate solutions to equations, in methods such as Newton's method, fixed point iteration, and linear approximation. For instance, spacecraft use a variation of the Euler method to approximate curved courses within zero gravity environments.
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          Calculus of variations is a field of mathematics that deals with functionals, as opposed to ordinary calculus which deals with functions. Such functionals can for example be formed as integrals involving an unknown function and its derivatives. The interest is in extremal functions: those making the functional attain a maximum or minimum value.


          Perhaps the simplest example of such a problem is to find the curve of shortest length connecting two points. If there are no constraints, the solution is obviously a straight line between the points. However, if the curve is constrained to lie on a surface in space, then the solution is less obvious, and possibly many solutions may exist. Such solutions are known as geodesics. A related problem is posed by Fermat's principle: light follows the path of shortest optical length connecting two points, where the optical length depends upon the material of the medium. One corresponding concept in mechanics is the principle of least action. The theory of optimal control concerns a specific kind of problem in the calculus of variations.


          Many important problems involve functions of several variables. Solutions of boundary value problems for the Laplace equation satisfy the Dirichlet principle. Plateau's problem requires finding a surface of minimal area that spans a given contour in space: the solution or solutions may be found by dipping a wire frame in a solution of soap suds. Although such experiments are relatively easy to perform, their mathematical interpretation is far from simple: there may be more than one locally minimizing surface, and they may have non-trivial topology.


          


          The Euler-Lagrange equation


          Under ideal conditions, the maxima and minima of a given function may be located by finding the points where its derivative vanishes. By analogy, solutions of smooth variational problems may be obtained by solving the associated Euler-Lagrange equation. In order to illustrate this process, consider the problem of finding the shortest curve in the plane that connects two points (x1,y1) and (x2,y2). The arc length is given by


          
            	[image:  A[f] = \int_{x_1}^{x_2} \sqrt{1 + [ f'(x) ]^2} \, dx, ]

          


          with


          
            	[image:  f'(x) = \frac{df}{dx}, \,]

          


          and where y = f(x), f(x1) = y1 and f(x2) = y2. The function f should have at least one derivative in order to be admitted to the competition. If f0 is a local minimum and f1 is an arbitrary function that vanishes at the endpoints x1 and x2 and with at least one derivative, then we must have


          
            	[image: A[f_0] \le A[f_0 + \epsilon f_1]]

          


          for any number  close to 0. Therefore, the derivative of A[f0 + f1] with respect to  (the first variation of A) must vanish at =0. Thus


          
            	[image:  \int_{x_1}^{x_2} \frac{ f_0'(x) f_1'(x) } {\sqrt{1 + [ f_0'(x) ]^2}}dx =0, \,]

          


          for any choice of the function f1. We may interpret this condition as the vanishing of all directional derivatives of A[f0] in the space of differentiable functions, and this is formalized by requiring the Frchet derivative of A to vanish at f0. If we assume that f0 has two continuous derivatives (or if we consider weak derivatives), then we may use integration by parts:


          
            	[image: \int_a^b u(x) v'(x)\,dx = \left[ u(x) v(x) \right]_{a}^{b} - \int_a^b u'(x) v(x)\,dx]

          


          with the substitution


          
            	[image: u(x)=\frac{ f_0'(x)} {\sqrt{1 + [ f_0'(x) ]^2}}, \quad v'(x)=f_1'(x), ]

          


          then we have


          
            	[image:  \left[ u(x) v(x) \right]_{x_1}^{x_2} - \int_{x_1}^{x_2} f_1(x) \frac{d}{dx}\left[ \frac{ f_0'(x) } {\sqrt{1 + [ f_0'(x) ]^2}} \right] \, dx =0, ]

          


          but the first term is zero since v(x) = f1(x) was chosen to vanish at x1 and x2 where the evaluation is taken. Therefore,


          
            	[image: \int_{x_1}^{x_2} f_1(x) \frac{d}{dx}\left[ \frac{ f_0'(x) } {\sqrt{1 + [ f_0'(x) ]^2}} \right] \, dx =0]

          


          for any twice differentiable function f1 that vanishes at the endpoints of the interval. This is a special case of the fundamental lemma of calculus of variations:


          
            	[image:  I =\int_{x_1}^{x_2} f_1(x) H(x) dx =0, \,]

          


          for any differentiable function f1(x) that vanishes at the endpoints of the interval. Since f1(x) is an arbitrary function within the integration range, we conclude that H(x) = 0. Therefore,


          
            	[image:  \frac{d}{dx}\left[ \frac{ f_0'(x) } {\sqrt{1 + [ f_0'(x) ]^2}} \right] =0.\,]

          


          It follows from this equation that


          
            	[image: \frac{d^2 f_0}{dx^2}=0,]

          


          and hence the extremals are straight lines.


          A similar calculation holds in the general case where


          
            	[image:  A[f] = \int_{x_1}^{x_2} L(x,f,f') dx . \,]

          


          and f is required to have two continuous derivatives. Again, we find an extremal f0 by setting f = f0 + f1, taking the derivative with respect to , and setting  = 0 at the end:


          
            	[image:  \begin{align} \left.\frac{dA}{d\epsilon}\right|_{\epsilon = 0} & = \int_{x_1}^{x_2} \left.\frac{dL}{d\epsilon}\right|_{\epsilon = 0} dx \ & = \int_{x_1}^{x_2} \left(\frac{\partial L}{\partial f} f_1 + \frac{\partial L}{\partial f'} f'_1\right) dx \ & = \int_{x_1}^{x_2} \left(\frac{\partial L}{\partial f} f_1 - f_1 \frac{d}{dx}\frac{\partial L}{\partial f'} \right) dx + \left.\frac{\partial L}{\partial f'} f_1 \right|_{x_1}^{x_2}\ & = \int_{x_1}^{x_2} f_1 \left(\frac{\partial L}{\partial f} - \frac{d}{dx}\frac{\partial L}{\partial f'} \right) dx \ & = 0, \end{align} ]

          


          where we have used the chain rule in the second line and integration by parts in the third. As before, the last term in the third line vanishes due to our choice of f1. Finally, according to the fundamental lemma of calculus of variations, we find that L will satisfy the Euler-Lagrange equation


          
            	[image:  -\frac{d}{dx} \frac{\part L}{\part f'} + \frac{\part L}{\part f}=0,]

          


          In general this gives a second-order ordinary differential equation which can be solved to obtain the extremal f. The Euler-Lagrange equation is a necessary, but not sufficient, condition for an extremal. Sufficient conditions for an extremal are discussed in the references.


          


          The Beltrami Identity


          Frequently in physical problems, it turns out that [image: \part L/\part x=0]. In that case, the Euler-Lagrange equation can be simplified using the Beltrami Identity


          
            	[image: L-f'\frac{\part L}{\part f'}=C,]

          


          where C is a constant.


          


          du Bois Raymond's theorem


          The discussion thus far has assumed that extremal functions possess two continuous derivatives, although the existence of the integral A requires only first derivatives of trial functions. The condition that the first variation vanish at an extremal may be regarded as a weak form of the Euler-Lagrange equation. The theorem of du Bois Raymond asserts that this weak form implies the strong form. If L has continuous first and second derivatives with respect to all of its arguments, and if


          
            	[image: \frac{\part^2 L}{(\part f')^2} \ne 0, ]

          


          then f0 has two continuous derivatives, and it satisfies the Euler-Lagrange equation.


          


          Fermat's principle


          Fermat's principle states that light takes a path that (locally) minimizes the optical length between its endpoints. If the x-coordinate is chosen as the parameter along the path, and y = f(x) along the path, then the optical length is given by


          
            	[image:  A[f] = \int_{x=x_0}^{x_1} n(x,f(x)) \sqrt{1 + f'(x)^2} dx, \,]

          


          where the refractive index n(x,y) depends upon the material. If we try f(x) = f0(x) + f1(x) then the first variation of A (the derivative of A with respect to ) is


          
            	[image:  \delta A[f_0,f_1] = \int_{x=x_0}^{x_1} \left[ \frac{ n(x,f_0) f_0'(x) f_1'(x)}{\sqrt{1 + f_0'(x)^2}} + n_y (x,f_0) f_1 \right] dx.]

          


          After integration by parts of the first term within brackets, we obtain the Euler-Lagrange equation


          
            	[image:  -\frac{d}{dx} \left[\frac{ n(x,f_0) f_0'}{\sqrt{1 + f_0'^2}} \right] + n_y (x,f_0) =0. \,]

          


          The light rays may be determined by integrating this equation.


          


          Snell's law


          There is a discontinuity of the refractive index when light enters or leaves a lens. Let


          
            	[image:  n(x,y) = n_- \quad \hbox{if} \quad x<0, \,]


            	[image:  n(x,y) = n_+ \quad \hbox{if} \quad x>0,\,]

          


          where n  and n + are constants. Then the Euler-Lagrange equation holds as before in the region where x<0 or x>0, and in fact the path is a straight line there, since the refractive index is constant. At the x=0, f must be continuous, but f' may be discontinuous. After integration by parts in the separate regions and using the Euler-Lagrange equations, the first variation takes the form


          
            	[image:  \delta A[f_0,f_1] = f_1(0)\left[ n_-\frac{f_0'(0_-)}{\sqrt{1 + f_0'(0_-)^2}} -n_+\frac{f_0'(0_+)}{\sqrt{1 + f_0'(0_+)^2}} \right].\,]

          


          The factor multiplying n  is the sine of angle of the incident ray with the x axis, and the factor multiplying n + is the sine of angle of the refracted ray with the x axis. Snell's law for refraction requires that these terms be equal. As this calculation demonstrates, Snell's law is equivalent to vanishing of the first variation of the optical path length.


          


          Fermat's principle in three dimensions


          It is expedient to use vector notation: let X = (x1,x2,x3), let t be a parameter, let X(t) be the parametric representation of a curve C, and let [image: \dot X(t)] be its tangent vector. The optical length of the curve is given by


          
            	[image:  A[C] = \int_{t=t_0}^{t_1} n(X) \sqrt{ \dot X \cdot \dot X} dt. \,]

          


          Note that this integral is invariant with respect to changes in the parametric representation of C. The Euler-Lagrange equations for a minimizing curve have the symmetric form


          
            	[image:  \frac{d}{dt} P = \sqrt{ \dot X \cdot \dot X} \nabla n, \,]

          


          where


          
            	[image:  P = \frac{n(X) \dot X}{\sqrt{\dot X \cdot \dot X} }.\,]

          


          It follows from the definition that P satisfies


          
            	[image:  P \cdot P = n(X)^2. \,]

          


          Therefore the integral may also be written as


          
            	[image:  A[C] = \int_{t=t_0}^{t_1} P \cdot \dot X \, dt.\,]

          


          This form suggests that if we can find a function  whose gradient is given by P, then the integral A is given by the difference of  at the endpoints of the interval of integration. Thus the problem of studying the curves that make the integral stationary can be related to the study of the level surfaces of . In order to find such a function, we turn to the wave equation, which governs the propagation of light.


          


          Connection with the wave equation


          The wave equation for an inhomogeneous medium is


          
            	[image:  u_{tt} = c^2 \nabla \cdot \nabla u, \,]

          


          where c is the velocity, which generally depends upon X. Wave fronts for light are characteristic surfaces for this partial differential equation: they satisfy


          
            	[image:  \varphi_t^2 = c(X)^2 \nabla \varphi \cdot \nabla \varphi. \,]

          


          We may look for solutions in the form


          
            	[image:  \varphi(t,X) = t - \psi(X). \,]

          


          In that case,  satisfies


          
            	[image:  \nabla \psi \cdot \nabla \psi = n^2, \,]

          


          where n = 1 / c. According to the theory of first order partial differential equations, if [image: P = \nabla \psi, ] then P satisfies


          
            	[image:  \frac{dP}{ds} = 2 n \nabla n, \,]

          


          along a system of curves (the light rays) that are given by


          
            	[image:  \frac{dX}{ds} = P. \,]

          


          These equations for solution of a first-order partial differential equation are identical to the Euler-Lagrange equations if we make the identification


          
            	[image:  \frac{ds}{dt} = \frac{\sqrt{ \dot X \cdot \dot X} }{n}. \,]

          


          We conclude that the function  is the value of the minimizing integral A as a function of the upper end point. That is, when a family of minimizing curves is constructed, the values of the optical length satisfy the characteristic equation corresponding the wave equation. Hence, solving the associated partial differential equation of first order is equivalent to finding families of solutions of the variational problem. This is the essential content of the Hamilton-Jacobi theory, which applies to more general variational problems.


          


          The action principle


          The action was defined by Hamilton to be the time integral of the Lagrangian, L, which is defined as a difference of energies:


          
            	[image:  L = T - U, \,]

          


          where T is the kinetic energy of a mechanical system and U is the potential energy. Hamilton's principle (or the action principle) states that the motion of a mechanical system is such that the action integral


          
            	[image:  A[C] = \int_{t=t_0}^{t_1} L(X, \dot X) dt \,]

          


          is stationary with respect to variations in the path X(t). The Euler-Lagrange equations for this system are known as Lagrange's equations:


          
            	[image:  \frac{d}{dt} \frac{\part L}{\part \dot X} = \frac{\part L}{\part X}, \,]

          


          and they are equivalent to Newton's equations of motion.


          The conjugate momenta P are defined by


          
            	[image:  P = \frac{\part L}{\part \dot X}. \,]

          


          For example, if


          
            	[image:  T = \frac{1}{2} m \dot x^2, \,]

          


          then


          
            	[image:  P = m \dot x. \,]

          


          Hamiltonian mechanics results if the conjugate momenta are introduced in place of [image: \dot X], and the Lagrangian L is replaced by the Hamiltonian H defined by


          
            	[image:  H(X,P) = -L(X,\dot X) + P \cdot \dot X.\,]

          


          The Hamiltonian is the total energy of the system: H = T + U. Analogy with Fermat's principle suggests that solutions of Lagrange's equations (the particle trajectories) may be described in terms of level surfaces of some function of X. This function is a solution of the Hamilton-Jacobi equation:


          
            	[image:  \frac{\part \psi}{\part t} + H(X,\nabla \psi) =0.\,]

          


          


          Functions of several variables


          Variational problems that involve multiple integrals arise in numerous applications. For example, if (x,y) denotes the displacement of a membrane above the domain D in the x,y plane, then its potential energy is proportional to its surface area:


          
            	[image:  U[\varphi] = \iint_D \sqrt{1 +\nabla \varphi \cdot \nabla \varphi} dx\,dy.\,]

          


          Plateau's problem consists of finding a function that minimizes the surface area while assuming prescribed values on the boundary of D; the solutions are called minimal surfaces. The Euler-Lagrange equation for this problem is nonlinear:


          
            	[image:  \varphi_{xx}(1 + \varphi_y^2) + \varphi_{yy}(1 + \varphi_x^2) - 2\varphi_x \varphi_y \varphi_{xy} = 0.\,]

          


          See Courant(1950) for details.


          


          Dirichlet's principle


          It is often sufficient to consider only small displacements of the membrane, whose energy difference from no displacement is approximated by


          
            	[image:  V[\varphi] = \frac{1}{2}\iint_D \nabla \varphi \cdot \nabla \varphi \, dx\, dy.\,]

          


          The functional V is to be minimized among all trial functions  that assume prescribed values on the boundary of D. If u is the minimizing function and v is an arbitrary smooth function that vanishes on the boundary of D, then the first variation of V[u + v] must vanish:


          
            	[image:  \frac{d}{d\epsilon} V[u + \epsilon v]|_{\epsilon=0} = \iint_D \nabla u \cdot \nabla v \, dx\,dy = 0.\,]

          


          Provided that u has two derivatives, we may apply the divergence theorem to obtain


          
            	[image:  \iint_D \nabla \cdot (v \nabla u) \,dx\,dy = \iint_D \nabla u \cdot \nabla v + v \nabla \cdot \nabla u \,dx\,dy + \int_C v \frac{\part u}{\part n} ds, \,]

          


          where C is the boundary of D, s is arclength along C and [image:  \part u / \part n] is the normal derivative of u on C. Since v vanishes on C and the first variation vanishes, the result is


          
            	[image: \iint_D v\nabla u \cdot \nabla u \,dx\,dy =0 \, ]

          


          for all smooth functions v that vanish on the boundary of D. The proof for the case of one dimensional integrals may be adapted to this case to show that


          
            	[image:  \nabla \cdot \nabla u= 0 \, ] in D.

          


          The difficulty with this reasoning is the assumption that the minimizing function u must have two derivatives. Riemann argued that the existence of a smooth minimizing function was assured by the connection with the physical problem: membranes do indeed assume configurations with minimal potential energy. Riemann named this idea Dirichlet's principle in honour of his teacher Dirichlet. However Weierstrass gave an example of a variational problem with no solution: minimize


          
            	[image:  W[\varphi] = \int_{-1}^{1} (x\varphi')^2 \, dx\,]

          


          among all functions  that satisfy [image: \varphi(-1)=-1] and [image: \varphi(1)=1.] W can be made arbitrarily small by choosing piecewise linear functions that make a transition between -1 and 1 in a small neighbourhood of the origin. However, there is no function that makes W=0. The resulting controversy over the validity of Dirichlet's principle is explained in http://turnbull.mcs.st-and.ac.uk/~history/Biographies/Riemann.html . Eventually it was shown that Dirichlet's principle is valid, but it requires a sophisticated application of the regularity theory for elliptic partial differential equations; see Jost and Li-Jost (1998).


          


          Generalization to other boundary value problems


          A more general expression for the potential energy of a membrane is


          
            	[image:  v[\varphi] = \iint_D \left[ \frac{1}{2} \nabla \varphi \cdot \nabla \varphi + f(x,y) \varphi \right] \, dx\,dy \, + \int_C \left[ \frac{1}{2} \sigma(s) \varphi^2 + g(s) \varphi \right] \, ds.]

          


          This corresponds to an external force density f(x,y) in D, an external force g(s) on the boundary C, and elastic forces with modulus (s) acting on C. The function that minimizes the potential energy with no restriction on its boundary values will be denoted by u. Provided that f and g are continuous, regularity theory implies that the minimizing function u will have two derivatives. In taking the first variation, no boundary condition need be imposed on the increment v. The first variation of V[u + v] is given by


          
            	[image:  \iint_D \left[ \nabla u \cdot \nabla v + f v \right] \, dx\, dy + \int_C \left[ \sigma u v + g v \right] \, ds =0. \,]

          


          If we apply the divergence theorem, the result is


          
            	[image:  \iint_D \left[ -v \nabla \cdot \nabla u + v f \right] \, dx \, dy + \int_C v \left[ \frac{\part u}{\part n} + \sigma u + g \right] \, ds =0. \,]

          


          If we first set v=0 on C, the boundary integral vanishes, and we conclude as before that


          
            	[image:  - \nabla \cdot \nabla u + f =0 \,]

          


          in D. Then if we allow v to assume arbitrary boundary values, this implies that u must satisfy the boundary condition


          
            	[image:  \frac{\part u}{\part n} + \sigma u + g =0, \,]

          


          on C. Note that this boundary condition is a consequence of the minimizing property of u: it is not imposed beforehand. Such conditions are called natural boundary conditions.


          The preceding reasoning is not valid if  vanishes identically on C. In such a case, we could allow a trial function [image:  \varphi \equiv c], where c is a constant. For such a trial function,


          
            	[image:  V[c] = c\left[ \iint_D f \, dx\,dy + \int_C g ds \right].]

          


          By appropriate choice of c, V can assume any value unless the quantity insider the brackets vanishes. Therefore the variational problem is meaningless unless


          
            	[image:  \iint_D f \, dx\,dy + \int_C g \, ds =0.\,]

          


          This condition implies that net external forces on the system are in equilibrium. If these forces are in equilibrium, then the variational problem has a solution, but it is not unique, since an arbitrary constant may be added. Further details and examples are in Courant and Hilbert (1953).


          


          Eigenvalue problems


          Both one-dimensional and multi-dimensional eigenvalue problems can be formulated as variational problems.


          


          Sturm-Liouville problems


          The Sturm-Liouville eigenvalue problem involves a general quadratic form


          
            	[image: Q[\varphi] = \int_{x_1}^{x_2} \left[ p(x) \varphi'(x)^2 + q(x) \varphi(x)^2 \right] \, dx, \,]

          


          where  is restricted to functions that satisfy the boundary conditions


          
            	[image: \varphi(x_1)=0, \quad \varphi(x_2)=0. \,]

          


          Let R be a normalization integral


          
            	[image:  R[\varphi] =\int_{x_1}^{x_2} r(x)\varphi(x)^2 \, dx.\,]

          


          The functions p(x) and r(x) are required to be everywhere positive and bounded away from zero. The primary variational problem is to minimize the ratio Q/R among all  satisfying the endpoint conditions. It is shown below that the Euler-Lagrange equation for the minimizing u is


          
            	[image:  -(pu')' +q u -\lambda r u =0, \,]

          


          where  is the quotient


          
            	[image:  \lambda = \frac{Q[u]}{R[u]}. \,]

          


          It can be shown (see Gelfand and Fomin 1963) that the minimizing u has two derivatives and satisfies the Euler-Lagrange equation. The associated  will be denoted by 1; it is the lowest eigenvalue for this equation and boundary conditions. The associated minimizing function will be denoted by u1(x). This variational characterization of eigenvalues leads to the Rayleigh-Ritz method: choose an approximating u as a linear combination of basis functions (for example trigonometric functions) and carry out a finite-dimensional minimization among such linear combinations. This method is often surprisingly accurate.


          The next smallest eigenvalue and eigenfunction can be obtained by minimizing Q under the additional constraint


          
            	[image:  \int_{x_1}^{x_2} r(x) u_1(x) \varphi(x) \, dx=0. \,]

          


          This procedure can be extended to obtain the complete sequence of eigenvalues and eigenfunctions for the problem.


          The variational problem also applies to more general boundary conditions. Instead of requiring that  vanish at the endpoints, we may not impose any condition at the endpoints, and set


          
            	[image: Q[\varphi] = \int_{x_1}^{x_2} \left[ p(x) \varphi'(x)^2 + q(x)\varphi(x)^2 \right] \, dx + a_1 \varphi(x_1)^2 + a_2 \varphi(x_2)^2, \,]

          


          where a1 and a2 are arbitrary. If we set [image:  \varphi = u + \epsilon v ] the first variation for the ratio Q / R is


          
            	[image:  V_1 = \frac{2}{R[u]} \left( \int_{x_1}^{x_2} \left[ p(x) u'(x)v'(x) + q(x)u(x)v(x) -\lambda u(x) v(x) \right] \, dx + a_1 u(x_1)v(x_1) + a_2 u(x_2)v(x_2) \right) , \,]

          


          where  is given by the ratio Q[u] / R[u] as previously. After integration by parts,


          
            	[image:  \frac{R[u]}{2} V_1 = \int_{x_1}^{x_2} v(x) \left[ -(p u')' + q u -\lambda r u \right] \, dx + v(x_1)[ -p(x_1)u'(x_1) + a_1 u(x_1)] + v(x_2) [p(x_2 u'(x_2) + a_2 u(x_2). \,]

          


          If we first require that v vanish at the endpoints, the first variation will vanish for all such v only if


          
            	[image:  -(p u')' + q u -\lambda r u =0 \quad \hbox{for} \quad x_1 < x < x_2.\,]

          


          If u satisfies this condition, then the first variation will vanish for arbitrary v only if


          
            	[image:  -p(x_1)u'(x_1) + a_1 u(x_1)=0, \quad \hbox{and} \quad p(x_2 u'(x_2) + a_2 u(x_2)=0.\,]

          


          These latter conditions are the natural boundary conditions for this problem, since they are not imposed on trial functions for the minimization, but are instead a consequence of the minimization.


          


          Eigenvalue problems in several dimensions


          Eigenvalue problems in higher dimensions are defined in analogy with the one-dimensional case. For example, given a domain D with boundary B in three dimensions we may define


          
            	[image:  Q[\varphi] = \iiint_D p(X) \nabla \varphi \cdot \nabla \varphi + q(X) \varphi^2 \, dx \, dy \, dz + \iint_B \sigma(S) \varphi^2 \, dS, \,]

          


          and


          
            	[image:  R[\varphi] = \iiint_D r(X) \varphi(X)^2 \, dx \, dy \, dz.\,]

          


          Let u be the function that minimizes the quotient [image:  Q[\varphi] / R[\varphi], ] with no condition prescribed on the boundary B. The Euler-Lagrange equation satisfied by u is


          
            	[image:  -\nabla \cdot (p(X) \nabla u) + q(x) u - \lambda r(x) u=0,\,]

          


          where


          
            	[image:  \lambda = \frac{Q[u]}{R[u]}.\,]

          


          The minimizing u must also satisfy the natural boundary condition


          
            	[image:  p(S) \frac{\part u}{\part n} + \sigma(S) u =0,]

          


          on the boundary B. This result depends upon the regularity theory for elliptic partial differential equations; see Jost and Li-Jost (1998) for details. Many extensions, including completeness results, asymptotic properties of the eigenvalues and results concerning the nodes of the eigenfunctions are in Courant and Hilbert (1953).


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Calculus_of_variations"
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          Calgary (IPA: /ˈklgəriː/) is the largest city in the province of Alberta, Canada. It is located in the south of the province, in an area of foothills and high plains, approximately 80 kilometres (50 mi) east of the front ranges of the Canadian Rockies. The city is located in the Parkland region of Alberta. Calgary is the third largest civic municipality, by population, in Canada. As of the 2008 civic census, Calgary's population was 1,042,892. The metropolitan population ( CMA) was 1,079,310 in 2006, making Greater Calgary the fifth largest census metropolitan area in the country. Because it is located 298kilometres (178.8mi) due south of Edmonton, statisticians define the narrow populated area between these cities as the " Calgary-Edmonton Corridor". Calgary is the largest Canadian metropolitan area between Toronto and Vancouver. A resident of Calgary is known as a Calgarian.


          Calgary is well-known as a destination for winter sports and ecotourism with a number of major mountain resorts near the city and metropolitan area. Economic activity in Calgary is mostly centred on the petroleum industry; however, agriculture, tourism, and high-tech industries also contribute to the city's fast economic growth. Calgary holds many major annual festivals which include the Calgary Stampede, the Folk Music Festival, the Lilac Festival, One Yellow Rabbit High Performance Rodeo  Calgary's International Festival of the Arts, Wordfest: Banff-Calgary International Writers Festival, One World Festival ( GlobalFest), and the fourth largest Caribbean festival in the country (Carifest). In 1988, Calgary became the first Canadian city to host the Olympic Winter Games, and one of the fastest long track speed skating ice rinks in the world was built at the University of Calgary to accommodate these Games.


          Calgary was ranked the world's cleanest city by Mercer Quality of Living in a survey published in 2007 by Forbes magazine


          


          History


          


          First settlement


          
            [image: Calgary as it appeared circa 1885]
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          Before the Calgary area was settled by Europeans, it was inhabited by Pre- Clovis people whose presence has been traced back at least 11,000 years. In 1787 cartographer David Thompson spent the winter with a band of Peigan encamped along the Bow River. He was the first recorded European to visit the area, and John Glenn was the first documented European settler in the Calgary area, in 1873.


          The site became a post of the North-West Mounted Police (now the RCMP). Originally named Fort Brisebois, after NWMP officer phrem-A. Brisebois, it was renamed Fort Calgary in 1876 by Colonel James Farquharson Macleod. The NWMP detachment was assigned to protect the western plains from U.S. whiskey traders. Fort Calgary was named by Colonel Macleod after Calgary on the Isle of Mull, Scotland. While there is some disagreement on the naming of the town, the Museum on the Isle of Mull explains that kald and gart are similar Norwegian words, meaning cold and garden, that were likely used when named by the Vikings who inhabited the Inner and Outer Hebrides.


          When the Canadian Pacific Railway reached the area in 1883 and a rail station was constructed, Calgary began to grow into an important commercial and agricultural centre. The Canadian Pacific Railway headquarters are located in Calgary today. Calgary was officially incorporated as a town in 1884 and elected its first mayor, George Murdoch. In 1894, it was incorporated as "The City of Calgary" in what was then the North-West Territories.


          


          The oil boom
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          Oil was first discovered in Alberta in 1902, but it did not become a significant industry in the province until 1947 when huge reserves of it were discovered. Calgary quickly found itself at the centre of the ensuing oil boom. The city's economy grew when oil prices increased with the Arab Oil Embargo of 1973. The population increased by 272,000 in the eighteen years between 1971 (403,000) and 1989 (675,000) and another 345,000 in the next eighteen years (to 1,020,000 in 2007). During these boom years, skyscrapers were constructed at a pace seen by few cities anywhere. The relatively low-rise downtown quickly became dense with tall buildings, a trend that continues to this day.


          Calgary's economy was so closely tied to the oil industry that the city's boom peaked with the average annual price of oil in 1981. The subsequent drop in oil prices and the introduction of the National Energy Program were cited by industry as reasons for a collapse in the oil industry and consequently the overall Calgary economy. The NEP was cancelled in the mid-1980s by the Brian Mulroney federal government. However, low oil prices prevented a full recovery until the 1990s.


          


          Recent history
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          With the energy sector employing a huge number of Calgarians, the fallout from the economic slump of the early 1980s was understandably significant. The unemployment rate soared. By the end of the decade, however, the economy was in recovery. Calgary quickly realized that it could not afford to put so much emphasis on oil and gas, and the city has since become much more diverse, both economically and culturally. The period during this recession marked Calgary's transition from a mid-sized and relatively nondescript prairie city into a major cosmopolitan and diverse centre. This transition culminated in February 1988, when the city hosted the XV Olympic Winter Games. The success of these games essentially put the city on the world stage.


          Nonetheless, some visitors have commented on the city's marked lack of lively streets and nightlife, as well as the staid nature of its inhabitants, despite their notable standing on the world stage.


          Thanks in part to escalating oil prices, the economy in Calgary and Alberta is now booming, and the region of nearly 1.1 million people is the fastest growing in the country. While the oil and gas industry comprise an important part of the economy, the city has invested a great deal into other areas such as tourism and high-tech manufacturing. Over 3.1 million people now visit the city annually for its many festivals and attractions, especially the Calgary Stampede. The nearby mountain resort towns of Banff, Lake Louise, and Canmore are also becoming increasingly popular with tourists, and are bringing people into Calgary as a result. Other modern industries include light manufacturing, high-tech, film, transportation, and services. The city has ranked highly in quality of life surveys: 25th in the 2006, 24th in 2007 and 25th again in the 2008 Mercer Quality of Living Survey, and 10th best city to live in according to the Economist Intelligence Unit (EIU). Despite the oil industry's dominance in Alberta's economy, Calgary ranked as the world's cleanest city by Forbes Magazine in 2007.


          


          Geography
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          Calgary is located at the transition zone between the Canadian Rockies foothills and the Canadian Prairies, and is relatively hilly as a result. Calgary's elevation is approximately 1,048 metres (3,440 ft) above sea level downtown, and 1,083 metres (3,553 ft) at the airport. The city proper covers a land area of 726.5 km (280.5 sqmi) (as of 2006) and as such exceeds the land area of the City of Toronto.


          There are two major rivers that run through the city. The Bow River is the largest and flows from the west to the south. The Elbow River flows northwards from the south until it converges with the Bow River near downtown. Since the climate of the region is generally dry, dense vegetation occurs naturally only in the river valleys, on some north-facing slopes, and within Fish Creek Provincial Park.


          The city is large in physical area, consisting of an inner city surrounded by various communities of decreasing density. Unlike most cities with a sizable metropolitan area, most of Calgary's suburbs are incorporated into the city proper, with the notable exceptions of the city of Airdrie to the north, Cochrane to the northwest, Strathmore to the east, and the sprawling Springbank district to the west. Though it is not technically within Calgary's metropolitan area, the town of Okotoks is only a short distance to the south and is considered a suburb as well. The Calgary Economic Region includes slightly more area than the CMA and has a population of 1,146,900.


          The city of Calgary proper is immediately surrounded by two municipal districts, Rocky View No. 44 to the north, west and east; and Foothills No. 31 to the south.


          


          Calgary's neighbourhoods
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          The downtown region of the city consists of five neighbourhoods: Eau Claire (including the Festival District), the Downtown West End, the Downtown Commercial Core, Chinatown, and the Downtown East Village (also part of the Rivers District). The commercial core is itself divided into a number of districts including the Stephen Avenue Retail Core, the Entertainment District, the Arts District and the Government District. Distinct from downtown and south of 9th Avenue is Calgary's densest neighbourhood, the Beltline. The area includes a number of communities such as Connaught, Victoria Crossing and a portion of the Rivers District. The Beltline is the focus of major planning and rejuvenation initiatives on the part of the municipal government to increase the density and liveliness of Calgary's centre.


          Adjacent to, or directly radiating from the downtown are the first of the inner-city communities. These include Crescent Heights, Hounsfield Heights/Briar Hill, Hillhurst / Sunnyside (including Kensington BRZ), Bridgeland, Renfrew, Mount Royal, Mission, Ramsay and Inglewood and Albert Park/Radisson Heights directly to the east. The inner city is, in turn, surrounded by relatively dense and established neighbourhoods such as Rosedale and Mount Pleasant to the north; Bowness, Parkdale and Glendale to the west; Park Hill, South Calgary (including Marda Loop), Bankview, Altadore and Killarney to the south; and Forest Lawn/ International Avenue to the east. Lying beyond these, and usually separated from one another by highways, are the suburban communities, often characterized as "commuter communities". The greatest amount of suburban expansion is happening in the city's deep south with major growth on the northwestern edge as well. In all, there are over 180 distinct neighbourhoods within the city limits.


          Several of Calgary's neighbourhoods were initially separate towns that were annexed by the city as it grew. These include Bowness, Montgomery, Forest Lawn, Midnapore, Rosedale and, most recently in 2007, Shepard.


          


          Climate
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          Calgary has a semi-arid, highland continental climate with long, dry, but highly variable, winters and short, moderately warm summers ( Koppen climate classification BSk, USDA Plant Hardiness Zone 3b). The climate is greatly influenced by the city's elevation and close proximity to the Rocky Mountains. Calgary's winters can be uncomfortably cold; but warm, dry Chinook winds routinely blow into the city from the Pacific Ocean during the winter months, giving Calgarians a break from the cold. These winds have been known to raise the winter temperature by up to 15C (27F) in just a few hours, and may last several days. The chinooks are such a common feature of Calgary's winters that only one month (January 1950) has failed to witness a thaw over more than 100 years of weather observations. More than one half of all winter days see the daily maximum rise above 0℃ (32℉). Some winter days even approach 20℃ (68℉) on occasion.


          Calgary is a city of extremes, and temperatures have ranged anywhere from a record low of 45℃ (49℉) in 1893 to a record high of 36℃ (96.8℉) in 1919. Temperatures fall below 30℃ (22℉) on about five days per year, though extreme cold spells usually do not last very long. According to Environment Canada, the average temperature in Calgary ranges from a January daily average of 9℃ (15.8℉) to a July daily average of 16℃ (60.8℉).
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          As a consequence of Calgary's high elevation and relative dryness, summer evenings can be very cool, the average summer minimum temperature drops to 8℃ (46.4℉), and frosts can occur in any month of the year. Calgary has experienced snowfall even in July and August. Calgary experiences summer daytime temperatures exceeding 30℃ (86℉) on an average of four days per year. With an average relative humidity of 55% in the winter and 45% in the summer, Calgary has a semi-arid climate typical of other cities in the Western Great Plains and Canadian Prairies. Unlike cities further east, like Toronto, Montreal, Ottawa or Winnipeg, humidity is almost never a factor during the Calgary summer.
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          The city is among the sunniest in Canada, with 2,405 hours of annual sunshine, on average. Calgary International Airport in the northeastern section of the city receives an average of 413mm (16.3in) of precipitation annually, with 301mm (11.9in) of that occurring in the form of rain, and the remaining 112mm (4.4in) as snow. Most of the precipitation occurs from May to August, with June averaging the most monthly rainfall. In June 2005, Calgary received 248mm (9.8in) of precipitation, making it the wettest month in the city's recorded history. Droughts are not uncommon and may occur at any time of the year, lasting sometimes for months or even several years. Precipitation decreases somewhat from west to east; consequently, groves of trees on the western outskirts largely give way to treeless grassland around the eastern city limit.


          Calgary averages more than 20 days a year with thunderstorms, with almost all of them occurring in the summer months. Calgary lies on the edge of Alberta's hailstorm alley and is prone to occasional damaging hailstorms. A hailstorm that struck Calgary on September 7, 1991, was one of the most destructive natural disasters in Canadian history, with over $400 million dollars in damage. Being west of the dry line on most occasions, tornadoes are rare in the region.


          
            	General seasons (not well-defined in Calgary due to highly variable climate)

          


          
            	Winter: November to mid-March


            	Spring: mid-March to May


            	Summer: June to August


            	Autumn: September to November

          


          
            
              	Weather averages for Calgary
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Average high C

              	-2.8

              	-0.1

              	4.0

              	11.3

              	16.4

              	20.2

              	22.9

              	22.5

              	17.6

              	12.1

              	-2.8

              	-1.3

              	10.5
            


            
              	Average low C

              	-15.1

              	-12.0

              	-7.8

              	-2.1

              	3.1

              	7.3

              	9.4

              	8.6

              	4.0

              	-1.4

              	-8.9

              	-13.4

              	-2.4
            


            
              	Precipitation cm

              	1.16

              	0.88

              	1.74

              	2.39

              	6.03

              	7.98

              	6.79

              	5.88

              	4.57

              	1.39

              	1.23

              	1.22

              	41.26
            


            
              	Average high F

              	27.0

              	31.8

              	39.2

              	52.3

              	61.5

              	68.4

              	73.2

              	72.5

              	63.7

              	53.8

              	37.0

              	29.7

              	50.9
            


            
              	Average low F

              	4.8

              	10.4

              	18.0

              	28.2

              	37.6

              	45.1

              	48.9

              	47.5

              	39.2

              	29.5

              	16.0

              	7.7

              	27.7
            


            
              	Precipitation inches

              	0.45

              	0.35

              	0.68

              	0.94

              	2.37

              	3.14

              	2.67

              	2.31

              	1.79

              	0.54

              	0.48

              	0.48

              	16.24
            


            
              	Source: Environment Canada Dec 2006
            

          


          


          Culture
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          Calgary's urban scene has changed considerably since the beginning of the city's rapid growth. It is also starting to become recognized as one of Canada's most diverse cities. Today, Calgary is a modern cosmopolitan city that still retains much of its traditional culture of hotel saloons, western bars, night clubs, football and hockey. Following its revival in the 1990s, Calgary has also become a centre for country music in Canada. As such, it is referred to by some as the "Nashville of the North." Calgary is also home to a thriving all-ages music scene of many genres, including metal, folk, pop, rock, punk, indie, blues, jazz, hip-hop, electronic and country.


          As a relatively ethnically diverse city, Calgary also has a number of multicultural areas and assets. It has one of the largest Chinatowns in Canada, as well as a Little Italy in the Bridgeland neighbourhood. Forest Lawn is among the most diverse areas in the city and as such, the area around 17 Avenue SE within the neighbourhood is also known as International Avenue. The district is home to many ethnic restaurants and stores.


          As the population has grown, and particularly as the urban density in central Calgary has increased, so too has the vitality of this area. While the city continues to embrace suburbanism, people are beginning to find a wide variety of alternatives in the inner city. This has led to significant increases in the popularity of central districts such as 17 Avenue, Kensington, Inglewood, Forest Lawn, Marda Loop and the Mission District. The nightlife and the availability of cultural venues in these areas has gradually begun to evolve as a result.


          The Calgary Public Library is a public library network with 17 branches throughout the city, including a large central library.
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          Calgary is the site of the Southern Alberta Jubilee Auditorium, a 4 million ft (113,000m) performing arts, culture and community facility. The auditorium is one of two "twin" facilities in the province, the other located in Edmonton, each being locally known as the "Jube." The 2,538-seat auditorium was opened in 1957 and has been host to hundreds of Broadway musical, theatrical, stage and local productions. The Calgary Jube is the resident home of the Alberta Ballet, the Calgary opera, the Kiwanis Music Festival, and the annual civic Remembrance Day ceremonies. Both auditoriums operate 365 days a year, and are run by the provincial government. Both received major renovations as part of the province's centennial in 2005.


          Calgary is also home to a number of contemporary and established theatre companies; among them are One Yellow Rabbit, which shares the EPCOR Centre for the Performing Arts with the Calgary Philharmonic Orchestra, as well as Theatre Calgary, and Alberta Theatre Projects. Calgary was also the birthplace of the improvisational theatre games known as Theatresports. The Calgary International Film Festival is also held in the city annually, as well as the International Festival of Animated Objects.


          The Calgary area also draws filmmakers. Numerous motion pictures have been filmed in the general area. The Tom Selleck picture Crossfire Trail was shot on a ranch near Calgary though the stated setting of the film is Wyoming.


          Visual and conceptual artists like the art collective United Congress, have contributed their ideas and energy to the city. There are also a number of art galleries in the downtown, many of them concentrated along the Stephen Avenue and 17 Avenue corridors. The largest of these is the Art Gallery of Calgary (AGC). Calgary is also home to the Alberta College of Art and Design.


          A number of world class marching bands are based in Calgary. They include the Calgary Round-Up Band, the Calgary Stetson Show Band, and the two-time World Association for Marching Show Bands champions, the Calgary Stampede Showband, as well as military bands including the Band of HMCS Tecumseh, the Regimental Band of the King's Own Calgary Regiment, and the Regimental Pipes and Drums of The Calgary Highlanders. There are many other civilian pipe bands in the city of repute, notably the Calgary Police Service Pipe Band.


          Calgary hosts number of major annual festivals and events. These include the growing Calgary International Film Festival, the Calgary Folk Music Festival, FunnyFest Calgary Comedy Festival, the Folk Music Festival, the Greek Festival, Carifest, Wordfest Banff-Calgary International Writers Festival, the Lilac Festival, GlobalFest, the Calgary Fringe Festival, Summerstock, Fiestaval, Expo Latino, Calgary Gay Pride, and many other cultural and ethnic festivals. Calgary's best-known event is the Calgary Stampede, which occurs every July. It is one of the largest festivals in Canada. The event has a 93-year history. In 2005, attendance at the 10-day rodeo and exhibition totalled 1,242,928.


          Several museums can be found in the city. The Glenbow Museum is the largest in western Canada and includes an art gallery and first nations gallery. Other major museums include the Chinese Cultural Centre (at 70,000sqft (6,500m), the largest stand-alone cultural centre in Canada), the Canadian Olympic Hall of Fame and Museum (at Canada Olympic Park), The Military Museums, the Cantos Music Museum and the Aero Space Museum.


          The Calgary Herald and the Calgary Sun are the main newspapers in Calgary. Global, Citytv, CTV and CBC television networks have local studios in the city.


          


          Sports and recreation


          In large part due to its proximity to the Rocky Mountains, Calgary has traditionally been a popular destination for winter sports. Since hosting the 1988 Winter Olympics, the city has also been home to a number of major winter sporting facilities such as Canada Olympic Park ( luge, cross-country skiing, ski jumping, downhill skiing, snowboarding, and some summer sports) and the Olympic Oval ( speed skating and hockey). These facilities serve as the primary training venues for a number of competitive athletes.


          In the summer, the Bow River is very popular among fly-fishermen. Golfing is also an extremely popular activity for Calgarians and the region has a large number of courses.


          Calgary will play host to the 2009 World Water Ski Championship Festival in August, at the Predator Bay Water Ski Club which is situated approximately 40 Kilometers south of the city.


          The city also has a large number of urban parks including Fish Creek Provincial Park, Nose Hill Park, Bowness Park, Edworthy Park, the Inglewood Bird Sanctuary, Confederation Park, and Prince's Island Park. Nose Hill Park is the largest municipal park in Canada. Connecting these parks and most of the city's neighbourhoods is one of the most extensive multi-use (walking, bike, rollerblading, etc) path systems in North America.


          Calgary is also widely regarded as the " wrestling capital of the world" because of the amount of talented wrestlers trained there. The principal founder of the city's professional wrestling tradition was Stu Hart, patriarch of one of the most prominent families in the history of the business. Stu's sons included Bret Hart and Owen Hart, while Jim "The Anvil" Neidhart and Davey Boy Smith were his sons-in-law. The third generation of the Hart family includes Teddy Hart, Harry Smith, and Nattie Neidhart. Many other wrestlers were trained in the Hart house, among them Chris Benoit, Lance Storm, Edge, Chris Jericho, Justin Credible, TJ Wilson, and Brian Pillman. Even more passed through the city's wrestling scene on their way to prominence.


          
            	Professional sports teams

          


          
            
              	Club

              	League

              	Venue

              	Established

              	Championships
            


            
              	Calgary Flames

              	National Hockey League

              	Pengrowth Saddledome

              	1980*

              	1
            


            
              	Calgary Stampeders

              	Canadian Football League

              	McMahon Stadium

              	1945

              	5
            


            
              	Calgary Roughnecks

              	National Lacrosse League

              	Pengrowth Saddledome

              	2001

              	1
            


            
              	Calgary Vipers

              	Golden Baseball League

              	Foothills Stadium

              	2005

              	0
            

          


          (*) Established as the Atlanta Flames in 1972.


          
            	Amateur and junior clubs

          


          
            
              	Club

              	League

              	Venue

              	Established

              	Championships
            


            
              	Calgary Hitmen

              	Western Hockey League

              	Pengrowth Saddledome

              	1995

              	1
            


            
              	Calgary Canucks

              	Alberta Junior Hockey League

              	Max Bell Centre

              	1971

              	9
            


            
              	Calgary Royals

              	Alberta Junior Hockey League

              	Father David Bauer Olympic Arena

              	1990

              	1
            


            
              	Calgary Oval X-Treme

              	Western Women's Hockey League

              	Olympic Oval

              	1995

              	4
            


            
              	Calgary Mavericks

              	Rugby Canada Super League

              	Calgary Rugby Park

              	1998

              	1
            


            
              	Calgary Speed Skating Association

              	Speed Skating Canada

              	Olympic Oval

              	1990

              	>10
            


            
              	Calgary United FC

              	Canadian Major Indoor Soccer League

              	Stampede Corral

              	2007

              	0
            

          


          


          Attractions
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          Calgary's downtown features an eclectic mix of restaurants and bars, cultural venues, shopping (most notably, TD Square, Calgary Eaton Centre, Stephen Avenue and Eau Claire Market), and public squares such as Olympic Plaza. Downtown tourist attractions include the Calgary Zoo, the Telus World of Science, the Telus Convention Centre, the Chinatown district, the Glenbow Museum, the Calgary Tower, the Art Gallery of Calgary (AGC) and the EPCOR Centre for the Performing Arts. At 2.5 acres (1.01 ha), the Devonian Gardens is one of the largest urban indoor gardens in the world, and it is located on the 4th floor of TD Square (above the shopping). Located here is The Core Shopping centre, resident to many popular stores including Urban, Henry Singer, Holt Renfrew and Harry Rosen. The downtown region is also home to Prince's Island Park, an urban park located just north of the Eau Claire district. Directly to the south of downtown is Midtown and the Beltline. This area is quickly becoming one of the city's densest and most active mixed use areas. At the district's core is the popular " 17 Avenue", which is known for its many bars and nightclubs, restaurants, and shopping venues. During the Calgary Flames' playoff run in 2004, 17 Avenue was frequented by over 50,000 fans and supporters per game night. The concentration of notorious red jersey-wearing fans led to the street's playoff moniker, the " Red Mile." Downtown Calgary is easily accessed using the city's C-Train light rail (LRT) transit system.


          Attractions on the west side of the city include the Heritage Park Historical Village historical park, depicting life in pre-1914 Alberta and featuring working historic vehicles such as a steam train, paddlewheel boat and electric streetcar. The village itself comprises a mixture of replica buildings and historic structures relocated from southern Alberta. Other major city attractions include Canada Olympic Park (and the Canadian Olympic Hall of Fame), Calaway Park amusement park, Spruce Meadows (equestrian/showjumping centre) and Race City Motorsport Park. In addition to the many shopping areas in the city centre, there are a number of large suburban shopping complexes in Calgary. Among the largest are Chinook Centre and Southcentre Mall in the south, WestHills and Signal Hill in the southwest, South Trail Crossing and Deerfoot Meadows in the southeast, Market Mall in the northwest, and Sunridge Mall in the northeast.


          
            [image: Petro-Canada Centre]

            
              Petro-Canada Centre
            

          


          Calgary's downtown can easily be recognized by its numerous skyscrapers. Some of these structures, such as the Calgary Tower and the Pengrowth Saddledome are unique enough to be symbols of Calgary. Office buildings tend to concentrate within the commercial core, while residential towers occur most frequently within the Downtown West End and the Beltline, south of downtown. These buildings are iconographic of the city's booms and busts, and it is easy to recognize the various phases of development that have shaped the image of downtown. The first skyscraper building boom occurred during the late 1950s and continued through to the 1970s. After 1980, during the recession caused by dropping oil prices and the National Energy Program, many highrise construction projects were immediately halted. It was not until the late 1980s and through to the early 1990s that major construction began again, initiated by the 1988 Winter Olympics and stimulated by the growing economy.


          In total, there are 10 office towers that are at least 150 metres (500ft) (usually around 40 floors) or higher. The tallest of these is the Petro-Canada Centre, which is the tallest office tower in Canada outside of Toronto. Calgary's Bankers Hall Towers are also the tallest twin towers in Canada. Several larger office towers are planned for downtown: The Bow, Jameson Place, Penny Lane Towers ( East and West), Centennial Place (two towers), City Centre (two towers), and the highly anticipated (although only rumoured) Imperial Oil and First Canadian Centre II towers. As of 2007, Calgary had 220 completed high-rise buildings, with 21 more under construction, another 13 approved for construction and 10 more proposed.


          To connect many of the downtown office buildings, the city also boasts the world's most extensive skyway network (elevated indoor pedestrian bridges), officially called the +15. The name derives from the fact that the bridges are usually 15feet (4.6m) above grade.


          


          Demographics


          
            
              	Ethnic Origin
            


            
              	Ethnic Group

              	Population

              	Percent
            


            
              	Canadian

              	237,740

              	25.64%
            


            
              	English

              	214,500

              	23.13%
            


            
              	Scottish

              	164,665

              	17.76%
            


            
              	German

              	164,420

              	17.73%
            


            
              	Irish

              	140,030

              	15.10%
            


            
              	Ukrainian

              	125,720

              	13.56%
            


            
              	French

              	113,005

              	12.19%
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          According the 2006 Statistics Canada federal census, there were 988,193 people living within the City of Calgary proper. Of this population, 49.9 per cent were male and 50.1 per cent were female. Children under five accounted for approximately 6.0 per cent of the resident population of Calgary. This compares with 6.2 per cent in Alberta, and almost 5.6 per cent for Canada overall.


          In 2006, the average age in Calgary was 35.7 years of age compared with 36.0 for Alberta and 39.5 years of age for all of Canada.


          In 2001, the population was 878,866, while in 1996 Calgary had 768,082 inhabitants.


          Between 2001 and 2006, Calgary's population grew by 12.4 percent. During the same time period, the population of Alberta increased by 10.6 percent, while that of Canada grew by 5.4 percent. The population density of Calgary averaged 1,360.2inhabitants per square kilometer (3,522.9/sqmi), compared with an average of 5.1inhabitants per square kilometer (13.2/sqmi) for the province.


          A city-administered census estimate, conducted annually to assist in negotiating financial agreements with the provincial and federal governments, showed a population of just over 991,000 in 2006. The population of the Calgary Census Metropolitan Area was just over 1.1 million, and the Calgary Economic Region posted a population of just under 1.17 million in 2006. On July 25, 2006 the municipal government officially acknowledged the birth of the city's one millionth resident, with the census indicating that the population is rising by approximately 98 people per day. This date was arrived at only by means of assumption and statistical approximation and only took into account children born to Calgarian parents. A net migration of 25,794 persons/year was recorded in 2006, a significant increase from 12,117 in 2005.


          Calgary is the main city of Census Division No. 6 and the Calgary Regional Partnership.


          
            	Visible Minorities and Aboriginals
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              	City of Calgary 2006

              Source: Statistics Canada 2006

              	Population

              	% of Group

              	% of Total Population
            


            
              	Visible minority group

              	South Asian

              	56,210

              	24.2

              	5.7

              	
            


            
              	Chinese

              	65,365

              	28.1

              	6.7

              	
            


            
              	Black

              	20,540

              	8.8

              	2.1

              	
            


            
              	Filipino

              	24,915

              	10.7

              	2.5

              	
            


            
              	West Asian

              	5,930

              	2.6

              	0.6

              	
            


            
              	Arabs

              	11,245

              	4.8

              	1.2

              	
            


            
              	Latin American

              	13,120

              	5.6

              	1.3

              	
            


            
              	Southeast Asian

              	15,410

              	6.6

              	1.6

              	
            


            
              	Korean

              	6,710

              	2.9

              	0.7

              	
            


            
              	Japanese

              	4,490

              	1.9

              	0.5

              	
            


            
              	Multiple minorities

              	6,605

              	2.8

              	0.7

              	
            


            
              	Not Included Eleswhere

              	1,920

              	0.8

              	0.2

              	
            


            
              	Total Visible Minorities

              	232,465

              	100

              	23.7
            


            
              	Total Aboriginal Identity Population

              	24,425

              	

              	2.5
            


            
              	Not A Visible Minority or Aboriginal

              	722,600

              	

              	73.8
            


            
              	Total population

              	979,485

              	

              	100
            

          


          


          Government and politics
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          Calgary is mostly a conservative city, dominated by traditional small-c social conservatives and fiscal conservatives. As the city is a corporate power-centre, a high percentage of the workforce is employed in white-collar jobs. The high concentration of oil and gas corporation lead to the rise of Peter Lougheeds Progressive Conservative Party in 1971. During the 1990s the city's mainstream political culture was dominated by the right-wing Reform Party of Canada federally, and the Progressive Conservatives provincially.


          The Green Party of Canada has also made inroads in Calgary, exemplified by results of the 2004 federal election where they achieved 7.5% of the vote across the city and 11.3% in the Calgary North Centre riding. A provincial alternative, represented by the right-wing Alberta Alliance, became active during the 26th Alberta general election and campaigned for fiscally and socially conservative reforms, and managed a growing percentage of support thereafter.


          However, as Calgary's population has increased, so has the diversity of its politics. One growing alternative movement was recently active during the 2000 World Petroleum Congress demonstrations and the J26 G8 2002 protests. Protesters were a mix of locals and outsiders. The city has chapters of various activist organizations, as well as an Anti-Capitalist Convergence.


          
            	Municipal politics

          


          Calgary is governed in accordance with Alberta's Municipal Government Act (1995). The citizens vote for members of the Calgary City Council every three years with the most recent vote in October 2007. City Council consists of the mayor and 14 ward aldermen. The mayor is Dave Bronconnier who was first elected in 2001.


          The city has an operating budget of $2.1 billion for 2007, supported 41% by property taxes. $757 million in property taxes are collected annually, with $386 million from residential and $371 million from non-residential properties. 54% of expenditures are for city employee salary, wages, and benefits.


          
            	Provincial politics

          


          Calgary is represented by 23 provincial MLAs including 19 members of the Progressive Conservatives and 4 members of the Alberta Liberals. For exactly 14 years (from 14 December 1992 to 14 December 2006), the provincial premier and leader of the Progressive Conservative Party of Alberta, Ralph Klein, held the Calgary Elbow seat. Klein was elected to the Legislative Assembly of Alberta in 1989 and resigned on September 20, 2006. He was succeeded as provincial premier and leader of the Progressive Conservative Party by Ed Stelmach, MLA for Fort Saskatchewan-Vegreville. Following this leadership change Calgary saw its leadership and representation on provincial matters further reduced as its representation on the provincial cabinet was reduced from eight to three with only one Calgary MLA, Greg Melchin, retaining a cabinet seat. In June 2007 Ralph Klein's old riding, a seat the PC Party held since it took office in 1971 fell to Alberta Liberal Craig Cheffins during a by-election.


          
            	Federal politics

          


          All eight of Calgary's federal MPs are members of the Conservative Party of Canada (CPC). The CPC's predecessors have traditionally held the majority of the city's federal seats. The federal electoral district of Calgary Southwest is held by Prime Minister and CPC leader Stephen Harper. Coincidentally, the same seat was also held by Preston Manning, the leader of the Reform Party of Canada, a predecessor of CPC. Joe Clark, former Prime Minister and former leader of the Progressive Conservative Party of Canada (also a predecessor of the CPC), held the riding of Calgary Centre. Of Canada's 22 prime ministers, two have represented a Calgary riding while prime minister. The first was R. B. Bennett from Calgary West, who held that position from 1930 to 1935.


          


          Economy


          
            
              	Employment by industry
            


            
              	Industry

              	Calgary

              	Alberta
            


            
              	Agriculture

              	6.1%

              	10.9%
            


            
              	Manufacturing

              	15.8%

              	15.8%
            


            
              	Trade

              	15.9%

              	15.8%
            


            
              	Finance

              	6.4%

              	5.0%
            


            
              	Health and education

              	25.1%

              	18.8%
            


            
              	Business services

              	25.1%

              	18.8%
            


            
              	Other services

              	16.5%

              	18.7%
            

          


          Calgary's economy is still dominated by the oil and gas industry, despite recent diversification. The larger companies are BP, EnCana, Imperial Oil, Petro-Canada, Shell Canada, Suncor Energy, and TransCanada, making the city home to 87% of Canada's oil and natural gas producers and 66% of coal producers.


          
            
              	Labour force (2006)
            


            
              	Rate

              	Calgary

              	Alberta

              	Canada
            


            
              	Employment

              	72.3%

              	70.9%

              	62.4%
            


            
              	Unemployment

              	4.1%

              	4.3%

              	6.6%
            


            
              	Participation

              	75.4%

              	70.9%

              	66.8%
            

          


          In 1996, Canadian Pacific Railway moved its head office from Montreal to Calgary, and, with 3,100 employees, is among the city's top employers. In 2005, Imperial Oil moved its headquarters from Toronto to Calgary in order to take advantage of Alberta's favourable corporate taxes and to be closer to its oil operations. This involved the relocation of approximately 400 families.


          Some other large employers include Shaw Communications (7,500 employees), NOVA Chemicals (4,900 employees), Telus (4,500 employees), Nexen (3,200 employees), CNRL (2,500 employees), Shell Canada (2,200 employees), Dow Chemical Canada (2,000 employees).


          In October 2006, EnCana announced the construction of the Bow, a 59-floor skyscraper in the downtown core of the city. This new corporate headquarters for the company will become, when completed, the tallest building in Canada outside of Toronto.


          As of 2005, Calgary had a labour force of 649,300 (a 76.3% participation rate). In 2006, Calgary had the lowest unemployment rate (3.2%) among major cities in Canada, and as a result, there is an extreme shortage of workers, both skilled and unskilled. It is common to see signing bonuses for workers in the service industry as well as starting wages for grade school students up to $15 per hour at local fast food eateries. Downtown hotels have had to shut down floors due to a lack of staff to clean all the rooms. Calgary's housing boom, combined with large road construction projects and competition from oil fields with high wages to the north, has created a strain on the labour force.


          


          Education


          


          Higher education
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          Calgary is the site of five major public post-secondary institutions. The University of Calgary is Calgary's primary large degree-granting facility. 28,807 students were enrolled there in 2006. Mount Royal College is one of the city's largest post-secondary institutions with 13,000 students, granting degrees in a number of fields. With over 14,000 full-time students, SAIT Polytechnic provides polytechnic and apprentice education, granting certificates, diplomas and applied degrees. The Main Campus is in the Northwest quadrant, just north of downtown. It will be the main venue for hosting the 40th edition of the World Skills competition in September 2009. Bow Valley College's main campus is located downtown and provides training in business, technology, and the liberal arts for about 10,000 students (the college has three campuses in Calgary and numerous in the region).The Alberta College of Art and Design (ACAD) is located in Calgary. In addition, the University of Lethbridge has a satellite campus in the city.


          There are also several private liberal arts institutions including Ambrose University College, official Canadian university college of the Church of the Nazarene and the Christian and Missionary Alliance and St. Mary's University College. As well, Calgary is home to DeVry Career College's only Canadian campus.


          


          School system


          In the year 2005 roughly 97,000 students attended K-12 in about 215 schools in the English language public school system run by the Calgary Board of Education. Another 43,000 attend about 93 schools in the separate English language Calgary Catholic School District board. The much smaller Francophone community has their own French language school boards (public and Catholic), which are both based in Calgary, but serve a larger regional district. There are also several public charter schools in the city. Calgary has a number of unique schools, including the country's first high school exclusively designed for Olympic-calibre athletes, the National Sport School. Calgary is also home to many private schools including Strathcona Tweedsmuir, Rundle College, Clear Water Academy, Chinook Winds Adventist Academy, Webber Academy,Delta West Academy, Masters Academy, Menno Simons Christian School, West Island College and Edge School.


          Almadina Language Charter Academy is a charter school whose mandate is the education of children who do not speak English fluently.


          Calgary is also home to Western Canada's largest high school, Lord Beaverbrook High School, with 2241 students enrolled in the 2005-2006 school year.


          Infrastructure


          
            	Transportation
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              Calgary's C-Train system.
            

          


          Calgary is considered a transportation hub for much of central and western Canada. Calgary International Airport (YYC), in the city's northeast, is the third largest in Canada by aircraft movements and is a major cargo hub. Non-stop destinations include cities throughout Canada, the United States, Europe, Central America, and Asia (cargo services only). Calgary's presence on the Trans-Canada Highway and the Canadian Pacific Railway (CPR) mainline (which includes the CPR Alyth Yard) also make it an important hub for freight. The Rocky Mountaineer and Royal Canadian Pacific provides regular interurban passenger tour rail service to Calgary; VIA Rail no longer provides rail service to Calgary.


          Calgary maintains a major streets network and a freeway system. Much of the system is on a grid where roads are numbered with avenues running eastwest and streets running northsouth. Roads in predominantly residential areas as well as freeways and expressways do not generally conform to the grid and are usually not numbered as a result.


          Calgary Transit provides public transportation services throughout the city with buses and light rail. Calgary's rail system, known as the C-Train was one of the first such systems in North America and consists of three lines (two routes) on 42.1kilometres (26.2mi) of track (mostly at grade with a dedicated right-of-way carrying 42% of the downtown working population). Light rail transit use within the downtown core is free. The bus system has over 160 routes and is operated by 800 vehicles.


          As an alternative to the over 260kilometres (162mi) of dedicated bikeways on streets, the city has a large interconnected network of paved multi-use (bicycle, walking, rollerblading, etc) paths spanning over 635kilometres (395mi).


          
            	Medical centres and hospitals
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              Alberta Children's Hospital
            

          


          Calgary has three major hospitals; the Foothills Medical Centre, the Rockyview General Hospital and the Peter Lougheed Centre, all overseen by the Calgary Health Region. A medical evacuation helicopter operates under the auspices of the Shock Trauma Air Rescue Society. Calgary also has the Tom Baker Cancer Centre (located in the Foothills Medical Centre), Alberta Children's Hospital, and Grace Women's Health Centre providing a variety of care, in addition to hundreds of smaller medical and dental clinics. The University of Calgary Medical Centre also operates in partnership with the Calgary Health Region, by researching cancer, cardiovascular, diabetes, joint injury, arthritis and genetics.


          The four largest Calgary hospitals have a combined total of more than 2,100 beds, and employ over 11,500 people.


          


          Military
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          The presence of the Canadian military has been part of Calgary's economy and culture since the early years of the 20th century, beginning with the assignment of a squadron of Strathcona's Horse. After many failed attempts to create the city's own unit, the 103rd Regiment (Calgary Rifles) was finally authorized on 1 April 1910. Canadian Forces Base (CFB) Calgary was established as Currie Barracks and Harvie Barracks following the Second World War. The base remained the most significant Department of National Defence (DND) institution in the city until it was decommissioned in 1998, when most of the units moved to CFB Edmonton. Despite this closure, Calgary is still home to a number of Canadian Forces Reserve units, garrisoned throughout the city. They include The King's Own Calgary Regiment (RCAC), The Calgary Highlanders (and band), 746 Communication Squadron, 15 (Edmonton) Field Ambulance Detachment Calgary, along with a small cadre of Regular Force support. Calgary is also home to several cadet units, including 52 "City of Calgary" Squadron, the oldest air cadet squadron in Calgary which celebrated their 65th anniversary in 2007.


          


          Contemporary issues
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              Urban sprawl in Calgary's north-west
            

          


          As a city that has experienced rapid growth in recent years, Calgary has experienced issues such as urban sprawl. With no geographical barriers to its growth besides the Tsuu T'ina First Nation to the southwest and an affluent population that can afford large homes and properties, the city now has only a slightly smaller urban footprint than that of New York City and its boroughs, despite having less than one-eighth the population of New York City proper. This has led to difficulties in providing necessary transportation to Calgarys population, both in the form of roadways and public transit. It has also led to an interpretation of the city as being a drivers city. With the redevelopment of the Beltline and the Downtown East Village at the forefront, efforts are underway to vastly increase the density of the inner city, but the sprawl continues. In 2003, the combined population of the downtown neighbourhoods ( the Downtown Commercial Core, the Downtown East Village, the Downtown West End, Eau Claire, and Chinatown) was just over 12,600. In addition, the Beltline to the south of downtown had a population of 17,200.
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              Condominiums in the Downtown West End
            

          


          Because of the growth of the city, its southwest borders are now immediately adjacent to the Tsuu T'ina Nation Indian reserve. Recent residential developments in the deep southwest of the city have created a need for a major roadway heading into the interior of the city, but because of complications in negotiations with the Tsuu T'ina about the construction, the construction has not yet begun.


          The city has many socioeconomic issues including homelessness. Certain portions of downtown core and inner city have been singled out as being home to much higher proportions of disadvantaged residents, as well as some neighbourhoods in the citys east. The share of poor families living in very poor neighbourhoods increased from 6.4% to 20.3% between 1980 and 1990.


          Although Calgary and Alberta have traditionally been affordable places to live, substantial growth (much of it due to the prosperous energy sector and the northern oil sands projects) has led to increasing demand on real-estate. As a result, house prices in Calgary have increased significantly in recent years, but have stagnated over the last half of 2007, and into 2008. As of November 2006, Calgary is the most expensive city in Canada for commercial/downtown office space, and the second most expensive city (second to Vancouver) for residential real-estate. The cost of living and inflation is now the highest in the country, recent figures show that inflation was running at 6% in April 2007.


          Even though Calgary has a relatively low crime rate when compared to other cities in North America, gangs and drug-related crime are becoming much larger issues than they have been in the past. Marijuana grow operations busts have decreased in 2005, while possession and trafficking have increased.


          


          Other images


          


          Sister cities


          The city of Calgary maintains trade development programs, cultural and educational partnerships in twinning agreements with six cities:


          
            	[image: ] Quebec City (Canada)1956

          


          


          Popular culture


          While Calgary has been the filming location for many feature films and television projects, relatively few works have actually been set there. The television series Tom Stone is a notable exception. The movie Cool Runnings is set during the 1988 Winter Olympics which were hosted by Calgary. Characters in the film Legends of the Fall are depicted travelling to Calgary to enlist in the Canadian Expeditionary Force to fight in the First World War and the 2008 film Passchendaele contains scenes set in Calgary circa 1915; these were actually filmed in Fort Macleod, whose downtown area resembles the Calgary of that era. Calgary is also referenced in episodes of M*A*S*H and Star Trek: The Next Generation.


          Several train sequences from the 1976 Oscar nominated film Silver Streak starring Gene Wilder and Richard Pryor were filmed in Calgary.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Calgary"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        California


        
          

          
            
              	State of California
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                    	Flag of California

                    	Seal
                  


                  
                    	Nickname(s): The Golden State
                  


                  
                    	Motto(s): Eureka
                  


                  
                    	Before Statehood Known as

                    The California Republic [image: ]
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              	Official language(s)

              	English
            


            
              	Demonym

              	Californian
            


            
              	Capital

              	Sacramento
            


            
              	Largest city

              	Los Angeles
            


            
              	Largest metro area

              	Greater Los Angeles
            


            
              	Area

              	Ranked 3rd in the US
            


            
              	- Total

              	163,696 sqmi

              (423,970 km)
            


            
              	- Width

              	250miles(400 km)
            


            
              	- Length

              	770miles(1,240 km)
            


            
              	-% water

              	4.7
            


            
              	- Latitude

              	32 32 N to 42 N
            


            
              	- Longitude

              	114 8 W to 124 26 W
            


            
              	Population

              	Ranked 1st in the US
            


            
              	- Total

              	36,553,215 (2007 est.)
            


            
              	- Density

              	233.8/sqmi

              90.27/km (12th in the US)
            


            
              	- Median income

              	US$49,894 (13th)
            


            
              	Elevation

              	
            


            
              	- Highest point

              	Mount Whitney

              14,505ft (4,421 m)
            


            
              	- Mean

              	2,900ft (884 m)
            


            
              	- Lowest point

              	Death Valley

              -282ft (-86 m)
            


            
              	Admission to Union

              	September 9, 1850 (31st)
            


            
              	Governor

              	Arnold Schwarzenegger (R)
            


            
              	Lieutenant Governor

              	John Garamendi (D)
            


            
              	U.S. Senators

              	Dianne Feinstein (D)

              Barbara Boxer (D)
            


            
              	Congressional Delegation

              	List
            


            
              	Time zone

              	Pacific: UTC-8/ -7
            


            
              	Abbreviations

              	CA Calif. US-CA
            


            
              	Website

              	ca.gov
            

          


          California (IPA: /ˌklɪˈfɔrnjə/) is a state on the West Coast of the United States, along the Pacific Ocean. It is the most populous U.S. state. Its four largest cities are Los Angeles, San Diego, San Jose, and San Francisco. It is known for its varied climate and geography as well as its diverse population.


          The area known as Alta California was colonized by the Spanish Empire beginning in the late 18th century. It and the rest of Mexico became an independent republic in 1821. In 1846 California broke away from Mexico, and after the Mexican-American War, Mexico ceded California to the United States. It was admitted to the Union on September 9, 1850.


          It is the third-largest U.S. state by land area. Its geography ranges from the Pacific coast to the Sierra Nevada mountains in the east, to desert areas in the southeast and the forests of the northwest. The centre of the state is dominated by the Central Valley, one of the most productive agricultural areas in the world.


          The California Gold Rush began in 1848, dramatically changing California with a large influx of people and an economic boom. The early 20th century was marked by Los Angeles becoming the centre of the entertainment industry, in addition to the growth of a large tourism sector in the state. Along with California's prosperous agricultural industry, other industries include aerospace, petroleum, and computer and information technology. California ranks among the ten largest economies in the world, and were it a separate country, it would be 34th among the most populous countries, just behind Poland.


          


          Etymology


          
            
              	California state insignia
            


            
              	
            


            
              	Motto

              	Eureka! (I've found it!)
            


            
              	Slogan

              	Find Yourself Here
            


            
              	Bird

              	California Quail
            


            
              	Animal

              	California grizzly bear (extinct/subspecies extinct in this range)
            


            
              	Fish

              	Golden Trout
            


            
              	Insect

              	California Dogface Butterfly
            


            
              	Flower

              	California Poppy
            


            
              	Tree

              	California Redwood
            


            
              	Song

              	" I Love You, California"
            


            
              	Quarter

              	[image: California quarter]

              2005
            


            
              	
            


            
              	Butterfly

              	California Dogface Butterfly
            


            
              	Grass

              	Purple Needlegrass
            


            
              	Reptile

              	Desert Tortoise
            


            
              	Wildflower

              	California Poppy
            


            
              	Beverage

              	Wine
            


            
              	Colors

              	Blue & Gold
            


            
              	Dance

              	West Coast Swing
            


            
              	Fossil

              	Sabre-toothed cat
            


            
              	Gemstone

              	Benitoite
            


            
              	Mineral

              	Native Gold
            


            
              	Soil

              	San Joaquin
            


            
              	Tartan

              	California State Tartan
            

          


          The word California originally referred to the entire region composed of the current U.S. state of California, plus all or parts of Nevada, Utah, Arizona, and Wyoming, and the Mexican peninsula now known as Baja California.


          The name California is most commonly believed to have derived from a storied paradise peopled by black Amazons and ruled by Queen Califia. The myth of Califia is recorded in a 1510 work The Exploits of Esplandian, written as a sequel to Amads de Gaula by Spanish adventure writer Garca Ordez Rodrguez de Montalvo. The kingdom of Queen Califia, according to Montalvo, was said to be a remote land inhabited by griffins and other strange beasts and rich in gold.


          
            
              	

              	Know ye that at the right hand of the Indies there is an island named California, very close to that part of the terrestrial Paradise, which was inhabited by black women, without a single man among them, and that they lived in the manner of Amazons. They were robust of body, with strong and passionate hearts and great virtues. The island itself is one of the wildest in the world on account of the bold and craggy rocks. Their weapons were all made of gold. The island everywhere abounds with gold and precious stones, and upon it no other metal was found.

              	
            

          


          


          Geography and environment
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              California's Central Valley, the agricultural hub of the state and the primary agricultural provider of the nation
            

          


          California adjoins the Pacific Ocean, Oregon, Nevada, Arizona, and the Mexican state of Baja California. With an area of 160,000mi (411,000 km) it is the third largest state in the United States in size, after Alaska and Texas. If it were a country, California would be the 59th largest in the world, between Iraq and Paraguay.


          In the middle of the state lies the California Central Valley, bounded by the coastal mountain ranges in the west, the Sierra Nevada to the east, the Cascade Range in the north and the Tehachapi Mountains in the south. The Central Valley is California's agricultural heartland and grows approximately one-third of the nation's food. Divided in two by the Sacramento-San Joaquin River Delta, the northern portion, the Sacramento Valley serves as the watershed of the Sacramento River, while the southern portion, the San Joaquin Valley is the watershed for the San Joaquin River; both areas derive their names from the rivers that transit them. With dredging, the Sacramento and the San Joaquin Rivers have remained sufficiently deep that several inland cities are seaports. The Sacramento-San Joaquin Bay Delta serves as a critical water supply hub for the state. Water is routed through an extensive network of canals and pumps out of the delta, that traverse nearly the length of the state, including the Central Valley Project, and the State Water Project. Water from the Sacramento-San Joaquin Bay Delta provides drinking water for nearly 23 million people, almost two-thirds of the state's population, and provides water to farmers on the west side of the San Joaquin Valley. The Channel Islands are located off the southern coast.


          


          The Sierra Nevada (Spanish for "snowy range") include the highest peak in the contiguous forty-eight states, Mount Whitney, at 14,505 ft (4,421 m). The range embraces Yosemite Valley, famous for its glacially carved domes, and Sequoia National Park, home to the giant sequoia trees, the largest living organisms on Earth, and the deep freshwater lake, Lake Tahoe, the largest lake in the state by volume.


          The state is home to Mount Whitney, the highest point in the contiguous United States, as well as the second lowest and hottest place in the Western Hemisphere, Death Valley.


          To the east of the Sierra Nevada are Owens Valley and Mono Lake, an essential migratory bird habitat. In the western part of the state is Clear Lake, the largest freshwater lake by area entirely in California. Though Lake Tahoe is larger, it is divided by the California/Nevada border. The Sierra Nevada falls to Arctic temperatures in winter and has several dozen small glaciers, including Palisade Glacier, the southernmost glacier in the United States.
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              Rolling hills of California
            

          


          About 35% of the state's total surface area is covered by forests, and California's diversity of pine species is unmatched by any other state. California contains more forestland than any other state except Alaska. Many of the trees in the California White Mountains are the oldest in the world; one Bristlecone pine has an age of 4,700 years.


          In the south is a large inland salt lake, the Salton Sea. Deserts in California make up about 25% of the total surface area. The south-central desert is called the Mojave; to the northeast of the Mojave lies Death Valley, which contains the lowest, hottest point in North America, Badwater Flat. The distance from the lowest point of Death Valley to the peak of Mount Whitney is less than 200 miles (322 km). Indeed, almost all of southeastern California is arid, hot desert, with routine extreme high temperatures during the summer.


          Along the California coast are several major metropolitan areas, including Greater Los Angeles, the San Francisco Bay Area, and San Diego.


          California is famous for earthquakes due to a number of faults, in particular the San Andreas Fault. It is vulnerable to tsunamis, floods, droughts, Santa Ana winds, wildfires, and landslides on steep terrain, and has several volcanoes.


          


          Climate


          California climate varies from Mediterranean to subarctic. Much of the state has a Mediterranean climate, with cool, rainy winters and dry summers. The cool California Current offshore often creates summer fog near the coast. Further inland, one encounters colder winters and hotter summers.


          Northern parts of the state average higher annual rainfall than the south. California's mountain ranges influence the climate as well: some of the rainiest parts of the state are west-facing mountain slopes. Northwestern California has a temperate climate, and the Central Valley has a Mediterranean climate but with greater temperature extremes than the coast. The high mountains, including the Sierra Nevada, have a mountain climate with snow in winter and mild to moderate heat in summer.


          The east side of California's mountains has a drier rain shadow. The low deserts east of the southern California mountains experience hot summers and nearly frostless mild winters; the higher elevation deserts of eastern California see hot summers and cold winters. In Death Valley, the highest temperature in the Western Hemisphere, 134F (56.6C), was recorded July 10, 1913.


          


          Ecology


          Ecologically, California is one of the richest and most diverse parts of the world and includes some of the most endangered ecological communities. California is part of the Nearctic ecozone and spans a number of terrestrial ecoregions.
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          California's large number of endemic species includes relict species which have died out elsewhere, such as the Catalina Ironwood (Lyonothamnus floribundus). Many other endemics originated through differentiation or adaptive radiation, whereby multiple species develop from a common ancestor to take advantage of diverse ecological conditions such as the California lilac ( Ceanothus). Many California endemics have become endangered, as urbanization, logging, overgrazing, and the introduction of exotic species have encroached on their habitat.


          California boasts several superlatives in its collection of flora; the largest trees, the tallest trees, and the oldest trees. California's native grasses are perennial plants. After European contact, these were generally replaced by invasive species of European annual grasses; and, in modern times, California's hills turn a characteristic golden brown in summer.


          


          Rivers


          Arguably, the two most prominent rivers within California are the Sacramento River and the San Joaquin River, which drain the Central Valley and flow to the Pacific Ocean through San Francisco Bay. Two other important rivers are the Klamath River, in the north, and the Colorado River, on the southeast border.


          


          Protected areas


          


          History


          
            
              	[image: ]
            


            
              	History of California
            


            
              	To 1899
            


            
              	Gold Rush (1848)
            


            
              	 American Civil War (1861-1865)
            


            
              	1900 to present
            


            
              	Maritime
            


            
              	Railroad
            


            
              	Slavery
            


            
              	Los Angeles
            


            
              	Sacramento
            


            
              	San Diego
            


            
              	San Francisco
            


            
              	San Jose
            

          


          Settled by successive waves of arrivals during the last 10,000 years, California was one of the most culturally and linguistically diverse areas in pre-Columbian North America; the area was inhabited by more than 70 distinct groups of Native Americans. Large, settled populations lived on the coast and hunted sea mammals, fished for salmon, and gathered shellfish, while groups in the interior hunted terrestrial game and gathered nuts, acorns, and berries. California groups also were diverse in their political organization with bands, tribes, villages, and on the resource-rich coasts, large chiefdoms, such as the Chumash, Pomo and Salinan. Trade, intermarriage, and military alliances fostered many social and economic relationships among the diverse groups.


          The first European to explore the coast as far north as the Russian River was the Portuguese Joo Rodrigues Cabrilho, in 1542, sailing for the Spanish Empire. Some 37 years later, the English explorer Francis Drake also explored and claimed an undefined portion of the California coast in 1579. Spanish traders made unintended visits with the Manila Galleons on their return trips from the Philippines beginning in 1565. Sebastin Vizcano explored and mapped the coast of California in 1602 for New Spain.


          Spanish missionaries began setting up twenty-one California Missions along the coast of what became known as Alta California (Upper California), together with small towns and presidios. The first mission in Alta California was established at San Diego in 1769. In 1821, the Mexican War of Independence gave Mexico (including California), independence from Spain; for the next twenty-five years, Alta California remained a remote northern province of the nation of Mexico. Cattle ranches, or ranchos, emerged as the dominant institutions of Mexican California. After Mexican independence from Spain, the chain of missions became the property of the Mexican government and were secularized by 1832. The ranchos developed under ownership by Californios (Spanish-speaking Californians) who had received land grants and traded cowhides and tallow with Boston merchants.


          Beginning in the 1820s, trappers and settlers from the United States and Canada began to arrive in Northern California, harbingers of the great changes that would later sweep the Mexican territory. These new arrivals used the Siskiyou Trail, California Trail, Oregon Trail, and Old Spanish Trail to cross the rugged mountains and harsh deserts surrounding California. In this period, Imperial Russia explored the California coast and established a trading post at Fort Ross.
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              The Bear Flag of the Republic of California
            

          


          In 1846, settlers rebelled against Mexican rule during the Bear Flag Revolt. Afterwards, rebels raised the Bear Flag (featuring a bear, a star, a red stripe, and the words "California Republic") at Sonoma.


          
            
              	

              	[we] overthrow a Government which has seized upon the property of the Missions for its individual aggrandizement; which has ruined and shamefully oppressed the laboring people of California

              	
            


            
              	
                William Ide, Declaration from the Bear Flag Revolt

              
            

          


          The Republic's first and only president was William B. Ide, who played a pivotal role during the Bear Flag Revolt. His term lasted twenty-five days and concluded when California was occupied by U.S. forces during the Mexican-American War.


          The California Republic was short lived. The same year marked the outbreak of the Mexican-American War (1846-1848). When Commodore John D. Sloat of the United States Navy sailed into Monterey Bay and began the military occupation of California by the United States. Northern California capitulated in less than a month to the U.S. forces.


          Following a series of defensive battles in Southern California, including The Siege of Los Angeles, the Battle of Dominguez Rancho, the Battle of San Pascual, the Battle of Rio San Gabriel, and the Battle of La Mesa, the Treaty of Cahuenga was signed by the Californios on January 13, 1847, securing American control in California.


          Following the Treaty of Guadalupe Hidalgo that ended the war, the region was divided between Mexico and the United States; the western territory of Alta California, was to become the U.S. state of California, and Arizona, Nevada, Colorado and Utah became U.S. Territories, while the lower region of California, Baja California, remained in the possession of Mexico.


          In 1848, the non-native population of California has been estimated to be no more than 15,000. But after gold was discovered, the population burgeoned with U.S. citizens, Europeans, and other immigrants during the great California Gold Rush. On September 9, 1850, as part of the Compromise of 1850, California was admitted to the United States as a free state (one in which slavery was prohibited).


          The seat of government for California under Mexican rule was located at Monterey from 1777 until 1835, when Mexican authorities abandoned California, leaving their missions and military forts behind. In 1849, the Constitutional Convention was first held there. Among the duties was the task of determining the location for the new State capital. The first legislative sessions were held in San Jose (1850-1851). Subsequent locations included Vallejo (1852-1853), and nearby Benicia (1853-1854), although these locations eventually proved to be inadequate as well. The capital has been located in Sacramento since 1854.


          Travel between California and the central and eastern parts of the United States was time-consuming and dangerous. A more direct connection came in 1869 with the completion of the First Transcontinental Railroad through Donner Pass in the Sierra Nevada mountains. After this rail link was established, hundreds of thousands of U.S. citizens came west, where new Californians were discovering that land in the state, if irrigated during the dry summer months, was extremely well-suited to fruit cultivation and agriculture in general. Vast expanses of wheat and other cereal crops, vegetable crops, cotton, and nut and fruit trees were grown (including oranges in Southern California), and the foundation was laid for the state's prodigious agricultural production in the Central Valley and elsewhere.


          During the early 20th century, migration to California accelerated with the completion of major transcontinental highways like the Lincoln Highway and Route 66. In the period from 1900 to 1965, the population grew from fewer than one million to become the most populous state in the Union. From 1965 to the present, the population changed radically and became one of the most diverse in the world. The state is regarded as a world center of technology and engineering businesses, of the entertainment and music industries, and as the U.S. centre of agricultural production.


          


          Demographics


          


          Population


          
            
              	Historical populations
            


            
              	Census

              	Pop.

              	

              	%
            


            
              	1850

              	92,597

              	

              	
                
                  
                

              
            


            
              	1860

              	379,994

              	

              	310.4%
            


            
              	1870

              	560,247

              	

              	47.4%
            


            
              	1880

              	864,694

              	

              	54.3%
            


            
              	1890

              	1,213,398

              	

              	40.3%
            


            
              	1900

              	1,485,053

              	

              	22.4%
            


            
              	1910

              	2,377,549

              	

              	60.1%
            


            
              	1920

              	3,426,861

              	

              	44.1%
            


            
              	1930

              	5,677,251

              	

              	65.7%
            


            
              	1940

              	6,907,387

              	

              	21.7%
            


            
              	1950

              	10,586,223

              	

              	53.3%
            


            
              	1960

              	15,717,204

              	

              	48.5%
            


            
              	1970

              	19,953,134

              	

              	27%
            


            
              	1980

              	23,667,902

              	

              	18.6%
            


            
              	1990

              	29,760,021

              	

              	25.7%
            


            
              	2000

              	33,871,648

              	

              	13.8%
            


            
              	Est. 2007

              	36,553,215

              	

              	7.9%
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              California Population Density Map
            

          


          By 2007, California's population is estimated at 36,553,215, making it the most populated state and the 13th fastest-growing state. This includes a natural increase since the last census of 1,909,368 people (that is 3,375,297 births minus 1,465,929 deaths) and an increase due to net migration of 774,198 people into the state. Immigration from outside the United States resulted in a net increase of 1,724,790 people, and migration within the country produced a net decrease of 950,592.


          California is the second most populous state of the Americas, exceeded only by So Paulo State, Brazil. More than 12 percent of U.S. citizens live in California and its population is greater than that of all but 34 countries of the world.


          California has eight of the top 50 US cities in terms of population. Los Angeles is the nation's second-largest city with a population of 3,849,378 people, followed by San Diego (8th), San Jose (10th), San Francisco (14th), Long Beach (34th), Fresno (36th), Sacramento (37th) and Oakland (44th). Los Angeles County has held the title of most populous county for decades, and is more populous than 42 US states.


          The centre of population of California is at the town of Buttonwillow in Kern County.


          


          Racial and ancestral makeup


          According to the 2006 ACS Estimates, California's population is:


          
            	59.8% White American - includes 17.5% White Hispanic,


            	6.2% Black or African American,


            	12.3% Asian American,


            	0.7% American Indian,


            	3.3% mixed, and the remaining 17.3% are of Some other Race.


            	35.9% are Hispanic or Latino (of any race).

          


          California has the largest population of White Americans in the U.S., an estimated 21,810,156 residents. The fifth largest population of African Americans in the U.S., an estimated 2,260,648 residents. California's Asian population is estimated at 4.5 million, approximately one-third of the nation's 14.9 million Asian Americans. California's Native American population of 376,093 is the most of any state.


          According to estimates from 2006, California has the largest minority population in the United States, making up 57% of the state population. Non-Hispanic whites decreased from 80% of the state's population in 1970 to 43% in 2006. While the population of minorities accounts for 100.7 million of 300 million U.S. residents, 21% of the national total live in California.


          


          Languages


          As of 2000, 60.52% of California residents age five and older spoke English as a first language at home, while 25.80% spoke Spanish. In addition to English and Spanish, 2.44% spoke Chinese (which included Cantonese [0.48%] and Mandarin [0.29%]), 1.99% spoke Filipino (most are native speakers of Ilokano, Cebuano, Tagalog, Pangasinan and Kapampangan), 1.29% spoke Vietnamese, and 0.94% spoke Korean as their mother tongue. In total, 39.47% of the population spoke languages other than English. Over 200 languages are known to be spoken and read in California. Including indigenous languages, California is viewed as one of the most linguistically diverse areas in the world (the indigenous languages were derived from 64 root languages in 6 language families). About half of the indigenous languages are no longer spoken, and all of California's living indigenous languages are endangered, although there are now some efforts toward language revitalization.


          The official language of California has been English since the passage of Proposition 63 in 1986. However, many state, city, and local government agencies still continue to print official public documents in numerous languages.


          


          Religion


          The state has the most Roman Catholics of any state and a large Protestant population, a large American Jewish community, and an American Muslim population.


          With a Jewish population estimated at more than 550,000, Los Angeles is the second-largest Jewish community in North America.


          California also has the largest Muslim community population in the United States, an estimated 3.4% of the population, mostly residing in Southern California. According to figures, approximately 100,000 Muslims reside in San Diego.


          As the twentieth century came to a close, forty percent of all Buddhists in America resided in Southern California. The Los Angeles Metropolitan Area has become unique in the Buddhist world as the only place where representative organizations of every major school of Buddhism can be found in a single urban centre. The City of Ten Thousand Buddhas in Northern California and Hsi Lai Temple in Southern California are two of the largest Buddhist temples in the Western Hemisphere. It also has a growing Hindu population.


          California also has more Temples of The Church of Jesus Christ of Latter-day Saints than any state except Utah.


          


          Economy
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          As of 2006, the gross state product (GSP) is about $1.727 trillion, the largest in the United States. California is responsible for 13% of the United States gross domestic product (GDP). As of 2006, California's GDP is larger than all but eight countries in the world (and all but eleven countries by Purchasing Power Parity). California is facing a $16 billion budget deficit for the 2008-09 budget year.


          California is also the home of several significant economic regions, such as Hollywood (entertainment), the California Central Valley (agriculture), the Silicon Valley and Tech Coast (computers and high tech), and wine producing regions, such as the Napa Valley, Sonoma Valley and Southern California's Santa Barbara and Paso Robles areas.


          The predominant industry, more than twice as large as the next, is agriculture, (including fruit, vegetables, dairy, and wine). This is followed by aerospace; entertainment, primarily television by dollar volume, although many movies are still made in California; music production and recording studios; light manufacturing, including computer hardware and software; and the mining of borax. Oil drilling has played a significant role in the development of the state.


          Per capita personal income was $38,956 as of 2006, ranking 11th in the nation. Per capita income varies widely by geographic region and profession. The Central Valley is the most impoverished, with migrant farm workers making less than minimum wage. Recently, the San Joaquin Valley was characterized as one of the most economically depressed regions in the U.S., on par with the region of Appalachia.


          
            [image: ]
          


          Many coastal cities include some of the wealthiest per-capita areas in the U.S. The high-technology sectors in Northern California, specifically Silicon Valley, in Santa Clara and San Mateo counties, are currently emerging from economic downturn caused by the dot.com bust, which caused the loss of over 250,000 jobs in Northern California alone. As of spring 2005, economic growth has resumed in California at 4.3%.


          California levies a 9.3% maximum variable rate income tax, with 6 tax brackets. It collects about $40 billion per year in income taxes. California's combined state, county and local sales tax rate is from 7.25 to 8.75%. The rate varies throughout the state at the local level. In all, it collects about $28 billion in sales taxes per year. All real property is taxable annually, the tax based on the property's fair market value at the time of purchase. This tax does not increase based on a rise in real property values (see Proposition 13). California collects $33 billion in property taxes per year.


          


          Energy


          


          Petroleum


          Californias crude oil output accounts for more than one-tenth of total U.S. production. Drilling operations are concentrated primarily in Kern County and the Los Angeles basin. Although there is also substantial offshore oil and gas production, there is a permanent moratorium on new offshore oil and gas leasing in California waters and a deferral of leasing in Federal waters.


          California ranks third in the United States in petroleum refining capacity and accounts for more than one-tenth of total U.S. capacity. In addition to oil from California, Californias refineries process crude oil from Alaska and foreign suppliers. The refineries are configured to produce cleaner fuels, including reformulated motor gasoline and low-sulfur diesel, to meet strict Federal and State environmental regulations.


          Most California motorists are required to use a special motor gasoline blend called California Clean Burning Gasoline (CA CBG). By 2004, California completed a transition from methyl tertiary butyl-ether (MTBE) to ethanol as a gasoline oxygenate additive, making California the largest ethanol fuel market in the United States. There are four ethanol production plants in central and southern California, but most of Californias ethanol supply is transported from other states or abroad.


          


          Natural gas


          California natural gas production typically is less than 2 percent of total annual U.S. production and satisfies less than one-fifth of state demand. California receives most of its natural gas by pipeline from production regions in the Rocky Mountains, the Southwest, and western Canada.


          


          Electricity


          Natural gas-fired power plants typically account for more than one-half of State electricity generation. California is one of the largest hydroelectric power producers in the United States, and with adequate rainfall, hydroelectric power typically accounts for close to one-fifth of State electricity generation. Due to strict emission laws, only a few small coal-fired power plants operate in California.


          The Mojave Desert is one of the best sites in the United States for solar power plants. Solar insolation is very high and significant population centers are located in the area. Two prototype systems known as "Solar One" and "Solar Two" produced 10 MW each when they were in operation.


          Californias two nuclear power plants account for almost one-fifth of total generation, these are:


          
            	Diablo Canyon Power Plant: 2 reactors. Operated and owned by Pacific Gas & Electric Co.


            	San Onofre Nuclear Generating Station: 2 reactors. Operated by Southern California Edison with various owners (SCE; San Diego Gas and Electric; City of Anaheim and the City of Riverside).

          


          California leads the United States in electricity generation from nonhydroelectric renewable energy sources, such as wind, geothermal, solar energy, fuel wood, and municipal solid waste/landfill gas resources. A facility known as The Geysers, located in the Mayacamas Mountains north of San Francisco, is the largest group of geothermal power plants in the world, with more than 750 megawatts of installed capacity. Due to high electricity demand, California imports more electricity than any other state, primarily hydroelectric power from states in the Pacific Northwest (via Path 15 and Path 66) and coal- and natural gas-fired production from the desert Southwest via Path 46.


          


          Transportation
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          California's vast terrain is connected by an extensive system of freeways, expressways, and highways. California is known for its car culture, giving California's cities a reputation for severe traffic congestion. Construction and maintenance of state roads and statewide transportation planning are primarily the responsibility of the California Department of Transportation (Caltrans).


          One of the state's more visible landmarks, the Golden Gate Bridge was completed in 1937. With its orange paint and panoramic views of the bay, this highway bridge is a popular tourist attraction and also accommodates pedestrians and bicyclists. It is simultaneously designated as U.S. Route 101 which is part of the El Camino Real (Spanish for Royal Road or King's Highway), and State Route 1 which is also known as the Pacific Coast Highway. Another of the seven bridges in the San Francisco Bay Area is the San Francisco-Oakland Bay Bridge, completed in 1936. This bridge transports approximately 280,000 vehicles per day on two-decks, with its two sections meeting at Yerba Buena Island.


          Los Angeles International Airport and San Francisco International Airport are major hubs for trans-Pacific and transcontinental traffic. There are about a dozen important commercial airports and many more general aviation airports throughout the state.


          California also has several important seaports. The giant seaport complex formed by the Port of Los Angeles and the Port of Long Beach in Southern California is the largest in the country and responsible for handling about a fourth of all container cargo traffic in the United States. The Port of Oakland, fourth largest in the nation, handles trade from the Pacific Rim and delivers most of the ocean containers passing through Northern California to the entire USA.


          Intercity rail travel is provided by Amtrak. Los Angeles and San Francisco both have subway networks, in addition to light rail. Metrolink commuter rail and Metro Rail part of METRO serves much of Southern California, and BART and Caltrain commuter rail connect Bay Area suburbs to San Francisco. San Jose and Sacramento have light rail, and San Diego has Trolley light rail and Coaster commuter rail services. Nearly all counties operate bus lines, and many cities operate their own bus lines as well. Intercity bus travel is provided by Greyhound and Amtrak bus services.


          The rapidly growing population of the state is straining all of its transportation networks. A regularly recurring issue in California politics is whether the state should continue to aggressively expand its freeway network or concentrate on improving mass transit networks in urban areas.


          The California High Speed Rail Authority was created in 1996 by the state to implement an extensive 700 mile (1127 km) rail system. Construction is pending approval of the voters during the November 2008 general election, in which a $9 billion state bond would have to be approved.


          


          Government & politics


          


          State government
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          California is governed as a republic, with three branches of government: the executive branch consisting of the Governor of California and the other independently elected constitutional officers; the legislative branch consisting of the Assembly and Senate; and the judicial branch consisting of the Supreme Court of California and lower courts. The state also allows direct participation of the electorate by initiative, referendum, recall, and ratification. California follows a closed primary system. The state's capital is Sacramento.


          
            
              Governor elections results
            

            
              	Year

              	Republican

              	Democratic
            


            
              	2006

              	55.88% 4,850,157

              	38.91% 3,376,732
            


            
              	2002

              	42.41% 3,169,801

              	47.28% 3,533,490
            


            
              	1998

              	38.38% 3,216,749

              	57.97% 4,858,817
            


            
              	1994

              	55.18% 4,781,766

              	40.62% 3,519,799
            


            
              	1990

              	49.25% 3,791,904

              	45.78% 3,525,197
            


            
              	1986

              	61.25% 4,505,601

              	37.58% 2,781,714
            

          


          The Governor of California and the other state constitutional officers serve four-year terms and may be re-elected only once. The California State Legislature consists of a 40 member Senate and 80 member Assembly. Senators serve four year terms and Assembly members two. Members of the Assembly are subject to term limits of three terms, and members of the Senate are subject to term limits of two terms.


          For the 2007  2008 session, there are 48 Democrats and 32 Republicans in the Assembly. In the Senate, there are 25 Democrats and 15 Republicans. The current governor is Republican Arnold Schwarzenegger, who was elected to a term that lasts through January 2011.


          California's judiciary is the largest in the United States (with a total of 1,600 judges, while the federal system has only about 840). It is supervised by the seven Justices of the Supreme Court of California. Justices of the Supreme Court and Courts of Appeal are appointed by the Governor, but are subject to retention by the electorate every 12 years.


          


          Federal politics


          
            
              Presidential elections results
            

            
              	Year

              	Republican

              	Democratic
            


            
              	2004

              	44.36% 5,509,826

              	54.40% 6,745,485
            


            
              	2000

              	41.65% 4,567,429

              	53.45% 5,861,203
            


            
              	1996

              	38.21% 3,828,380

              	51.10% 5,119,835
            


            
              	1992

              	32.61% 3,630,574

              	46.01% 5,121,325
            


            
              	1988

              	51.13% 5,054,917

              	47.56% 4,702,233
            


            
              	1984

              	57.51% 5,467,009

              	41.27% 3,922,519
            


            
              	1980

              	52.69% 4,524,858

              	35.91% 3,083,661
            

          


          California has an idiosyncratic political culture. It was the second state to legalize abortion and the second state to legalize marriage for gay couples. It was also the first state where voters decided that only marriage between a man and a woman would be recognized (legalized domestic partnerships were not approved by voters, but were made law by the state legislature).


          Since 1990, California has generally elected Democratic candidates; however, the state has had little hesitance in electing Republican Governors, though many of its Republican Governors, such as the current Governor Schwarzenegger, tend to be considered "Moderate Republicans" and tend to be more liberal than the party itself.


          Democratic strength is centered in coastal regions of Los Angeles County and the San Francisco Bay Area. The Democrats also hold a majority in Sacramento. The Republican strength is greatest in the San Joaquin Valley, which includes the growing cities of Stockton and Modesto. Orange County remains mostly Republican.


          Overall, the trend in California politics has been towards the Democratic Party and away from the Republican Party. The trend is most obvious in presidential elections. Additionally, the Democrats have easily won every U.S. Senate race since 1992 and have maintained consistent majorities in both houses of the state legislature. In the U.S. House, the Democrats hold a 34-19 edge for the 110th United States Congress. The U.S senators are Dianne Feinstein (D), a native of San Francisco, and Barbara Boxer (D). The districts in California are assigned to voters in such a way that they were dominated by one or the other party with few districts that could be considered competitive. According to political analysts, California should soon gain three more seats, for a total of 58 electoral votes - the most electoral votes in the nation.


          


          California state law


          California's legal system is explicitly based on English common law (as is the case with all other states except Louisiana) but carries a few features from Spanish civil law, such as community property. Capital punishment is a legal form of punishment and the state has the largest " Death Row" population in the country (though Texas is far more active in carrying out executions). California's "Death Row" is currently located in San Quentin State Prison situated north of San Francisco in Marin County. Currently capital punishment is on hold in the courts in California.


          


          Cities, towns and counties


          
            	For lists of cities, towns, and counties in California, see List of cities in California (by population), List of cities in California, List of urbanized areas in California (by population), List of counties in California, and California locations by per capita income.

          


          The state is divided into 58 counties.


          California has 478 incorporated cities and towns, of which 456 are cities and 22 are towns. Under California law, the terms "city" and "town" are explicitly interchangeable; the name of an incorporated municipality in the state can either be "City of (Name)" or "Town of (Name)."


          The majority of these cities and towns are within one of five metropolitan areas. Sixty-eight percent of California's population lives in its three largest metropolitan areas, Greater Los Angeles, the San Francisco Bay Area and the Riverside-San Bernardino Area, known as the Inland Empire. Although smaller, the other two large population centers are the San Diego and the Sacramento metro areas. California is home to the largest county in the contiguous United States by area, San Bernardino County.


          The state recognizes two kinds of cities-- charter and general law. General law cities owe their existence to state law and consequentially governed by it; charter cities are governed by their own city charters. Cities incorporated in the 19th century tend to be charter cities. All of the state's ten most populous cities are charter cities.


          


          Education


          California offers a unique three-tier system of public postsecondary education:


          
            	The preeminent research university system in the state is the University of California (UC) which employs more Nobel Prize laureates than any other institution in the world, and is considered one of the world's finest public university systems. There are ten general UC campuses, and a number of specialized campuses in the UC system.


            	The California State University (CSU) system has over 400,000 students, making it the largest university system in the United States. It is intended to accept the top one-third (1/3) of high school students. The CSU schools are primarily intended for undergraduate education.


            	The California Community Colleges system provides lower division courses. It is composed of 109 colleges, serving a student population of over 2.9 million.

          


          California is also home to such notable private universities and colleges as Stanford University, the University of Southern California (USC), the California Institute of Technology (Caltech), Occidental College, and the Claremont Colleges. California has hundreds of other private colleges and universities, including many religious and special-purpose institutions.


          Public secondary education consists of high schools that teach elective courses in trades, languages, and liberal arts with tracks for gifted, college-bound and industrial arts students. California's public educational system is supported by a unique constitutional amendment that requires 40% of state revenues to be spent on education.


          


          Sports


          California hosted the 1960 Winter Olympics at Squaw Valley Ski Resort, the 1932 and 1984 Summer Olympics in Los Angeles, as well as the 1994 FIFA World Cup.


          California has nineteen major professional sports league franchises, far more than any other state. The San Francisco Bay Area has seven major league teams spread in three cities, San Francisco, Oakland and San Jose. While the Greater Los Angeles Area is home to ten major league franchises, it is also the largest metropolitan area not to have a team from the National Football League. San Diego has two major league teams, and Sacramento also has two.


          Home to some of most prominent universities in the United States, California has long had many respected collegiate sports programs. In particular, the athletic programs of UC Berkeley, USC, UCLA, Stanford and Fresno State are often nationally ranked in the various collegiate sports. California is also home to the oldest college bowl game, the annual Rose Bowl, and the Holiday Bowl, among others.


          Below is a list of major sports teams in California:


          
            
              	Club

              	Sport

              	League
            


            
              	Oakland Raiders

              	Football

              	National Football League
            


            
              	San Diego Chargers

              	Football

              	National Football League
            


            
              	San Francisco 49ers

              	Football

              	National Football League
            


            
              	Los Angeles Angels of Anaheim

              	Baseball

              	Major League Baseball
            


            
              	Los Angeles Dodgers

              	Baseball

              	Major League Baseball
            


            
              	Oakland Athletics

              	Baseball

              	Major League Baseball
            


            
              	San Diego Padres

              	Baseball

              	Major League Baseball
            


            
              	San Francisco Giants

              	Baseball

              	Major League Baseball
            


            
              	Golden State Warriors

              	Basketball

              	National Basketball Association
            


            
              	Los Angeles Clippers

              	Basketball

              	National Basketball Association
            


            
              	Los Angeles Lakers

              	Basketball

              	National Basketball Association
            


            
              	Sacramento Kings

              	Basketball

              	National Basketball Association
            


            
              	Anaheim Ducks

              	Ice Hockey

              	National Hockey League
            


            
              	Los Angeles Kings

              	Ice Hockey

              	National Hockey League
            


            
              	San Jose Sharks

              	Ice Hockey

              	National Hockey League
            


            
              	Chivas USA

              	Soccer

              	Major League Soccer
            


            
              	Los Angeles Galaxy

              	Soccer

              	Major League Soccer
            


            
              	San Jose Earthquakes

              	Soccer

              	Major League Soccer
            


            
              	Los Angeles Avengers

              	Football

              	Arena Football League
            


            
              	San Jose SaberCats

              	Football

              	Arena Football League
            


            
              	Los Angeles Sparks

              	Basketball

              	Women's National Basketball Association
            


            
              	Sacramento Monarchs

              	Basketball

              	Women's National Basketball Association
            


            
              	Los Angeles Riptide

              	Lacrosse

              	Major League Lacrosse
            


            
              	San Francisco Dragons

              	Lacrosse

              	Major League Lacrosse
            


            
              	San Jose Stealth

              	Lacrosse

              	National Lacrosse League
            


            
              	California Cougars

              	Soccer

              	Major Indoor Soccer League
            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/California"
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              	California Southern Railroad
            


            
              	[image: System map]

              Route map of the California Southern Railroad upon its completion in 1885.
            


            
              	Locale

              	San Diego  Barstow, California
            


            
              	Dates of operation

              	18801889
            


            
              	Successor line

              	Santa Fe Railroad;

              BNSF Railway
            


            
              	Track gauge

              	4 ft 8 in (1,435 mm) ( standard gauge)
            


            
              	Headquarters

              	National City, California
            

          


          The California Southern Railroad was a subsidiary railroad of the Atchison, Topeka and Santa Fe Railway (Santa Fe) in Southern California. It was organized July 10, 1880, and chartered on October 23, 1880, to build a rail connection between what has become the city of Barstow and San Diego, California.


          Construction began in National City, just south of San Diego, in 1881, and proceeded northward to the present day city of Oceanside. From there, the line turned to the northeast through Temecula Canyon, then on to the present cities of Lake Elsinore, Perris and Riverside before a connection to the Southern Pacific Railroad (SP) in Colton. Following a frog war where the SP refused to let the California Southern cross its tracks, a dispute that was resolved by court order in favour of the California Southern, construction continued northward through Cajon Pass to the present day cities of Victorville and Barstow. The line, completed on November 9, 1885, formed the western end of Santa Fe's transcontinental railroad connection to Chicago. Portions of the original line are still in use today as some of the busiest rail freight and passenger routes in the United States.


          


          History


          The California Southern was organized on July 10, 1880, as a means to connect San Diego to a connection with the Atlantic and Pacific Railroad at an as-yet undetermined point. Among the organizers were Frank Kimball, a prominent landowner and rancher from San Diego who also represented the Chamber of Commerce and the Board of City Trustees of San Diego, Kidder, Peabody & Co., one of the main financial investment companies involved in the Santa Fe, B.P. Cheney, L.G. Pratt, George B. Wilbur and Thomas Nickerson who was president of the Santa Fe. The organizers set a deadline of January 1, 1884 to complete the connection, a deadline that was later adjusted due to problems in the construction of the Atlantic and Pacific that forced it to stop at Needles, California.


          The California Southern built its track northward from a point in National City, south of San Diego. The route, portions of which are still in use, connected the present day cities of National City, San Diego, Fallbrook, Temecula, Lake Elsinore, Perris, Riverside, San Bernardino, Colton, Cajon (not to be confused with El Cajon), Victorville and Barstow.


          In Barstow, then known as Waterman, the California Southern would connect to another Santa Fe subsidiary, the Atlantic and Pacific Railroad. The Atlantic and Pacific was chartered in 1866 to build a railroad connection westward from Springfield, Missouri, connecting Albuquerque, New Mexico, then along the 35th parallel to the Colorado River. From there, the railroad was to continue to the Pacific Ocean following whatever proved to be the best route. The route was scheduled to be completed by July 4, 1878. However, the Southern Pacific was able to get a clause favorable to their own interests inserted into the charter:


          
            	"... the Southern Pacific Railroad ... is hereby authorized to connect with the said Atlantic and Pacific railroad formed under this act, at such point, near the boundary line of the State of California, as they shall deem most suitable for a railroad line to San Francisco."

          


          Southern Pacific had already established a connection to Mojave, so their crews built eastward from there through Barstow (then called Waterman) to Needles, California, completing the connection across the Colorado River on August 3, 1883. The California segment was leased to the Santa Fe in August 1884, and fully acquired by the Santa Fe under foreclosure in 1897.


          


          San Diego
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          The California Southern began construction in National City on land originally acquired by Frank Kimball. The railroad's main yards and locomotive maintenance shops were located here, and until the connection was made with Barstow, all tools and equipment ordered by the railroad arrived here by ship around Cape Horn from points in the eastern United States, while the wooden ties arrived by ship from Oregon. Surveys and construction between National City and San Diego were well underway by March 1881. The railroad reached Fallbrook and opened between there and San Diego in January 1882.


          In 1881 and 1882, the California Southern received ten locomotive shipments by sea at National City. The last three of these, delivered in November 1882 aboard the ship Anna Camp, have been identified as the last three locomotives ever delivered to the United States Pacific coast after traveling around Cape Horn.


          


          Temecula Canyon


          In order to connect to the Atlantic and Pacific line in the quickest way possible, surveyors and engineers for the California Southern pushed the route through Fallbrook and Temecula, bypassing what was at the time the pueblo of Los Angeles. What the railroad didn't understand was the nature of Southern California's dry washes. The local inhabitants told the railroad of the dangers of building through such an area, that it could become a raging torrent of water, but the railroad built through the canyon anyway.


          Despite the warnings, track work through the canyon proceeded at a quick pace. The line was completed to Fallbrook on January 2, 1882, then to Temecula on March 27, 1882.


          Many parts of the canyon had suffered storms. In February 1884 a storm hit. The train was delayed and the canyon walls brought boulders crashing down on the rails. On February 3, the train was unable to get through. A few days later, the wires were down. The train from Colton to San Diego was unable to get through. Disaster had been averted because young Charlie Howell hurried up the tracks from his family homestead near Willow Glen and somehow managed to stop the train. A series of devastating washouts on the section through Temecula Canyon occurred amid heavy rain storms that flooded the area starting on February 16, 1884, just six months after the first trains operated the entire route between San Diego and San Bernardino. The storms brought more than 40inches (1,000mm) of rain in a four-week period. Two thirds of the mainline through the canyon were washed out with ties seen floating as far as 80miles (129km) away in the ocean. Temporary track repairs were made after the first storms, but later in the month, additional rains and flooding washed out the entire route through the canyon. Repairs were estimated at nearly $320,000, a figure that could not be recouped effectively.


          The canyon was finally bypassed completely with the completion of the Surf Line on August 12, 1888, and the line through the canyon was relegated to branch line status.


          


          The crossing at Colton


          Construction of the California Southern was repeatedly interrupted by Santa Fe's rival, Southern Pacific Railroad (SP). In one instance, the California Southern was to build a level junction across the SP tracks in Colton, a crossing which still exists today. California Southern engineer Fred T. Perris ordered the crossing built and acquired the track section for the railroad. When the track was delivered to National City in July 1883, SP officials hired the sheriff there to seize the track section and prevent its installation. The sheriff kept the track under 24-hour guard, but Perris's men were able to retake the track while the sheriff napped, loaded the track on a flatcar and started northward with it toward Colton, where it was to be installed.


          Perris had obtained a court order on August 11, 1883, that would legally allow the California Southern to install the new track section, and his crew was ready to install it as soon as SP's Overland Mail passed the point of intersection between the two railroads. However, at that moment an SP locomotive arrived at the scene pulling a single gondola and stopped. The engineer of the SP locomotive then drove the train back and forth slowly at the crossing point in an effort to prevent the California Southern crew from installing the crossing. It was believed that the gondola held a number of SP men with rifles and other weapons who crouched below the walls of the car so as not to be seen.


          Jacob Nash Victor, another California Southern construction engineer, was the foreman at Colton. In a letter that Victor wrote to Thomas Nickerson, then president of the California Southern, he stated:


          
            	"I thought it advisable to have final order of court printed and each SP employee served. It was also asserted that headquarters at San Francisco had not received the final order. The danger of a riot was so imminent, by legal advice I had the order telegraphed to the Sheriff at SF to serve on the President or Secy. ... In the meantime the Sheriff [in Colton] had organized a posse, with arms and was waiting for order of court to clear the track, on our application."
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          Soon, the court's construction order was accepted by SP, the track was cleared and the crossing was installed. The first train from San Diego arrived in Colton on August 21, 1882 (before the crossing was installed), and the first train to San Bernardino arrived just over a year later on September 13, 1883.


          


          Cajon Pass


          The first structure that the California Southern used as a depot in San Bernardino was a converted boxcar. Building north from San Bernardino, the California Southern was able to piggyback on the survey work done by the Los Angeles and Independence Railway up to a point near Cajon.


          The original grade of the line up the pass rose at a 2.2% slope between San Bernardino and Cajon, where the grade steepened to 3% until reaching the summit 6miles (9.7km) further. The route over Cajon Pass was completed with a "last spike" on November 9, 1885, and the first train to use the pass carried a load of rails southward from Barstow on November 12 to be installed near Riverside. The first through train from Chicago via Santa Fe lines arrived in San Diego on November 17, 1885.


          
            [image: A westbound Santa Fe train pauses at Cajon Siding to cool its braking equipment after descending the pass in March 1943. The original station structures and facilities can be seen to the left of the train.]

            
              A westbound Santa Fe train pauses at Cajon Siding to cool its braking equipment after descending the pass in March 1943. The original station structures and facilities can be seen to the left of the train.
            

          


          
            [image: A Santa Fe train working through Cajon Pass in March 1943.]

            
              A Santa Fe train working through Cajon Pass in March 1943.
            

          


          Construction of the original route through Cajon Pass was overseen by Victor, who by this time had become General Manager of the California Southern. He operated the first train through the pass in 1885, proclaiming "No other railroad will ever have the nerve to build through these mountains. All who follow will prefer to rent trackage from us." Victor's assertion remained true for a while as the San Pedro, Los Angeles and Salt Lake Railroad (which later became part of Union Pacific Railroad) signed an agreement to operate over the California Southern track via trackage rights on April 26, 1905, but Victor was proven wrong eighty years later when SP built the Palmdale Cutoff in 1967 at a slightly higher elevation through the pass. In honour of his work through the pass, the city of Victorville was named after Victor.


          


          Consolidation


          
            [image: Santa Fe timetable from 1889 showing passenger train schedules between Chicago, Los Angeles and San Diego, using California Southern tracks from Barstow to Los Angeles and San Diego.]

            
              Santa Fe timetable from 1889 showing passenger train schedules between Chicago, Los Angeles and San Diego, using California Southern tracks from Barstow to Los Angeles and San Diego.
            

          


          To reach Los Angeles, the Santa Fe leased trackage rights over the Southern Pacific from San Bernardino on November 29, 1885, at $1,200 per mile per year. Naturally, the Santa Fe sought ways to reduce the fees. On November 20, 1886, the Santa Fe incorporated the San Bernardino and Los Angeles Railway to build a rail connection between its namesake cities. California Southern track crews performed the construction work, and the first train on the new line arrived in Los Angeles on May 31, 1887. During the construction, Santa Fe officials worked to consolidate the many subsidiary railroads in Southern California in order to reduce costs. At a stockholder meeting on April 23, the eight railroads and their prominent stockholders, minus the California Southern, voted in favour of consolidation, and the California Central Railway was formed as a result on May 20, 1887. After the consolidation, although the California Southern remained a separate subsidiary, the National City shops were downgraded and the services provided there were moved to the newly constructed shops in San Bernardino. One of the first official lists of stations on the California Southern and California Central railroads published on July 13, 1887, shows the California Southern divided operationally into two divisions: the San Diego division covered the territory between National City and Colton; from there, the San Bernardino Division covered the route through Cajon Pass to Barstow.


          
            [image: Santa Fe's California Limited pauses at the summit of Cajon Pass in 1908.]

            
              Santa Fe's California Limited pauses at the summit of Cajon Pass in 1908.
            

          


          The Santa Fe underwent a massive financial overhaul in 1889. The major investors in Boston, Massachusetts, were mostly replaced by investors from New York and London at the annual meeting on May 9. The investors replaced the company's board of directors with a new board that included George C. Magoun (who would later be linked with the company's 1893 receivership). The new investors disliked the number of subsidiary companies and sought to further consolidate them. The California Southern, California Central and Redondo Beach Railway companies were consolidated into the Southern California Railway on November 7, 1889. The Santa Fe finally purchased outright the holdings of the Southern California railroad on January 17, 1906, ending the railway's subsidiary status and making it fully a part of the Santa Fe railroad.


          


          Company officers


          Presidents of the California Southern Railroad were:


          
            	Benjamin Kimball 1880


            	Thomas Nickerson 1880-1885


            	George B. Wilbur 1885-1887

          


          


          Visible remnants


          Much of the original right-of-way graded and used by the California Southern is still in active daily use by contemporary railroad companies. Several structures originally built for or by the railroad, or in some cases the remains of these structures, can also still be seen along the line. Some of the buildings that remain are still in use in their primary purposes.


          
            [image: An eastbound Union Pacific Railroad train working upgrade on Cajon Pass in 1991.]

            
              An eastbound Union Pacific Railroad train working upgrade on Cajon Pass in 1991.
            

          


          The two ends of the former railroad are still in use as of 2008. The section between Barstow and Riverside through Cajon Pass, which includes the disputed crossing in Colton, remains one of the busiest rail freight corridors in the United States, seeing trains of BNSF Railway and Union Pacific Railroad as well as Amtrak's daily Southwest Chief passenger train. At Cajon, the concrete pads that once served as the foundations for the railroad's station facilities and water tanks there still remain long after the buildings that were atop them have been removed. Not all of the track through Cajon Pass is in its original 1885 location. The Santa Fe made a few realignments of track through the pass during the 20th century to straighten some curves along Cajon Creek (between Cajon and San Bernardino), lower gradients for eastbound trains with the addition of a separate track through what has come to be known as Sullivan's Curve, and to reduce some curvatures and lower the pass's overall summit elevation by 50 ft (15 m).


          The maintenance shops in San Bernardino are still in use by BNSF Railway, although not to the extent that they were used in the 20th century. The San Bernardino station that was opened by the California Southern was destroyed by fire on November 16, 1916. It was replaced in 1918 by the Santa Fe with the current structure that now serves Metrolink's San Bernardino Line commuter trains on runs that terminate at Los Angeles Union Station. Limited service from San Bernardino to Riverside is provided by some San Bernardino Line trains, and the Metrolink Riverside Line terminates at the Riverside station although it reaches the station via a more southerly route. South of Riverside, the track is still in place to Perris, where the Orange Empire Railway Museum resides with a connection to the mainline.


          
            [image: A southbound Pacific Surfliner train in 2005 at Carlsbad, south of Oceanside.]

            
              A southbound Pacific Surfliner train in 2005 at Carlsbad, south of Oceanside.
            

          


          At the southern end, the section between San Diego and Oceanside also sees heavy use by Amtrak California's Pacific Surfliner trains as well as those of the San Diego Coaster. As part of the Santa Fe's rail network, it was part of what has come to be known as the Surf Line; as of January 2006, this line is the second busiest passenger rail line in the United States.


          Although San Diego's Union Station replaced the railroad's original station there in 1915, the California Southern's station and office building in National City has been preserved and is listed on the National Register of Historic Places.


          
            Retrieved from " http://en.wikipedia.org/wiki/California_Southern_Railroad"
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              	General
            


            
              	Name, Symbol, Number

              	californium, Cf, 98
            


            
              	Element category

              	actinides
            


            
              	Group, Period, Block

              	n/a, 7, f
            


            
              	Appearance

              	silvery
            


            
              	Standard atomic weight

              	(251) gmol1
            


            
              	Electron configuration

              	[Rn] 5f10 7s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 28, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	15.1 gcm3
            


            
              	Melting point

              	1173 K

              (900 C, 1652 F)
            


            
              	Atomic properties
            


            
              	Oxidation states

              	2, 3, 4
            


            
              	Electronegativity

              	1.3 (Pauling scale)
            


            
              	Ionization energies

              	1st: 608 kJ/mol
            


            
              	Miscellaneous
            


            
              	CAS registry number

              	7440-71-3
            


            
              	Selected isotopes
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          Californium (pronounced /ˌklɪˈforniəm/) is a metallic chemical element with the symbol Cf and atomic number 98. A radioactive transuranic element, californium has very few uses. Uses include starting nuclear reactors (civilian and military); optimizing coal-fired power plants and concrete production facilities (via online analyzers); medical treatment of cancer; and oil exploration via down hole well logging. It was first produced by bombarding curium with alpha particles (helium ions).


          


          Notable characteristics


          Weighable amounts of californium make it possible to determine some of its properties using macroscopic quantities.


          252Cf (2.645-year half-life) is a very strong neutron emitter and is thus extremely radioactive and harmful (one microgram spontaneously emits 170 million neutrons per minute). 249Cf is formed from the beta decay of 249Bk and most other californium isotopes are made by subjecting berkelium to intense neutron radiation in a nuclear reactor.


          Californium has no biological role and only a few californium compounds have been made and studied. Included among these are californium oxide (Cf2O3), californium trichloride (CfCl3) and californium oxychloride (CfOCl). The only californium ion that is stable in aqueous solution is the californium(III) cation.


          


          General uses


          The element does have some specialist applications dealing with its radioactivity but otherwise is largely too difficult to produce to have widespread useful significance as a material. Some of its uses are:


          
            	neutron startup source for some nuclear reactors, calibrating instrumentation


            	treatment of certain cervical and brain cancers where other radiation therapy is ineffective


            	radiography of aircraft to detect metal fatigue


            	airport neutron-activation detectors of explosives


            	portable metal detectors


            	neutron moisture gauges used to find water and petroleum layers in oil wells


            	portable neutron source in gold and silver prospecting for on-the-spot analysis

          


          In October 2006 it was announced that on three occasions californium-249 atoms had been bombarded with calcium-48 ions to produce ununoctium (element 118), making this the heaviest element ever synthesized.


          


          Military use


          251Cf is famous for having a very small critical mass of 5 kg ( ), high lethality, and short period of toxic environmental irradiation relative to radioactive elements commonly used for radiation explosive weaponry, creating speculation about possible use in pocket nukes. However, the costs of such a bomb would be extremely high (around US $100 billion ). Other weaponry uses, such as showering an area with californium, are not impossible but are seen as inhumane and are subject to inclement weather conditions and porous terrain considerations.


          


          Nuclear fuel cycle


          Californium is produced by neutron capture on berkelium-249. Three californium isotopes with significant halflives are produced, requiring a total of 12 to 14 neutron captures on uranium-238 without nuclear fission or alpha decay. Their neutron cross sections are:
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          Thus 250Cf and 251Cf will be transmuted fairly quickly, with the majority fissioning at mass 251, but with a large fraction surviving to become 252Cf; the 252Cf however will not be transmuted or destroyed quickly in a well-thermalized reactor.


          252Cf has a relatively high rate of spontaneous fission. Although still much less likely than alpha decay, this makes californium a significant neutron radiation emitter. MOX fuel containing enough curium would likely contain enough californium after use to preclude manual handling of the spent fuel or its nuclear reprocessing products with a glove box that protects against alpha and beta radiation but not against gamma radiation and especially neutron radiation.


          


          History


          Californium was first synthesized at the University of California, Berkeley by researchers Stanley G. Thompson, Kenneth Street, Jr., Albert Ghiorso and Glenn T. Seaborg in 1950. It was the sixth transuranium element to be discovered and the team announced their discovery on March 17, 1950. It was named after the U.S. state of California and for the University of California, Berkeley, being that California is one of a few nicknames for the university.


          To produce element 98, the team bombarded a microgram-sized target of 242Cm with 35 MeV alpha particles in the 5-foot (1.52m) Berkeley cyclotron, which produced atoms of 245Cf (half-life 44 minutes) and a free neutron.


          Due to its $27 million per gram price tag, only 8 grams of 252Cf have been made in the western world since its discovery by Seaborg in 1950. Plutonium supplied by the United Kingdom to the U.S. under the 1958 US-UK Mutual Defence Agreement was used for californium production.


          In early June, 2008, the U.S. Department of Energy informed its commercial customers that Oak Ridge National Lab would cease production of Cf 252 at the end of fiscal year 2008. This will leave the Russian facility at Dmitrovgrad as the sole source of the radioisotope. According to Energy Department sources, the National Nuclear Security Administration no longer has need for Cf 252 and this is a primary driver behind the sudden cut-off.


          


          Isotopes


          Nineteen radioisotopes of californium have been characterized, the most stable being 251Cf with a half-life of 898 years, 249Cf with a half-life of 351 years, and 250Cf with a half-life of 13 years. All of the remaining radioactive isotopes have half-lives that are less than 2.7 years, and the majority of these have half-lives shorter than 20 minutes. The isotopes of californium range in atomic weight from 237.062 u (237Cf) to 256.093 u (256Cf).


          


          Natural occurrence


          Although californium does not occur naturally on Earth, the element and its decay products occur elsewhere in the universe. Their electromagnetic emissions are regularly observed in the spectra of supernovae.


          


          Chemistry


          
            Retrieved from " http://en.wikipedia.org/wiki/Californium"
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              Contemporary Calligraphy
            

          


          Calligraphy (from Greek ά kallos "beauty" + ή graphẽ "writing") is the art of beautiful writing (Mediavilla 1996: 17). A contemporary definition of calligraphic practice is "the art of giving form to signs in an expressive, harmonious and skillful manner" (Mediavilla 1996: 18). The story of writing is one of aesthetic evolution framed within the technical skills, transmission speed(s) and materials limitations of a person, time and place (Diringer 1968: 441). A style of writing is described as a hand or alphabet (Johnston 1909: Plate 6).


          Calligraphy ranges from functional hand lettered inscriptions and designs to fine art pieces where the abstract expression of the handwritten mark may or may not supersede the legibility of the letters (Mediavilla 1996). Classical calligraphy differs from typography and non-classical hand-lettering, though a calligrapher may create all of these; characters are historically disciplined yet fluid and spontaneous, improvised at the moment of writing (Pott 2006 & 2005; Zapf 2007 & 2006). So, many calligraphers are as happy with "jazz" as "classical" for musical analogy and represents differing emphasis between artists.


          Calligraphy continues to flourish in the forms of wedding and event invitations, font design/ typography, original hand-lettered logo design, commissioned calligraphic art, cut stone inscriptions, memorial documents, props and moving images for film and television, testimonials, maps, and other works involving writing (see for example Letter Arts Review; Propfe 2005; Geddes & Dion 2004).


          


          East Asian calligraphy
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              Chinese calligraphy written by Song Dynasty (A.D. 1051-1108) poet Mi Fu. For centuries, the Chinese literati were expected to master the art of calligraphy.
            

          


          Asian calligraphy typically uses ink brushes to write Chinese characters (called Hanzi in Chinese, Hanja in Korean, Kanji in Japanese, and Hn Tự in Vietnamese). Calligraphy (in Chinese, Shufa 書法, in Korean, Seoye 書藝, in Japanese Shodō 書道, all meaning "the way of writing") is considered an important art in East Asia and the most refined form of East Asian painting.


          Calligraphy has also influenced ink and wash painting, which is accomplished using similar tools and techniques. Calligraphy has influenced most major art styles in East Asia, including sumi-e, a style of Chinese, Korean, and Japanese painting based entirely on calligraphy.


          
            
              	The main categories of Chinese-character calligraphy
            


            
              	English name

              	Hanzi(Pinyin)

              	Hangul( RR)

              	Rōmaji

              	Quốc ngữ
            


            
              	Seal script

              	篆書(Zhunshū)

              	전서(Jeonseo)

              	Tensho

              	Triện thư
            


            
              	Clerical script (Official script)

              	隸書

              (隷書)(Lshū)

              	예서(Yeseo)

              	Reisho

              	Lệ thư
            


            
              	Regular Script (Block script)

              	楷書(Kǎishū)

              	해서(Haeseo)

              	Kaisho

              	Khải thư
            


            
              	Running script (Semi-cursive Script)

              	行書(Xngshū)

              	행서(Haengseo)

              	Gyōsho

              	Hnh thư
            


            
              	Grass script (Cursive script)

              	草書(Cǎoshū)

              	초서(Choseo)

              	Sōsho

              	Thảo thư
            

          


          


          Indian calligraphy


          


          Early calligraphy
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              Kalakacharya and the Saka King (Kalakacharya Katha-Manuscript), Prince of Wales Museum, Mumbai.
            

          


          
            [image: Devimahatmya manuscript on palm-leaf, in an early Bhujimol script, Bihar or Nepal, 11th century.]

            
              Devimahatmya manuscript on palm-leaf, in an early Bhujimol script, Bihar or Nepal, 11th century.
            

          


          Early Calligraphy in India is found in old Sanskrit works, usually scriptures and epics belonging to the Dharmic religion family. Calligraphy was usually more highly developed in Buddhist and Jaina traditions than in Hindu circles.


          Monastic Buddhist communities had members trained in calligraphy having shared responsibility for duplicating sacred scriptures (Renard 1999: 23-4).


          Jaina traders incorporated illustrated manuscripts celebrating Jaina saints. These manuscripts were produced using inexpensive material with fine calligraphy (Mitter 2001: 100).


          
            [image: A fragment of Ashoka's 6th pillar edict.]

            
              A fragment of Ashoka's 6th pillar edict.
            

          


          Ashoka the great was the Mauryan emperor who had the edicts of Ashoka incised on rocks and pillars situated in important centers of his empire. He was a patron of calligraphy and painting.


          


          Middle ages


          Indian traders, colonists, military adventurers, Buddhist monks and missionaries bought the Indic script to the countries of South East Asia.


          
            [image: An illustrated manuscript of the Mahabharata with calligraphy.]

            
              An illustrated manuscript of the Mahabharata with calligraphy.
            

          


          The languages of these regions were influenced by the Indic script; the influence came in the form of the basic internal structure, the arrangement and construction of syllabic units, manner of representation of characters, and the direction of writing (left to right) (Gaur 2000: 98). Fine Sanskrit calligraphy, written on palm leaf manuscripts was transported to various parts of South East Asia, including Bali (Ver Berkmoes?: 45).


          


          The Persian influence in Indian calligraphy gave rise to a unique and influential blend in Indian calligraphy. Some of the notable achievements of the Mughals were their fine manuscripts; usually autobiographies and chronicles of the noble class, these manuscripts were initially written in flowing Persian language. This style of calligraphy was later exposed to and influenced by the native traditions of India, such as the Indian epics, including the Ramayana and Mahabharata (Bose & Jalal 2003: 36).


          
            [image: An eleventh century vaṭṭeḻuttu inscription, from the Brihadisvara temple in Thanjavur]

            
              An eleventh century vaṭṭeḻuttu inscription, from the Brihadisvara temple in Thanjavur
            

          


          Emperor Humayun had bought Persian calligraphers into India; they would later be joined by native Hindu artists of India to further promote this art in the court of emperor Akbar (Bose & Jalal 2003:36).


          
            [image: A page from the Guru Granth Sahib, the holy book of the Sikh religion.]

            
              A page from the Guru Granth Sahib, the holy book of the Sikh religion.
            

          


          The Arabic text on the Qutab Minar is in the Kufic style of calligraphy; decorations with flowers, wreaths and baskets show the native influence of Hindu and Jaina traditions (Luthra?: 63).


          Sikhism played a key role in the history of Indian calligraphy. The holy book of the Sikhs has been traditionally handwritten with illuminated examples. Sikh calligrapher Pratap Singh Giani is known for one of the first definitive translations of Sikh scriptures into English.


          The Oxford manuscript of Shikshapatri is an excellent example of Sanskrit calligraphy. The manuscript is preserved in the Bodleian Library (Williams 2004: 61).


          


          Tibetan calligraphy


          Calligraphy is central in Tibetan culture. The script is derived from Indic scripts. As in China, the nobles of Tibet, such as the High Lamas and inhabitants of the Potala Palace, were usually capable calligraphers. Tibet has been a centre of Buddhism for several centuries, and that religion places a great deal of significance on written word. This does not provide for a large body of secular pieces, although they do exist (but are usually related in some way to Tibetan Bhuddism). Almost all high religious writing involved calligraphy, including letters sent by His Holiness, the Oracle of the Potala Palace, and other religious, and secular, authority. Calligraphy is particularly evident on their prayer wheels, although this calligraphy was forged rather than scribed, much like Arab and Roman calligraphy is often found on buildings. Although originally done with a brush, Tibetan calligraphers now use chisel tipped pens and markers as well.


          


          Persian calligraphy


          Persian calligraphy is the calligraphy of Persian writing system. The history of calligraphy in Persia dates back to the pre-Islam era. In Zoroastrianism beautiful and clear writings were always praised. The main types of Persian calligraphy are: Nasta'liq script, Shekasteh-Nasta'liq script and Naghashi-khat.


          


          Islamic calligraphy


          
            [image: A page of a 12th century Qur'an written in the Andalusi script]

            
              A page of a 12th century Qur'an written in the Andalusi script
            

          


          Islamic calligraphy (calligraphy in Arabic is Khatt ul-Yad خط اليد) is an aspect of Islamic art that has evolved alongside the religion of Islam and the Arabic language.


          Arabic/Persian calligraphy is associated with geometric Islamic art ( arabesque) on the walls and ceilings of mosques as well as on the page. Contemporary artists in the Islamic world draw on the heritage of calligraphy to use calligraphic inscriptions or abstractions in their work.


          Instead of recalling something related to the reality of the spoken word, calligraphy for Muslims is a visible expression of the highest art of all, the art of the spiritual world. Calligraphy has arguably become the most venerated form of Islamic art because it provides a link between the languages of the Muslims with the religion of Islam. The holy book of Islam, al-Qur'an, has played an important role in the development and evolution of the Arabic language, and by extension, calligraphy in the Arabic alphabet. Proverbs and complete passages from the Qur'an are still active sources for Islamic calligraphy.


          There was a strong parallel tradition to that of the Islamic, among Aramaic and Hebrew scholars, seen in such works as the Hebrew illuminated bibles of the 9th and 10th centuries.


          Islamic Calligraphy was a form of art. Muslims believed that only Allah could create images of people and animals.


          


          Western calligraphy


          
            [image: Calligraphy in a Latin Bible of AD 1407 on display in Malmesbury Abbey, Wiltshire, England. The Bible was hand written in Belgium, by Gerard Brils, for reading aloud in a monastery.]

            
              Calligraphy in a Latin Bible of AD 1407 on display in Malmesbury Abbey, Wiltshire, England. The Bible was hand written in Belgium, by Gerard Brils, for reading aloud in a monastery.
            

          


          Western calligraphy is the calligraphy of the Latin writing system, and to a lesser degree the Greek and Cyrillic writing systems (Daniels & Bright 1996; Knight 1996). Early alphabets had evolved by about 3000 BC. From the Etruscan alphabet evolved the Latin alphabet. Capital letters (majuscules) emerged first, followed by the invention of lower case letters (minuscules) in the Carolingian period (Mediavilla 1996). The history of lettering records many excursions into historical obscurity and disuse as well as elaborating the story of what gave rise to contemporary print (Walther & Wolf 2005; Gray 1986).


          Long, heavy rolls of papyrus were replaced by the Romans with the first books, initially simply folded pages of parchment made from animal skins. Reed pens were replaced by quill pens (Jackson 1981).


          Christian churches promoted the development of writing through the prolific copying of the Bible, particularly the New Testament and other sacred texts (de Hamel 2001a). Two distinct styles of writing known as uncial and half-uncial developed from a variety of Roman bookhands (Knight 1998: 10)."Uncia" is the Latin word for inch (Brown & Lovett 1999: 39). The 7th-9th centuries in northern Europe were the heyday of Celtic illuminated manuscripts, exemplified by the Book of Durrow, Lindisfarne Gospels and the Book of Kells (Trinity College Library Dublin 2006; Walther & Wolf 2005; Brown & Lovett 1999: 40; Backhouse 1981).


          Charlemagne's devotion to improved scholarship resulted in the recruiting of "a crowd of scribes", according to Alcuin, the Abbot of York (Jackson 1981: 64). They developed the style known as the Caroline or Carolingian minuscule (minuscule is a synonym for "lower-case"). The first manuscript in this hand was the Godescalc Evangelistary (finished 783)  a Gospel book written by the scribe Godescalc (Walther & Wolf 2005; de Hamel 1994: 46-48). Carolingian remains the one progenitor hand from which modern booktype descends (de Hamel 1994: 46).


          
            [image: Calligraphy of the German word "Urkunde" (deed)]

            
              Calligraphy of the German word "Urkunde" (deed)
            

          


          Blackletter (also known as Gothic) and its variation Rotunda, gradually developed from the Carolingian hand during the 12th century. Over the next three centuries, the scribes in northern Europe used an ever more compressed and spiky form of Gothic. Those in Italy and Spain preferred the rounder but still heavy-looking Rotunda. During the 15th century, Italian scribes returned to the Roman and Carolingian models of writing and designed the Italic hand, also called Chancery cursive, and Roman bookhand. These three hands  Gothic, Italic, and Roman bookhand  became the models for printed letters. Johannes Gutenberg used Gothic to print his famous Bible, but the lighter-weight Italic and Roman bookhand have since become the standard.


          During the Middle Ages, hundreds of thousands of manuscripts were produced: some illuminated with gold and fine painting, some illustrated with line drawings, and some just textbooks (Kerr 2006; Alexander 2005; de Hamel 2001b & 1992; Wieck 1983).


          


          Resurgence of Western calligraphy


          The Gutenberg Bible sparked the synergy of the printing press and movable type for the first time in Mainz Germany in about 1455, but was not the end of handwriting (Zapf 2007; de Hamel 2001a; Gilderdale 1999; Gray 1971). Illuminated manuscripts declined however after printing became ubiquitous (de Hamel 2001a; de Hamel 1986). Conventionally the histories of Copperplate hands have represented such writing to have been with a sharp pointed nib instead of the broad-edged one used in most calligraphic writing. This so called "Copperplate Myth" represents the name to come from the sharp lines of the writing style resembling the etches of engraved copper printing plates (for example Harris 1991: 117). It is unlikely that this picture represents the historical origins of the term accurately, but is rather more reflective of later 19th and 20th century antipecuniary comfort of the Arts and Crafts movement participants (Gilderdale 1999; for example Hewitt 1930). It is most likely that what is today written with pointed steel nibs ("copperplate", Zanerian, Spencerian hands for example) began stylistic life before the 1820's with a broad edged quill and a number of period pen hold, posture and arm position variations to facilitate the fine lines (Gilderdale 2006; Henning 2002; Gilderdale 1999; Bickham 1743). Hence there was likely a gradual change in historic writing practices and a reorientation of the vocation and place of writing rather than the elimination of the art.


          At the end of the 19th century, the rise of William Morris and the Arts and Crafts movement's aesthetics and philosophy captured many calligraphers, including Englishmen Edward Johnston and Eric Gill (Cockerell 1945; Morris 1882). Johnston and his students were to redefine, revive and popularise English broad-pen calligraphy. Edward Johnston developed his own broad-edged hand after studying 10th-century manuscripts, such as the Ramsey Psalter, BL, Harley MS 2904, following an introduction to them at the Fitzherbert Museum by Sir Sidney Cockerell (Cockerell 1945).


          The legacy of the Arts and Crafts movement includes some considerable myth (Gilderdale 1999). Published in 1906, Johnstons best known work Writing, Illuminating & Lettering never used the terms Foundational or Foundational Hand for which he is most remembered. Johnston initially taught his students an uncial hand using a flat pen angle, but later changed to teaching students his foundational hand using a slanted pen angle. He first referred to this hand as Foundational Hand in Plate 6 of his 1909 publication, Manuscript & Inscription Letters for Schools and Classes and for the Use of Craftsmen. The Johnston Typeface (commissioned in 1916) became the basis for the London Underground signage and continues today in the revised form of the New Johnston typeface, the revision occurring in 1988 (Baines & Dixon 2003: 81).


          At about the same time as Johnston, Austrian Rudolf Larisch was teaching lettering at the Vienna School of Art and had published six lettering books that greatly influenced German-speaking calligraphers. Because the German-speaking countries had not abandoned the Gothic hand in print, Gothic also had a powerful effect on their styles. Rudolf Koch was a friend and younger contemporary of Larisch. Koch's books, type designs, and teaching made him one of the most influential calligraphers of the 20th century in northern Europe and later in the U.S. Larisch and Koch taught and inspired many European calligraphers, notably Friedrich Neugebauer, Karlgeorg Hoefer, and Hermann Zapf (Cinamon 2001; Kapr 1991).


          Graily Hewitt was most responsible for the revival of the art of gilding as Johnston's (1906) co-author of "Writing, Illuminating and Lettering" (Chapter 9 Appendix) and via his own publications, the most noteworthy of which was "Lettering for Students & Craftsmen" (1930). Hewitt is not without present-day critics (Tresser 2006) and supporters (Whitley 2000: 90) in his rendering of Cennino Cennini's medieval gesso recipes (Herringham 1899). Donald Jackson, an essential British calligrapher, has sourced his gesso recipes from earlier centuries a number of which are not presently in English translation (Jackson 1981: 81). Graily Hewitt in fact performed the patent awarding Prince Philip his title, Duke of Edinburgh, November 19 1947, given the day before his marriage to Queen Elizabeth (Hewitt 1944-1953).


          Many typefaces are based on historical hands, such as Blackletter (including Fraktur), Lombardic, Uncial, Italic, and Roundhand.


          


          Calligraphy today
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          Calligraphy today finds increasingly diverse applications. These include graphic design, logo design, type design, paintings, scholarship, maps, menus, greeting cards, invitations, legal documents, diplomas, cut stone inscriptions, memorial documents, props and moving images for film and television, business cards, and handmade presentations. Many calligraphers make their livelihood in the addressing of envelopes and invitations for public and private events including wedding stationery. Entry points exist for both children and adults via classes and instruction books.


          The scope of the calligraphic art is more than pure antiquarian interest (Zapf 2007; Mediavilla 1996; Child 1988, 1976 & 1963; International Typeface Corporation 1982). Johnston's legacy remains pivotal to the ambitions of perhaps most Western calligraphers-


          "It is possible even now to go back to the child's- something like the early calligrapher's- point of view, and this is the only healthy one for any fine beginning: to this nothing can be added; all Rules must give way to Truth and Freedom" (Johnston 1909: contents page).


          Written forms can be abstracted and are incorporated into works which have as much affinity to contemporary painting as to ancient manuscript writing. The abstract writing of artists such as New Zealander Colin McCahon would not be accepted as "calligraphy" by most practitioners, however engaging one finds such work and its Biblical content in the second half of the twentieth century (contrary to Bloem and Browne's use of the term for McCahon's work for example (2002: 25)) (Gray 1986). The difference lies in the lack of a classical education in lettering by the artist, in this example Colin McCahon, which is demonstrated in his work.


          At the same time, the multi-million dollar Saint John's Bible project for the 21st century has engaged Donald Jackson with an international scriptorium and is nearing completion. It is designed as a 21st century artefact, the most substantial illuminated Bible in 500 years executed with both ancient and modern tools and techniques. The earlier 20th-century "Bulley Bible" was not commissioned, though executed by a student of Edward Johnston's (Green 2003). An international short list of notable calligraphers who have led the calligraphic art into the new century includes Donald Jackson, Hermann Zapf, Thomas Ingmire, Dave Wood, Hazel Dolby, Jean Larcher, Julian Waters, Sheila Waters, Denis Brown, Brody Neuenschwander, Hans-Joachim Burgert, Timothy Donaldson, Gottfried Pott, Paul Shaw, Peter Gilderdale and Katharina Pieper.


          The digital era has facilitated the creation and dissemination of new and historically styled fonts; thousands are now in use. It is notable that German calligrapher and type designer, Hermann Zapf, is the Honourary President of the Edward Johnston Foundation. Calligraphy gives unique expression to every individual letterform within a design layout which is not the strength of typeface technologies no matter their sophistication (Zapf 2007: 76-7; Thomson 2004 versus Prestianni 2001). The usefulness of the digital medium to the calligrapher is not likely to be limited to the computer layout of the new Saint John's Bible prior to working by hand however (Calderhead 2005). Writing directly into the digital medium is now facilitated via graphics tablets (e.g Wacom and Toshiba) and would be expected to grow in use with the introduction of Microsoft Windows Vista operating system ("Vista Pen Flicks") in 2007. Apple Inc. introduced similar "shorthand" facility in their Tiger operating system in 2005, the new Leopard operating system is due now in mid 2007. Graphics tablets facilitate calligraphic design work more than large size art pieces (Thomson 2004). The internet supports a number of online communities of calligraphers and hand lettering artists.


          


          Tools


          The principal tools for a calligrapher are the pen, which may be flat- or round-nibbed and the brush (Reaves & Schulte 2006; Child 1985; Lamb 1956). For some decorative purposes, multi-nibbed pens  steel brushes  can be used. However, works have also been made with felt-tip and ballpoint pens, although these works do not employ angled lines. Ink for writing is usually water-based and much less viscous than the oil based inks used in printing. High quality paper, which has good consistency of porousness, will enable cleaner lines, although parchment or vellum is often used, as a knife can be used to erase work on them and a light box is not needed to allow lines to pass through it. In addition, light boxes and templates are often used in order to achieve straight lines without pencil markings detracting from the work. Lined paper, either for a light box or direct use, is most often lined every quarter or half inch, although inch spaces are occasionally used, such as with litterea unciales (hence the name), and college ruled paper acts as a guideline often as well.


          


          Islamic calligraphy


          
            	Calligraphy Islamic - Islamic Calligraphy Online


            	Gallery of Arabic calligraphy - National Institute for Technology and Liberal Education


            	Samples of Islamic calligraphy


            	Islamic Calligraphies in the Library of Congress, Washington D.C.


            	Islamic Calligraphy Articles and examples of Islamic-Turkish Calligraphy (in Turkish). (Click "Galeri" graphic gallery.)


            	Custom Arabic Calligraphy

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Calligraphy"
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              Mosaic of half of Caloris Basin, photographed by NASA's Mariner 10 spacecraft in 197475.
            


            
              	Coordinates

              	30.5 N, 189.8 W
            


            
              	Diameter

              	1550 km
            


            
              	Eponym

              	Latin for "heat"
            


            
              	
            

          


          The Caloris Basin, also called Caloris Planitia, is an impact crater on Mercury about 1,550km in diameter, one of the largest impact basins in the solar system. Caloris is Latin for heat and the basin is so-named because the Sun is almost directly overhead every second time Mercury passes perihelion. The crater is surrounded by a ring of mountains about two kilometers tall.


          


          Appearance


          
            [image: MESSENGER's first image of the unseen side of Mercury from a distance of about 17,000�miles (27,000�km) cropped to highlight Caloris. The rim is hard to discern as the Sun is directly overhead, preventing shadows.]
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          The Caloris Basin was discovered on images taken by the Mariner 10 probe in 1974. It was situated on the terminator  the line dividing the daytime and nighttime hemispheres  at the time the probe passed by, and so half of the crater could not be imaged. Later, on January 15, 2008, one of the first photos of the planet taken by the MESSENGER probe revealed the crater in its entirety.


          
            [image: Comparison of the original size estimation of the Caloris Basin (in yellow) with the size estimation based on new images from the MESSENGER probe (in blue).]

            
              Comparison of the original size estimation of the Caloris Basin (in yellow) with the size estimation based on new images from the MESSENGER probe (in blue).
            

          


          The crater was initially estimated to be about 1,300km (810miles) in diameter, though this was increased to 1,550 km based on subsequent images taken by MESSENGER. It is ringed by mountains up to 2km high. Inside the crater walls, the floor of the crater is filled by lava plains, similar to the maria of the Moon. Outside the walls, material ejected in the impact which created the basin extends for 1,000km, and concentric rings surround the crater.
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          In the centre of the basin is a region containing numerous radial troughs that appear to be extensional faults, with a 40 km crater located near the centre of the pattern. The exact cause of this pattern of troughs is not currently known. The feature is named Pantheon Fossae.


          


          Formation


          Bodies in the inner solar system experienced a heavy bombardment of large rocky bodies in the first billion years or so of the solar system. The impact which created the Caloris basin must have occurred after most of the heavy bombardment had finished, because fewer impact craters are seen on its floor than exist on comparably-sized regions outside the crater. Similar impact basins on the Moon such as the Mare Imbrium and Mare Orientale are believed to have formed at about the same time, possibly indicating that there was a 'spike' of large impacts towards the end of the heavy bombardment phase of the early solar system. Based on MESSENGER's photographs, Caloris' age has been determined to be between 3.8 and 3.9 billion years.


          


          Antipodal chaotic terrain and global effects
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              Hilly, lineated terrain at the antipode of the Caloris Basin
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          The giant impact believed to have formed Caloris may have had global consequences for the planet. At the exact antipode of the basin is a large area of hilly, grooved terrain, with few small impact craters that are known as the Chaotic Terrain (also 'Weird Terrain'). It is thought by some to have been created as seismic waves from the impact converged on the opposite side of the planet. This hypothetical impact is also believed to have triggered volcanic activity on Mercury, resulting in the formation of smooth plains.


          Surrounding Caloris Basin is a series of geologic formations thought to have been produced by the basin's ejecta, collectively called the Caloris Group.


          


          Emissions of gas


          Mercury has a very tenuous and transient atmosphere, containing small amounts of hydrogen and helium captured from the solar wind, as well as heavier elements such as sodium and potassium. These are thought to originate within the planet, being 'out-gassed' from beneath its crust. The Caloris Basin has been found to be a significant source of sodium and potassium, indicating that the fractures created by the impact facilitate the release of gases from within the planet. The Weird Terrain is also a source of these gases.
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              Calvin and Hobbes took many wagon rides over the years. This one showed up on the cover of the first collection of comic strips.
            


            
              	Author(s)

              	Bill Watterson
            


            
              	Website

              	Calvin and Hobbes
            


            
              	Current status / schedule

              	Concluded
            


            
              	Launch date

              	1985- 11-18
            


            
              	End Date

              	1995- 12-31
            


            
              	Syndicate(s)

              	Universal Press Syndicate
            


            
              	Publisher(s)

              	Andrews McMeel Publishing
            

          


          Calvin and Hobbes is a comic strip written and illustrated by Bill Watterson, following the humorous antics of Calvin, an imaginative six-year old boy, and Hobbes, his energetic and sardonicalbeit stuffedtiger. The pair are named after John Calvin, a 16th century French Reformation theologian, and Thomas Hobbes, a 17th century English political philosopher. The strip was syndicated daily from November 18, 1985 to December 31, 1995. At its height, Calvin and Hobbes was carried by over 2,400 newspapers worldwide. To date, more than 30 million copies of the 18 Calvin and Hobbes books have been printed.


          The strip is vaguely set in the contemporary Midwestern United States, on the outskirts of suburbia, a location probably inspired by Watterson's home town of Chagrin Falls, Ohio. Calvin and Hobbes appear in most of the strips, while a small number focus on other supporting characters. The broad themes of the strip deal with Calvin's flights of fantasy, his friendship with Hobbes, his misadventures, his unique views on a diverse range of political and cultural issues and his relationships and interactions with his parents, classmates, educators, and other members of society. The dual nature of Hobbes is also a recurring motif; Calvin sees Hobbes as a live tiger, while other characters see him as a stuffed animal.


          Even though the series does not mention specific political figures or current events like political strips such as Garry Trudeau's Doonesbury, it does examine broad issues like environmentalism, public education, and the flaws of opinion polls.


          Because of Watterson's strong anti- merchandising sentiments and his reluctance to return to the spotlight, almost no legitimate Calvin and Hobbes merchandise exists outside of the book collections. However, the strip's immense popularity has led to the appearance of various counterfeit items (most notably window decals) that often feature crude humor and other themes that are not found in Watterson's work.


          


          History


          Calvin and Hobbes was conceived when Watterson, having worked in an advertising job he detested, began devoting his spare time to cartooning, his true love. He explored various strip ideas but all were rejected by the syndicates to which he sent them. United Feature Syndicate, however, responded positively to one strip, which featured a side character (the main character's little brother) who had a stuffed tiger. Told that these characters were the strongest, Watterson began a new strip centered on them. But United Features rejected the new strip, and Watterson endured a few more rejections before Universal Press Syndicate decided to take it.


          The first strip was published on November 18, 1985 and the series quickly became a hit. Within a year of syndication, the strip was published in roughly 250 newspapers. By April 1, 1987, only sixteen months after the strip began, Watterson and his work were featured in an article by the Los Angeles Times. Calvin and Hobbes twice earned Watterson the Reuben Award from the National Cartoonists Society, in the Outstanding Cartoonist of the Year category, first in 1986 and again in 1988. He was nominated again in 1992. The Society awarded him the Humor Comic Strip Award for 1988.


          Before long, the strip was in wide circulation outside the United States.


          Watterson took two extended breaks from writing new strips: from May 1991 to February 1992, and from April through December of 1994.


          In 1995, Watterson sent a letter via his syndicate to all editors whose newspapers carried his strip. It contained the following:


          
            I will be stopping Calvin and Hobbes at the end of the year. This was not a recent or an easy decision, and I leave with some sadness. My interests have shifted however, and I believe I've done what I can do within the constraints of daily deadlines and small panels. I am eager to work at a more thoughtful pace, with fewer artistic compromises. I have not yet decided on future projects, but my relationship with Universal Press Syndicate will continue. That so many newspapers would carry Calvin and Hobbes is an honour I'll long be proud of, and I've greatly appreciated your support and indulgence over the last decade. Drawing this comic strip has been a privilege and a pleasure, and I thank you for giving me the opportunity.

          


          The 3,160th and final strip ran on Sunday, December 31, 1995. It depicted Calvin and Hobbes outside in freshly-fallen snow, reveling in the wonder and excitement of the winter scene. "It's a magical world, Hobbes, ol' buddy... Let's go exploring!" Calvin exclaims as they zoom off on their sled, leaving, according to one critic ten years later, "a hole in the comics page that no strip has been able to fill."


          


          Syndication and Watterson's artistic standards


          From the outset, Watterson found himself at odds with the syndicate, which urged him to begin merchandising the characters and touring the country to promote the first collections of comic strips. Watterson refused. To him, the integrity of the strip and its artist would be undermined by commercialization, which he saw as a major negative influence in the world of cartoon art.


          Watterson also grew increasingly frustrated by the gradual shrinking of available space for comics in the newspapers. He lamented that without space for anything more than simple dialogue or spare artwork, comics as an art form were becoming dilute, bland, and unoriginal. Watterson strove for a full-page version of his strip, in contrast to the few cells allocated for most strips. He longed for the artistic freedom allotted to classic strips such as Little Nemo and Krazy Kat, and he gave a sample of what could be accomplished with such liberty in the opening pages of the Sunday strip compilation, The Calvin and Hobbes Lazy Sunday Book.


          During Watterson's first sabbatical from the strip, Universal Press Syndicate continued to charge newspapers full price to re-run old Calvin and Hobbes strips. Few editors approved of the move, but the strip was so popular that they had little choice but to continue to run it for fear that competing newspapers might pick it up and draw its fans away.
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          Then, upon Watterson's return, Universal Press announced that Watterson had decided to sell his Sunday strip as an unbreakable half of a newspaper or tabloid page. Many editors and even a few cartoonists, such as Bil Keane ( The Family Circus), criticized him for what they perceived as arrogance and an unwillingness to abide by the normal practices of the cartoon businessa charge that Watterson ignored. Watterson had negotiated the deal to allow himself more creative freedom in the Sunday comics. Prior to the switch, he had to have a certain number of panels with little freedom as to layout, because in different newspapers the strip would appear at a different width; afterwards, he was free to go with whatever graphic layout he wanted, however unorthodox. His frustration with the standard space division requirements is evident in strips before the change; for example, a 1988 Sunday strip published before the deal is one large panel, but with all the action and dialogue in the bottom part of the panel so editors could crop the top part if they wanted to fit the strip into a smaller space. Watterson's explanation for the switch:


          
            I took a sabbatical after resolving a long and emotionally draining fight to prevent Calvin and Hobbes from being merchandised. Looking for a way to rekindle my enthusiasm for the duration of a new contract term, I proposed a redesigned Sunday format that would permit more panel flexibility. To my surprise and delight, Universal responded with an offer to market the strip as an unbreakable half page (more space than I'd dared to ask for), despite the expected resistance of editors. To this day, my syndicate assures me that some editors liked the new format, appreciated the difference, and were happy to run the larger strip, but I think it's fair to say that this was not the most common reaction. The syndicate had warned me to prepare for numerous cancellations of the Sunday feature, but after a few weeks of dealing with howling, purple-faced editors, the syndicate suggested that papers could reduce the strip to the size tabloid newspapers used for their smaller sheets of paper.  I focused on the bright side: I had complete freedom of design and there were virtually no cancellations. For all the yelling and screaming by outraged editors, I remain convinced that the larger Sunday strip gave newspapers a better product and made the comics section more fun for readers. Comics are a visual medium. A strip with a lot of drawing can be exciting and add some variety. Proud as I am that I was able to draw a larger strip, I don't expect to see it happen again any time soon. In the newspaper business, space is money, and I suspect most editors would still say that the difference is not worth the cost. Sadly, the situation is a vicious circle: because there's no room for better artwork, the comics are simply drawn; because they're simply drawn, why should they have more room?

          


          Calvin and Hobbes remained extremely popular after the change and thus Watterson was able to expand his style and technique for the more spacious Sunday strips without losing carriers.


          


          Merchandising


          Bill Watterson is notable for his insistence that cartoon strips should stand on their own as an art form, and he has resisted the use of Calvin and Hobbes in merchandising of any sort. This insistence stuck despite the fact that it could have generated millions of dollars per year in additional personal income. Watterson explains in a 2005 press release:


          
            Actually, I wasn't against all merchandising when I started the strip, but each product I considered seemed to violate the spirit of the strip, contradict its message, and take me away from the work I loved. If my syndicate had let it go at that, the decision would have taken maybe 30 seconds of my life.

          


          Watterson did ponder animating Calvin and Hobbes, and has expressed admiration for the art form. In a 1989 interview in The Comics Journal, Watterson states:


          
            If you look at the old cartoons by Tex Avery and Chuck Jones, you'll see that there are a lot of things single drawings just can't do. Animators can get away with incredible distortion and exaggeration . . . because the animator can control the length of time you see something. The bizarre exaggeration barely has time to register, and the viewer doesnt ponder the incredible license he's witnessed. In a comic strip, you just show the highlights of actionyou can't show the buildup and release . . . or at least not without slowing down the pace of everything to the point where it's like looking at individual frames of a movie, in which case you've probably lost the effect you were trying to achieve. In a comic strip, you can suggest motion and time, but it's very crude compared to what an animator can do. I have a real awe for good animation.

          


          After this he was asked if it was "a little scary to think of hearing Calvin's voice." He responded that it was "very scary," and that although he loved the visual possibilities of animation, the thought of casting voice actors to play his characters was uncomfortable. He was also unsure he wanted to work with an animation team, as he had done all previous work by himself. Ultimately, Calvin and Hobbes was never made into an animated series. Watterson later stated in the "Calvin and Hobbes Tenth Anniversary Book" that he liked the fact that his strip was a "low-tech, one-man operation," and took great pride in the fact that he drew every line and wrote every word on his own.


          Except for the books, two 16-month calendars (19881989 and 19891990), the textbook Teaching with Calvin and Hobbes, and one T-shirt for a traveling art exhibit on comics, virtually all Calvin and Hobbes merchandise is unauthorized. One of the widely circulated counterfeit items is a series of window decals depicting Calvin grinning wickedly as he urinates on various companies' logos. As Watterson pointed out during the notes of one of the collection books, the original image was of Calvin filling up a water balloon from a faucet. After threat of a lawsuit alleging infringement of copyright and trademark, some of the sticker makers replaced Calvin with a different boy, while other makers ignored the issue. Watterson wryly commented, "I clearly miscalculated how popular it would be to show Calvin urinating on a Ford logo." Some legitimate special items were produced, such as promotional packages to sell the strip to newspapers, but these were never sold outright.


          


          Style and influences


          Calvin and Hobbes strips are characterized by sparse but careful craftsmanship, intelligent humor, poignant observations, witty social and political commentary, and well-developed characters. Precedents to Calvin's fantasy world can be found in Crockett Johnson's Barnaby, Charles M. Schulz's Peanuts, Percy Crosby's Skippy, Berkeley Breathed's Bloom County, and George Herriman's Krazy Kat, while Watterson's use of comics as sociopolitical commentary reaches back to Walt Kelly's Pogo. Schulz and Kelly, in particular, influenced Watterson's outlook on comics during his formative years.


          Notable elements of Watterson's artistic style are his characters' diverse and often exaggerated expressions (particularly those of Calvin), elaborate and bizarre backgrounds for Calvin's flights of imagination, well-captured kinetics, and frequent visual jokes and metaphors. In the later years of the strip, with more space available for his use, Watterson experimented more freely with different panel layouts, art styles, stories without dialogue, and greater use of whitespace. He also made a point of not showing certain things explicitly: the "Noodle Incident" and the children's book Hamster Huey and the Gooey Kablooie were left to the reader's imagination, where Watterson was sure they would be more outrageous than he could portray.


          Watterson's technique started with minimalist pencil sketches (though the larger Sunday strips often required more elaborate work); he then would use a small sable brush and India ink to complete most of the remaining drawing. He was careful in his use of colour, often spending a great deal of time in choosing the right colors to employ for the weekly Sunday strip.


          


          Art and academia


          Watterson has used the strip to criticize the artistic world, principally through Calvin's unconventional creations of snowmen but also through other expressions of childhood art. When Miss Wormwood complains that he is wasting class time drawing incomprehensible things (a Stegosaurus in a rocket ship, for example), Calvin proclaims himself "on the cutting edge of the avant-garde." He begins exploring the medium of snow when a warm day melts his snowman. His next sculpture "speaks to the horror of our own mortality, inviting the viewer to contemplate the evanescence of life". In further strips, Calvin's creative instincts diversify to include sidewalk drawings (or as he terms them, examples of " suburban postmodernism").


          Watterson also lampooned the academic world. Calvin writes a " revisionist autobiography", recruiting Hobbes to take pictures of him doing stereotypical kid activities like playing sports in order to make him seem more well-adjusted. In another strip, he carefully crafts an " artist's statement," claiming that such essays convey more messages than artworks themselves ever do (Hobbes blandly notes "You misspelled Weltanschauung."). He indulges in what Watterson calls " pop psychobabble" to justify his destructive rampages and shift blame to his parents, citing " toxic codependency." In once instance, he pens a book report based on the theory that the purpose of academic scholarship is to "inflate weak ideas, obscure poor reasoning, and inhibit clarity," entitled The Dynamics of Interbeing and Monological Imperatives in Dick and Jane: A Study in Psychic Transrelational Gender Modes. Displaying his creation to Hobbes, he remarks, "Academia, here I come!" Watterson explains that he adapted this jargon (and similar examples from several other strips) from an actual book of art criticism.


          Overall, Watterson's satirical essays serve to attack both sides, criticizing both the commercial mainstream and the artists who are supposed to be "outside" it. Not long after he began drawing his "Dinosaurs In Rocket Ships" series, Calvin tells Hobbes:


          
            The hard part for us avant-garde post-modern artists is deciding whether or not to embrace commercialism. Do we allow our work to be hyped and exploited by a market that's simply hungry for the next new thing? Do we participate in a system that turns high art into low art so it's better suited for mass consumption? Of course, when an artist goes commercial, he makes a mockery of his status as an outsider and free thinker. He buys into the crass and shallow values art should transcend. He trades the integrity of his art for riches and fame. Oh, what the heck. I'll do it.

          


          


          Social criticisms


          In addition to his criticisms of art and academia, Watterson often used the strip to comment on American culture and society. With rare exception, the strip avoids reference to actual people or events. Watterson's commentary is therefore necessarily generalized. He expresses frustration with public decadence and apathy, with commercialism, and with the pandering nature of the mass media. Calvin is often seen "glued" to the television, while his father speaks with the voice of the author, struggling to impart his values on Calvin.


          Watterson's vehicle for criticism is often Hobbes, who comments on Calvin's unwholesome habits from a more cynical perspective. He is more likely to make a wry observation than actually intervene, or he may even watch as Calvin inadvertently makes the point himself. In one instance, Calvin tells Hobbes about a science fiction story he has read in which machines turn humans into zombie slaves. Hobbes makes a comment about the irony of machines controlling us instead of the other way around, when Calvin then exclaims, "Hey! What time is it?? My TV show is on!" and sprints back inside to watch it.


          A Sunday, 21 June 1992 strip discussing the Big Bang coined the term "Horrendous Space Kablooie" for the event, a term which has achieved tongue-in-cheek popularity among the scientific community, particularly in informal discussion and often shorted to "the HSK". The term has also been referenced in newspapers, books, and as a part of university courses; Michael Strauss, associate professor of astrophysical sciences at Princeton University, uses "Horrendous Space Kablooie" and the associated Calvin and Hobbes comic strips in his astronomy lectures.


          


          Visual distortions


          On several occasions, Watterson drew strips with strange visual distortions: inverted colors, objects turning "neo-cubist," or other distortions. Only Calvin is able to perceive these alterations, which seem to illustrate both his own shifting point of view and a typical six-year-old's wild imagination.


          In the Tenth Anniversary Book, Watterson explains that some of these strips were metaphors for his own experiences, illustrating, for example, his conflicts with his syndicate: a 1989 Sunday strip, normally in colour, was drawn almost entirely in an inverted monochrome. Calvin is accused by his father of seeing issues "in black and white,"an accusation sometimes leveled at Watterson regarding his refusal to license the stripto which Calvin, echoing Watterson's own retort, replies, "Sometimes that's the way things are!"


          


          Passage of time


          When the strips were originally published, Calvin's settings were seasonally appropriate for the Northern Hemisphere. Calvin would be seen building snowmen or sledding during the period from November through February or so, and outside activities such as water balloon fights would replace school from June through August. Christmas and Halloween strips were run during those times of year.


          Although Watterson depicts several years' worth of holidays, school years, summer vacations, and camping trips, and characters are aware of multiple "current" years (such as "'94 model toboggans," "Vote Dad in '88," the '90s as the new decade, etc.) Calvin is never shown to age, pass to second grade, nor have any birthday celebrations. (The only birthday ever shown was that of Susie Derkins.) Such temporal distortions are fairly common among comic strips, as with the children in Peanuts, who existed without aging for decades. Likewise, the characters in Krazy Kat celebrate the New Year but never grow old, and young characters like Ignatz Mouse's offspring never seem to grow up. These uses of a floating timeline are very unlike the For Better or For Worse series, in which the characters age each year with their reading audience as well as get married and have children (this was prior to Lynn Johnston's 2007 decision to freeze her characters in time).


          While Calvin does not grow older in the strip, reference is made in two stripsfrom November 18 (ten years since the strip's debut) and 19, 1995to Calvin having once been two and three years old and now feeling that "a lifetime of experience has left [him] bitter and cynical." "This is a photograph of me when I was two," he tells Hobbes while flipping through a family photo album, and later remarks: "Isn't it weird that one's own past can seem unreal?" Temporal suspension is a common narrative device among many comic strips, and readers are likely to suspend disbelief regarding his age and his precocious vocabulary, accepting that he "was never a literal six-year-old".


          


          Main characters


          


          Calvin


          
            [image: Calvin]
          


          Named after 16th-century theologian John Calvin (founder of Calvinism and a strong believer in predestination), Calvin is an impulsive, sometimes overly creative, imaginative, energetic, curious, intelligent, and often selfish six-year-old, whose last name is never mentioned in the strip. Despite his low grades, Calvin has a wide vocabulary range that rivals that of an adult as well as an emerging philosophical mind:


          
            	
              
                	Calvin: "Dad, are you vicariously living through me in the hope that my accomplishments will validate your mediocre life and in some way compensate for all of the opportunities you botched?"

              

            

          


          
            	
              
                	Calvin's father: "If I were, you can bet I'd be re-evaluating my strategy."

              

            

          


          
            	
              
                	Calvin (later, to his mother): "Mom, Dad keeps insulting me."

              

            

          


          He commonly wears his distinctive red-and-black striped shirt, black jeans, and magenta sneakers. He is also a compulsive reader of comic books and has a tendency to order items marketed in comic books or on cereal boxes. Calvin chews gum regularly and subscribes to a magazine called Chewing. Throughout the series, he is also revealed to be a "trial and error" sort of person. Watterson has described Calvin thus:


          
            	"Calvin is pretty easy to do because he is outgoing and rambunctious and there's not much of a filter between his brain and his mouth."


            	"I guess he's a little too intelligent for his age. The thing that I really enjoy about him is that he has no sense of restraint, he doesn't have the experience yet to know the things that you shouldn't do."

          


          Calvin, as the protagonist, occasionally breaks the fourth wall.


          


          Hobbes
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          From everyone else's point of view, Hobbes is Calvin's stuffed tiger. From Calvin's point of view, however, Hobbes is an anthropomorphic tiger, much larger than Calvin and full of independent attitudes and ideas. But when the perspective shifts to any other character, readers again see merely a stuffed animal, usually seated at an off-kilter angle. This is, of course, an odd dichotomy, and Watterson explains it thus:


          
            When Hobbes is a stuffed toy in one panel and alive in the next, I'm juxtaposing the "grown-up" version of reality with Calvin's version, and inviting the reader to decide which is truer.

          


          Hobbes's true nature is made more ambiguous by episodes that seem to attribute real-life consequences to Hobbes's actions. One example is his habit of pouncing on Calvin the moment he arrives home from school, an act which always leaves Calvin with bruises and scrapes that are evident to other characters. In another incident, Hobbes manages to tie Calvin to a chair in such a way that Calvin's father is unable to understand how he could have done it himself. Yet another incident features Hobbes leaving Calvin hanging by the seat of his pants from a tree branch above Calvin's head.


          Also, in a very early strip, Calvin says that Hobbes ate a classmate of his (and Hobbes seems to verify this). No other reference to Hobbes doing anything to another person is ever made, and this incident is probably just a humorous throwaway line.


          Hobbes is named after the 17th-century philosopher Thomas Hobbes, who had what Watterson described as "a dim view of human nature." Thomas Hobbes' most famous work is titled Leviathan, in which his description of the human condition also mirrors a physical description of Calvin as "...nasty, brutish and short". Hobbes (the tiger) is much more rational and aware of consequences than Calvin, but seldom interferes with Calvin's troublemaking beyond a few oblique warningsafter all, Calvin will be the one to get in trouble for it, not Hobbes. Hobbes is sarcastic when Calvin is being hypocritical about things he dislikes.


          Although the first strips clearly show Calvin capturing Hobbes by means of a snare (with tuna fish sandwich as the bait), a later comic ( August 1, 1989) seems to imply that Hobbes is, in fact, older than Calvin, and has been around his whole life. Watterson eventually decided that it was not important to establish how Calvin and Hobbes had first met.


          


          Supporting characters


          


          Calvin's family


          


          Dad's first appearance: November 18, 1985


          Mom's first appearance: November 26, 1985


          Calvin's mother and father are for the most part typical Middle American middle-class parents. Like many other characters in the strip, their relatively down-to-earth and sensible attitudes serve primarily as a foil for Calvin's outlandish behaviour. At the beginning of the strip, Watterson says some fans were angered by the way Calvin's parents thought of Calvin (his father once remarked that he had really wanted a dog). They are not above the occasional cruelty: his mother provided him with a cigarette to teach him a lesson, and his father often tells him outrageous lies when asked a straight question. Calvin's father is a patent attorney; his mother is a stay-at-home mom. Both parents go through the entire strip unnamed, except as "Mom" and "Dad," or such nicknames as "hon" and "dear" when referring to each other. Watterson has never given Calvin's parents names "because as far as the strip is concerned, they are important only as Calvin's mom and dad." This ended up being somewhat problematic when Calvin's Uncle Max was in the strip for a week and could not refer to the parents by name. It was one of the main reasons that Max never reappeared.


          


          Susie Derkins


          


          First appearance: December 5, 1985


          Susie Derkins, the only important character with both a given name and a family name, is a classmate of Calvin's who lives in his neighbourhood. Named for the pet beagle of Watterson's wife's family, she first appeared early in the strip as a new student in Calvin's class. In contrast with Calvin, she is polite and diligent in her studies, and her imagination usually seems mild-mannered and civilized, consisting of stereotypical young girl games such as playing house or having tea parties with her stuffed animals. Though both of them hate to admit it, Calvin and Susie have quite a bit in common. For example, Susie is shown on occasion with a stuffed rabbit dubbed " Mr. Bun," and Calvin, of course, has Hobbes. Susie also has a mischievous streak, which can be seen when she subverts Calvin's attempts to cheat on school tests by feeding him incorrect answers. Watterson admits that Calvin and Susie have a bit of a nascent crush on each other, and that Susie is inspired by the type of woman that he himself finds attractive and eventually married. Her relationship with Calvin, though, is frequently conflicted, and never really becomes sorted out.


          


          Miss Wormwood


          


          First appearance: November 21, 1985


          Miss Wormwood is Calvin's world-weary teacher, named after the apprentice devil in C. S. Lewis's The Screwtape Letters. She perpetually wears polka-dotted dresses, and serves, like others, as a foil to Calvin's mischief. Throughout the strip's run, various jokes hint that Miss Wormwood is waiting to retire, takes a lot of medication, and is a heavy smoker and drinker. Watterson has said that he has a great deal of sympathy for Miss Wormwood, who is clearly stressed over trying to keep rowdy children under control so they can learn something.


          


          Rosalyn


          


          First appearance: May 28, 1986


          Rosalyn is a teenage high school senior and Calvin's official babysitter whenever Calvin's parents need a night out. She is also his swimming lessons teacher in the early days of the strip. She is the only babysitter able to tolerate Calvin's antics, which she uses to demand raises and advances from Calvin's desperate parents. She is also, according to Watterson, the only person Calvin truly fears. She does not hesitate to play as dirty as he does. Calvin and Rosalyn usually do not get along, except in one case where she plays " Calvinball" with him in exchange for him doing his homework. Rosalyn's boyfriend, Charlie, never appears in the strip but calls her occasionally while she babysits. Originally she was created as a nameless, one-shot character with no plan for her to appear again; however, Watterson decided he wanted to retain her unique ability to intimidate Calvin, which ultimately led to many more appearances.


          


          Moe


          


          First appearance: February 6, 1986


          Moe is the archetypical bully character in Calvin and Hobbes, "a six-year-old who shaves," who always shoves Calvin against walls, demands his lunch money, and calls him "Twinkie." Moe is the only regular character who speaks in an unusual font: his (frequently monosyllabic) dialogue is shown in crude, lower-case letters. Watterson describes Moe as "big, dumb, ugly and cruel," and a summation of "every jerk I've ever known." And while Moe is not smart, he is, as Calvin puts it, streetwise: "That means he knows what street he lives on."


          


          Principal Spittle


          First appearance: November 29, 1985


          Principal Spittle is the principal at Calvin's school. It has been implied that, as with Miss Wormwood, Calvin's behaviour is the main reason Spittle dislikes his job; Calvin has been to Spittle's office enough times that his file of transgressions is the thickest in the entire school. Spittle's appearances typically come in the last panel of strips that show Calvin misbehaving in class and being sent to his office, where he serves as a foil for Calvin's outlandish excuses for his antics.


          


          Other recurring characters


          The strip primarily focuses on Calvin, Hobbes, and the above mentioned secondary characters. Other characters who have appeared in multiple storylines include Calvin's family doctor (whom Calvin frequently gives a hard time during his check-ups), and the extra-terrestrials Galaxoid and Nebular.


          


          Calvin's roles


          Calvin imagines himself as a great many things, from dinosaurs to elephants, jungle-farers and superheroes. Four of his alter egos are well-defined and recurring: As "Stupendous Man", he pictures himself as a superhero in disguise, wearing a mask and a cape made by his mother, and narrating his own adventures. Stupendous Man almost always "suffers defeat," either from Rosalyn, or his mother. "Spaceman Spiff" is a heroic spacefarer. As Spiff, Calvin battles aliens (typically his parents or teacher) and travels to distant planets (his house, school or neighbourhood). "Tracer Bullet," a hardboiled private eye, says he has eight slugs in him: "one's lead, and the rest are bourbon." In one story, Bullet is called to a case, in which a "pushy dame" (Calvin's mother) accuses him of destroying an expensive lamp (broken as a result of an indoor football game between Calvin and Hobbes). When Calvin imagines himself as a dinosaur, he is usually either a Tyrannosaurus Rex, or "Calvinosaurus", a dinosaur which he calls "the most terrifying of them all." Calvin mostly daydreams about being these alter egos during school, causing Miss Wormwood to whack his desk with a pointer, making him immediately jump out of his imagination shocked and surprised.


          


          Recurring subject matter


          There are several repeating themes in the work, a few involving Calvin's real life, and many stemming from his imagination. Some of the latter are clearly flights of fantasy, while others, like Hobbes, are of an apparently dual nature and do not quite work when presumed real or unreal.


          


          Cardboard boxes


          


          Over the years Calvin has had several adventures involving corrugated cardboard boxes which he adapts for many different uses. Some of his many uses of cardboard boxes include:


          
            	Transmogrifier


            	Flying time machine


            	Duplicator (ethicator included)


            	Atomic Cerebral Enhance-O-Tron


            	Emergency G.R.O.S.S. meeting "box of secrecy"


            	A stand for selling things, such as "lemonade" and a "frank appraisal of your looks".

          


          Building the Transmogrifier is accomplished by turning a cardboard box upside-down, attaching an arrow to the side and writing a list of choices on the box (to turn into an animal not stated on the box, the name of the animal is written on the remaining space). Upon turning the arrow to a particular choice and pushing a button, the transmogrifier instantaneously rearranges the subject's "chemical configuration" (accompanied by a loud zap). Calvin later invented a Transmogrifier "Gun" patterned after a water pistol.


          The Duplicator is also made from a cardboard box, turned on its side. Instead of the transmogrifier's "zap" sound, it makes a "boink". The title of one of the collections, "Scientific Progress Goes 'Boink'", quotes a phrase that Hobbes utters upon hearing the Duplicator in operation. The Duplicator produces clones of Calvin, which initially turn out to be as problematic and independent as Calvin. In a later strip Calvin solves this problem by adding an Ethicator to the Duplicator, thus copying only Calvin's good side.


          The Time Machine is also made from the same box, this time right-side up. Passengers climb into the open top, and must be wearing protective goggles while in time-warp. Calvin first intends to travel to the future and obtain future technology that he could use to become rich in the present time. Unfortunately, he faces the wrong way as he steers and ends up in prehistoric times. Later, Calvin learns from this mistake and returns to the time period to take photos of the dinosaurs. In another instance Calvin goes to the near future to complete his homework via an ontological paradox, but the attempt fails.


          The Atomic Cerebral Enhance-O-Tron is also fashioned from the same cardboard box, turned upside-down, but with three strings attached to it which are used for input, output, and a grounding string. The grounding string functions like a lightning rod for brainstorms so Calvin can keep his ideas "grounded in reality". The strings are tied to a metal colander, which is worn on the head. When used, the wearer of the cap receives a boost in intelligence, and his head becomes enlarged. The intelligence boost, however, is temporary. When it wears off, the subject's head reverts to its normal size. Calvin creates the Cerebral Enhance-O-Tron in order to be able to come up with a topic for his homework.


          


          Calvinball


          
            
              	

              	
                Other kids' games are all such a bore!

                They've gotta have rules and they gotta keep score!

                Calvinball is better by far!

                It's never the same! It's always bizarre!

                You don't need a team or a referee!

                You know that it's great, 'cause it's named after me!

              

              	
            


            
              	
                Calvinball, as described by Calvin

              
            

          


          Calvinball is a game played by Calvin and Hobbes as a rebellion against organized team sports; according to Hobbes, "No sport is less organized than Calvinball!" The game is first introduced in a three-week story in 1990, where Calvin is bullied into signing up to play baseball, cursed when he proves worthless at it and insulted when he quits. Calvin and Hobbes usually play by themselves, although Rosalyn plays once and does very well for herself after eventually figuring the game out. Most games that Calvin and Hobbes play eventually turn into Calvinball.


          The only consistent rule is that Calvinball may never be played with the same rules twice. Scoring is also arbitrary: Hobbes has reported scores of "Q to 12" and "oogy to boogy." Equipment includes a volleyball (the titular "Calvinball"), a soccerball, a croquet set, a badminton set, assorted flags, bags, signs, and a hobby horse. Other things are included as needed, such as a bucket of ice-cold water, a water balloon, and various songs and poetry. Players also wear masks that resemble blindfolds with holes for the eyes. When asked how to play, Watterson states, "It's pretty simple: you make up the rules as you go." Calvinball is essentially a game of wits and creativity rather than stamina or athletic skill, a prominent nomic (self-modifying) game, and one where Hobbes usually outwits Calvin himself.


          


          Wagon and sled


          Calvin and Hobbes frequently ride downhill in a wagon, sled, or toboggan, depending on the season, as a device to add some physical comedy to the strip and because, according to Watterson, "it's a lot more interesting [...] than talking heads." While the ride is sometimes the focus of the strip, it also frequently serves as a counterpoint or visual metaphor while Calvin ponders the meaning of life, death, God, or a variety of other weighty subjects. Most of their rides end in a spectacular crash when they ride off a cliff, leaving the sled battered and broken, and on one occasion, on fire in winter.. In the final strip, Calvin and Hobbes depart on their toboggan to explore the possibilities of their wintry "magical world".


          


          Snowballs and snowmen


          During winter, Calvin often engages in snowball fights with Hobbes or Susie, who frequently best him due to their own wit or Calvin's unreliable aim. Calvin is attentive to the craft of making a good snowball (or slushball), but his delight in hitting Susie in the back of the head with a well-aimed snowball is tempered by his anxiousness to remain on Santa's "good" list at Christmas time.


          Calvin is also very talented and creative at building snowmen, but he usually puts them in scenes that depict the snowmen dying or suffering in grotesque ways. In one scene Calvin builds a row of saluting snowmen as a means to humiliate his dad as he returns from work. ("He knows I hate this," says his father as he proceeds up the front walk.) His creations tend to alarm his parents due to their macabre nature. In a notable storyline, Calvin builds a snowman and brings it to life in a manner reminiscent of Frankenstein's monster. This storyline gave the title to the Calvin and Hobbes book Attack of the Deranged Mutant Killer Monster Snow Goons.


          Calvin, unlike Hobbes, thinks of snowmen as fine art, worthy of highbrow criticism and expensive pricing. Bill Watterson has said that this is a parody of art's "pretentious blowhards."


          


          G.R.O.S.S.


          G.R.O.S.S. is Calvin's secret club, whose sole purpose is to exclude girls generally, and Susie Derkins specifically. The name is an acronym that stands for Get Rid Of Slimy girlS. Calvin admits "slimy girls" is a bit redundant, as all girls are slimy, "but otherwise it doesn't spell anything." G.R.O.S.S. is headquartered in a tree house. Hobbes can climb up to the tree house, but Calvin requires a rope. Hobbes refuses to drop down the rope until Calvin has said the password, which is an ode to tigers that is over eight verses long and occasionally accompanied by a dance. Calvin and Hobbes are its only members, and each takes up multiple official titles while wearing newspaper chapeaux during meetings. Most commonly, Calvin's title is Dictator-For-Life, and Hobbes is President and First Tiger. The club has an anthem, but most of its words are unknown to outsiders. Calvin often awards badges, promotions, etc., such as "Bottle Caps of Valor". Many G.R.O.S.S. plans to annoy or otherwise attack Susie end in failure, while many meetings end in a Calvinball-style battle of rule changes or promotion granting, before degenerating into a brawl.


          


          The Noodle Incident and "Hamster Huey and the Gooey Kablooie"


          Both the Noodle Incident and the book Hamster Huey and the Gooey Kablooie are mentioned several times in passing, but Watterson left the details to the reader's imagination "where [they're] sure to be more outrageous." Noodles are first mentioned in connection with a report on the brain, and later Calvin worries that Miss Wormwood told his mom about "the noodles", but it is never stated whether these are related to each other or to the Incident. The strip even depicts Santa's research department having trouble discovering the particulars of the Noodle Incident, and every mention of the incident brings forth vehement denials of involvement from Calvin.


          More details are given regarding Hamster Huey and the Gooey Kablooie: it is a children's book written by Mabel Syrup, it has a sequel titled Commander Coriander Salamander and 'er Singlehander Bellylander, and it includes squeaky voices, gooshy sound effects, and the "Happy Hamster Hop". In its first appearance, Calvin's dad recommended it to Calvin (although Calvin was reluctant due to the fact there wasn't an animated adaptation of it) but nearly all subsequent references to the book show Calvin's dad's frustration at having to read the story to Calvin every evening.


          


          Books


          


          There are eighteen Calvin and Hobbes books, published from 1987 to 2005. These include eleven collections, which form a complete archive of the newspaper strips, except for a single daily strip from November 28, 1985 (the collections do contain a strip for this date, but it is not the same strip that appeared in some newspapers. The alternate strip, a joke about Hobbes taking a bath in the washing machine, has circulated around the Internet). Treasuries usually combine the two preceding collections (albeit leaving out some strips) with bonus material and include colour reprints of Sunday comics.


          Watterson included a unique Easter egg in The Essential Calvin and Hobbes. The back cover is a scene of a giant Calvin rampaging through a town. The scene is in fact a faithful reproduction of the town square (actually a triangle) in Watterson's home town of Chagrin Falls, Ohio. The giant Calvin has uprooted and is holding in his hands the Popcorn Shop, a small, iconic candy and ice cream shop overlooking the town's namesake falls.


          A complete collection of Calvin and Hobbes strips, in three hardcover volumes with a total 1440 pages, was released on October 4, 2005, by Andrews McMeel Publishing. It also includes colour prints of the art used on paperback covers, the treasuries' extra illustrated stories and poems, and a new introduction by Bill Watterson. The alternate 1985 strip is still omitted, and two other strips ( January 7, 1987, and November 25, 1988) have altered dialogue.


          To celebrate the release (which coincided with the strip's ten year absence in newspapers and the twentieth anniversary of the strip), Calvin and Hobbes reruns were made available to newspapers from Sunday, September 4, 2005, through Saturday, December 31, 2005, and Bill Watterson answered a select dozen questions submitted by readers. Like other reprinted strips, weekday Calvin and Hobbes strips now appear in colour print when available, instead of black and white as in their first run.


          Early books were printed in smaller format in black and white; these were later reproduced in twos in colour in the "Treasuries" (Essential, Authoritative, and Indispensable), except for the contents of Attack of the Deranged Mutant Killer Monster Snow Goons. Those Sunday strips were never reprinted in colour until the Complete collection was finally published in 2005. Every book since Snow Goons has been printed in a larger format with Sundays in colour and weekday and Saturday strips larger than they appeared in most newspapers.


          Remaining books do contain some additional content; for instance, The Calvin and Hobbes Lazy Sunday Book contains a long watercolor Spaceman Spiff epic not seen elsewhere until Complete, and The Calvin and Hobbes Tenth Anniversary Book contains much original commentary from Watterson. Calvin and Hobbes: Sunday Pages 19851995 contains 36 Sunday strips in colour alongside Watterson's original sketches, prepared for an exhibition at The Ohio State University Cartoon Research Library.


          An officially licensed children's textbook entitled Teaching with Calvin and Hobbes was published in a limited single print-run in 1993. The book includes various Calvin and Hobbes strips together with lessons and questions to follow, such as, "What do you think the principal meant when he said they had quite a file on Calvin?" (108). The book is very rare and increasingly sought by collectors.
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                  30th President of the United States
                

              
            


            
              	Inoffice

              August 2, 1923 March 4, 1929
            


            
              	VicePresident

              	None (19231925)

              Charles G. Dawes, (19251929)
            


            
              	Precededby

              	Warren G. Harding
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              March 4, 1921 August 2, 1923
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              	Warren G. Harding
            


            
              	Precededby

              	Thomas R. Marshall
            


            
              	Succeededby
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              January 2, 1919 January 6, 1921
            


            
              	Lieutenant

              	Channing H. Cox
            


            
              	Precededby

              	Samuel W. McCall
            


            
              	Succeededby

              	Channing H. Cox
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              	Governor
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              	Born

              	July 4, 1872(1872-07-04)

              Plymouth, Vermont
            


            
              	Died

              	January 5, 1933 (aged60)

              Northampton, Massachusetts
            


            
              	Nationality

              	American
            


            
              	Politicalparty

              	Republican
            


            
              	Spouse

              	Grace Goodhue Coolidge
            


            
              	Almamater

              	Amherst College
            


            
              	Religion

              	Congregationalist
            

          


          John Calvin Coolidge, Jr. ( July 4, 1872  January 5, 1933) was the thirtieth President of the United States (19231929). A Republican lawyer from Vermont, Coolidge worked his way up the ladder of Massachusetts state politics, eventually becoming governor of that state. His actions during the Boston Police Strike of 1919 thrust him into the national spotlight. Soon after, he was elected as the twenty-ninth Vice President in 1920 and succeeded to the Presidency upon the death of Warren G. Harding. Elected in his own right in 1924, he gained a reputation as a small-government conservative.


          In many ways Coolidge's style of governance was a throwback to the passive presidency of the nineteenth century. He restored public confidence in the White House after the scandals of his predecessor's administration, and left office with considerable popularity. As his biographer later put it, "he embodied the spirit and hopes of the middle class, could interpret their longings and express their opinions. That he did represent the genius of the average is the most convincing proof of his strength."


          Many later criticized Coolidge as part of a general criticism of laissez-faire government. His reputation underwent a renaissance during the Reagan administration, but the ultimate assessment of his presidency is still divided between those who approve of his reduction of the size of government and those who believe the federal government should be more involved in regulating the economy.


          


          Family and early life


          


          Birth and family history


          John Calvin Coolidge Jr. was born in Plymouth, Windsor County, Vermont, on July 4, 1872, the only U.S. President to be born on the fourth of July. He was the elder of two children of John Calvin Sr. and Victoria Coolidge. The Coolidge family had deep roots in New England. His earliest American ancestor, John Coolidge, emigrated from Cambridge, England, around 1630 and settled in Watertown, Massachusetts. Coolidge's great-great-grandfather, also named John Coolidge, was an American army officer in the American Revolution and was one of the first selectmen of the town of Plymouth Notch. Most of Coolidge's ancestors were farmers. The more well-known Coolidges, such as architect Charles Allerton Coolidge and diplomat Archibald Cary Coolidge, were descended from other branches of the family that had stayed in Massachusetts. Coolidge's grandmother Sarah Almeda Brewer had two famous first cousins: Arthur Brown, a United States Senator, and Olympia Brown, a women's suffragist.
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              Coolidge as an Amherst undergraduate
            

          


          Coolidge's grandfather Calvin Coolidge held some local government offices in Plymouth and was best remembered as a man with "a fondness for practical jokes". Sarah Brewer was also of New England. It is through this ancestor that Coolidge claimed to be descended in part from American Indians. Coolidge's father was a farmer, but spent some time as a schoolteacher and justice of the peace. His mother, Victoria Josephine Moor Coolidge, was the daughter of another Plymouth Notch farmer. Coolidge's mother was chronically ill, possibly suffering from tuberculosis, and died young in 1884, but Coolidge's father lived to see him become President.


          


          Early career and marriage


          


          Western Massachusetts lawyer


          After graduating from Amherst, at his father's urging, Coolidge moved to Northampton, Massachusetts to take up the practice of law. Avoiding the costly alternative of attending a law school, Coolidge followed the more common practice at the time of apprenticing with a local firm, Hammond & Field. John C. Hammond and Henry P. Field, both Amherst graduates themselves, introduced Coolidge to the law practice in the county seat of Hampshire County. In 1897, Coolidge was admitted to the bar. With his savings and a small inheritance from his grandfather, Coolidge was able to open his own law office in Northampton in 1898, where he practiced transactional law, believing that he served his clients best by staying out of court. As his reputation as a hard-working and diligent attorney grew, local banks and other businesses began to retain his services.


          


          Marriage and family


          In 1905 Coolidge met and married Grace Anna Goodhue, a local schoolteacher working at the Clarke School for the Deaf and fellow Vermonter. They were opposites in personality: she was talkative and fun-loving, while Coolidge was quiet and serious. Not long after their marriage, Coolidge handed her a bag with fifty-two pairs of socks in it, all of them full of holes. Grace's reply was "Did you marry me to darn your socks?" Without cracking a smile and with his usual seriousness, Calvin answered, "No, but I find it mighty handy." They had two sons; John Coolidge, born in 1906, and Calvin Coolidge, Jr., born in 1908. The marriage was, by most accounts, a happy one. As Coolidge wrote in his Autobiography, "We thought we were made for each other. For almost a quarter of a century she has borne with my infirmities, and I have rejoiced in her graces."


          


          Local political office


          


          City offices


          The Republican Party was dominant in New England in Coolidge's time, and he followed Hammond's and Field's example by becoming active in local politics. Coolidge campaigned locally for Republican presidential candidate William McKinley in 1896, and the next year he was selected to be a member of the Republican City Committee. In 1898, he won election to the City Council of Northampton, placing second in a ward where the top three candidates were elected. The position offered no salary, but gave Coolidge experience in the political world. In 1899, he declined renomination, running instead for City Solicitor, a position elected by the City Council. He was elected for a one-year term in 1900, and reelected in 1901. This position gave Coolidge more experience as a lawyer, and paid a salary of $600. In 1902, the city council selected a Democrat for city solicitor, and Coolidge returned to an exclusively private practice. Soon thereafter, however, the clerk of courts for the county died, and Coolidge was chosen to replace him. The position paid well, but barred him from practicing law, so he only remained at the job for one year. The next year, 1904, Coolidge met with his only defeat before the voters, losing an election to the Northampton school board. When told that some of his neighbors voted against him because he had no children in the schools he would govern, Coolidge replied "Might give me time!"


          


          State legislator and mayor
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          In 1906 the local Republican committee nominated Coolidge for election to the state House of Representatives. He won a close victory over the incumbent Democrat, and reported to Boston for the 1907 session of the Massachusetts General Court. In his freshman term, Coolidge served on minor committees and, although he usually voted with the party, was known as a Progressive Republican, voting in favour of such measures as women's suffrage and the direct election of Senators. Throughout his time in Boston, Coolidge found himself allied primarily with the western Winthrop Murray Crane faction of the state Republican Party, as against the Henry Cabot Lodge-dominated eastern faction. In 1907, he was elected to a second term. In the 1908 session, Coolidge was more outspoken, but was still not one of the leaders in the legislature.


          Instead of vying for another term in the state house, Coolidge returned home to his growing family and ran for mayor of Northampton when the incumbent Democrat retired. He was well-liked in the town, and defeated his challenger by a vote of 1,597 to 1,409. During his first term (1910 to 1911), he increased teachers' salaries and retired some of the city's debt while still managing to effect a slight tax decrease. He was renominated in 1911, and defeated the same opponent by a slightly larger margin.
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          In 1911 the State Senator for the Hampshire County area retired and encouraged Coolidge to run for his seat for the 1912 session. He defeated his Democratic opponent by a large margin. At the start of that term, Coolidge was selected to be chairman of a committee to arbitrate the " Bread and Roses" strike by the workers of the American Woolen Company in Lawrence, Massachusetts. After two tense months, the company agreed to the workers' demands in a settlement the committee proposed. The other major issue for Republicans that year was the party split between the progressive wing, which favored Theodore Roosevelt, and the conservative wing, which favored William Howard Taft. Although he favored some progressive measures, Coolidge refused to bolt the party. When the new Progressive Party declined to run a candidate in his state senate district, Coolidge won reelection against his Democratic opponent by an increased margin.


          The 1913 session was less eventful, and Coolidge's time was mostly spent on the railroad committee, of which he was the chairman. Coolidge intended to retire after the 1913 session, as two terms were the norm, but when the President of the State Senate, Levi H. Greenwood, considered running for Lieutenant Governor, Coolidge decided to run again for the Senate in the hopes of being elected as its presiding officer. Although Greenwood later decided to run for reelection to the Senate, he was defeated and Coolidge was elected, with Crane's help, as the President of a closely divided Senate. After his election in January 1914, Coolidge delivered a speech entitled Have Faith in Massachusetts, which was later republished as a book. His speech, later much-quoted, summarized Coolidge's philosophy of government.


          
            
              	"Do the day's work. If it be to protect the rights of the weak, whoever objects, do it. If it is to help a powerful corporation, do that. Expect to be called a stand-patter, but do not be a stand-patter. Expect to be called a demagogue, but do not be a demagogue. Do not hesitate to be called as revolutionary as science. Do not hesitate to be as reactionary as the multiplication table. Do not expect to build up the weak by pulling down the strong. Do not hurry to legislate. Give administration a chance to catch up with legislation."
            


            
              	Have Faith in Massachusetts as delivered by Calvin Coolidge to the Massachusetts State Senate, 1914.
            

          


          Coolidge's speech was well-received and he attracted some admirers on its account. Towards the end of the term, many of them were proposing his name for nomination to lieutenant governor. After winning reelection to the Senate by an increased margin in the 1914 elections, Coolidge was reelected unanimously to be President of the Senate. As the 1915 session drew to a close, Coolidge's supporters, led by fellow Amherst alumnus Frank Stearns, encouraged him once again to run for lieutenant governor. This time, he accepted their advice.


          


          Lieutenant Governor


          Coolidge entered the primary election for lieutenant governor and was nominated to run alongside gubernatorial candidate Samuel W. McCall. Coolidge was the leading vote-getter in the Republican primary, and balanced the Republican ticket by adding a western presence to McCall's eastern base of support. McCall and Coolidge won the 1915 election, with Coolidge defeating his opponent by more than 50,000 votes.


          Coolidge's duties as lieutenant governor were few; in Massachusetts, the lieutenant governor does not preside over the state Senate, although Coolidge did become an ex officio member of the governor's cabinet. As a full-time elected official, Coolidge no longer practiced law after 1916, though his family continued to live in Northampton. McCall and Coolidge were both reelected in 1916 and again in 1917 (both offices were one-year terms in those days). When McCall decided that he would not stand for a fourth term, Coolidge announced his own intention to run for governor.


          


          Governor of Massachusetts
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          1918 election


          Coolidge was unopposed for the Republican nomination for Governor of Massachusetts in 1918. He and his running mate, Channing Cox, a Boston lawyer and Speaker of the Massachusetts House of Representatives, ran on the previous administration's record: fiscal conservatism, a vague opposition to Prohibition, support for women's suffrage, and support for American involvement in the First World War. The issue of the war proved divisive, especially among Irish- and German-Americans. Coolidge was elected by a margin of 16,773 votes over his opponent, Richard H. Long, in the smallest margin of victory of any of his state-wide campaigns.


          


          Boston Police Strike


          In 1919 in response to rumors that policemen of the Boston Police Department planned to form a trade union, Police Commissioner Edwin U. Curtis issued a statement saying that such a move would not be countenanced. In August of that year, the American Federation of Labor issued a charter to the Boston Police Union. Curtis said the union's leaders were insubordinate and planned to relieve them of duty, but said that he would suspend the sentence if the union was dissolved by September 4. The mayor of Boston, Andrew Peters, convinced Curtis to delay his action for a few days, but Curtis ultimately suspended the union leaders after a brief delay, on September 8.


          
            
              	"Your assertion that the Commissioner was wrong cannot justify the wrong of leaving the city unguarded. That furnished the opportunity; the criminal element furnished the action. There is no right to strike against the public safety by anyone, anywhere, any time. ... I am equally determined to defend the sovereignty of Massachusetts and to maintain the authority and jurisdiction over her public officers where it has been placed by the Constitution and laws of her people."
            


            
              	Telegram from Governor Calvin Coolidge to Samuel Gompers September 15, 1919.
            

          


          The following day about three-quarters of the policemen in Boston went on strike. Coolidge had observed the situation throughout the conflict, but had not yet intervened. That night and the next, there was sporadic violence and rioting in the lawless city. Peters, concerned about sympathy strikes, had called up some units of the Massachusetts National Guard stationed in the Boston area and relieved Curtis of duty. Coolidge, furious that the mayor had called out state guard units, finally acted. He called up more units of the National Guard, restored Curtis to office, and took personal control of the police force. Curtis proclaimed that none of the strikers would be allowed back to their former jobs, and Coolidge issued calls for a new police force to be recruited.
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          That night Coolidge received a telegram from AFL leader Samuel Gompers. "Whatever disorder has occurred", Gompers wrote, "is due to Curtis's order in which the right of the policemen has been denied " Coolidge publicly answered Gompers's telegram with the response that would launch him into the national consciousness (quoted, above left). Newspapers across the nation picked up on Coolidge's statement and he became the newest hero to defenders of American capitalism. In the midst of the First Red Scare, many Americans were terrified of the spread of communist revolution, like those that had taken place in Russia, Hungary, and Germany. While Coolidge had lost some friends among organized labor, conservatives across the nation had seen a rising star.


          [bookmark: 1919_election]


          1919 election


          Coolidge and Cox were renominated for their respective offices in 1919. By this time Coolidge's supporters (especially Stearns) had publicized his actions in the Police Strike around the state and the nation and some of Coolidge's speeches were reissued as a book. He was faced with the same opponent as in 1918, Richard Long, but this time Coolidge defeated him by 125,101 votes, many times more than his margin of victory from a year earlier. His actions in the police strike, combined with the massive electoral victory, led to suggestions that Coolidge should run for President in 1920.


          


          Legislation and vetoes as governor
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          By the time Coolidge was inaugurated on January 1, 1919 the First World War had ended, and Coolidge pushed the legislature to give a $100 bonus to Massachusetts veterans. He also signed a bill reducing the work week for women and children from fifty-four hours to forty-eight, saying "we must humanize the industry, or the system will break down." He signed into law a budget that kept the tax rates the same, while trimming four million dollars from expenditures, thus allowing the state to retire some of its debt.


          Coolidge also wielded the veto pen as governor. His most publicized veto was of a bill that would have increased legislators' pay by 50%. In May 1920, he vetoed a bill that would have allowed the sale of beer or wine of 2.75% alcohol or less, in contravention of the Eighteenth Amendment. Although Coolidge himself was opposed to Prohibition, he felt constrained to veto the bill. "Opinions and instructions do not outmatch the Constitution," he said in his veto message, "Against it, they are void."


          


          Vice Presidency


          [bookmark: 1920_election]


          1920 election


          At the 1920 Republican Convention most of the delegates were selected by state party conventions, not primaries. As such, the field was divided among many local favorites. Coolidge was one such candidate, and while he placed as high as sixth in the voting, the powerful party bosses never considered him a serious candidate. After ten ballots, the delegates settled on Senator Warren G. Harding of Ohio as their nominee for President. When the time came to select a Vice Presidential nominee, the party bosses had also made a decision on who they would nominate: Senator Irvine Lenroot of Wisconsin. A delegate from Oregon, Wallace McCamant, having read Have Faith in Massachusetts, proposed Coolidge for Vice President instead. The suggestion caught on quickly, and Coolidge found himself unexpectedly nominated.
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              President Harding and Vice President Coolidge and their wives.
            

          


          The Democrats nominated another Ohioan, James M. Cox, for President and the Assistant Secretary of the Navy, Franklin D. Roosevelt, for Vice President. The question of the United States joining the League of Nations was a major issue in the campaign, as was the unfinished legacy of Progressivism. Harding ran a "front-porch" campaign from his home in Marion, Ohio, but Coolidge took to the campaign trail in the Upper South, New York, and New England. On November 2, 1920, Harding and Coolidge were victorious in a landslide, winning every state outside the South. They also won in Tennessee, the first time a Republican ticket had won a Southern state since Reconstruction.
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          "Silent Cal"


          The Vice Presidency did not carry many official duties, but Coolidge was invited by President Harding to attend cabinet meetings, making him the first Vice President to do so. He gave speeches around the country, but none were especially noteworthy.


          As Vice President, Coolidge and his vivacious wife Grace were invited to quite a few parties, where the legend of "Silent Cal" was born. It was from this time most of the jokes and anecdotes at his expense originate. Although Coolidge was known to be a skilled and effective public speaker, in private he was a man of few words and was therefore commonly referred to as "Silent Cal." A possibly apocryphal story has it that Dorothy Parker, seated next to him at a dinner, said to him, "Mr. Coolidge, I've made a bet against a fellow who said it was impossible to get more than two words out of you." His famous reply: "You lose." It was also Parker who, upon learning that Coolidge had died, reportedly remarked, "How can they tell?" Coolidge often seemed uncomfortable among fashionable Washington society; when asked why he continued to attend so many of their dinner parties, he replied "Got to eat somewhere."


          As President, Coolidge's reputation as a quiet man continued. "The words of a President have an enormous weight," he would later write, "and ought not to be used indiscriminately." Coolidge was aware of his stiff reputation; indeed, he cultivated it. "I think the American people want a solemn ass as a President," he once told Ethel Barrymore, "and I think I will go along with them."


          


          Presidency 19231929
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          Succession to the Presidency


          On August 2, 1923, President Harding died while on a speaking tour in California. Vice President Coolidge was visiting his family home, which did not have electricity or a telephone, in Vermont when he received word by messenger of Harding's death. Coolidge dressed, said a prayer, and came downstairs to greet the reporters who had assembled. His father, a notary public, administered the oath of office in the family's parlor by the light of a kerosene lamp at 2:47 a.m. on August 3, 1923; Coolidge then went back to bed. Coolidge returned to Washington the next day, and was re-sworn by Justice A. A. Hoehling of the Supreme Court of the District of Columbia, as there was some confusion over whether a state notary public had the authority to administer the presidential oath.


          


          Finishing Harding's term
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          The nation did not know what to make of its new President; Coolidge had not stood out in the Harding administration and many had expected him to be replaced on the ballot in 1924. He chose C. Bascom Slemp, a Virginia Congressman and experienced federal politician, as his secretary (a position equivalent to the modern White House Chief of Staff). Although many of Harding's cabinet appointees were scandal-tarred, Coolidge announced that he would not demand any of their resignations, believing that since the people had elected Harding, he should carry on Harding's presidency, at least until the next election.


          He addressed Congress when it reconvened on December 6, 1923, giving a speech that echoed many of Harding's themes, including immigration restriction and the need for the government to arbitrate the coal strikes then ongoing in Pennsylvania. The Washington Naval Treaty was proclaimed just one month into Coolidge's term, and was generally well received in the country. In May 1924, the World War I veterans' Bonus Bill was passed over his veto. Coolidge signed the Immigration Act later that year, though he appended a signing statement expressing his unhappiness with the bill's specific exclusion of Japanese immigrants. Just before the Republican Convention began, Coolidge signed into law the Revenue Act of 1924, which decreased personal income tax rates while increasing the estate tax, and creating a gift tax to reinforce the transfer tax system.
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          1924 election
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          The Republican Convention was held from June 1012, 1924 in Cleveland, Ohio; President Coolidge was nominated on the first ballot. The convention nominated Frank Lowden of Illinois for Vice President on the second ballot, but he declined via telegram. Former Brigadier General Charles G. Dawes, who would win the Nobel Peace Prize in 1925, was nominated on the third ballot; he accepted.


          


          The Democrats held their convention a month later in New York City. The convention soon deadlocked, and after 103 ballots, the delegates finally agreed on a compromise candidate, John W. Davis. Charles W. Bryan was nominated for Vice President. The Democrats' hopes were buoyed when Robert M. La Follette, Sr., a Republican Senator from Wisconsin, split from the party to form a new Progressive Party. Many believed that the split in the Republican party, like the one in 1912, would allow a Democrat to win the Presidency.


          Shortly after the conventions Coolidge experienced a personal tragedy. Coolidge's younger son, Calvin, Jr., developed a blister from playing tennis on the White House courts. The blister became infected, and Calvin, Jr. died. After that Coolidge became even more withdrawn. He later said that "when he died, the power and glory of the Presidency went with him." In spite of his sadness, Coolidge ran his conventional campaign; he never maligned his opponents (or even mentioned them by name) and delivered speeches on his theory of government, including several that were broadcast over radio. It was easily the most subdued campaign since 1896, partly because the President was grieving for his son, but partly because Coolidge's style was naturally non-confrontational. The other candidates campaigned in a more modern fashion, but despite the split in the Republican party, the results were very similar to those of 1920. Coolidge and Dawes won every state outside the South except for Wisconsin, La Follette's home state. Coolidge had a popular vote majority of 2.5 million over his opponents' combined total.


          


          Domestic policy
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          During Coolidge's presidency the United States experienced the period of rapid economic growth known as the " Roaring Twenties." His economic policy has often been misquoted as "generally speaking, the business of the American people is business" (full quotation below, at left). Although some commentators have criticized Coolidge as a doctrinaire laissez-faire ideologue, historian Robert Sobel offers some context based on Coolidge's sense of federalism: "As Governor of Massachusetts, Coolidge supported wages and hours legislation, opposed child labor, imposed economic controls during World War I, favored safety measures in factories, and even worker representation on corporate boards. Did he support these measures while president? No, because in the 1920s, such matters were considered the responsibilities of state and local governments."


          
            
              	"It is probable that a press which maintains an intimate touch with the business currents of the nation is likely to be more reliable than it would be if it were a stranger to these influences. After all, the chief business of the American people is business. They are profoundly concerned with buying, selling, investing and prospering in the world."
            


            
              	President Calvin Coolidge's address to the American Society of Newspaper Editors, Washington D.C., January 25, 1925.
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          Coolidge's taxation policy, and that of his Secretary of the Treasury, Andrew Mellon, was that taxes should be lower and that fewer people should have to pay them. The Congress concurred, and the tax burden on Americans was reduced in Coolidge's term. In addition to these tax cuts, Coolidge proposed reductions in federal expenditures and retiring some of the federal debt. To that end, Coolidge declined to sign some of the spending that Congress approved. He vetoed the proposed McNary-Haugen Farm Relief Bill of 1926, designed to allow the federal government to purchase agricultural surpluses and sell them abroad at lowered prices. Coolidge declared that agriculture must stand "on an independent business basis," and said that "government control cannot be divorced from political control." He favored Herbert Hoover's proposal to modernize agriculture to create profits, instead of manipulating prices. When Congress re-passed the McNary-Haugen bill in 1927, Coolidge vetoed it again. "Farmers never have made much money," said Coolidge, the Vermont farmer's son, "I do not believe we can do much about it."


          Coolidge has often been criticized for his actions during the Great Mississippi Flood of 1927, the worst natural disaster to hit the Gulf Coast until Hurricane Katrina in 2005. Although he did eventually name Secretary Hoover to a commission in charge of flood relief, Coolidge's lack of interest in federal flood control has been much maligned. Coolidge did not believe that personally visiting the region after the floods would accomplish anything, but would be seen only as political grandstanding, and he did not want to incur the federal spending that flood control would require. Congress wanted a bill that would place the federal government completely in charge of flood mitigation; Coolidge wanted the property owners to bear much of the costs. When Congress passed a compromise measure in 1928, Coolidge declined to take credit for it and signed the bill in private on May 15.


          


          Foreign policy
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          While he was not an isolationist, Coolidge was reluctant to enter foreign alliances. Coolidge saw the landslide Republican victory of 1920 as a rejection of the Wilsonian idea that the United States should join the League of Nations. While not completely opposed to the idea, Coolidge believed the League, as then constituted, did not serve American interests, and he did not advocate membership in it. He spoke in favour of the United States joining the Permanent Court of International Justice, provided that the nation would not be bound by advisory decisions. The Senate eventually approved joining the Court (with reservations) in 1926. The League of Nations accepted the reservations, but suggested some modifications of their own. The Senate failed to act; the United States never joined the World Court.


          Coolidge's best-known initiative was the Kellogg-Briand Pact of 1928, named for Coolidge's Secretary of State, Frank B. Kellogg, and French foreign minister Aristide Briand. The treaty, ratified in 1929, committed signatories including the U.S., the United Kingdom, France, Germany, Italy, and Japan to "renounce war, as an instrument of national policy in their relations with one another." The treaty did not actually achieve its intended result  the outlawry of war  but did provide the founding principle for international law after World War II.


          Coolidge continued the previous administration's policy not to recognize the Soviet Union. He also continued the United States' support for the elected government of Mexico against the rebels there, lifting the arms embargo on that country. He sent his close friend Dwight Morrow to Mexico as the American ambassador. Coolidge represented the U.S. at the Pan American Conference in Havana, Cuba, making him the only sitting U.S. President to visit the country. The United States' occupation of Nicaragua and Haiti continued under his administration, but Coolidge withdrew American troops from the Dominican Republic in 1924.
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          1928 Election
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          Coolidge did not seek renomination; he announced his decision to reporters, in writing, with typical terseness: "I do not choose to run for President in 1928." After allowing them to take that in, Coolidge elaborated. "If I take another term, I will be in the White House till 1933 Ten years in Washington is longer than any other man has had ittoo long!" In his memoirs, Coolidge explained his decision not to run: "The Presidential office takes a heavy toll of those who occupy it and those who are dear to them. While we should not refuse to spend and be spent in the service of our country, it is hazardous to attempt what we feel is beyond our strength to accomplish." After leaving office, he and Grace returned to Northampton, where he wrote his memoirs. The Republicans retained the White House in 1928 in the person of Coolidge's Secretary of Commerce, Herbert Hoover.


          Coolidge had been lukewarm on the choice of Hoover as his successor; on one occasion he remarked that "for six years that man has given me unsolicited adviceall of it bad." Even so, Coolidge had no desire to split the party by publicly opposing the popular Commerce Secretary's nomination. The delegates did consider nominating Vice President Charles Dawes to be Hoover's running mate, but the convention selected Senator Charles Curtis instead.


          


          Radio and film


          
            [image: A 1938 definitive stamp]

            
              A 1938 definitive stamp
            

          


          Despite his reputation as a quiet and even reclusive politician, Coolidge made use of the new medium of radio and made radio history several times while President. He made himself available to reporters, giving 529 press conferences, meeting with reporters more regularly than any President before or since. His inauguration was the first presidential inauguration broadcast on radio. On 6 December 1923, Coolidge was the first President whose address to Congress was broadcast on radio. On 22 February 1924, he became the first President of the United States to deliver a political speech on radio. On 11 August 1924, Coolidge was filmed on the White House lawn by Lee De Forest in DeForest's Phonofilm sound-on-film process, becoming the first President to appear in a sound film. The title of the DeForest film was President Coolidge, Taken on the White House Lawn.


          Coolidge was the only president to have his face on a coin during his lifetime, the sesquicentennial commemorative half dollar of 1926. After his death, he also appeared on a stamp.
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          Coolidge appointed one Justice to the Supreme Court of the United States, Harlan Fiske Stone in 1925. Stone was Coolidge's fellow Amherst alumnus and was serving as dean of Columbia Law School when Coolidge appointed him to be Attorney General in 1924. He appointed Stone to the Supreme Court in 1925, and the Senate approved the nomination. Stone was later appointed Chief Justice by President Franklin D. Roosevelt.


          


          Retirement and death


          After the presidency, Coolidge served as chairman of the non-partisan Railroad Commission, as honorary president of the Foundation of the Blind, as a director of New York Life Insurance Company, as president of the American Antiquarian Society, and as a trustee of Amherst College. Coolidge received an honorary Doctor of Laws from Bates College in Lewiston, Maine.


          Coolidge published his autobiography in 1929 and wrote a syndicated newspaper column, "Calvin Coolidge Says," from 19301931. Faced with looming defeat in 1932, some Republicans spoke of rejecting Herbert Hoover as their party's nominee, and instead drafting Coolidge to run, but the former President made it clear that he was not interested in running again, and that he would publicly repudiate any effort to draft him, should it come about. Hoover was renominated, and Coolidge made several radio addresses in support of him.
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          He died suddenly of a heart attack at his home in Northampton, "The Beeches," at 12:45 p.m., January 5, 1933. Shortly before his death, Coolidge confided to an old friend: "I feel I am no longer fit in these times."


          Coolidge is buried beneath a simple headstone in Notch Cemetery, Plymouth Notch, Vermont, where the family homestead is maintained as a museum. The State of Vermont dedicated a new visitors' centre nearby to mark Coolidge's 100th birthday on July 4, 1972. Calvin Coolidge's Brave Little State of Vermont speech is memorialized in the Hall of Inscriptions at the Vermont State House at Montpelier, Vermont.
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                    	Saurischia
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                  	C. supremus Cope, 1877 ( type)


                  	C. grandis ( Marsh, 1887 [originally Apatosaurus])


                  	C. lentus (Marsh, 1889 [originally Morosaurus)


                  	C. lewisi Jensen, 1988 [originally Cathetosaurus])

                

              
            


            
              	Synonyms
            


            
              	
                
                  	Cathetosaurus Jensen, 1988


                  	Caulodon Cope, 1877


                  	Morosaurus Marsh, 1878


                  	Uintasaurus Holland, 1919

                

              
            

          


          Camarasaurus (pronounced /ˌkmərəˈsɔrəs/ KAM-uh-ruh-SAWR-us) meaning 'chambered lizard', referring to the holes in its vertebrae (Greek kamara meaning 'vaulted chamber', or anything with an arched cover, and sauros meaning 'lizard') was a genus of quadrupedal, herbivorous dinosaurs. It was the most common of the giant sauropods to be found in North America but only average in size: about 18 meters (60 ft) in length as adults, and weighing up to 18 tonnes (19.8 tons). It lived in the Late Jurassic Period, between 155 and 145 million years ago.


          


          Anatomy


          
            [image: Camarasaurus skull and neck - Natural History Museum, London.]

            
              Camarasaurus skull and neck - Natural History Museum, London.
            

          


          The arched skull of Camarasaurus may have contributed to the name 'chambered lizard'. The skull was remarkably square and the blunt snout had many fenestrae, though it was sturdy and is frequently recovered in good condition by paleontologists.


          The 19 centimeter long (7.5 in) teeth were shaped like chisels (spatulate) and arranged evenly along the jaw. The strength of the teeth indicates that Camarasaurus probably ate coarser plant material than the slender-toothed diplodocids. Like a chicken, it may have swallowed stones ( gastroliths) to help grind the food in the stomach and then regurgitated or passed them when they became too smooth.


          
            [image: Sketches of Camarasaurus' head]

            
              Sketches of Camarasaurus' head
            

          


          Each giant foot bore five toes, with the inner toe having a large sharpened claw for self-defense. Like most sauropods, the front legs were shorter than the hind legs, but the high position of the shoulders meant there was little slope in the back. In some sauropods, there were long upward projections on each vertebra but the absence of such structures from the spine of Camarasaurus suggests that it was not able to raise itself on its hind legs.


          The vertebrae were nevertheless specialised. Serving the purpose of weight-saving, as seen in many later sauropods, some of the vertebrae were hollowed out. This feature may have contributed to the name "chambered lizard". Like a modern elephant, Camarasaurus appears to have had a wedge of spongy tissue at the base of the heel, to support the weight of such a large creature. The neck and counter-balancing tail were shorter than usual for a sauropod of this size.


          Camarasaurus, again like certain other sauropods, had an enlargement of the spinal cord near the hips. Palaeontologists originally believed this to be a second brain, perhaps necessary to co-ordinate such a huge creature. Modern opinion asserts that, while it would have been an area of large nervous possibly reflex (automatic) activity, it was not a brain. However, this enlargement was actually larger than the remarkably small brain contained in the animals' box-like skull.


          


          Behaviour


          There is a fossil record of two adults and a 12.2meter (40ft) long juvenile that died together in the Late Jurassic Period, approximately 150 million years ago (in north east Wyoming, USA, excavated by the Division of Vertebrate Paleontology of the University of Kansas Natural History Museum and Biodiversity Centre, during the 1997 and 1998 'field seasons'). It is assumed that their bodies were washed to their final resting place, in alluvial mud, by a river in spate. This suggests that Camarasaurus traveled in herds or, at least, 'family' groups. Also, recovered camarasaur eggs have been found in lines, rather than in neatly arranged nests as with some other dinosaurs, which appears to suggest that, like most sauropods, Camarasaurus did not tend its young.


          


          Discovery


          
            [image: 1925 illustration of the first full skeleton of Camarasaurus.]

            
              1925 illustration of the first full skeleton of Camarasaurus.
            

          


          The first record of Camarasaurus comes from 1877, when a few scattered vertebrae were located in Colorado, by Oramel W. Lucas. The paleontologist Edward Drinker Cope paid for the bones, as part of his long-running and acrimonious competition with Othniel Charles Marsh (known as the Bone Wars) and named them in the same year. Marsh later named some of his sauropod findings Morosaurus grandis but most paleontologists today consider this to be a species of Camarasaurus . Such naming conflicts were common between the two rival dinosaur hunters, the most famous being Brontosaurus/Apatosaurus.


          It was not until 1925 that a complete skeleton of Camarasaurus was recovered, by Charles W. Gilmore. However, it was the skeleton from a young Camarasaurus, which is why so many illustrations of the dinosaur from the time show it to be much smaller than it is now known to be.


          The Morrison Formation, along the eastern flank of the Rocky Mountains, is home to a rich stretch of Late Jurassic rock. A large number of dinosaur species can be found here, including relatives of the Camarasaurus such as Diplodocus, Apatosaurus and Brachiosaurus. However, camarasaurs are the most abundant of all the dinosaurs in the Formation and there have been a number of complete skeletons recovered from Colorado, New Mexico, Utah, and Wyoming.


          


          Classification


          The scientific classification of Camarasaurus, using the Linnaean system, is given in the box to the upper right but, among palaeontologists, this method of taxonomic classification of dinosaurs is being supplanted by the cladistics inspired phylogenetic taxonomy. A simplified version of one possible branching evolutionary tree, showing the relationship between Camarasaurus and the other major groups of sauropods, follows:

          
Saurischia ("lizard hipped" dinosaurs)
 `-- Sauropoda ("lizard feet")
 |-- Macronaria ("large nostrils")
 | |--Camarasauridae
 | `-- Titanosauriformes
 |  |-- Brachiosauridae (which includes Brachiosaurus and Sauroposeidon)
 |  `--Titanosauria (dinosaurs such as  Argentinosaurus)
 `-- Diplodocoidea (which includes Apatosaurus and Diplodocus)



          Camarasaurus is considered to be a basal macronarian, more closely related to the common ancestor of all macronarians than to more derived forms like Brachiosaurus.


          
            [image: Life reconstruction of Camarasaurus supremus]

            
              Life reconstruction of Camarasaurus supremus
            

          


          The type species of Camarasaurus is Cope's original species, C. supremus ("the biggest chambered lizard"), named in 1877. Other species since discovered include C. grandis ("grand chambered lizard") in 1877, C. lentus in 1889, and C. lewisi (originally Cathetosaurus) in 1988.
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              "Nation, Religion, King"
            


            
              	Anthem:" Nokoreach"
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              	Capital

              (and largest city)

              	Phnom Penh

            


            
              	Official languages

              	Khmer
            


            
              	Demonym

              	Cambodian
            


            
              	Government

              	Constitutional monarchy
            


            
              	-

              	King

              	Norodom Sihamoni
            


            
              	-

              	Prime Minister

              	Hun Sen
            


            
              	Independence
            


            
              	-

              	from France

              	November 9, 1953
            


            
              	Area
            


            
              	-

              	Total

              	181,035km( 88th)

              69,898 sqmi
            


            
              	-

              	Water(%)

              	2.5
            


            
              	Population
            


            
              	-

              	July 2008estimate

              	14,241,640( 63rd)
            


            
              	-

              	1998census

              	11,437,656
            


            
              	-

              	Density

              	78/km( 112th)

              201/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$36.82 billion( 89th)
            


            
              	-

              	Per capita

              	$2,600( 133rd)
            


            
              	HDI(2007)

              	▲ 0.598(medium)( 131st)
            


            
              	Currency

              	Riel (៛)1 ( KHR)
            


            
              	Time zone

              	( UTC+7)
            


            
              	-

              	Summer( DST)

              	( UTC+7)
            


            
              	Internet TLD

              	.kh
            


            
              	Calling code

              	+855
            


            
              	1

              	Local currency, although US dollars are widely used.
            

          


          The Kingdom of Cambodia (pronounced /kmˈboʊdɪə/, formerly known as Kampuchea (/kampuˈtɕiːə/), [image: ], transliterated: Preăh Rachanachkr Kmpŭchea) is a country in South East Asia with a population of over 13 million people. The kingdom's capital and largest city is Phnom Penh. Cambodia is the successor state of the once powerful Hindu and Buddhist Khmer Empire, which ruled most of the Indochinese Peninsula between the eleventh and fourteenth centuries.


          A citizen of Cambodia is usually identified as "Cambodian" or "Khmer," though the latter strictly refers to ethnic Khmers. Most Cambodians are Theravada Buddhists of Khmer extraction, but the country also has a substantial number of predominantly Muslim Cham, as well as ethnic Chinese, Vietnamese and small animist hill tribes.


          The country borders Thailand to its west and northwest, Laos to its northeast, and Vietnam to its east and southeast. In the south it faces the Gulf of Thailand. The geography of Cambodia is dominated by the Mekong river (colloquial Khmer: Tonle Thom or "the great river") and the Tonl Sap ("the fresh water lake"), an important source of fish.


          Cambodia's main industries are garments, tourism, and construction. In 2007, foreign visitors to Angkor Wat alone almost hit the 4 million mark. In 2005, oil and natural gas deposits were found beneath Cambodia's territorial water, and once commercial extraction begins in 2011, the oil revenues could profoundly affect Cambodia's economy.


          


          History


          
            [image: A Khmer army going to war against the Cham, from a relief on the Bayon]

            
              A Khmer army going to war against the Cham, from a relief on the Bayon
            

          


          
            [image: South East Asia around the 1200s]

            
              South East Asia around the 1200s
            

          


          The first advanced civilizations in present-day Cambodia appeared in the 1st millennium AD. During the 3rd, 4th, and 5th centuries, the Indianised states of Funan and Chenla coalesced in what is now present-day Cambodia and southwestern Vietnam. These states, which are assumed by most scholars to have been Khmer, had close relations with China and Thailand. Their collapse was followed by the rise of the Khmer Empire, a civilization which flourished in the area from the 9th century to the 13th century.


          The Khmer Empire declined yet remained powerful in the region until the 15th century. The empire's centre of power was Angkor, where a series of capitals was constructed during the empire's zenith. Angkor Wat, the most famous and best-preserved religious temple at the site, is a reminder of Cambodia's past as a major regional power.


          After a long series of wars with neighbouring kingdoms, Angkor was sacked by the Thai and abandoned in 1432. The court moved the capital to Lovek where the kingdom sought to regain its glory through maritime trade. The attempt was short-lived, however, as continued wars with the Thai and Vietnamese resulted in the loss of more territory and the conquering of Lovek in 1594. During the next three centuries, The Khmer kingdom alternated as a vassal state of the Thai and Vietnamese kings, with short-lived periods of relative independence between.


          In 1863 King Norodom, who had been installed by Thailand, sought the protection of France. In 1867, the Thai king signed a treaty with France, renouncing suzerainty over Cambodia in exchange for the control of Battambang and Siem Reap provinces which officially became part of Thailand. The provinces were ceded back to Cambodia by a border treaty between France and Thailand in 1906.


          Cambodia continued as a protectorate of France from 1863 to 1953, administered as part of the French colony of Indochina. After war-time occupation by the Japanese empire from 1941 to 1945, Cambodia gained independence from France on November 9, 1953. It became a constitutional monarchy under King Norodom Sihanouk.


          In 1955, Sihanouk abdicated in favour of his father in order to be elected Prime Minister. Upon his father's death in 1960, Sihanouk again became head of state, taking the title of Prince. As the Vietnam War progressed, Sihanouk adopted an official policy of neutrality until ousted in 1970 by a military coup led by Prime Minister General Lon Nol and Prince Sisowath Sirik Matak, while on a trip abroad. From Beijing, Sihanouk realigned himself with the communist Khmer Rouge rebels who had been slowly gaining territory in the remote mountain regions and urged his followers to help in overthrowing the pro-United States government of Lon Nol, hastening the onset of civil war.


          Operation Menu, a series of secret B-52 bombing raids by the United States on alleged Viet Cong bases and supply routes inside Cambodia, was acknowledged after Lon Nol assumed power; U.S. forces briefly invaded Cambodia in a further effort to disrupt the Viet Cong. The bombing continued and, as the Cambodian communists began gaining ground, eventually included strikes on suspected Khmer Rouge sites until halted in 1973.


          Some two million Cambodians were made refugees by the bombing and fighting and fled to Phnom Penh. Estimates of the number of Cambodians killed during the bombing campaigns vary widely. Views of the effects of the bombing also vary widely. The US Seventh Air Force argued that the bombing prevented the fall of Phnom Penh in 1973 by killing 16,000 of 25,500 Khmer Rouge fighters besieging the city.Journalist William Shawcross and Cambodia specialists Milton Osborne, David P. Chandler and Ben Kiernan argued that the bombing drove peasants to join the Khmer Rouge. Chandler writes that the bombing provided "the psychological ingredients of a violent, vengeful and unrelenting social revolution."Cambodia specialist Craig Etcheson argued that it is "untenable" to assert that the Khmer Rouge would not have won but for US intervention, and that while the bombing did help Khmer Rouge recruitment, they "would have won anyway." As the war ended, a draft US AID report observed that the country faced famine in 1975, with 75% of its draft animals destroyed by the war, and that rice planting for the next harvest would have to be done "by the hard labor of seriously malnourished people." The report predicted that


          
            without large-scale external food and equipment assistance there will be widespread starvation between now and next February... Slave labor and starvation rations for half the nation's people (probably heaviest among those who supported the republic) will be a cruel necessity for this year, and general deprivation and suffering will stretch over the next two or three years before Cambodia can get back to rice self-sufficiency.

          


          The Khmer Rouge reached Phnom Penh and took power in 1975, changing the official name of the country to Democratic Kampuchea, led by Pol Pot. They immediately evacuated the cities and sent the entire population on forced marches to rural work projects. They attempted to rebuild the country's agriculture on the model of the 11th century. They also discarded Western medicine, with the result that while hundreds of thousands died from starvation and disease there were almost no drugs in the country.


          
            [image: Bones of children executed at the Killing Fields]

            
              Bones of children executed at the Killing Fields
            

          


          Estimates vary as to how many people were killed by the Khmer Rouge regime, ranging from approximately one to three million. This era has given rise to the term Killing Fields, and the prison Tuol Sleng became as notorious as Auschwitz in the history of mass killing. Hundreds of thousands more fled across the border into neighbouring Thailand.


          In November 1978, Vietnam invaded Cambodia to stop Khmer Rouge incursions across the border and the genocide of Vietnamese in Cambodia. Violent occupation and warfare between the Vietnamese and Khmer Rouge holdouts continued throughout the 1980s. Peace efforts began in Paris in 1989, culminating two years later in October 1991 in a comprehensive peace settlement. The United Nations was given a mandate to enforce a ceasefire, and deal with refugees and disarmament.


          After the brutality of the 1970s and the 1980s, and the destruction of the cultural, economic, social and political life of Cambodia, it is only in recent years that reconstruction efforts have begun and some political stability has finally returned to Cambodia. The stability established following the conflict was shaken in 1997 during a coup d'tat, but has otherwise remained in place. Cambodia has been aided by a number of more developed nations like Japan, France, West-Germany, Canada, Australia and the United States, primarily economically. Money raised in schools and community groups in these countries has gone towards the rebuilding of infrastructure and housing.


          


          Politics and government


          
            [image: Hun Sen, Prime Minister of Cambodia]

            
              Hun Sen, Prime Minister of Cambodia
            

          


          The politics of Cambodia formally take place, according to the nation's constitution of 1993, in the framework of a constitutional monarchy operated as a parliamentary representative democracy. The Prime Minister of Cambodia is the head of government, and of a pluriform multi-party system, while the king is the head of state. The Prime Minister is appointed by the King, on the advice and with the approval of the National Assembly; the Prime Minister and his or her ministerial appointees exercise executive power in government. Legislative power is vested in both the executive and the two chambers of parliament, the National Assembly of Cambodia and the Senate.


          
            [image: King Norodom Sihamoni of Cambodia]

            
              King Norodom Sihamoni of Cambodia
            

          


          On October 14, 2004, King Norodom Sihamoni was selected by a special nine-member throne council, part of a selection process that was quickly put in place after the surprise abdication of King Norodom Sihanouk a week before. Sihamoni's selection was endorsed by Prime Minister Hun Sen and National Assembly Speaker Prince Norodom Ranariddh (the new king's brother), both members of the throne council. He was crowned in Phnom Penh on October 29. The monarchy is symbolic and does not exercise political power. Norodom Sihamoni was trained in Cambodian classical dance. Due to his long stay in the Czech Republic (then part of Czechoslovakia) Norodom Sihamoni is fluent in the Czech language.


          In 2006, Transparency International's rating of corrupt countries rated Cambodia as 151st of 163 countries of their Corruption Perceptions Index. . The 2007 edition of the same list placed Cambodia at 162nd out of 179 countries . According to this same list, Cambodia is the 3rd most corrupt nation in the South-East Asia area, behind Laos, at 168th, and Myanmar, at joint 179th. The BBC reports that corruption is rampant in the Cambodian political arena with international aid from the U.S. and other countries being illegally transferred into private accounts. Corruption has also added to the wide income disparity within the population.


          


          Military


          The king is the Supreme Commander of the Royal Cambodian Armed Forces (RCAF) and the country's prime minister effectively holds the position of commander-in-chief. The introduction of a revised command structure early in 2000 was a key prelude to the reorganization of the RCAF. This saw the ministry of national defense form three subordinate general departments responsible for logistics and finance, materials and technical services, and defense services. The High Command Headquarters (HCHQ) was left unchanged, but the general staff was dismantled and the former will assume responsibility over three autonomous infantry divisions. A joint staff was also formed, responsible for inter-service co-ordination and staff management within HCHQ.


          The minister of National Defense is Tea Banh. Tea Banh has served as defense minister since 1979. The Secretaries of State for Defense are Chay Saing Yun and Por Bun Sreu.


          Ke Kim Yan is the current commander of the RCAF. The Army Commander is Meas Sophea and the Army Chief of Staff is Chea Saran.


          


          Geography


          
            [image: Yak Loum lake in Ratanakiri Province]

            
              Yak Loum lake in Ratanakiri Province
            

          


          Cambodia has an area of 181,035 square kilometres (69,898sqmi), sharing an 800kilometre (500mi) border with Thailand in the north and west, a 541kilometre (336mi) border with Laos in the northeast, and a 1,228kilometre (763mi) border with Vietnam in the east and southeast. It has 443kilometres (275mi) of coastline along the Gulf of Thailand.


          
            [image: A boat on the Tonle Sap]

            
              A boat on the Tonle Sap
            

          


          The most distinctive geographical feature is the lacustrine plain, formed by the inundations of the Tonle Sap (Great Lake), measuring about 2,590 square kilometres (1,000sqmi) during the dry season and expanding to about 24,605 square kilometres (9,500sqmi) during the rainy season. This densely populated plain, which is devoted to wet rice cultivation, is the heartland of Cambodia. Most (about 75%) of the country lies at elevations of less than 100 metres (330ft) above sea level, the exceptions being the Cardamom Mountains (highest elevation 1,813m/5,948ft) and their southeast extension the Dmrei Mountains ("Elephant Mountains") (elevation range 5001,000m or 1,6403,280ft), as well the steep escarpment of the Dngrk Mountains (average elevation 500m/1,640ft) along the border with Thailand's Isan region. The highest elevation of Cambodia is Phnom Aoral, near Pursat in the centre of the country, at 1,813 metres (5,948 ft).


          


          Climate


          
            
              	Climate chart for Phnom Penh
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          Cambodia's temperatures range from 10 to 38 C (50 to 100 F) and experiences tropical monsoons. Southwest monsoons blow inland bringing moisture-laden winds from the Gulf of Thailand and Indian Ocean from May to October. The northeast monsoon ushers in the dry season, which lasts from November to March. The country experiences the heaviest precipitation from September to October with the driest period occurring from January to February.


          It has two distinct seasons. The rainy season, which runs from May to October, can see temperatures drop to 22 C and is generally accompanied with high humidity. The dry season lasts from November to April when temperatures can raise up to 40 C around April. The best months to visit Cambodia are November to January when temperatures and humidity are lower.
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              Monsoon season in Kampong Speu Province
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              Serendipity Bay, Sihanoukville
            

          


          


          City and province sizes


          
            
              	No.

              	City or province

              	Area
            


            
              	
                
                  km
                

              

              	
                
                  sqmi
                

              
            


            
              	1

              	City of Phnom Penh

              	290

              	112
            


            
              	2

              	Kandal Province

              	3,568

              	1,378
            


            
              	3

              	Takeo Province

              	3,563

              	1,376
            


            
              	4

              	Kampong Cham Province

              	9,799

              	3,783
            


            
              	5

              	Kampong Thom

              	13,814

              	5,334
            


            
              	6

              	Siem Reap Province

              	10,299

              	3,976
            


            
              	7

              	Preah Vihear Province

              	13,788

              	5,324
            


            
              	8

              	Oddar Meancheay Province

              	6,158

              	2,378
            


            
              	9

              	Banteay Meanchey Province

              	6,679

              	2,579
            


            
              	10

              	Battambang Province

              	11,072

              	4,275
            


            
              	11

              	City of Pailin

              	803

              	310
            


            
              	12

              	Pursat Province

              	12,692

              	4,900
            


            
              	13

              	Kampong Chhnang Province

              	5,521

              	2,132
            


            
              	14

              	Kampong Speu Province

              	7,017

              	2,709
            


            
              	15

              	Koh Kong Province

              	11,160

              	4,309
            


            
              	16

              	City of Sihanoukville

              	868

              	335
            


            
              	17

              	Kampot Province

              	4,873.2

              	1,881.6
            


            
              	18

              	City of Kep

              	335.8

              	129.7
            


            
              	19

              	Prey Veng Province

              	4,883

              	1,885
            


            
              	20

              	Svay Rieng Province

              	2,966

              	1,145
            


            
              	21

              	Kratie Province

              	11,094

              	4,283
            


            
              	22

              	Stung Treng Province

              	11,092

              	4,283
            


            
              	23

              	Ratanakiri Province

              	10,782

              	4,163
            


            
              	24

              	Mondulkiri Province

              	14,288

              	5,517
            


            
              	25

              	Tonle Sap lake

              	3,000

              	1,158
            


            
              	TOTAL AREA

              	181,035

              	69,898
            

          


          


          Foreign relations


          Cambodia is a member of the United Nations and its specialized agencies such as the World Bank and International Monetary Fund. It is an Asian Development Bank (ADB) member, a member of ASEAN, and joined the WTO on 13 October 2004. In 2005 Cambodia attended the inaugural East Asia Summit.


          Cambodia has established diplomatic relations with numerous countries; the government reports twenty embassies in the country including many of its Asian neighbours and those of important players during the Paris peace negotiations, including the US, Australia, Canada, China, the European Union (EU), Japan, and Russia.


          While the violent ruptures of the 1970s and 80s have passed, several border disputes between Cambodia and its neighbours persist. There are disagreements over some offshore islands and sections of the boundary with Vietnam, and undefined maritime boundaries and border areas with Thailand.


          In January 2003, there were riots in Phnom Penh prompted by rumored comments about Angkor Wat by a Thai actress wrongly attributed by Reaksmei Angkor, a Cambodian newspaper, and later quoted by Prime Minister Hun Sen. The Thai government sent military aircraft to evacuate Thai nationals and closed its border with Cambodia to Thais and Cambodians (at no time was the border ever closed to foreigners or Western tourists) while Thais demonstrated outside the Cambodian embassy in Bangkok. The border was re-opened on March 21, after the Cambodian government paid $6 million USD in compensation for the destruction of the Thai embassy and agreed to compensate individual Thai businesses for their losses.


          


          Wildlife of Cambodia
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              Indochinese Tiger
            

          


          Cambodia has a wide variety of plants and animals. There are 212 mammal species, 536 bird species, 240 reptile species, 850 freshwater fish species (Tonle Sap Lake area), and 435 marine fish species.


          The country has one of the highest deforestation rates in the world. Since 1970, Cambodia's primary rainforest cover fell dramatically from over 70 percent in 1970 to just 3.1 percent in 2007. In total, Cambodia lost 25,000square kilometres (9,700sqmi) of forest between 1990 and 20053,340km (1,290sqmi) of which was primary forest. As of 2007, less than 3,220km (1,243sqmi) of primary forest remain with the result that the future sustainability of the forest reserves of Cambodia is under severe threat, with illegal loggers looking to generate revenue.


          


          Economy
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          Final economic indicators for 2007 are not yet available. 2006 GDP was $7.265 billion (per capita GDP $513), with annual growth of 10.8%. Estimates for 2007 are for a GDP of $8.251 billion (per capita $571) and annual growth of 8.5%). Inflation for 2006 was 2.6%, and the current estimate for final 2007 inflation is 6.2%.


          Per capita income is rapidly increasing, but is low compared with other countries in the region. Most rural households depend on agriculture and its related sub-sectors. Rice, fish, timber, garments and rubber are Cambodia's major exports. The International Rice Research Institute (IRRI) reintroduced more than 750 traditional rice varieties to Cambodia from its rice seed bank in the Philippines (Jahn 2006, 2007). These varieties had been collected in the 1960s. In 1987, the Australian government funded IRRI to assist Cambodia to improve its rice production. By 2000, Cambodia was once again self-sufficient in rice (Puckridge 2004, Fredenburg and Hill 1978).
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          The recovery of Cambodia's economy slowed dramatically in 199798, due to the regional economic crisis, civil violence, and political infighting. Foreign investment and tourism also fell off drastically. Since then however, growth has been steady. In 1999, the first full year of peace in 30 years, progress was made on economic reforms and growth resumed at 5.0%. Despite severe flooding, GDP grew at 5.0% in 2000, 6.3% in 2001, and 5.2% in 2002. Tourism was Cambodia's fastest growing industry, with arrivals increasing from 219,000 in 1997 to 1,055,000 in 2004. During 2003 and 2004 the growth rate remained steady at 5.0%, while in 2004 inflation was at 1.7% and exports at $1.6 billion US dollars. As of 2005, GDP per capita in PPP terms was $2,200, which ranked 178th (out of 233) countries.


          The older population often lacks education, particularly in the countryside, which suffers from a lack of basic infrastructure. Fear of renewed political instability and corruption within the government discourage foreign investment and delay foreign aid, although there has been significant assistance from bilateral and multilateral donors. Donors pledged $504 m to the country in 2004, while the Asian Development Bank alone has provided $850m in loans, grants, and technical assistance.


          The tourism industry is the country's second-greatest source of hard currency after the textile industry. 50% of visitor arrivals are to Angkor, and most of the remainder to Phnom Penh. Other tourist destinations include Sihanoukville in the southeast which has several popular beaches, and the nearby area around Kampot including the Bokor Hill Station.


          


          Ethnicity


          
            	87% Khmer


            	4.3% Vietnamese


            	4% Chinese


            	2.3% Cham


            	0.3% Thai


            	0.1% Eurasian


            	2% Other

          


          


          Demographics


          More than 90% of its population is of Khmer origin and speaks the Khmer language, the country's official language. The remainder include Chinese, Vietnamese, Cham, Khmer Loeu and Indians.


          The Khmer language is a member of the Mon-Khmer subfamily of the Austroasiatic language group. French, once the lingua franca of Indochina and still spoken by some, mostly older Cambodians as a second language, remains the language of instruction in various schools and universities that are often funded by the government of France. Cambodian French, a remnant of the country's colonial past, is a dialect found in Cambodia and is frequently used in government. However, in recent decades, many younger Cambodians and those in the business-class have favoured learning English. In the major cities and tourist centers, English is widely spoken and taught at a large number of schools due to the overwhelming number of tourists from English-speaking countries. Even in the most rural outposts, however, most young people speak at least some English, as it is often taught by monks at the local pagodas where many children are educated.
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              	Cambodia religiosity
            


            
              	religion

              	

              	

              	percent

              	
            


            
              	Buddhism

              	
                
                  
                

              

              	95%
            


            
              	Islam

              	
                
                  
                

              

              	3%
            


            
              	Christianity

              	
                
                  
                

              

              	2%
            


            
              	
            

          


          

          The dominant religion, a form of Theravada Buddhism (95%), was suppressed by the Khmer Rouge but has since experienced a revival. Islam (3%) and Christianity (2%) are also practiced.


          Civil war and its aftermath have had a marked effect on the Cambodian population. The median age is 20.6 years, with more than 50% of the population younger than 25. At 0.95 males/female, Cambodia has the most female-biased sex ratio in the Greater Mekong Subregion . In the Cambodian population over 65, the female to male ratio is 1.6:1. UNICEF has designated Cambodia the third most mined country in the world, attributing over 60,000 civilian deaths and thousands more maimed or injured since 1970 to the unexploded land mines left behind in rural areas. The majority of the victims are children herding animals or playing in the fields. Adults that survive landmines often require amputation of one or more limbs and have to resort to begging for survival. In 2006, the number of landmines casualties in Cambodia took a sharp decrease of more than 50% compared to 2005, with the number of landmines victims down from 800 in 2005 to less than 400 in 2006. The reduced casualty rate continued in 2007, with 208 casualties (38 killed and 170 injured)."


          


          Culture and society


          Khmer culture, as developed and spread by the Khmer empire, has distinctive styles of dance, architecture and sculpture, which have strongly influenced neighbouring Laos and Thailand. Angkor Wat (Angkor means "city" and Wat "temple") is the best preserved example of Khmer architecture from the Angkorian era and hundreds of other temples have been discovered in and around the region. The Tuol Sleng Genocide Museum, the infamous prison of the Khmer Rouge, and Choeung Ek, one of the main Killing Fields are other important historic sites.


          Bonn Om Teuk (Festival of Boat Racing), the annual boat rowing contest, is the most attended Cambodian national festival. Held at the end of the rainy season when the Mekong river begins to sink back to its normal levels allowing the Tonle Sap River to reverse flow, approximately 10% of Cambodia's population attends this event each year to play games, give thanks to the moon, watch fireworks, and attend the boat race in a carnival-type atmosphere. Popular games include cockfighting, soccer, and kicking a sey, which is similar to a footbag. Recent artistic figures include singers Sinn Sisamouth and Ros Sereysothea (and later Meng Keo Pichenda), who introduced new musical styles to the country.


          Rice, as in other Southeast Asian countries, is the staple grain, while fish from the Mekong and Tonle Sap also form an important part of the diet. The Cambodian per capita supply of fish and fish products for food and trade in 2000 was 20 kilograms of fish per year or 2 ounces per day per person. Some of the fish can be made into prahok for longer storage. Overall, the cuisine of Cambodia is similar to that of its Southeast Asian neighbours. The cuisine is relatively unknown to the world compared to that of its neighbours Thailand and Vietnam.


          Soccer is one of the more popular sports, although professional organized sports are not as prevalent in Cambodia as in western countries due to the economic conditions. The Cambodia national football team managed fourth in the 1972 Asian Cup but development has slowed since the civil war. Western sports such as volleyball, bodybuilding, field hockey, rugby union, golf, and baseball are gaining popularity while traditional boat racing maintains its appeal as a national sport. Martial arts is practiced in Cambodia, as well the native art of Pradal Serey and Bokator.


          


          Transport
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          The civil war and wildlife severely damaged Cambodia's transport system, but with assistance and equipment from other countries Cambodia has been upgrading the main highways to international standards and most are vastly improved from 2006. Most main roads are now paved. Cambodia has two rail lines, totalling about 612 kilometers (380 mi) of single, one metergauge track. The lines run from the capital to Sihanoukville on the southern coast, and from Phnom Penh to Sisophon (although trains often run only as far as Battambang). Currently only one passenger train per week operates, between Phnom Penh and Battambang.


          Besides the main interprovincial traffic artery connecting the capital Phnom Penh with Sihanoukville, resurfacing a former dirt road with concrete / asphalt and implementation of 5 major river crossings by means of bridges have now permanently connected Phnom Penh with Koh Kong and hence there is now uninterrupted road access to neighboring Thailand and their vast road system.


          The nation's extensive inland waterways were important historically in international trade. The Mekong and the Tonle Sap River, their numerous tributaries, and the Tonle Sap provided avenues of considerable length, including 3,700 kilometers (2,300mi) navigable all year by craft drawing 0.6 meters (2ft) and another 282 kilometers (175mi) navigable to craft drawing 1.8 meters (6ft). Cambodia has two major ports, Phnom Penh and Sihanoukville, and five minor ones. Phnom Penh, located at the junction of the Bassac, the Mekong, and the Tonle Sap rivers, is the only river port capable of receiving 8,000- ton ships during the wet season and 5,000- ton ships during the dry season.


          With increasing economic activity has come an increase in automobile and motorcycle use, though bicycles still predominate; as often in developing countries, an associated rise in traffic deaths and injuries is occurring. Cycle rickshaws ("pʰʊt-pʰʊts") are an additional option often used by visitors.


          The country has four commercial airports. Phnom Penh International Airport (Pochentong) in Phnom Penh is the second largest in Cambodia. Siem Reap-Angkor International Airport is the largest and serves the most international flights in and out of Cambodia. The other airports are in Sihanoukville and Battambang.


          


          International rankings


          
            
              	Organization
            


            
              	Heritage Foundation

              	Index of Economic Freedom

              	100 out of 157
            


            
              	Reporters Without Borders

              	Worldwide Press Freedom Index

              	85 out of 169
            


            
              	Transparency International

              	Corruption Perceptions Index

              	162 out of 179
            


            
              	United Nations Development Programme

              	Human Development Index

              	131 out of 177
            


            
              	World Economic Forum

              	Global Competitiveness Report

              	110 out of 131
            


            
              	Nation Master

              	Terrorist Acts 2000-2006 Incidences (most recent) by country ,112 being the least reports of Terrorist Acts

              	42 out of 112
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              	Mean atmospheric O2 content over period duration

              	ca. 12.5 Vol%

              (63% of modern level)
            


            
              	Mean atmospheric CO2 content over period duration
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              (16 times pre-industrial level)
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                    An approximate timescale of key Cambrian events.

                    The Cambrian explosion took place during the lower Cambrian, but its duration is poorly defined.

                    Axis scale: millions of years ago.
                  

                

              
            

          


          The Cambrian is a geologic period and system that began about 5420.3 Ma (million years ago) at the end of the Proterozoic eon and ended about 488.31.7 Ma with the beginning of the Ordovician period ( ICS, 2004). It was the first period of the Paleozoic era of the Phanerozoic eon. The Cambrian takes its name from Cambria, the classical name for Wales, the area where rocks from this time period were first studied.


          The Cambrian is the earliest period in whose rocks are found numerous large, distinctly fossilizable multicellular organisms. This sudden appearance of hard body fossils is referred to as the Cambrian explosion. Despite the long recognition of its distinction from younger Ordovician rocks and older Precambrian rocks it was not until 1994 that this time period was internationally ratified. The base of the Cambrian is defined on a complex assemblage of trace fossils known as the Trichophycus pedum assemblage. This assemblage is distinct from anything in the Precambrian as it has ecologically tiered vertical burrows which are absent from the Precambrian.


          


          Cambrian subdivisions


          The Cambrian period follows the Ediacaran and is followed by the Ordovician period. The Cambrian is divided into three epochs  the Early Cambrian (Caerfai or Waucoban), Middle Cambrian (St Davids or Albertian) and Furongian (also known as Late Cambrian, Merioneth or Croixan). Rocks of these epochs are referred to as belonging to the Lower, Middle, or Upper Cambrian.


          Each of the epochs are divided into several stages. Only one, the Paibian, has been recognized by the International Commission on Stratigraphy, and others are still unnamed. However, the Cambrian is divided into several regional faunal stages of which the Russian-Kazakhian system is most used in international parlance:
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          Cambrian dating


          The time range for the Cambrian has classically been thought to have been from about 500 mya to about 570 mya. The lower boundary of the Cambrian was traditionally set at the earliest appearance of early arthropods known as trilobites and also unusual forms known as archeocyathids (literally 'ancient cup') that are thought to be the earliest sponges and also the first non-microbial reef builders.


          The end of the period was eventually set at a fairly definite faunal change now identified as an extinction event. Fossil discoveries and radiometric dating in the last quarter of the 20th century have called these dates into question. Date inconsistencies as large as 20 Ma are common between authors. Framing dates of ca. () 545 to 490 mya were proposed by the International Subcommission on Global Stratigraphy as recently as 2002.


          A radiometric date from New Brunswick puts the end of the first stage of the Cambrian around 511 mya. This leaves 21 Ma for the other two stages of the Cambrian.


          A more precise date of 542  0.3 mya for the extinction event at the beginning of the Cambrian has recently been submitted. The rationale for this precise dating is interesting in itself as an example of paleological deductive reasoning. Exactly at the Cambrian boundary there is a marked fall in the abundance of carbon-13, a "reverse spike" that paleontologists call an excursion. It is so widespread that it is the best indicator of the position of the Precambrian-Cambrian boundary in stratigraphic sequences of roughly this age. One of the places that this well-established carbon-13 excursion occurs is in Oman. Amthor (2003) describes evidence from Oman that indicates the carbon-isotope excursion relates to a mass extinction: the disappearance of distinctive fossils from the Precambrian coincides exactly with the carbon-13 anomaly. Fortunately, in the Oman sequence, so too does a volcanic ash horizon from which zircons provide a very precise age of 542  0.3 Ma (calculated on the decay rate of uranium to lead). This new and precise date tallies with the less precise dates for the carbon-13 anomaly, derived from sequences in Siberia and Namibia. It is presented here as likely to become accepted as the definitive age for the start of the Phanerozoic eon, and thus the start of the Paleozoic era and the Cambrian period.
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              Continental distribution in the Cambrian period
            

          


          Cambrian continents are thought to have resulted from the breakup of a Neoproterozoic supercontinent called Pannotia. The waters of the Cambrian period appear to have been widespread and shallow. Gondwana remained the largest supercontinent after the breakup of Pannotia. It is thought that Cambrian climates were significantly warmer than those of preceding times that experienced extensive ice ages discussed as the Varanger glaciation. Also there was no glaciation at the poles. Continental drift rates in the Cambrian may have been anomalously high. Laurentia, Baltica and Siberia remained independent continents since the break-up of the supercontinent of Pannotia. Gondwana started to drift towards the South Pole. Panthalassa covered most of the southern hemisphere, and minor oceans included the Proto-Tethys Ocean, Iapetus Ocean, and Khanty Ocean, all of which expanded by this time.


          


          Fauna
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          The Cambrian marked a step change in the the diversity and composition of Earth's biosphere. The incumbent Ediacaran biota suffered a mass extinction at the base of the period, which corresponds to an increase in the abundance and complexity of burrowing behaviour. This behaviour had a profound and irreversible effect on the substrate, and occurred around the same time as the Cambrian explosion saw the seemingly rapid appearance of representatives of all but one of the modern phyla. There are even suggestions that some Cambrian organisms ventured onto land, producing the trace fossils Protichnites and Climactichnites.


          Many modes of preservation are unique to the Cambrian period, resulting in an unusually high proportion of lagerstatte:
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          Flora


          Generally it is accepted that there were no land plants at this time, although it is likely that a microbial "scum" comprising fungi, algae and possibly lichens covered the land.
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        Cambrian explosion


        
          

          The Cambrian explosion or Cambrian radiation was the seemingly rapid appearance of most major groups of complex animals around , as evidenced by the fossil record. This was accompanied by a major diversification of other organisms. Before about , most organisms were simple, composed of individual cells occasionally organised into colonies. Over the following 70 or 80 million years the rate of evolution accelerated by an order of magnitude,


          The Cambrian explosion has generated extensive scientific debate. The seemingly rapid appearance of fossils in the Primordial Strata was noted as early as the mid 19th century, and Charles Darwin saw it as one of the main objections that could be made against his theory of evolution by natural selection.


          The long-running puzzlement about the appearance of the Cambrian fauna, seemingly abruptly and from nowhere, centers on three key points: whether there really was a mass diversification of complex organisms over a relatively short period of time during the early Cambrian; what might have caused such rapid evolution; and what it would imply about the origin and evolution of animals. Interpretation is difficult due to a limited supply of evidence, based mainly on an incomplete fossil record and chemical signatures left in Cambrian rocks.
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          History and significance


          Geologists as long ago as Buckland (17841856) realised that a dramatic step-change in the fossil record occurred around the base of what we now call the Cambrian. Charles Darwin considered this sudden appearance of many animal groups with few or no antecedents to be the greatest single objection to his theory of evolution: indeed, he devoted a substantial chapter of The Origin of Species to this problem.


          American palontologist Charles Walcott proposed that an interval of time, the Lipalian, was not represented in the fossil record or did not preserve fossils, and that the ancestors of the Cambrian animals evolved during this time.


          More recently it was discovered that the history of life on earth goes back at least : rocks of that age at Warrawoona in Australia contain fossils of stromatolites, stubby pillars that are formed by colonies of micro-organisms. Fossils ( Grypania) of more complex eukaryotic cells, from which all animals, plants and fungi are built, have been found in rocks from , in China and Montana. Rocks dating from contain fossils of the Ediacara biota, organisms so large that they must have been multi-celled, but very unlike any modern organism. Cloud argued in 1948 that there was a period of "eruptive" evolution in the Early Cambrian, but as recently as the 1970s there was no sign of how the relatively modern-looking organisms of the Middle and Late Cambrian arose.
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          The intense modern interest in this "Cambrian explosion" was sparked by the work of Harry B. Whittington and colleagues, who in the 1970s re-analysed many fossils from the Burgess Shale (see below) and concluded that several were complex as but different from any living animals. The most common organism, Marrella, was clearly an arthropod, but not a member of any known arthropod class. Organisms such as the five-eyed Opabinia and spiny slug-like Wiwaxia were so different from anything else known that Whittington's team assumed they must represent different phyla, only distantly related to anything known today. Stephen Jay Goulds popular 1989 account of this work, Wonderful Life, brought the matter into the public eye and raised questions about what the explosion represented. While differing significantly in details, both Whittington and Gould proposed that all modern animal phyla had appeared rather suddenly. This view was influenced by the theory of punctuated equilibrium, which Eldredge and Gould developed in the early 1970s and which views evolution as long intervals of near-stasis "punctuated" by short periods of rapid change.


          But other analyses, some more recent and some dating back to the 1970s, argue that complex animals similar to modern types evolved well before the start of the Cambrian. There has also been intense debate whether there was a genuine "explosion" of modern forms in the Cambrian and, to the extent that there was, how it happened and why it happened then.


          


          Types of evidence


          Deducing the events of half a billion years ago is tricky, and evidence comes from biological and chemical signatures in rocks.


          


          Dating the Cambrian


          Accurate absolute radiometric dates for much of the Cambrian, obtained by detailed analysis of radioactive elements contained within rocks, have only rather recently become available, and for only a few regions.


          Relative dating (A was before B) is often sufficient for studying processes of evolution, but this too has been difficult, because of the problems involved in matching up rocks of the same age across different continents.


          Therefore dates or descriptions of sequences of events should be regarded with some caution until better data become available.


          


          Body fossils


          Fossils of organisms' bodies are usually the most informative type of evidence. Fossilisation is a rare event, and most fossils are destroyed by erosion or metamorphism before they can be observed. Hence the fossil record is very incomplete, increasingly so further back in time. Despite this, they are often adequate to illustrate the broader patterns of life's history. There are also biases in the fossil record: different environments are more favourable to the preservation of different types of organism or parts of organisms. Further, only the parts of organisms that were already mineralised are usually preserved, such as the shells of molluscs. Since most animal species are soft-bodied, they decay before they can become fossilised. As a result, although there are 30-plus phyla of living animals, two-thirds have never been found as fossils.


          
            [image: This Marrella specimen illustrates how clear and detailed the fossils from the Burgess Shale lagerstätte are.]
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          The Cambrian fossil record includes an unusually high number of lagersttten, which preserve soft tissues. These allow palontologists to examine the internal anatomy of animals which in other sediments are only represented by shells, spines, claws, etc  if they are preserved at all. The most significant Cambrian lagersttten are the early Cambrian Maotianshan shale beds of Chengjiang ( Yunnan, China) and Sirius Passet (Greenland); the middle Cambrian Burgess Shale ( British Columbia, Canada); and the late Cambrian Orsten (Sweden) fossil beds.


          While lagersttten preserve far more than the conventional fossil record, they are far from complete. Because lagersttten are restricted to a narrow range of environments (where soft-bodied organisms can be preserved very quickly, e.g. by mudslides), most animals are probably not represented; further, the exceptional conditions that create lagersttten probably do not represent normal living conditions. In addition, the known Cambrian lagersttten are rare and difficult to date, while Precambrian lagersttten have yet to be studied in detail.


          The sparseness of the fossil record means that organisms usually exist long before they are found in the fossil record - this is known as the Signor-Lipps effect.


          


          Trace fossils


          
            [image: Trace fossil of the type called Cruziana, possibly made by a trilobite.]
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          Trace fossils consist mainly of tracks and burrows on and under what was then the seabed.


          Trace fossils are particularly significant because they represent a data source that is not limited to animals with easily-fossilized hard parts, and which reflects organisms' behaviour. Also many traces date from significantly earlier than the body fossils of animals that are thought to have been capable of making them. Whilst exact assignment of trace fossils to their makers is generally impossible, traces may provide the earliest physical evidence of the appearance of moderately complex animals (comparable to earthworms).


          


          Geochemical observations


          Several chemical markers indicate a drastic change in the environment around the start of the Cambrian. The markers are consistent with a mass extinction, or with a massive warming resulting from the release of methane ice. Such changes may reflect a cause of the Cambrian explosion, although they may also have resulted from an increased level of biological activity  a possible result of the explosion. Despite these uncertainties, the geochemical evidence helps by making scientists focus on theories that are consistent with at least one of the likely environmental changes.


          


          Phylogenetic techniques


          Cladistics is a technique for working out the family tree of a set of organisms. It works by the logic that, if groups B and C have more similarities to each other than either has to group A, then B and C are more closely related to each other than either is to A. Characters which are compared may be anatomical (such as the presence of a notochord) or molecular, by comparing sequences of DNA or protein. The result of a successful analysis is a hierarchy of clades - groups whose members are believed to share a common ancestor. The cladistic technique is sometimes fallible, as some features (e.g. wings or camera eyes) evolved more than once, convergently  this must be taken into account in analyses.


          From the relationships, it may be possible to constrain the date that lineages first appeared. For instance, if fossils of B or C date to X million years ago and the calculated "family tree" says A was an ancestor of B and C, then A must have evolved more than X million years ago.


          It is also possible to estimate how long ago two living clades diverged  i.e. approximately how long ago their last common acestor must have lived  by assuming that DNA mutations accumulate at a constant rate. These " molecular clocks", however, are fallible, and provide only a very approximate timing: they are not sufficiently precise and reliable for estimating when the groups that feature in the Cambrian explosion first evolved, and estimates produced by different techniques vary by a factor of two.


          


          Explanation of a few scientific terms


          A phylum is the highest level in the Linnean system for classifying animals. Phyla can be thought of as groupings of animals based on general body plan. Despite the seemingly different external appearances of organisms, they are classified into phyla based on their internal and developmental organizations. For example, despite their obvious differences, spiders and barnacles both belong to the phylum Arthropoda; but earthworms and tapeworms, although similar in shape, belong to different phyla.


          A phylum is not a fundamental division of nature, such as the difference between electrons and protons. It is simply a very high-level grouping in a classification system created to describe all currently living organisms. This system is imperfect, even for modern animals: different books quote different numbers of phyla, mainly because they disagree about the classification of a huge number of worm-like species. As it is based on living organisms, it accommodates extinct organisms poorly, if at all.


          Groups which cannot easily be placed in an existing phylum are considered to be stem groups. A stem group annelid, for instance, is any group which was closely related to, but not within, the crown group "annelida". The stem group split off from the lineage that would lead to annelids, and eventually became extinct.
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          Triploblastic means consisting of 3 layers, which are formed in the embryo (quite early in the animal's development from a single-celled egg to a larva or juvenile form). The innermost layer forms the digestive tract (gut); the outermost forms skin; and the middle one forms muscles and all the internal organs except the digestive system. Most types of living animal are triploblastic  the best-known exceptions are Porifera (sponges) and Cnidaria (jellyfish, sea anemones, etc.).


          The bilaterians are animals which are approximately symmetrical (by reflection) at some point in their life history. This implies that they have top and bottom surfaces and, importantly, distinct front and back ends. All known bilaterian animals are triploblastic, and all known triploblastic animals are bilaterian. Living Echinoderms ( starfish, sea urchins, sea cucumbers, etc.) look radially symmetrical (like wheels) rather than bilaterian, but their larvae exhibit bilateral symmetry and some of the earliest echinoderms may have been bilaterally symmetrical. Porifera and Cnidaria are radially symmetrical, non-bilaterian and non-triploblastic..


          Coelomate means having a body cavity (coelom) which contains the internal organs. Most of the phyla featured in the debate about the Cambrian explosion are coelomates: arthropods, annelid worms, molluscs, echinoderms and chordates  the non-coelomate priapulids are an important exception. All known coelomate animals are triploblastic bilaterians, but some triploblastic bilaterian animals do not have a coelom  for example flatworms, whose organs are surrounded by unspecialized tissues).


          


          Precambrian life


          Our understanding of the Cambrian explosion relies upon knowing what was there beforehand  did the event herald the sudden appearance of a wide range of animals and behaviours, or did such things exist beforehand?


          


          Evidence of animals around
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          Changes in the abundance and diversity of some types of fossil have been interpreted as evidence for "attacks" by animals or other organisms. Stromatolites, stubby pillars built by colonies of microorganisms, are a major constituent of the fossil record from about , but their abundance and diversity declined steeply after about . This decline has been attributed to disruption by grazing and burrowing animals.


          Precambrian marine diversity was dominated by small fossils known as acritarchs. This term describes almost any small organic walled fossil  from the egg cases of small metazoans to resting cysts of many different kinds of green algae. After appearing around , acritarchs underwent a boom around , increasing in abundance, diversity, size, complexity of shape and especially size and number of spines. Their increasingly spiny forms in the last 1 billion years may indicate an increased need for defence against predation. Other groups of small organisms from the Neoproterozoic era also show signs of anti-predator defenses. A consideration of taxon longevity appears to support an increase in predation pressure around this time, However, in general, the rate of evolution in the Precambrian was very slow, with many cyanobacterial species persisting unchanged for billions of years.


          If these predatory organisms really were metazoans, this means that Cambrian animals didn't appear "from no-where" at the base of the Cambrian - predecessors had existed for hundreds of millions of years.


          


          Fossils of the Doushantuo formation


          The Doushantuo formation harbours microscopic fossils which may represent early bilaterians. Some have been described as animal embryos and eggs, although some of these may represent the remains of giant bacteria. Another fossil, Vernanimalcula, has been interpreted as a coelomate bilaterian, but may simply be an infilled bubble.


          These fossils form the earliest hard-and-fast evidence of animals, as opposed to other predators.


          


          Burrows


          
            [image: An Ediacaran trace fossil, made when an organism burrowed below a microbial mat.]
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          The traces of organisms moving on and directly underneath the microbial mats that covered the Ediacaran sea floor are preserved from the Ediacaran period, about . They were probably made by organisms resembling earthworms in shape, size, and how they moved. The burrow-makers have never been found preserved, but because they would need a head and a tail, the burrowers probably had bilateral symmetry  which would in all probability make them bilaterian animals. They fed above the sediment surface, but were forced to burrow to avoid predators.


          Around the start of the Cambrian (about ) many new types of traces first appear, including well-known vertical burrows such as Diplocraterion and Skolithos, and traces normally attributed to arthropods, such as Cruziana and Rusophycus. The vertical burrows indicate that worm-like animals acquired new behaviours, and possibly new physical capabilities. Some Cambrian trace fossils indicate that their makers possessed hard exoskeletons, although there were not necessarily mineralised.


          Burrows provide firm evidence of complex organisms; they are also much more readily preserved than body fossils, to the extent that the absence of trace fossils has been used to imply the genuine absence of large, motile bottom-dwelling organisms. They provide a further line of evidence to show that the Cambrian explosion represents a real diversification, and is not a preservational artefact. Indeed, as burrowing became established, it allowed an explosion of its own, for as burrowers disturbed the sea floor, they aerated it, mixing oxygen into the toxic muds. This made the bottom sediments more hospitable, and allowed a wider range of organisms to inhabit them - creating new niches and the scope for higher diversity.


          


          Ediacaran organisms
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          At the start of the Ediacaran period, much of the acritarch fauna, which had remained relatively unchanged for hundreds of millions of years, became extinct, to be replaced with a range of new, larger species which would prove far more ephemeral. This radiation, the first in the fossil record, is followed soon after by an array of unfamiliar, large, fossils dubbed the Ediacara biota, which flourished for 40 million years until the start of the Cambrian. Most of this " Ediacara biota" were at least a few centimeters long, significantly larger than any earlier fossils. The organisms form three distinct assemblages, increasing in size and complexity as time progresses.


          Many of these organisms were quite unlike anything that appeared before or since, resembling discs, mud-filled bags, or quilted mattresses  one palontologist proposed that the strangest organisms should be classified as a separate kingdom, Vendozoa.
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          At least some may have been early forms of the phyla at the heart of the "Cambrian explosion" debate, having been interpreted as early molluscs ( Kimberella), echinoderms ( Arkarua); and arthropods ( Spriggina, Parvancorina). There is still debate about the classification of these specimens, mainly because the diagnostic features which allow taxonomists to classify more recent organisms, such as similarities to living organisms, are generally absent in the Ediacarans. However there seems little doubt that Kimberella was at least a triploblastic bilaterian animal. These organisms are central to the debate about how abrupt the Cambrian explosion was. If some were early members of the animal phyla seen to-day, the "explosion" looks a lot less sudden than if all these organisms represent an unrelated "experiment", and were replaced by the animal kingdom fairly soon (40M years is "soon" by evolutionary and geological standards).


          Fossils of Cloudina and Sinotubulites have been found in sediments formed near the end of the Ediacaran period. Although they are as hard to classify as most other Ediacaran organisms, they are important in two other ways. First, they are the earliest known calcifying organisms (organisms that built shells out of calcium carbonate). Even more striking is the fact that Cloudina specimens show evidence of borings by predators, while Sinotubulites fossils found in the same locations do not. This suggests that: there were predators that were sufficiently advanced to penetrate shells; these predators found Cloudina a more inviting target than Sinotubulites. A possible "arms race" between predators and prey is one of the most promising components of theories that attempt to explain the Cambrian explosion.


          


          Cambrian life


          


          Small shelly fauna


          Fossils known as  small shelly fauna have been found in many parts on the world, and date from just before the Cambrian to about 10 million years after the start of the Cambrian (the Nemakit-Daldynian and Tommotian ages; see timeline). These are a very mixed collection of fossils: spines, sclerites (armor plates), tubes, archeocyathids (sponge-like animals) and small shells very like those of brachiopods and snail-like molluscs  but all tiny, mostly 1 to 2 mm long.


          While small, these fossils are far more common than complete fossils of the organisms that produced them; crucially, they cover the window from the start of the Cambrian to the first lagerstatten: a period of time that is otherwise lacking in fossils. Hence they supplement the conventional fossil record, and allow the fossil ranges of many groups to be extended.


          


          Early Cambrian trilobites and echinoderms
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          The earliest Cambrian trilobite fossils are about 530 million years old, but the class was already quite diverse and world-wide, suggesting that they had been around for quite some time.


          The earliest generally-accepted echinoderms appeared at about the same time; unlike modern echinoderms, these early Cambrian echinoderms were not all radially symmetrical.


          These provide firm data points for the "end" of the explosion, or at least indications that the crown groups of modern phyla were represented.


          


          Burgess shale type faunas


          The Burgess shale and similar lagerstatten preserve the soft parts of organisms, which provides a wealth of data to aid in the classification of enigmatic fossils. It often preserved complete specimens of organisms only otherwise known from dispersed parts, such as loose scales or isolated mouthparts. Further, the majority of organisms and taxa in these horizons are entirely soft bodied - hence absent from the rest of the fossil record. Since a large part of the ecosystem is preserved, the ecology of the community can also be tentatively reconstructed. However, the assemblages may represent a "museum": a deep water ecosystem that is evolutionarily "behind" the rapidly diversifying faunas of shallower waters.


          Because the lagerstatten provide a mode and quality of preservation that's virtually absent outside of the Cambrian, lots of organisms appear completely different to anything known from the conventional fossil record. This led early workers in the field to attempt to shoehorn the organisms into extant phyla; the shortcomings of this approach led them to erect a multitude of new phyla to accommodate all the oddballs. It has since been realised that most oddballs diverged from lineages before they established the phyla we know today  slightly different designs, which were fated to perish rather than flourish into phyla, as their cousin lineages did.


          The preservational mode is rare in the preceding Ediacaran period, but those assemblages known show no trace of animal life - perhaps implying a genuine absence of macroscopic metazoans.


          


          Early Cambrian crustaceans


          Crustaceans, one of the three great modern groups of arthropods, are very rare throughout the Cambrian. Convincing crustaceans were once thought to be common in Burgess shale-type biotas, but none of these individuals can be shown to fall into the crown group of "true crustaceans". The Cambrian record of crown group crustaceans comes from microfossils. The Swedish Orsten horizons contain later Cambrian crustacea, but only organisms smaller than 2mm are preserved. This restricts the data set to juveniles and miniaturised adults.


          A more informative data source is the organic microfossils of the Mount Cap formation, Canada. This late Early Cambrian assemblage () consists of microscopic fragments of arthropods' cuticle, which is left behind when the rock is dissolved with a strong acid. The diversity of this assemblage is similar to that of modern crustacean faunas. Most interestingly, analysis of fragments of feeding machinery found in the formation shows that it was adapted to feed in a very precise and refined fashion. This contrasts with most other early Cambrian arthropods, which fed messily by shovelling anything they could get their feeding appendages on into their mouths. This sophisticated and specialised feeding machinery belonged to a large (~30cm) organism, and would have provided great potential for diversification: specialised feeding apparatus allows a number of different approaches to feeding to develop, and creates a number of different approaches to avoiding being eaten!


          


          Early Ordovician radiation


          After a mass extinction at the Cambrian-Ordovician boundary, another radiation occurred, which established the taxa which would dominate the Palaeozoic..


          A new phylum, the Bryozoa, is first observed after this Ordovician radiation; the total number of orders doubled, and families tripled, increasing marine diversity to levels typical of the Palaeozoic, and disparity to levels approximately equivalent to today's.


          


          How real was the explosion?


          The fossil record as Darwin knew it seemed to suggest that the major metazoan groups appeared in a few million years of the early to mid-Cambrian, and even in the 1980s this still appeared to be the case.


          However, evidence of Precambrian metazoa is gradually accumulating. If the Ediacaran Kimberella was a mollusc-like protostome (one of the two main groups of coelomates), the protostome and deuterostome lineages must have split significantly before (deuterostomes are the other main group of coelomates). Even if it is not a protostome, it is widely accepted as a bilaterian. Since fossils of rather modern-looking Cnidarians ( jellyfish-like organisms) have been found in the Doushantuo lagersttte, the Cnidarian and bilaterian lineages must have diverged well over .


          Trace fossils and predatory borings in Cloudina shells provide further evidence of Ediacaran animals. Some fossils from the Doushantuo formation have been interpreted as embryos and one ( Vernanimalcula) as a bilaterian coelomate, although these interpretations are not universally accepted. Earlier still, predatory pressure has acted on stromatolites and acritarchs since around .


          The presence of Precambrian animals somewhat dampens the "bang" of the explosion: not only was the appearance of animals gradual, but their evolutionary radiation ("diversification") may also not have been as rapid as once thought. Indeed, statistical analysis shows that the Cambrian explosion was no faster than any of the other radiations in animals' history.


          There is little doubt that disparity  that is, the range of different organism "designs" or "ways of life"  rose sharply in the early Cambrian. However recent research has overthrown the once-popular idea that disparity was exceptionally high throughout the Cambrian, before subsequently decreasing. In fact, disparity remains relatively low throughout the Cambrian, with modern levels of disparity only attained after the early Ordovician radiation.


          The diversity of many Cambrian assemblages is similar to today's.


          


          Possible causes of the explosion


          Despite the evidence that moderately complex animals ( triploblastic bilaterians) existed before and possibly long before the start of the Cambrian, it seems that the pace of evolution was exceptionally fast in the early Cambrian. Possible explanations for this fall into three broad categories: environmental, developmental, and ecological changes. Any explanation must explain the timing and magnitude of the explosion. It is also possible that the "explosion" requires no special explanation.


          


          Changes in the environment


          


          Increase in oxygen levels


          Earths earliest atmosphere contained no free oxygen; the oxygen that animals breathe today, both in the air and dissolved in water, is the product of billions of years of photosynthesis. As a general trend, the concentration of oxygen in the atmosphere has risen gradually over about the last 2.5 billion years.


          Shortage of oxygen might well have prevented the rise of large, complex animals. The amount of oxygen an animal can absorb is largely determined by the area of its oxygen-absorbing surfaces (lungs and gills in the most complex animals; the skin in less complex ones); but the amount needed is determined by its volume, which grows faster than the oxygen-absorbing area if an animals size increases equally in all directions. An increase in the concentration of oxygen in air or water would increase the size to which an organism could grow without its tissues becoming starved of oxygen. However, members of the Ediacara biota reached metres in length; clearly oxygen did not limit their growth. Other metabolic functions may have been inhibited by lack of oxygen, for example the construction of tissue such as collagen, required for the construction of complex structures, or to form molecules for the construction of a hard exoskeleton.


          


          Snowball Earths


          In the late Neoproterozoic (extending into the early Ediacaran period), the Earth suffered massive glaciations in which most of its surface was covered by ice. This may have caused a mass extinction, creating a genetic bottleneck; the resulting diversification may have given rise to the Ediacara biota, which appears soon after the last "Snowball Earth" episode. However, the snowball episodes occurred a long time before the start of the Cambrian, and it is hard to see how so much diversity could have been caused by even a series of bottlenecks; the cold periods may even have delayed the evolution of large size.


          


          Developmental Explanations


          A range of theories are based on the concept that minor modifications to animals' development as they grow from embryo to adult may have been able to cause very large changes in the final adult form. The hox genes, for example, control which organs individual regions of an embryo will develop into. For instance, if a certain hox gene is expressed, a region will develop into a limb; if a different hox gene is expressed in that region (a minor change), it could develop into an eye instead (a phenotypically major change).


          Such a system allows a large range of disparity to appear from a limited set of genes, but such theories linking this with the explosion struggle to explain why the origin of such a development system should by itself lead to increased diversity or disparity. Evidence of Precambrian metazoans combines with molecular data to show that much of the genetic architecture that could feasibly have played a role in the explosion was already well established by the Cambrian.


          


          Ecological Explanations


          These focus on the interactions between different types of organism. Some of these hypotheses deal with changes in the food chain; some suggest arms races between predators and prey, and others focus on the more general mechanisms of coevolution. Such theories are well suited to explaining why there was a rapid increase in both disparity and diversity, but they must explain why the "explosion" happened when it did.


          


          End-Ediacaran mass extinction


          Evidence for such an extinction includes the disappearance from the fossil record of the Ediacara biota and shelly fossils such as Cloudina, and the accompanying perturbation in the 13C record. Mass extinctions are often followed by adaptive radiations as existing clades expand to occupy the ecospace emptied by the extinction. However, once the dust had settled, overall disparity and diversity returned to the pre-extinction level in each of the Phanerozoic extinctions.


          


          Evolution of eyes


          Parker has proposed that predator-prey relationships changed dramatically after eyesight evolved. Prior to that time hunting and evading were both close-range affairs  smell, vibration, and touch were the only senses used. When predators could see their prey from a distance, new defensive strategies were needed. Armor, spines, and similar defenses may also have evolved in response to vision. Nevertheless many scientists doubt that vision could have caused the explosion. Eyes may well have evolved long before the start of the Cambrian. It is also difficult to understand why the evolution of eyesight would have caused an explosion, since other senses such as smell and pressure detection can detect things further away than they can be seen under the sea, but the appearance of these other senses apparently did not cause an evolutionary explosion.


          


          Arms races between predators and prey


          The ability to avoid or recover from predation often makes the difference between life and death, and is therefore one of the strongest components of natural selection. The pressure to adapt is stronger on the prey than on the predator: if the predator fails to win a contest, it loses its lunch; if the prey is the loser, it loses its life.


          But there is evidence that predation was rife long before the start of the Cambrian, for example in the increasingly spiny forms of acritarchs, the holes drilled in Cloudina shells, and traces of burrowing to avoid predators. Hence it is unlikely that the appearance of predation was the trigger for the Cambrian "explosion", although it may well have exhibited a strong influence on the body forms that the "explosion" produced. Alternatively a more subtle aspect, such as the evolution of a new style of predation, may have played a role.


          


          Increase in size and diversity of planktonic animals


          Geochemical evidence strongly indicates that the total mass of plankton has been similar to modern levels since early in the Proterozoic. Before the start of the Cambrian, their corpses and droppings were too small to fall quickly towards the sea-bed, since their drag was about the same as their weight. This meant they were destroyed by scavengers or by chemical processes before they reached the sea floor.


          Mesozooplankton are plankton of a larger size, and early Cambrian specimens filtered microscopic plankton from the seawater. These larger organisms would have produced droppings and corpses that were large enough to fall fairly quickly. This provided a new supply of energy and nutrients to the mid-levels and bottoms of the seas, which opened up a huge range of new possible ways of life. If any of these remains sunk uneaten to the sea floor they could be buried; this would have taken some carbon out of circulation, resulting in an increase in the concentration of breathable oxygen in the seas. (carbon readily combines with oxygen)


          The initial herbivorous mesozooplankton were probably larvae of benthic (sea-floor) animals. A larval stage was probably an evolutionary innovation driven by the increasing level of predation at the sea-floor during the Ediacaran period.


          Metazoans have an amazing ability to increase diversity through co-evolution. This means that a trait of one organism can cause another to evolve in response; a number of responses are possible, and a different species can potentially emerge for each. As a simple example, the evolution of predation may have caused one organism to develop defence while another developed motion to flee. This would cause the predator lineage to split into two species: one that was good at chasing prey, and another that was good at breaking through defences. Actual co-evolution is somewhat more subtle, but in this fashion, great diversity can arise: three quarters of living species are animals, and most of the rest have formed by co-evolution with animals.


          


          Discredited hypotheses


          As our understanding of the events of the Cambrian becomes clearer, data has accumulated to make some hypotheses look improbable. Causes that have been proposed but are now discounted include the evolution of herbivory, vast changes in the speed of tectonic plate movement or of the cyclic changes in the Earth's orbital motion, or the operation of different evolutionary mechanisms from those that are seen in the rest of the Phanerozoic eon.


          


          No explanation required


          The explosion may not have been a significant evolutionary event. It may represent a threshold being crossed; for example a threshold in genetic complexity that allowed a vast range of morphological forms to be employed.


          


          Uniqueness of the explosion


          The "Cambrian explosion" can be viewed as two waves of metazoan expansion into empty niches: first, a co-evolutionary rise in diversity as animals explored niches on the Ediacaran sea floor, followed by a second expansion in the early Cambrian as they became established in the water column. The rate of diversification seen in the Cambrian phase of the explosion is unparalleled among marine animals: it affected all metazoan clades of which Cambrian fossils have been found. Later radiations, such as those of fish in the Silurian and Devonian periods, involved fewer taxa, mainly with very similar body plans.


          Whatever triggered the early Cambrian diversification opened up an exceptionally wide range of previously-unavailable ecological niches. When these were all occupied, there was little room for such wide-ranging diversifications to occur again, because there was strong competition in all niches and incumbents usually had the advantage. If there had continued to be a wide range of empty niches, clades would be able to continue diversifying and become disparate enough for us to recognise them as different phyla; when niches are filled, lineages will continue to resemble one another long after they diverge, as there is limited opportunity for them to change their life-styles and forms.


          There is a similar one-time explosion in the evolution of land plants: after a cryptic history beginning about , land plants underwent a uniquely rapid adaptive radiation during the Devonian period, about .


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cambrian_explosion"
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              	Coordinates:
            


            
              	Sovereign state

              	United Kingdom
            


            
              	Constituent country

              	England
            


            
              	Region

              	East of England
            


            
              	Ceremonial county

              	Cambridgeshire
            


            
              	Admin HQ

              	Cambridge City Centre
            


            
              	Founded

              	1st century
            


            
              	City status

              	1951
            


            
              	Government
            


            
              	-Type

              	Shire district, City
            


            
              	-Governingbody

              	Cambridge City Council
            


            
              	- Mayor

              	Mike Dixon
            


            
              	- MPs:

              	David Howarth (LD)

              Andrew Lansley (C)

            


            
              	Area
            


            
              	- District & City

              	44.7sqmi(115.65km)
            


            
              	Population (2006est.)
            


            
              	- District & City

              	117,900 ( Ranked 171st)
            


            
              	- Urban

              	130,000 (est.)

              ( Cambridge Urban Area)
            


            
              	- County

              	752,900
            


            
              	- Ethnicity


              	74.5% White British

              1.4% White Irish

              9.6% White Other

              2.2% Mixed Race

              5.2% British Asian

              5.0% Chinese and other

              2.2% Black British
            


            
              	Time zone

              	Greenwich Mean Time ( UTC+0)
            


            
              	Postcode

              	CB
            


            
              	Area code(s)

              	01223
            


            
              	Website: www.cambridge.gov.uk
            

          


          The city of Cambridge ( pronunciation Came-bridge) is a university town and the administrative centre of the county of Cambridgeshire, England. It lies about 50 miles (80 km) north of London and is surrounded by a number of smaller towns and villages. It is also at the heart of the high-technology centre known as Silicon Fen.


          Cambridge is best known for the University of Cambridge, which includes the renowned Cavendish Laboratory, King's College Chapel, and the Cambridge University Library. The Cambridge skyline is dominated by the last two buildings, along with the chimney of Addenbrooke's Hospital in the far south of the city and St John's College Chapel tower in the north. The city's name is pronounced /ˈkeɪmbrɪdʒ/, as opposed to another Cambridge in Gloucestershire, England, which is pronounced /ˈkmbrɪdʒ/.


          According to the 2001 United Kingdom census, the City's population was 108,863 (including 22,153 students), and the population of the urban area (which includes parts of South Cambridgeshire district) is estimated to be 130,000.


          


          History


          


          Prehistory


          Settlements have existed around this area of East Anglia since before the Roman Empire. The earliest clear evidence of occupation, a collection of hunting weapons, is from the Late Bronze Age, starting around 1000 BC. There is further archaeological evidence through the Iron Age, a Belgic tribe having settled on Castle Hill in the 1st century BC.


          


          Roman times


          The first major development of the area began with the Roman invasion of Britain in about AD 40. Castle Hill made Cambridge a useful place for a military outpost from which to defend the River Cam. It was also the crossing point for the Via Devana which linked Colchester in Essex with the garrisons at Lincoln and the north. This Roman settlement has been identified as Duroliponte.


          The settlement remained a regional centre during the 350 years after the Roman occupation, until about AD 400. Roman roads and walled enclosures can still be seen in the area.


          


          Saxon and Viking age


          After the Romans had left, Saxons took over the land on and around Castle Hill. Their grave goods have been found in the area. During Anglo-Saxon times Cambridge benefited from good trade links across the otherwise hard-to-travel fenlands. By the 7th century, however, visitors from nearby Ely reported that Cambridge had declined severely. Cambridge is mentioned in the Anglo-Saxon Chronicle as Grantebrycge.


          The arrival of the Vikings in Cambridge was recorded in the Anglo-Saxon Chronicle in 875. Viking rule, the Danelaw, had been imposed by 878. The Vikings' vigorous trading habits caused Cambridge to grow rapidly. During this period the centre of the town shifted from Castle Hill on the left bank of the river to the area now known as the Quayside on the right bank. After the end of the Viking period the Saxons enjoyed a brief return to power, building St Bene't's church in 1025, which still stands in Bene't Street.


          


          Norman times


          In 1068, two years after his conquest of England, William of Normandy built a castle on Castle Hill. Like the rest of the new kingdom, Cambridge fell under the control of the King and his deputies. The distinctive Round Church dates from this period. By Norman times the name of the town had mutated to Grentabrige or Cantebrigge (Grantbridge), while the river that flowed through it was called the Granta.


          Over time the name of the town changed to Cambridge, while the river Cam was still known as the Granta  indeed the Upper River (the stretch between the Millpond in Cambridge and Grantchester) is correctly known as the Granta to this day. The Welsh language name of the town remains Caergrawnt (roughly analogous to Grantchester, which is also the name of a village near Cambridge). It was only later that the river became known as the Cam, by analogy with the name Cambridge. The University, formed 1209, uses a Latin adjective cantabrigiensis (often contracted to "Cantab") to mean "of Cambridge", but this is obviously a back-formation from the English name.


          


          Beginnings of the university


          In 1209, students escaping from hostile townspeople in Oxford fled to Cambridge and formed a university there. The oldest college that still exists, Peterhouse, was founded in 1284. One of the most impressive buildings in Cambridge, King's College Chapel, was begun in 1446 by King Henry VI. The project was completed in 1515 during the reign of King Henry VIII.
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          Cambridge University Press originated with a printing licence issued in 1534. Hobson's Conduit, the first project to bring clean drinking water to the town centre, was built in 1610 (by the Hobson of Hobson's choice). Parts of it survive today. Addenbrooke's Hospital was founded in 1766. The railway and station were built in 1845. According to legend, the University dictated their location: well away from the centre of town, so that the possibility of quick access to London would not distract students from their work. However, there is no basis for this in written record.


          Despite having a university, Cambridge was not granted its city charter until 1951. Cambridge does not have a cathedral (traditionally a pre-requisite for city status), and falls within the Church of England Diocese of Ely.


          Original historical documents relating to the town of Cambridge (as opposed to the university or colleges within Cambridge) are held by Cambridgeshire Archives and Local Studies at the County Record Office Cambridge and at the Cambridgeshire Collection. These records include original registers for the parish churches dating back to the 1530s, local government records, maps, photographs, and records of some businesses, schools and charities.


          


          Cambridge today
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          Cambridge is now one of East Anglia's major settlements, along with Norwich, Ipswich and Peterborough. Throughout the 1960s and 1970s, the size of the city was greatly increased by several large council estates planned to hold London's overspill. The biggest impact has been on the area north of the river, which is now home to the estates of Arbury, East Chesterton and King's Hedges, while there are many smaller estates to the south of the city.


          Drawing on its links with the University, the Cambridge area today is sometimes referred to as Silicon Fen, due to the growth of high tech businesses and technology incubators that have sprung up in the series of science parks and other developments in and around the city. Such companies include CSR, world leader in Bluetooth chips, Acorn Computers (now ARM) and Sinclair. Cambridge was also the home of Pye Limited famous in the last century for early wireless and TV sets. In later years Pye evolved into several other companies including Pye Telecommunications (now Sepura, famous for TETRA radio equipment). Another major business is Marshall Aerospace located on the eastern edge of the city. Such businesses and their early stage precursors are well networked within the Cambridge Network.


          The University was joined by the larger part of Anglia Ruskin University, and the educational reputation has led to other bodies (such as the Open University in East Anglia) basing themselves in the city.


          


          Governance


          


          Local government


          Cambridge is a non-metropolitan district served by a city council. The city council's headquarters are in the Guildhall , an imposing building in the market square. Cambridge is also served by Cambridgeshire County Council.


          For electoral purposes the city is divided into the following wards: Abbey, Arbury, Castle, Cherry Hinton, Coleridge, East Chesterton, King's Hedges, Market, Newnham, Petersfield, Queen Edith's, Romsey, Trumpington and West Chesterton.


          The political composition of the city wards of the county council after the May 2005 elections was:


          
            	10 Liberal Democrat seats


            	4 Labour seats

          


          The political composition of the city council after the May 2008 elections was:


          
            	28 Liberal Democrat councillors


            	11 Labour councillors


            	1 Green councillor


            	1 Conservative councillor


            	1 Independent councillor

          


          The Liberal Democrats have controlled the city council since 2000.


          


          Westminster


          The parliamentary constituency of Cambridge covers most of the city. David Howarth (Liberal Democrat) was elected Member of Parliament (MP) at the 2005 general election, winning the seat from the sitting MP, Labour's Anne Campbell. Some areas, however  corresponding largely to the Queen Edith's and Trumpington wards  lie in the South Cambridgeshire constituency, whose MP is Andrew Lansley (Conservative), first elected in 1997. The city had previously elected a Labour MP from 1992 to 2005 and prior to this, usually elected a Conservative after the Second World War. However, the Conservatives came third in the last General Election and have seen their share of the vote fall over the past 20 years.


          The University used to have a seat in the House of Commons, Sir Isaac Newton being one of the most notable holders. The Cambridge University constituency was abolished under 1948 legislation, and ceased at the dissolution of Parliament for the 1950 general election, along with the other university constituencies.


          


          Districts


          In 2001 are inside the inner ring road was divided into eight areas, called Kite, Regent, Downing, Queens, Jesus, Quayside, Brunswick and Fitzroy. Some of these names refer to areas that have long been known under that name (E.g. Kite).


          


          Transport


          


          Roads


          Because of its rapid growth since the twentieth century, Cambridge has a congested road network. Several major roads intersect at Cambridge. The M11 motorway from east London terminates here. The A14 (formerly A604 and A45) eastwest trunk route skirts the northern edge of the city. This is a major freight route connecting the port of Felixstowe on the east coast with the Midlands, North Wales, the west coast and Ireland. The A14 is often congested, particularly the section between Huntingdon and Cambridge where the eastwest traffic is merged with the A1 to M11 northsouth traffic on a 2-lane dual carriageway. The A10, a former Roman road from north London, passes round the city on its way to Ely and King's Lynn. Other roads connect the city with Bedford, St Neots, Newmarket and Colchester.


          The city has a ring road about 2 km in diameter, inside which there are traffic restrictions which have successfully improved conditions for pedestrians, cyclists and bus users, and reduced congestion. It has a well developed bus service including five Park and Ride sites encouraging motorists to park near the city's edge.


          


          Rail
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          Cambridge railway station was built in 1845 with a platform designed to take two full-length trains, one of the longest in the country. Cambridge has direct rail links to King's Cross (via Hitchin and the East Coast Main Line) and Liverpool Street (via the West Anglia Main Line) stations in London. There is a direct shuttle service to London King's Cross every half hour during off peak hours, taking only 45 minutes to reach London. Peak hour trains to Kings Cross all have additional stops, and take between 55 and 65 minutes. It is also linked to King's Lynn and Ely (via the Fen Line), Norwich (via the Breckland Line), Leicester, Birmingham, Ipswich and as well as London Stansted Airport. The important UK rail hub of Peterborough is also within reach of Cambridge. The railway service connecting Cambridge and Oxford, known as the Varsity Line, was discontinued in 1968.


          


          Air


          Cambridge City Airport is owned by Marshall Aerospace. The runway can accommodate an unladen Boeing 747 or MD-11, but there is no regular scheduled service, though ScotAirways used to make scheduled flights to Amsterdam Schiphol Airport, and it is mostly used by business and leisure flights. In 2004 a charter service to Jersey was operated by Aurigny Air Services using Saab 340 turboprop aircraft. A dealer in fibreglass-moulded light monoplanes is also based here. Removal of Marshalls to a site away from the city, with development of the airport site for housing, is a possibility over the next 5-10 years.


          The London airports at Luton and Stansted, are both within 30 miles (50 km) of Cambridge.


          


          Cycling


          As a university town lying on fairly flat ground and with traffic congestion, Cambridge has a large number of cyclists. Many residents also prefer cycling to driving in the narrow, busy streets, giving the city the highest level of cycle use in the UK. According to the 2001 census, 25% of residents travelled to work by cycle. A few roads within the city are adapted for cycling, including separate traffic lights for cycle lanes and cycle contraflows on streets which are otherwise one-way; the city also benefits from parks which have shared use paths. There are, however, no separate cycle paths within the city centre. Despite the high levels of cycling, expenditure on cycling infrastructure is around the national average of 0.3% of the transport budget. There are a few cycle routes in the surrounding countryside and the city is now linked to the National Cycle Network. The main organisation campaigning to improve conditions for cyclists in Cambridge is the Cambridge Cycling Campaign.


          Bike theft in the city is a problem, with over 3000 bicycles reported stolen between April 2005 and March 2006. The actual number is believed to be higher as many thefts are not reported to the police.


          


          Park and ride


          There are five park and ride sites in Cambridge, three of which (in Trumpington, Madingley Road and Newmarket Road) operate 7 days a week.


          


          Guided bus


          Cambridgeshire Guided Busway, set to be the world's longest guided busway, is under construction and will pass through Cambridge. It will run on the road from Huntingdon to St Ives, then along a disused railway line to north Cambridge, where it rejoins the road, to the city's railway station from where it will be guided to Addenbrooke's Hospital and Trumpington. The scheme is budgeted at 116.2 million is scheduled to open in early 2009. The scheme has been heavily criticised by campaigners who believe that the route would be better served by a rail link.


          


          Sport
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          Football


          Cambridge played a unique role in the invention of modern football as the game's first set of rules were drawn up by members of the university in 1848. The Cambridge Rules were first played in Parker's Piece and had a "defining influence on the 1863 Football Association rules.".


          The city is home to Cambridge United F.C., who played in the Football League at the Abbey Stadium from 1970 to 2005, when they were relegated to Conference National. When relegation became inevitable the club was placed in administration with substantial debts, but it emerged from administration in time for the 200506 season. The club's biggest success came in the early 1990s, with two successive promotions, two successive FA Cup quarter-final appearances, a run to the Football League Cup quarter-finals, and reaching the brink of promotion to the new Premier League.


          The city's other football club Cambridge City F.C. play in the Southern Football League Premier Division at the City Ground in Chesterton. Histon, just north of Cambridge, is home to Conference National side Histon.


          


          Rugby


          Cambridge's most successful sports team over recent years is its rugby union club. After three successive promotions they managed to survive their debut season in National Division Two 2006/07. The club's home ground is at West Renault Park on Granchester Road in the south west corner of the city. Cambridge Eagles rugby league team play in the National Conference League East Section during the summer months, often drawing on rugby union players keen to continue playing rugby throughout the year.


          


          Other sports


          As well as being the home of the Cambridge Rules, Parker's Piece played an important part in the playing career of W. G. Grace. Cambridge is also home to two Real Tennis courts out of just 42 in the world at Cambridge University Real Tennis Club. British American Football League club Cambridgeshire Cats play at Coldham's Common.


          Motorcycle speedway racing took place at the Greyhound Stadium in Newmarket Road in 1939. It is not known if this venue operated in other years. The team raced as Newmarket as the meetings were organised by the Newmarket Motorcycle Club.


          The City Council hosts details of Local Sports Clubs.


          


          Varsity sports


          Cambridge is also known for its university sporting events against Oxford, especially the rugby union Varsity Match and the Boat Race. These are followed by people across the globe, many of whom have no connection to the institutions themselves.


          


          Health


          
            [image: Addenbrooke's Hospital]

            
              Addenbrooke's Hospital
            

          


          Cambridge is well served by medical care, with several smaller medical centres dotted around the city, along with Addenbrooke's Hospital a learning and teaching hospital and one of the largest in the United Kingdom, also functioning as a centre for medical research.


          


          Population


          In the 2001 Census (held during University term), 89.44% of Cambridge residents identified themselves as white, compared with a national average of 92.12%. Within the University, 84% of undergraduates and 80% of post-graduates identify as white (including overseas students).


          Cambridge has a much higher than average proportion of people in the highest paid professional, managerial or administrative jobs (32.6% vs. 23.5%) and a much lower than average proportion of manual workers (27.6% vs. 40.2%). In addition, a much higher than average proportion of people have a high level qualification (e.g. degree, HND, qualified doctor), (41.2% vs. 19.9%).


          


          Historical population


          
            
              
                	Historical population of Cambridge
              


              
                	Year

                	1801

                	1811

                	1821

                	1831

                	1841

                	1851

                	1861

                	1871

                	1881

                	1891
              


              
                	Population

                	10,087

                	11,108

                	14,142

                	20,917

                	24,453

                	27,815

                	26,361

                	30,078

                	35,363

                	36,983
              


              
                	Year

                	1901

                	1911

                	1921

                	1931

                	1951

                	1961

                	1971

                	1981

                	1991

                	2001
              


              
                	Population

                	38,379

                	40,027

                	59,264

                	66,789

                	81,500

                	95,527

                	99,168

                	87,209

                	107,496

                	108,863
              


              
                	
                  Census: Regional District 1801-1901 Civil Parish 1911-1961 District 1971-2001
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          Cambridge has an active Christian population and many churches, some of which form a significant part of the city's architectural landscape.


          A Cambridge-based family and youth organisation, Romsey Mill, had its centre re-dedicated in 2007 by the Archbishop of York, and is quoted as an example of best practice in a study into social inclusion by the East of England Regional Assembly.


          Cambridge falls into the Roman Catholic Diocese of East Anglia.


          


          University


          Great St Mary's Church has the status of being the "University Church". Many of the University colleges contain chapels that hold services according to the rites and ceremonies of the Church of England, while the chapel of St Edmund's College is Roman Catholic. There is a mosque used by Muslim residents and students, an Orthodox synagogue (belonging to the university Jewish Society) and the Beth Shalom Reform synagogue.


          The city also has a number of theological colleges for training clergy for ordination into a number of denominations, with affiliations to both the University of Cambridge and Anglia Ruskin University.


          


          Theatre


          Cambridge's main theatre is the Arts Theatre, a venue with 666 seats in the town centre. The theatre often has touring shows, as well as those by local companies. Cambridge Arts Theatre Website


          There are many amateur theatre groups in Cambridge, often producing plays of a very high standard. The ADC Theatre is managed by the University of Cambridge, and typically has 3 shows a week during term time. The Mumford Theatre is part of Anglia Ruskin University, and hosts shows by both student and non student groups. There are also a number of venues within the colleges. Camdram.net


          


          Cambridge in fiction


          
            	Gwen Raverat, the granddaughter of Charles Darwin, talked about her late Victorian Cambridge childhood in her memoir Period Piece - The Cambridge Childhood. She discusses mundane happenings from her life and those of her eccentric family through beautiful prose and line drawings. A picture into a bygone era and Cambridge academic society.

          


          
            	In the 1950s, the English children's writer Philippa Pearce created a fictionalised version of Cambridge known as "Castleford" (not connected to the real town of the same name in West Yorkshire). It appears in several of her books, most notably Tom's Midnight Garden and Minnow on the Say. The main distinguishing point between "Castleford" and the real Cambridge is that this "Castleford" does not have a university.

          


          
            	Tom Sharpe is also a Cambridge-based author who has written fictional accounts of teaching at Cambridge Technical College (now Anglia Ruskin University) and of Cambridge college life. His fictional "Porterhouse College" appears in many of his novels.

          


          
            	Susanna Gregory wrote a series of novels set in 14th century Cambridge and featuring a teacher of medicine and sleuth named Matthew Bartholomew.

          


          
            	Douglas Adams was at one time a resident of Cambridge, and parts of his novel Dirk Gently's Holistic Detective Agency are set in the city. This novel was partially reworked from his unbroadcast Doctor Who serial Shada, which also included scenes in Cambridge. The television serial Shada was filmed in Cambridge, but was never finished due to strike action. The unfinished story was available to buy on video but is not yet available on DVD.

          


          
            	Sylvia Plath wrote a number of short stories with a Cambridge setting which are published in the collection Johnny Panic and the Bible of Dreams. Plath was a resident of the city when she won a scholarship to the university.

          


          
            	Dame Rose Macaulay had strong connections to the city, and set part of her novel They Were Defeated in the city during the reign of Charles I.

          


          
            	A number of novels in C.P.Snow's Strangers and Brothers series (The Masters, The Affair) are set in a Cambridge college (a thinly-veiled Christ's).

          


          
            	Sebastian Faulks sets his novel Engleby in Cambridge, in a college presumed to be Emmanuel.

          


          
            	E.M. Forster, who had a lifetime connection with King's College, set the early parts of two of his novels, The Longest Journey and Maurice, at Cambridge University.

          


          
            	Kate Atkinson used the town as the setting for her book Case Histories.

          


          
            	Michelle Spring wrote a series of novels about a Cambridge-based private detective, Laura Principal, beginning with Every Breath You Take (1994).

          


          
            	Rebecca Stott's Ghostwalk (2007) is set in the Cambridge of today and of Sir Isaac Newton's time.

          


          
            	Robert Harris's "Enigma" was partly set in Cambridge, when the leading character, Thomas Jericho, was sent to King's College to recover from a nervous break down. Much of the story describes the centre and west of Cambridge in much detail. The story itself was set in the middle of world war two. The rest of the story was set in Bletchley Park.

          


          
            	Silent Witness was filmed for large parts in Cambridge.

          


          


          Music


          


          Popular music


          Most notable of the bands that formed in Cambridge are Pink Floyd, the band's former songwriter guitarist and vocalist Syd Barrett was born and lived in the city. He and other founder member Roger Waters went to school together at Cambridgeshire High School for Boys and David Gilmour was also a Cambridge resident and attended the nearby Perse School. Other bands who formed in Cambridge include Henry Cow, Katrina and the Waves, The Soft Boys, Ezio and The Broken Family Band. Solo artists Boo Hewerdine and Robyn Hitchcock are from Cambridge, as are Drum and bass artists (and brothers) Nu:Tone and Logistics. Singer-songwriter Nick Drake and Manchester music mogul Tony Wilson, the founder of Factory Records, were both educated at the University of Cambridge. Also, Matthew Bellamy, lead singer of rock band Muse was born in the city.


          


          Festivals and events


          
            	Midsummer Fair is one of the oldest fairs in the UK and at one point was possibly the largest medieval fair in Europe. Today it exists primarily as an annual funfair with the vestige of a market attached.


            	Cambridge Folk Festival is one of the largest festivals of folk music in the UK


            	Strawberry Fair is a free music and children's fair, with a series of market stalls. It is held the first Saturday in June on Midsummer Common.


            	Cambridge Beer Festival, which began in 1974, takes place on Jesus Green for one week in May every year and offers nearly 200 different beers.


            	The Cambridge Film Festival is considered to be one of the nation's best. Formerly held annually in July it was moved in 2008 to a September slot avoiding a clash with the newly rescheduled Edinburgh Film Festival.

          


          


          Other information


          
            	In 2004 Cambridge was granted Fairtrade City status.

          


          Cambridge is twinned with:
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          The Cambridge Folk Festival is an annual music festival held on the site of Cherry Hinton Hall in Cherry Hinton, one of the villages subsumed by the city of Cambridge, England. The festival is renowned for its eclectic mix of music and a wide definition of what might be considered folk. It occurs over a long weekend (3 days) in summer at Cherry Hinton Hall. The festival has become very popular and tickets sell out quickly. Its current title sponsor is BBC Radio 2 where it is broadcast live, while highlights are recorded and shown later on the digital television channel BBC Four.


          


          History


          In autumn 1964 Cambridge City Council, England, decided to hold a music festival the next summer and asked Ken Woollard, a local firefighter and socialist political activist, to help organise it. Woollard had been inspired by a documentary, Jazz On A Summers Day, about the 1958 Newport Jazz Festival. The first Festival sold 1400 tickets and almost broke even. Squeezed in as a late addition to the bill was a young Paul Simon who had just released I Am A Rock. The festival's popularity quickly grew. Woollard continued as Festival organiser and artistic director up until his death in 1993. It is now run by Cambridge City Council Arts & Entertainments, together with over two hundred event staff.


          


          Current structure


          Most artists perform more than once over the weekend on the different stages: Stage 1, within a large marquee in front of the main Festival arena, the Stage 2, a smaller marquee and the Club Tent, hosted on the Festivals behalf by five local folk clubs. There, in addition to invited artists, members of the audience including some well known names get up and perform.


          


          Artists


          It is often said that the main "folk" aspect of the festival is the audience, not the performers. As well as the more obvious folk singers, recent festivals have seen performances from Chumbawumba, Joe Strummer and The Mescaleros and The Levellers. 2006's line up included Emmylou Harris, Cara Dillon and Seth Lakeman. In 2007 a double album was released "Cool As Folk: Cambridge Folk Festival", with live recordings by Altan, Kate Rusby, Beth Orton, Martin Simpson, Eliza Carthy, Joan Baez and many others.
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                Camelus bactrianus

                Camelus dromedarius
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          Camels are even-toed ungulates within the genus Camelus. The dromedary, one-humped or Arabian camel has a single hump, and the Bactrian camel has two humps. They are native to the dry desert areas of western Asia, and central and east Asia, respectively.


          The average life expectancy of a camel is forty to fifty years. The term camel is also used more broadly to describe any of the six camellike creatures in the family Camelidae: the two true camels, and the four South American camelids, the llama, alpaca, guanaco, and vicua.


          A fully-grown adult camel stands 1.85m (6ft1in) at the shoulder and 2.15m (7ft1in) at the hump. The hump rises about thirty inches (75cm) out of its body. Camels can run up to 65km/h (40mph) in short bursts and sustain speeds of up to 40km/h (25mph).


          Fossil evidence indicates that the ancestors of modern camels evolved in North America during the Palaeogene period, and later spread to Asia. Humans first domesticated camels before 2000 BC . The dromedary and the Bactrian camel are both still used for milk, meat, and as beasts of burdenthe dromedary in western Asia, and the Bactrian camel further to the north and east in central Asia.


          


          Distribution and numbers


          The almost 14 million dromedaries alive today are domesticated animals (mostly living in Somalia, Sudan, Mauritania and nearby countries).


          The Bactrian camel is now reduced to an estimated 1.4 million animals, mostly domesticated. It is thought that there are about 1000 wild Bactrian camels in the Gobi Desert in China and Mongolia.


          There is a substantial feral population of dromedaries estimated at up to 700,000 in central parts of Australia, descended from individuals introduced as transport animals in the 19th century and early 20th century. This population is growing at approximately 11% per year. The government of South Australia has decided to cull the animals using aerial marksmen, because the camels use too much of the limited resources needed by sheep farmers. For more information, see Australian feral camel.


          A small population of introduced camels, dromedaries and Bactrians, survived in the Southwest United States until the 1900s. These animals, imported from Turkey, were part of the US Camel Corps experiment and used as draft animals in mines and escaped or were released after the project was terminated. A descendant of one of these was seen by a backpacker in Los Padres National Forest in 1972. Twenty-three Bactrian camels were brought to Canada during the Cariboo Gold Rush.


          


          Genetics


          The karyotypes of different camelid species have been studied by many groups , but no agreement on chromosome nomenclature of camelids has been reached. The most recent study used flow-sorted camel chromosomes building undoubtedly the camel's karyotype (2n=74) that consists of one metacentric, three submetacentric and 32 acrocentric autosomes. The Y is a small metacentric chromosome, while the X is a large metacentric chromosome. . According to molecular data, the New World and Old World camelids diverged 11 million years ago. In spite of this, these species turned out to be conserved sufficiently to hybridize and produce live offspring ( cama). The dromedary-guanaco interspecific hybrid provided the ideal platform to compare the karyotypes of Old World and New World camels.


          The cama is a camel/ llama hybrid bred by scientists who wanted to see how closely related the parent species were. The dromedary is six times the weight of a llama, hence artificial insemination was required to impregnate the llama female (llama male to dromedary female attempts have proven unsuccessful). Though born even smaller than a llama cria, the cama had the short ears and long tail of a camel, no hump and llama-like cloven hooves rather than the dromedary-like pads. At four years old, the cama became sexually mature and attracted to llama and guanaco females.
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          A second cama (female) has since been produced using artificial insemination. Because camels and llamas both have 74 chromosomes, scientists hope that the cama will be fertile. If so, there is potential for increasing size, meat/wool yield and pack/draft ability in South American camels. The cama apparently inherited the poor temperament of both parents as well as demonstrating the relatedness of the New World and Old World camelids.


          Dromedary-Bactrian hybrids are called bukhts, are larger than either parent, have a single hump and are good draft camels. The females can be mated back to a Bactrian to produce -bred riding camels. These hybrids are found in Kazakhstan.


          


          Eco-behavioural adaptations
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          Camels do not store water in their humps as is commonly believed; the humps are actually a reservoir of fatty tissue. When this tissue is metabolized, it acts as a source of energy, and would yield more than 1g of water for each 1g of fat converted through reaction with oxygen from air. This process of fat metabolization generates a net loss of water through respiration for the oxygen required to convert the fat.


          Their ability to withstand long periods without water is due to a series of physiological adaptations. Their red blood cells have an oval shape, unlike those of other mammals, which are circular. This is to facilitate their flow in a dehydrated state. These cells are also more stable in order to withstand high osmotic variation without rupturing when drinking large amounts of water (100litres (22imp gal/26US gal) to 150litres (33imp gal/40US gal) in one drink).
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          Camels are able to withstand changes in body temperature and water content that would kill most other animals. Their temperature ranges from 34C (93F) at night up to 41C (106F) during the day, and only above this threshold will they begin to sweat. The upper body temperature range is often not reached during the day in milder climatic conditions, and therefore, the camel may not sweat at all during the day. Evaporation of their sweat takes place at the skin level, not at the surface of their coat, thereby being very efficient at cooling the body compared to the amount of water lost through sweating. This ability to fluctuate body temperature and the efficiency of their sweating allows them to preserve about five litres of water a day.


          A feature of their nostrils is that a large amount of water vapor in their exhalations is trapped and returned to their body fluids, thereby reducing the amount of water lost through respiration.


          They can withstand at least 20-25% weight loss due to sweating (most mammals can only withstand about 3-4% dehydration before cardiac failure results from the thickened blood). A camel's blood remains hydrated, even though the body fluids are lost, until this 25% limit is reached.


          Camels eating green herbage can ingest sufficient moisture in milder conditions to maintain their bodies' hydrated state without the need for drinking.


          A camel's thick coat reflects sunlight. A shorn camel has to sweat 50% more to avoid overheating. It also insulates them from the intense heat that radiates from the desert sand. Their long legs help by keeping them further from the hot ground. Camels have been known to swim.


          Their mouth is very sturdy, able to chew thorny desert plants. Long eyelashes and ear hairs, together with sealable nostrils, form a barrier against sand. Their gait and their widened feet help them move without sinking into the sand.


          The kidneys and intestines of a camel are very efficient at retaining water. Urine comes out as a thick syrup, and their feces are so dry that they can fuel fires.


          All camelids have an unusual immune system. In all mammals, the Y-shaped antibody molecules consist of two heavy (or long) chains along the length of the Y, and two light (or short) chains at each tip of the Y. Camels also have antibody molecules that have only two heavy chains, which makes them smaller and more durable. These heavy chain-only antibodies, which were discovered in 1993, probably developed 50 million years ago, after camelids split from ruminants and pigs, according to biochemist Serge Muyldermans.


          The camel is the only animal to have replaced the wheel (mainly in North Africa) where the wheel had already been established. The camel did not lose that distinction until the wheel was combined with the internal combustion engine in the 20th century.


          


          Camel farming


          


          Military uses of camels
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          Attempts have been made to employ camels as cavalry and dragoon mounts and as freight animals in lieu of horses and mules. In some places, such as Australia, some of the camels have become feral and are considered to be dangerous to travelers on camels. The camels were mostly used in combat because of their ability to scare off horses in close ranges, a quality famously employed by the Achaemenid Persians when fighting Lydia, although the Persians usually used camels as baggage trains for arrows and equipment. The horses detest the smell of camels, and therefore, the horses in the vicinity become harder to control. The United States Army had an active camel corps stationed in California in the 19th century, and the brick stables may still be seen at the Benicia Arsenal in Benicia, California, now converted to artists' and artisans' studio spaces. Camels have been used in wars throughout Africa, and also in the East Roman Empire as auxiliary forces known as Dromedarii recruited in desert provinces.
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          Dairy
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          Camel milk is a staple food of desert nomad tribes and is richer in fat and protein than cow milk. Camel milk cannot be made into butter in the traditional churning method. It can be made if it is soured first, churned, and then a clarifying agent is added, or if it is churned at 2425C (7576F), but times will vary greatly in achieving results. The milk can readily be made into yogurt. Butter or yogurt made from camel milk is said to have a very faint greenish tinge. Camel milk is said to have many healthful properties and is used as a medicinal product in India; Bedouin tribes believe that camel milk has great curative powers if the camel's diet consists of certain plants. In Ethiopia, the milk is considered an aphrodisiac.


          Camel milk, until recently, was impossible to make into traditional cheese since rennet was unable to coagulate the milk proteins to allow the collection of curds. Under the commission of the FAO, Professor J.P. Ramet of the cole Nationale Suprieure d'Agronomie et des Industries Alimentaires (ENSAIA) was able to produce curdling by the addition of calcium phosphate and vegetable rennet. The cheese produced from this process has low levels of cholesterol and lactose. The sale of camel cheese is limited owing to the low yield of cheese from milk and the uncertainty of pasteurization levels for camel milk which makes adherence to dairy import regulations difficult.


          


          Meat


          A camel carcass can provide a substantial amount of meat. The male dromedary carcass can weigh 400kg (900lb) or more, while the carcass of a male Bactrian can weigh up to 650kg (1,400lb). The carcass of a female camel weighs less than the male, ranging between 250 and 350kg (550770lb), but can provide a substantial amount of meat. The brisket, ribs and loin are among the preferred parts, but the hump is considered a delicacy and is most favored. It is reported that camel meat tastes like coarse beef, but older camels can prove to be tough and less flavorful.


          Camel meat has been eaten for centuries. It has been recorded by ancient Greek writers as an available dish in ancient Persia at banquets, usually roasted whole. The ancient Roman emperor Heliogabalus enjoyed camel's heel. Camel meat is still eaten in certain regions including Somalia, where it is called Hilib geyl, Saudi Arabia, Egypt, Libya, Sudan, Kazakhstan and other arid regions where alternative forms of protein may be limited or where camel meat has had a long cultural history. In the Middle East, camel meat is the rarest and most prized source of pastırma. Not just the meat, but also blood is a consumable item as is the case in northern Kenya, where camel blood is a source of iron, vitamin D, salts and minerals.


          


          Cultural prohibitions on consuming camel products


          The consumption of camel blood is proscribed by Muslim beliefs, as blood products are not halal. According to Jewish tradition, camel meat and milk are not kosher. Camels possess only one of the two Kosher criteria; although they chew their cuds, they do not possess cloven hooves. (See: Taboo food and drink)


          


          Health issues


          A 2005 report issued jointly by the Saudi Ministry of Health and the United States Centre for Disease Control details cases of human bubonic plague resulting from the ingestion of raw camel liver.
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              	Motto:"Paix - Travail - Patrie"(French)

              "Peace - Work - Fatherland"
            


            
              	Anthem:  Cameroun, Berceau de nos Anctres(French)

              O Cameroon, Cradle of our Forefathers1
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              	Capital

              	Yaound

            


            
              	Largest city

              	Douala
            


            
              	Official languages

              	French, English
            


            
              	Demonym

              	Cameroonian
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Paul Biya
            


            
              	-

              	Prime Minister

              	Ephram Inoni
            


            
              	Independence

              	from France and the UK
            


            
              	-

              	Date

              	1 January 1960, 1 October 1961
            


            
              	Area
            


            
              	-

              	Total

              	475,442km( 53rd)

              183,568 sqmi
            


            
              	-

              	Water(%)

              	1.3
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	17,795,000( 58th)
            


            
              	-

              	2003census

              	15,746,179
            


            
              	-

              	Density

              	37/km( 167th)

              97/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$43.196 billion( 84th)
            


            
              	-

              	Per capita

              	$2,421( 130th)
            


            
              	Gini(2001)

              	44.6(medium)
            


            
              	HDI(2007)

              	▲ 0.532(medium)( 144th)
            


            
              	Currency

              	Central African CFA franc ( XAF)
            


            
              	Time zone

              	WAT ( UTC+1)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+1)
            


            
              	Internet TLD

              	.cm
            


            
              	Calling code

              	+237
            


            
              	1

              	These are the titles as given in the Constitution of the Republic of Cameroon, Article X. The French version of the song is sometimes called "Chant de Ralliement", as in National Anthems of the World, and the English version "O Cameroon, Cradle of Our Forefathers", as in DeLancey and DeLancey 61.
            

          


          The Republic of Cameroon is a unitary republic of central and western Africa. It borders Nigeria to the west; Chad to the northeast; the Central African Republic to the east; and Equatorial Guinea, Gabon, and the Republic of the Congo to the south. Cameroon's coastline lies on the Bight of Bonny, part of the Gulf of Guinea and the Atlantic Ocean. The country is called " Africa in miniature" for its geological and cultural diversity. Natural features include beaches, deserts, mountains, rainforests, and savannas. The highest point is Mount Cameroon in the southwest, and the largest cities are Douala, Yaound, and Garoua. Cameroon is home to over 200 different ethnic and linguistic groups. The country is well known for its native styles of music, particularly makossa and bikutsi, and for its successful national football team. English and French are the official languages.


          Early inhabitants of the territory included the Sao civilisation around Lake Chad and the Baka hunter-gatherers in the southeastern rainforest. Portuguese explorers reached the coast in the 15th century and named the area Rio dos Camares ("River of Prawns"), the name from which Cameroon derives. Fulani soldiers founded the Adamawa Emirate in the north in the 19th century, and various ethnic groups of the west and northwest established powerful chiefdoms and fondoms. Cameroon became a German colony in 1884. After World War I, the territory was divided between France and Britain as League of Nations mandates. The Union des Populations du Cameroun political party advocated independence but was outlawed in the 1950s. It waged war on French and Cameroonian forces until 1971. In 1960, French Cameroun became independent as the Republic of Cameroun under President Ahmadou Ahidjo. The southern part of British Cameroons merged with it in 1961 to form the Federal Republic of Cameroon. The country was renamed the United Republic of Cameroon in 1972 and the Republic of Cameroon in 1984.


          Compared with other African countries, Cameroon enjoys political and social stability. This has permitted the development of agriculture, roads, railways, and large petroleum and timber industries. Nevertheless, large numbers of Cameroonians live in poverty as subsistence farmers. Power lies firmly in the hands of the president, Paul Biya, and his Cameroon People's Democratic Movement party, and corruption is widespread. The Anglophone community has grown increasingly alienated from the government, and Anglophone politicians have called for greater decentralisation and even the secession of the former British-governed territories.


          


          History
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          The territory of present day Cameroon was first settled during the Neolithic. The longest continuous inhabitants are the Pygmy groups such as the Baka. The Sao culture arose around Lake Chad c. AD 500 and gave way to the Kanem and its successor state, the Bornu empire. Kingdoms, fondoms, and chiefdoms arose in the west.


          Portuguese sailors reached the coast in 1472. They noted an abundance of prawns and crayfish in the Wouri River and named it Rio dos Camares, Portuguese for "River of Prawns", and the phrase from which Cameroon is derived. Over the following few centuries, European interests regularised trade with the coastal peoples, and Christian missionaries pushed inland. In the early 19th century, Modibo Adama led Fulani soldiers on a jihad in the north against non-Muslim and partially Muslim peoples and established the Adamawa Emirate. Settled peoples who fled the Fulani caused a major redistribution of population.


          The German Empire claimed the territory as the colony of Kamerun in 1884 and began a steady push inland. They initiated projects to improve the colony's infrastructure, relying on a harsh system of forced labour. With the defeat of Germany in World War I, Kamerun became a League of Nations mandate territory and was split into French Cameroun and British Cameroons in 1919. The French carefully integrated the economy of Cameroun with that of France and improved the infrastructure with capital investments, skilled workers, and continued forced labour. The British administered their territory from neighbouring Nigeria. Natives complained that this made them a neglected "colony of a colony". Nigerian migrant workers flocked to Southern Cameroons, ending forced labour but angering indigenous peoples. The League of Nations mandates were converted into United Nations Trusteeships in 1946, and the question of independence became a pressing issue in French Cameroun. France outlawed the most radical political party, the Union des Populations du Cameroun (UPC), on 13 July 1955. This prompted a long guerrilla war and the assassination of the party's leader, Ruben Um Nyob. In British Cameroons, the question was whether to reunify with French Cameroun or join Nigeria.
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          On 1 January 1960, French Cameroun gained independence from France under President Ahmadou Ahidjo, and on 1 October 1961, the formerly-British Southern Cameroons united with its neighbour to form the Federal Republic of Cameroon. Ahidjo used the ongoing war with the UPC and fears of ethnic conflict to concentrate power in the presidency, continuing with this even after the suppression of the UPC in 1971. His political party, the Cameroon National Union (CNU), became the sole legal political party on 1 September 1966 and in 1972, the federal system of government was abolished in favour of a United Republic of Cameroon, headed from Yaound. Ahidjo pursued an economic policy of planned liberalism, prioritising cash crops and petroleum exploitation. The government used oil money to create a national cash reserve, pay farmers, and finance major development projects; however, many initiatives failed when Ahidjo appointed unqualified allies to direct them.


          Ahidjo stepped down on 4 November 1982 and left power to his constitutional successor, Paul Biya. However, Ahidjo remained in control of the CNU and tried to run the country from behind the scenes until Biya and his allies pressured him into resigning. Biya began his administration by moving toward a more democratic government, but a failed coup d'tat nudged him toward the leadership style of his predecessor. An economic crisis took effect in the mid-1980s to late 1990s as a result of international economic conditions, drought, falling petroleum prices, and years of corruption, mismanagement, and cronyism. Cameroon turned to foreign aid, cut government spending, and privatised industries. With the reintroduction of multi-party politics in December 1990, Anglophone pressure groups called for greater autonomy, with some advocating complete secession as the Republic of Ambazonia. In February 2008, Cameroon experienced its worse violence in 15 years when a transport union strike in Douala escalated into violent protests in 31 municipal areas.


          


          Politics and government
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          The President of Cameroon has broad, unilateral powers to create policy, administer government agencies, command the armed forces, negotiate and ratify treaties, and declare a state of emergency. The president appoints government officials at all levels, from the prime minister (considered the official head of government), to the provincial governors, divisional officers, and urban-council members in large cities. The president is selected by popular vote every seven years. In smaller municipalities, the public elects mayors and councilors. Corruption is rife at all levels of government. In 1997, Cameroon established anti-corruption bureaus in 29 ministries, but only 25% became operational, and in 2007, Transparency International placed Cameroon at number 138 on a list of 163 countries ranked from least to most corrupt. On 18 January 2006, Biya initiated an anti-corruption drive under the direction of the National Anti-Corruption Observatory.
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          Cameroon's legal system is largely based on French civil law with common law influences. Although nominally independent, the judiciary falls under the authority of the executive's Ministry of Justice. The president appoints judges at all levels. The judiciary is officially divided into tribunals, the court of appeal, and the supreme court. The National Assembly elects the members of a nine-member High Court of Justice that judges high-ranking members of government in the event they are charged with high treason or harming national security.


          Human rights organisations accuse police and military forces of mistreating and even torturing criminal suspects, ethnic minorities, homosexuals, and political activists. Prisons are overcrowded with little access to adequate food and medical facilities, and prisons run by traditional rulers in the north are charged with holding political opponents at the behest of the government. However, since the early 2000s, an increasing number of police and gendarmes have been prosecuted for improper conduct.


          The National Assembly makes legislation. The body consists of 180 members who are elected for five-year terms and meet three times per year. Laws are passed on a majority vote. Rarely has the assembly changed or blocked legislation proposed by the president. The 1996 constitution establishes a second house of parliament, the 100-seat Senate, but this body has never been put into practice. The government recognises the authority of traditional chiefs, fons, and lamibe to govern at the local level and to resolve disputes as long as such rulings do not conflict with national law.


          President Paul Biya's Cameroon People's Democratic Movement (CPDM) was the only legal political party until December 1990. Numerous ethnic and regional political groups have since formed. The primary opposition is the Social Democratic Front (SDF), based largely in the Anglophone region of the country and headed by John Fru Ndi. Biya and his party have maintained control of the presidency and the National Assembly in national elections, but rivals contend that these have been unfair. Human rights organisations allege that the government suppresses the freedoms of opposition groups by preventing demonstrations, disrupting meetings, and arresting opposition leaders and journalists. Freedom House ranks Cameroon as "not free" in terms of political rights and civil liberties. The last parliamentary elections were held on 22 July 2007.


          Cameroon is a member of both the Commonwealth of Nations and La Francophonie. Its foreign policy closely follows that of its main ally, France. The country relies heavily on France for its defence, although military spending is high in comparison to other sectors of government. Biya has clashed with the government of Nigeria over possession of the Bakassi peninsula and with Gabon's president, El Hadj Omar Bongo, over personal rivalries. Nevertheless, civil war presents a more credible threat to national security, as tensions between Christians and Muslims and between Anglophones and Francophones remain high.


          


          Education and health
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          Most children have access to free, state-run schools or subsidised, private and religious facilities. The educational system is a mixture of British and French precedents with most instruction in English or French. Cameroon has one of the highest school attendance rates in Africa. Girls attend school less regularly than boys do because of cultural attitudes, domestic duties, early marriage and pregnancy, and sexual harassment. Although attendance rates are higher in the south, a disproportionate number of teachers are stationed there, leaving northern schools chronically understaffed.


          Six state-run universities serve Cameroon's student population. More than 60,000 students were enrolled for the 19981999 school year. A council of deans, school directors, and representatives of state ministries governs the schools under the leadership of a vice-chancellor. State funding for universities is low, and student registrations nominally make up 25% of the higher education budget. However, students have fought these fees since their introduction in 1993. Universities have resisted the urge to increase the selectiveness of admissions in an effort to increase revenue from student fees, and the student populations have increased well beyond the 5,000 they were built to educate. Likewise, cuts in faculty salaries in 1993 have made it difficult to find and keep qualified staff.


          Since 1990, private institutions have sprung up in five provinces. These schools charge fees that are five to ten times those levied by state schools. Nevertheless, they offer short professional-training programmes in areas such as accounting, management, journalism, and Internet technologies, so they are popular with students. Many of these schools fall short of government minimum standards of infrastructure and faculty and must operate unlicensed.


          The quality of health care is generally low. Outside the major cities, facilities are often dirty and poorly equipped. Endemic diseases include dengue fever, filariasis, leishmaniasis, malaria, meningitis, schistosomiasis, and sleeping sickness. The HIV/AIDS seroprevalence rate is estimated at 5.4% for those aged 1549, although a strong stigma against the illness keeps the number of reported cases artificially low. Traditional healers remain a popular alternative to Western medicine.


          


          Provinces and divisions
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          The constitution divides Cameroon into 10 semi-autonomous regions, each under the administration of an elected Regional Council. In practice, Cameroon still follows the system that was in place prior to the adoption of a new constitution in 1996. The country is divided into 10 provinces, each headed by a presidentially appointed governor. These leaders are charged with implementing the will of the president, reporting on the general mood and conditions of the provinces, administering the civil service, keeping the peace, and overseeing the heads of the smaller administrative units. Governors have broad powers: they may order propaganda in their area and call in the army, gendarmes, and police. The provinces are subdivided into 58 divisions (French dpartements). These are headed by presidentially appointed divisional officers ( prefets), who perform the governors' duties on a smaller scale. The divisions are further sub-divided into sub-divisions (arrondissements), headed by assistant divisional officers (sous-prefets). The districts, administered by district heads (chefs de district), are the smallest administrative units. These are found in large sub-divisions and in regions that are difficult to reach.


          The three northernmost provinces are the Far North (Extrme Nord), North (Nord), and Adamawa (Adamaoua). Directly south of them are the Centre (Centre) and East (Est). The South Province (Sud) lies on the Gulf of Guinea and the southern border. Cameroon's western region is split into four smaller provinces: The Littoral (Littoral) and Southwest (Sud-Ouest) provinces are on the coast, and the Northwest (Nord-Ouest) and West (Ouest) provinces are in the western grassfields. The Northwest and Southwest were once part of British Cameroons; the other provinces were in French Cameroun.


          


          Geography and climate
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          At 475,442 square kilometres (183,569 sqmi), Cameroon is the world's 53rd-largest country. It is comparable in size to Papua New Guinea and somewhat larger than the U.S. state of California. The country is located in Central and West Africa on the Bight of Bonny, part of the Gulf of Guinea and the Atlantic Ocean. Tourist literature describes Cameroon as "Africa in miniature" because it exhibits all major climates and vegetation of the continent: coast, desert, mountains, rainforest, and savanna. The country's neighbours are Nigeria to the west; Chad to the northeast; the Central African Republic to the east; and Equatorial Guinea, Gabon, and the Republic of the Congo to the south.


          Cameroon is divided into five major geographic zones distinguished by dominant physical, climatic, and vegetative features. The coastal plain extends 15 to 150kilometres (10 to 90mi) inland from the Gulf of Guinea and has an average elevation of 90metres (295ft). Exceedingly hot and humid with a short dry season, this belt is densely forested and includes some of the wettest places on earth. The South Cameroon Plateau rises from the coastal plain to an average elevation of 650metres (2,130ft). Equatorial rainforest dominates this region, although its alternation between wet and dry seasons makes it is less humid than the coast.


          An irregular chain of mountains, hills, and plateaus known as the Cameroon range extends from Mount Cameroon on the coastCameroon's highest point at 4,095metres (13,435ft)almost to Lake Chad at Cameroon's northern tip. This region has a mild climate, particularly on the Western High Plateau, although rainfall is high. Its soils are among Cameroon's most fertile, especially around volcanic Mount Cameroon. Volcanism here has created crater lakes. On 21 August 1986, one of these, Lake Nyos, belched carbon dioxide and killed between 1,700 and 2,000 people.


          The southern plateau rises northward to the grassy, rugged Adamawa Plateau. This feature stretches from the western mountain area and forms a barrier between the country's north and south. Its average elevation is 1,100metres (3,600ft), and its temperature ranges from 22 to 25C (72 to 77F) with high rainfall. The northern lowland region extends from the edge of the Adamawa to Lake Chad with an average elevation of 300 to 350metres (980 to 1,150ft). Its characteristic vegetation is savanna scrub and grass. This is an arid region with sparse rainfall and high median temperatures.


          Cameroon has four patterns of drainage. In the south, the principal rivers are the Ntem, Nyong, Sanaga, and Wouri. These flow southwestward or westward directly into the Gulf of Guinea. The Dja and Kad drain southeastward into the Congo River. In northern Cameroon, the Bnou River runs north and west and empties into the Niger. The Logone flows northward into Lake Chad, which Cameroon shares with three neighbouring countries.


          


          Economy and infrastructure
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          Cameroon's per-capita GDP ( PPP) was estimated as US$2,421 in 2005, one of the ten highest in sub-Saharan Africa. Major export markets include France, Italy, South Korea, Spain, and the United Kingdom. Cameroon is part of the Bank of Central African States (of which it is the dominant economy) and the Customs and Economic Union of Central Africa (UDEAC). Its currency is the CFA franc. Red tape, high taxes, and endemic corruption have impeded growth of the private sector. Unemployment was estimated at 30% in 2001, and about 48% of the population was living below the poverty threshold in 2000. Since the late 1980s, Cameroon has been following programmes advocated by the World Bank and International Monetary Fund (IMF) to reduce poverty, privatise industries, and increase economic growth. Tourism is a growing sector, particularly in the coastal area, around Mount Cameroon, and in the north.


          Cameroon's natural resources are better suited to agriculture and forestry than to industry. An estimated 70% of the population farms, and agriculture comprised an estimated 45.2% of GDP in 2006. Most agriculture is done at the subsistence scale by local farmers using simple tools. They sell their surplus produce, and some maintain separate fields for commercial use. Urban centres are particularly reliant on peasant agriculture for their foodstuffs. Soils and climate on the coast encourage extensive commercial cultivation of bananas, cocoa, oil palms, rubber, and tea. Inland on the South Cameroon Plateau, cash crops include coffee, sugar, and tobacco. Coffee is a major cash crop in the western highlands, and in the north, natural conditions favour crops such as cotton, groundnuts, and rice. Reliance on agricultural exports makes Cameroon vulnerable to shifts in their prices.
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          Livestock are raised throughout the country. Fishing employs some 5,000 people and provides 20,000 tons of seafood each year. Bushmeat, long a staple food for rural Cameroonians, is today a delicacy in the country's urban centres. The commercial bushmeat trade has now surpassed deforestation as the main threat to wildlife in Cameroon.


          The southern rainforest has vast timber reserves, estimated to cover 37% of Cameroon's total land area. However, large areas of the forest are difficult to reach. Logging, largely handled by foreign-owned firms, provides the government US$60 million a year, and laws mandate the safe and sustainable exploitation of timber. Nevertheless, in practice, the industry is one of the least regulated in Cameroon.


          
            [image: A bush taxi attempts to pass a stalled logging vehicle on the road between Abong-Mbang and Lomi�, East Province.]

            
              A bush taxi attempts to pass a stalled logging vehicle on the road between Abong-Mbang and Lomi, East Province.
            

          


          Factory-based industry accounted for an estimated 16.1% of GDP in 2006. More than 75% of Cameroon's industrial strength is located in Douala and Bonabri. Cameroon possesses substantial mineral resources, but these are not extensively mined. Petroleum exploitation has fallen since 1985, but this is still a substantial sector such that dips in prices have a strong effect on the economy. Rapids and waterfalls obstruct the southern rivers, but these sites offer opportunities for hydroelectric development and supply most of Cameroon's energy. The Sanaga River powers the largest hydroelectric station, located at Eda. The rest of Cameroon's energy comes from oil-powered thermal engines. Much of the country remains without reliable power supplies.


          Transport in Cameroon is often difficult. Roads are poorly maintained and subject to inclement weather, since only 10% of the roadways are tarred. Roadblocks often serve little other purpose than to allow police and gendarmes to collect bribes from travellers. Road banditry has long hampered transport along the eastern and western borders, and since 2005, the problem has intensified in the east as the Central African Republic has further destabilised. Rail service runs from Kumba in the west to Blabo in the east and north to Ngaoundr. International airports are located in Douala and Garoua with a smaller facility at Yaound. The Wouri River estuary provides a harbour for Douala, the country's principal seaport. In the north, the Bnou River is seasonally navigable from Garoua across into Nigeria.


          Although press freedoms have improved since the early 2000s, the press is corrupt and beholden to special interests and political groups. Newspapers routinely self-censor to avoid government reprisals. The major radio and television stations are state-run, and other communications, such as land-based telephones and telegraphs, are largely under government control. However, cell phone networks and Internet providers have increased dramatically since the early 2000s and are largely unregulated.


          


          Demographics
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          2005 estimates place Cameroon's population at 17,795,000. This population is young: an estimated 41.2% are under 15, and 96.7% are under 65. The birth rate is estimated at 33.89 births per 1,000 people, the death rate at 13.47. The life expectancy is 51.16years (50.98years for males and 51.34years for females).


          Cameroon's population is almost evenly divided between urban and rural dwellers. Population density is highest in the large urban centres, the western highlands, and the northeastern plain. Douala, Yaound, and Garoua are the largest cities. In contrast, the Adamawa Plateau, southeastern Bnou depression, and most of the South Cameroon Plateau are sparsely populated. People from the overpopulated western highlands and the underdeveloped north are moving to the coastal plantation zone and urban centres for employment. Smaller movements are occurring as workers seek employment in lumber mills and plantations in the south and east. Although the national sex ratio is relatively even, these out-migrants are primarily males, which leads to unbalanced ratios in some regions.


          Both monogamous and polygamous marriage are practiced, and the average Cameroonian family is large and extended. In the north, women tend to the home, and men herd cattle or work as farmers. In the south, women grow the family's food, and men provide meat and grow cash crops. Cameroonian society is male-dominated, and violence and discrimination against women is common. At the onset of puberty, an estimated 26% of girls are subjected to breast ironing, a practice by which their breasts are pounded or massaged with heated objects to prevent them from developing. The goal is to prevent the girls from becoming precociously sexually active and to protect them from sexual assault. Female genital mutilation is practiced in portions of the Far North and Southwest provinces.
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          Estimates identify anywhere from 230 to 282 different ethnic and linguistic groups in Cameroon. The Adamawa Plateau broadly bisects these into northern and southern divisions. The northern peoples are Sudanese ethnic groups, who live in the central highlands and the northern lowlands, and the Fulani, who are spread throughout northern Cameroon. A small number of Shuwa Arabs live near Lake Chad. Southern Cameroon is inhabited by speakers of Bantu and Semi-Bantu languages. Bantu-speaking groups inhabit the coastal and equatorial zones, while speakers of Semi-Bantu languages live in the Western grassfields. Some 5,000 Pygmies roam the southeastern and coastal rainforests or live in small, roadside settlements. Nigerians, especially Igbo, make up the largest group of foreign nationals. In 2007, Cameroon hosted a total population of refugees and asylum seekers of approximately 97,400. Of these, 49,300 were from the Central African Republic (many driven west by war), 41,600 from Chad, and 2,900 from Nigeria. Kidnappings of Cameroonian citizens by Central African bandits have increased since 2005.


          Cameroon has a high level of religious freedom and diversity. The northern peoples are predominantly Muslim, although some ethnic groups retain native animist beliefs and are called Kirdi ("pagan") by the Fulani. The U.S. Department of State claims that some Muslims discriminate against Christians and followers of traditional beliefs in the north. Southern ethnic groups predominantly follow Christian or animist beliefs, or a syncretic combination of the two. People widely believe in witchcraft, and the government outlaws such practices. Suspected witches are often subject to mob violence.


          The European languages introduced during colonialism have created a linguistic divide between the English-speaking fifth of the population who live in the Northwest and Southwest provinces and the French-speaking remainder of the country. Both English and French are official languages. Cameroonian Pidgin English is the most common lingua franca, especially in the formerly British-administered territories. A mixture of English, French, and Pidgin called Camfranglais has been gaining popularity in urban centres since the mid-1970s.


          


          Culture


          
            [image: Baka dancers greet visitors to the East Province.]

            
              Baka dancers greet visitors to the East Province.
            

          


          
            
              Holidays
            

            
              	Date

              	English Name
            


            
              	1 January

              	New Year's Day
            


            
              	11 February

              	National Youth Day
            


            
              	1 May

              	Labour Day
            


            
              	20 May

              	National Day
            


            
              	15 August

              	Assumption
            


            
              	1 October

              	Unification Day
            


            
              	25 December

              	Christmas
            

          


          Each of Cameroon's ethnic groups has its own unique cultural forms. Typical celebrations include births, deaths, plantings, harvests, and religious rituals. Seven national holidays are observed throughout the year, and movable holidays include the Christian holy days of Good Friday, Easter Sunday, Easter Monday, and Ascension; and the Muslim holy days of 'Id al-Fitr, 'Id al-Adha, and Eid Milad Nnabi.


          Music and dance are an integral part of Cameroonian ceremonies, festivals, social gatherings, and storytelling. Traditional dances are highly choreographed and separate men and women or forbid participation by one sex altogether. The goals of dances range from pure entertainment to religious devotion. Traditionally, music is transmitted orally. In a typical performance, a chorus of singers echoes a soloist. Musical accompaniment may be as simple as clapping hands and stomping feet, but traditional instruments include bells worn by dancers, clappers, drums and talking drums, flutes, horns, rattles, scrapers, stringed instruments, whistles, and xylophones; the exact combination varies with ethnic group and region. Some performers sing complete songs by themselves, accompanied by a harplike instrument.


          Popular music styles include ambasse bey of the coast, assiko of the Bassa, mangambeu of the Bangangte, and tsamassi of the Bamileke. Nigerian music has influenced Anglophone Cameroonian performers, and Prince Nico Mbarga's highlife hit " Sweet Mother" is the top-selling African record in history. The two most popular styles are makossa and bikutsi. Makossa developed in Douala and mixes folk music, highlife, soul, and Congo music. Performers such as Manu Dibango, Francis Bebey, Moni Bil, and Petit-Pays popularised the style worldwide in the 1970s and 1980s. Bikutsi originated as war music among the Ewondo. Artists such as Anne-Marie Nzi developed it into a popular dance music beginning in the 1940s, and performers such as Mama Ohandja and Les Ttes Brules popularised it internationally during the 1960s, 1970s, and 1980s.


          Cuisine varies by region, but a large, one-course, evening meal is common throughout the country. A typical dish is based on cocoyams, maize, manioc, millet, plantains, potatoes, rice, or yams, often pounded into dough-like fufu (cous-cous). This is served with a sauce, soup, or stew made from greens, groundnuts, palm oil, or other ingredients. Meat and fish are popular but expensive additions. Dishes are often quite hot, spiced with salt, red pepper, and Maggi. Water, palm wine, and millet beer are the traditional mealtime drinks, although beer, soda, and wine have gained popularity. Silverware is common, but food is traditionally manipulated with the right hand. Breakfast consists of leftovers or bread and fruit with coffee or tea. Snacks are popular, especially in larger towns where they may be bought from street vendors.
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          Traditional arts and crafts are practiced throughout the country for commercial, decorative, and religious purposes. Woodcarvings and sculptures are especially common. The high-quality clay of the western highlands is suitable for pottery and ceramics. Other crafts include basket weaving, beadworking, brass and bronze working, calabash carving and painting, embroidery, and leather working. Traditional housing styles make use of locally available materials and vary from temporary wood-and-leaf shelters of nomadic Mbororo to the rectangular mud-and-thatch homes of southern peoples. Dwellings made from materials such as cement and tin are increasingly common.
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          Cameroonian literature and film have concentrated on both European and African themes. Colonial-era writers such as Louis-Marie Pouka and Sankie Maimo were educated by European missionary societies and advocated assimilation into European culture as the means to bring Cameroon into the modern world. After World War II, writers such as Mongo Beti and Ferdinand Oyono analysed and criticised colonialism and rejected assimilation. Shortly after independence, filmmakers such as Jean-Paul Ngassa and Thrse Sita-Bella explored similar themes. In the 1960s, Mongo Beti and other writers explored post-colonialism, problems of African development, and the recovery of African identity. Meanwhile, in the mid-1970s, filmmakers such as Jean-Pierre Dikongu Pipa and Daniel Kamwa dealt with the conflicts between traditional and post-colonial society. Literature and films during the next two decades concentrated more on wholly Cameroonian themes.


          National policy strongly advocates sport in all forms. Traditional sports include canoe racing and wrestling, and several hundred runners participate in the 40 km (24.8 mi) Mount Cameroon Race of Hope each year. Cameroon is one of the few tropical countries to have competed in the Winter Olympics. However, sport in Cameroon is dominated by football (soccer). Amateur football clubs abound, organised along ethnic lines or under corporate sponsors. The Cameroon national football team has been one of the most successful in the world since its strong showing in the 1990 FIFA World Cup. Cameroon has won four African Cup of Nations titles and the gold medal at the 2000 Olympics.
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          In British politics, the Campaign for Nuclear Disarmament has been at the forefront of the peace movement in the United Kingdom and claims to be Europe's largest single-issue peace campaign. The organization is led by an elected " chair", currently Kate Hudson.


          As well as campaigning against military actions that may result in the use of nuclear, chemical or biological weapons, they are also in favour of nuclear disarmament by all countries and tighter international regulation through treaties such as the NPT. They are also opposed to any new nuclear power stations being built in the United Kingdom. One of the activities most strongly associated with CND is the Aldermaston March held over the Easter weekend from Trafalgar Square, London to the Atomic Weapons Establishment near Aldermaston, taking the whole four days to complete.


          Although many of its members, including religious groups that make up a significant minority of the active membership, are strict pacifists, the organisation itself is not.


          


          The First Wave 1958-1963


          Public opposition to nuclear weapons emerged in Britain in the mid-fifties when the government announced its decision to manufacture a hydrogen bomb. Between 1955 and 1962 a significant minority (varying from 19% to 33%) expressed disapproval of its manufacture.


          The Campaign for Nuclear Disarmament was founded in 1958. J. B. Priestley had written an article for the New Statesman, published on 2 November 1957, entitled Britain and the Nuclear Bombs. Priestley's article was heavily critical of Aneurin Bevan for abandoning his policy of unilateral nuclear disarmament. The journal received numerous letters of support for Priestley's article.


          At the end of November, Kingsley Martin, editor of the New Statesman, chaired a meeting of fifty people in Canon John Collins's rooms to launch the Campaign for Nuclear Disarmament. Canon Collins was chosen as its Chairman and Bertrand Russell as its President. Its Executive Committee consisted of Richie Calder, James Cameron, Howard Davies, Michael Foot, Arthur Goss, Kingsley Martin, J. B. Priestley, Professor Joseph Rotblat, Sheila Jones and Peggy Duff (Organising Secretary).


          CND also had a number of sponsors: John Arlott, Peggy Ashcroft, the Bishop of Birmingham Dr J. L. Wilson, Benjamin Britten, Viscount Chaplin, Michael de la Bdoyre, Bob Edwards, MP, Dame Edith Evans, E.S.Frere, Gerald Gardiner, QC, Victor Gollancz, Dr I.Grunfeld, E.M.Forster, Barbara Hepworth, Patrick Heron, Rev. Trevor Huddleston, Sir Julian Huxley, Edward Hyams, the Bishop of Llandaff Dr Glyn Simon, Doris Lessing, Sir Compton Mackenzie, the Very Rev George McLeod, Miles Malleson, Denis Matthews, Sir Francis Meynell, Henry Moore, John Napper, Ben Nicholson, Sir Herbert Read, Flora Robson, Michael Tippett, Vicky, Professor C. H. Waddington and Barbara Wootton.


          Other prominent founding members of CND were Fenner Brockway, E. P. Thompson, A. J. P. Taylor, Anthony Greenwood, Lord Simon, Eric Baker, and Dora Russell.


          CND held its inaugural public meeting at Central Hall, Westminster, on 17 February 1958. Five thousand people attended and afterwards a few hundred marched to Downing Street.


          From the outset people from all sections of society got involved. There were scientists, more aware than anyone else of the full extent of the dangers which nuclear weapons represented, along with religious leaders such as Canon John Collins of St Paul's Cathedral, concerned to resist the moral evil which nuclear weapons represented. The Society of Friends (Quakers) was very supportive, as well as a wide range of academics, journalists, writers, actors and musicians. Labour Party members and trade unionists were overwhelmingly sympathetic as were people who had been involved in earlier anti-bomb campaigns organised by the British Peace Committee, the Direct Action Committee and the National Committee for the Abolition of Nuclear Weapons Tests.


          CND organised many demonstrations and the Aldermaston march attracted tens of thousands of people. It had a national network of branches, and specialist groups, such as Christian CND (founded in 1960), were formed by supporters with common interests. It did not have formal membership at this time, so the strength of CND support can only be estimated from the numbers attending demonstrations and expressing approval in opinion polls. The Aldermaston march, CND's logo and its slogan "Ban the Bomb" became icons and part of the youth culture of the sixties.


          About three-quarters of CND supporters were Labour voters and many of the early Executive Committee were Labour Party members, hoping to persuade Labour to adopt a unilateralist policy. The Labour Party voted at its 1960 Conference for unilateral nuclear disarmament and this is regarded as CND's high-point in this period. Hugh Gaitskell, the Party leader, received the vote with a promise to "fight, fight, and fight again" against the decision and it was overturned at the 1961 Conference. CND's popular support began to decline from this point.


          Its logo, designed in 1958 by Gerald Holtom became widespread outside of Britain during the 1960s as the " peace symbol". The peace symbol is based on the international semaphore symbols for "N" and "D" (for Nuclear Disarmament) enclosed within a circle. It may also be seen as a cross with lowered arms. There is a common misconception that Bertrand Russell designed the logo, stemming from his being president of the organisation at the time.


          In 1960 Bertrand Russell resigned from the Campaign for Nuclear Disarmament, in order to form the Committee of 100. The Committee of 100, founded in reaction to what it regarded as the tameness of CND, became, in effect, its direct-action wing. Its members (who included several of the original founders of CND and covered a vast range of political opinion) became involved in numerous other political campaigns, ranging from Biafra to Vietnam to housing and homelessness in the UK.


          Many people who disapproved of the H-Bomb also disapproved of CND and public support for unilateralism tended to decline as CND increased in prominence, particularly during the peak of the Committee of 100's civil disobedience campaign of the early sixties.


          The Cuban Missile Crisis in the Autumn of 1962, in which the United States blockaded a Soviet attempt to put nuclear missiles on Cuba, created some anxiety about the possibility of imminent nuclear war and CND organised demonstrations on the issue. But six months after the crisis, a Gallup Poll found that public worry about nuclear weapons had fallen back to its lowest point since 1957, and there was a view, disputed by CND supporters, that Kennedy's success in facing down Khrushchev turned the British public away from CND.


          Support for CND dwindled rapidly after the 1963 Test Ban Treaty. From the mid-sixties, the anti-war movement's preoccupation with the Vietnam War tended to eclipse concern about nuclear weapons but CND continued to campaign against them.


          


          The Second Wave (1980-89)


          In the early 1980s the organisation underwent a major revival, as tensions between the superpowers rose with the deployment of American Pershing II medium-range ballistic missiles in Western Europe and SS20s in the Soviet Bloc countries and the Thatcher government replacing the Polaris armed submarine fleet with Trident. Some aspects of what happened in the wider world at the time are to be found in the article on Able Archer 83.


          During this period CND established a number of "Specialist Sections" to add to Christian CND and Labour CND (est. 1979), including: Ex-services CND, Green CND, Liberal CND, Student CND, Trade Union CND, and Youth CND.


          Much of National CND's historical archive is at the Modern Records Centre University of Warwick and the London School of Economics, although records of local and regional groups are spread throughout the country in public and private collections.


          


          Current CND


          Today, CND has several priority campaigns, with recent campaigning opposing the replacement of the Trident nuclear weapons system, and falls within their first priority campaign: Scrap Trident.


          
            	"Scrap Trident": Against the UK's nuclear deterrent


            	"Missile Defence: The New Threat": Against the US Strategic Defense Initiative


            	"No to NATO"


            	"Stop the Plutonium Trade"

          


          Its campaign to prevent the replacement of the Trident nuclear weapons system saw major opposition to the government's proposals, who had not allowed the Labour Party to debate the issue at the conference preceding the House of Commons vote.


          The vote which took place on 14 March 2007, saw 95 Labour MPs support an amendment to delay the decision and 89 Labour MPs vote against the government motion - the largest Labour rebellion since their election in 1997, other than on the decision to invade Iraq. The decision to replace Trident was passed by the Labour and Conservative leaderships voting together.


          CND organised a rally on Parliament Square attended by over 1000 people, which was addressed by Labour MPs Jon Trickett, Emily Thornberry, John McDonnell, Michael Meacher, Diane Abbott and Jeremy Corbyn, as well as Elfyn Llwyd of Plaid Cymru and Angus MacNeil of the SNP.


          In an end to its single-issue focus on the nuclear issue, since 2001 it has become a focus for organising resistance campaigns to U.S. and British policies on the Middle East. Along with the Stop the War Coalition and the Muslim Association of Britain, it organised several anti-war marches under the main slogan " Don't Attack Iraq," including those on September 28, 2002 and February 15, 2003 in London, and also a Vigil for the Victims of the London bombings on July 9, 2005 in London.


          


          Structures


          There exist several branches of CND to cover the British Isles, namely CND Cymru, Irish CND and Scottish CND, in addition to " 'National' CND". For England there are Regional Groups covering Cambridgeshire, Cumbria, East Midlands, Kent, London, Manchester, Merseyside, Mid Somerset, Norwich, South Cheshire and North Staffordshire, Southern, South West, Suffolk, Surrey, Sussex, Tyne and Wear, West Midlands and Yorkshire.


          This is in addition to the several "Specialist Sections" listed above which have continued in some form and been joined by Parliamentary CND. Note also that Youth and Student CND became effectively a single conjoined group.


          The CND Council is made up of the Chair, Treasurer, 3 Vice-Chairs, 15 Directly Elected Members, 1 representative of Christian CND, 1 of Labour CND, 1 of Student CND, 3 of Youth and Student CND and 27 Members Representing 11 Regional Groups .


          


          Chairs of CND since 1958


          
            	Canon John Collins 19581964


            	Olive Gibbs 19641967


            	Sheila Oakes 19671968


            	Malcolm Caldwell 19681970


            	April Carter 19701971


            	John Cox 19711977


            	Bruce Kent 19771979


            	Hugh Jenkins 19791981


            	Joan Ruddock 19811985


            	Paul Johns 1985  1987


            	Bruce Kent 1987 1990


            	Marjorie Thompson 19901993


            	Janet Bloomfield 19931996


            	David Knight 19962001


            	Carol Naughton 20012003


            	Kate Hudson 2003

          


          


          General Secretaries of CND since 1958


          
            	Peggy Duff 19581967


            	Dick Nettleton 19671973


            	Dan Smith 19741975


            	Duncan Rees 19761979


            	Bruce Kent 19791985


            	Meg Beresford 19851990


            	Gary Lefley, 19901994

          


          


          Membership


          Taken from Social Movements in Britain, Paul Byrne, Routledge, ISBN 0-415-07123-2 (1997), p.91.


          
            
              	Year

              	Members

              	Year

              	Members
            


            
              	1970

              	2120

              	1986

              	84000
            


            
              	1971

              	2047

              	1987

              	75000
            


            
              	1972

              	2389

              	1988

              	72000
            


            
              	1973

              	2367

              	1989

              	62000
            


            
              	1974

              	2350

              	1990

              	62000
            


            
              	1975

              	2536

              	1991

              	60000
            


            
              	1976

              	3220

              	1992

              	57000
            


            
              	1977

              	4287

              	1993

              	52000
            


            
              	1978

              	3220

              	1994

              	47000
            


            
              	1979

              	4287

              	1995

              	47700
            


            
              	1980

              	9000
            


            
              	1981

              	20000
            


            
              	1982

              	50000
            


            
              	1983

              	75000
            


            
              	1984

              	100000
            


            
              	1985

              	92000
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:A Mari Usque Ad Mare(Latin)

              "From Sea to Sea"
            


            
              	Anthem:" O Canada"

              Royal anthem:" God Save the Queen"
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              	Capital

              	Ottawa

            


            
              	Largest city

              	Toronto
            


            
              	Official languages

              	English, French
            


            
              	Recognised regionallanguages

              	Inuktitut, Inuinnaqtun, Cree, Dne Sųłin, Gwichin, Inuvialuktun, Slavey, Tłįchǫ Yati
            


            
              	Demonym

              	Canadian
            


            
              	Government

              	Parliamentary democracy and Constitutional monarchy
            


            
              	-

              	Monarch

              	HM Queen Elizabeth II
            


            
              	-

              	Governor General

              	Michalle Jean
            


            
              	-

              	Prime Minister

              	Stephen Harper
            


            
              	Establishment
            


            
              	-

              	British North America Act

              	July 1, 1867
            


            
              	-

              	Statute of Westminster

              	December 11, 1931
            


            
              	-

              	Canada Act

              	April 17, 1982
            


            
              	Area
            


            
              	-

              	Total

              	9,984,670km( 2nd)

              3,854,085 sqmi
            


            
              	-

              	Water(%)

              	8.92 (891,163 km/344,080 mi)
            


            
              	Population
            


            
              	-

              	2008estimate

              	33,343,000( 36th)
            


            
              	-

              	2006census

              	31,612,897
            


            
              	-

              	Density

              	3.2/km( 219th)

              8.3/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$1.274 trillion( 13th)
            


            
              	-

              	Per capita

              	$38,200( 21st)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$1.432 trillion ( 9th)
            


            
              	-

              	Per capita

              	$42,738( 14th)
            


            
              	Gini

              	32.1 (2005)
            


            
              	HDI(2007)

              	▲ 0.961(high)( 4th)
            


            
              	Currency

              	Canadian dollar ($) ( CAD)
            


            
              	Time zone

              	( UTC3.5 to 8)
            


            
              	-

              	Summer( DST)

              	( UTC2.5 to 7)
            


            
              	Internet TLD

              	.ca
            


            
              	Calling code

              	+1
            


            
              	Canada portal
            

          


          Canada (IPA: /ˈknədə/) is a country occupying most of northern North America, extending from the Atlantic Ocean in the east to the Pacific Ocean in the west and northward into the Arctic Ocean. It is the world's second largest country by total area, and shares land borders with the United States to the south and northwest.


          The land occupied by Canada was inhabited for millennia by various aboriginal people. Beginning in the late 15th century, British and French expeditions explored and later settled the Atlantic coast. France ceded nearly all of its colonies in North America in 1763 after the Seven Years War. In 1867, with the union of three British North American colonies through Confederation, Canada was formed as a federal dominion of four provinces. This began an accretion of additional provinces and territories and a process of increasing autonomy from the United Kingdom, highlighted by the Statute of Westminster in 1931, and culminating in the Canada Act in 1982 which severed the vestiges of legal dependence on the British parliament.


          A federation now comprising ten provinces and three territories, Canada is a parliamentary democracy and a constitutional monarchy, with Queen Elizabeth II as its head of state. It is a bilingual and multicultural country, with both English and French as official languages at the federal level. Technologically advanced and industrialized, Canada maintains a diversified economy that is heavily reliant upon its abundant natural resources and upon tradeparticularly with the United States, with which Canada has had a long and complex relationship.


          


          Etymology
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          The name Canada most likely comes from a St. Lawrence Iroquoian word kanata, meaning "village" or "settlement". In 1535, inhabitants of the present-day Quebec City region used the word to direct explorer Jacques Cartier toward the village of Stadacona. Cartier used the word 'Canada' to refer to not only that village, but the entire area subject to Donnacona, Chief at Stadacona. By 1545, European books and maps began referring to this region as Canada.


          The French colony of Canada referred to the part of New France along the Saint Lawrence River and the northern shores of the Great Lakes. Later, it was split into two British colonies, called Upper Canada and Lower Canada until their union as the British Province of Canada in 1841. Upon Confederation in 1867, the name Canada was adopted for the entire country, and Dominion was conferred as the country's title. It was frequently referred to as the Dominion of Canada until the 1950s. As Canada asserted its political autonomy from Britain, the federal government increasingly used Canada on legal state documents and treaties. The Canada Act 1982 refers only to "Canada" and, as such, it is currently the only legal (and bilingual) name. This was reflected in 1982 with the renaming of the national holiday from Dominion Day to Canada Day.


          


          History
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          Pre-colonial Canada


          Various groups of Inuit (formerly known as Eskimos) and First Peoples inhabited North America prehistorically. While no written documents exist, various forms of rock art, petroforms, petroglyphs, and ancient artifacts provide thousands of years of information about the past. Archaeological studies support a human presence in northern Yukon from 26,500 years ago, and in southern Ontario from 9,500 years ago. Europeans first arrived when the Vikings settled briefly at L'Anse aux Meadows around AD 1000. The next Europeans to explore Canada's Atlantic coast included John Cabot in 1497 for England and Jacques Cartier in 1534 for France; seasonal Basque whalers and fishermen subsequently exploited the region between the Grand Banks and Tadoussac for over a century.


          


          Colonial-era Canada


          French explorer Samuel de Champlain arrived in 1603 and established the first permanent European settlements at Port Royal in 1605 and Quebec City in 1608. These would become respectively the capitals of Acadia and Canada. Among French colonists of New France, Canadiens extensively settled the St. Lawrence River valley, Acadians settled the present-day Maritimes, while French fur traders and Catholic missionaries explored the Great Lakes, Hudson Bay and the Mississippi watershed to Louisiana. The French and Iroquois Wars broke out over control of the fur trade.
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          The English established fishing outposts in Newfoundland around 1610 and colonized the Thirteen Colonies to the south. A series of four Intercolonial Wars erupted between 1689 and 1763. Mainland Nova Scotia came under British rule with the Treaty of Utrecht (1713); the Treaty of Paris (1763) ceded Canada and most of New France to Britain following the Seven Years' War.


          The Royal Proclamation (1763) carved the Province of Quebec out of New France and annexed Cape Breton Island to Nova Scotia. It also restricted the language and religious rights of French Canadians. In 1769, St. John's Island (now Prince Edward Island) became a separate colony. To avert conflict in Quebec, the Quebec Act of 1774 expanded Quebec's territory to the Great Lakes and Ohio Valley and re-established the French language, Catholic faith, and French civil law in Quebec; it angered many residents of the Thirteen Colonies, helping to fuel the American Revolution. The Treaty of Paris (1783) recognized American independence and ceded territories south of the Great Lakes to the United States. Approximately 50,000 United Empire Loyalists fled the United States to Canada. New Brunswick was split from Nova Scotia as part of a reorganization of Loyalist settlements in the Maritimes. To accommodate English-speaking Loyalists in Quebec, the Constitutional Act of 1791 divided the province into French-speaking Lower Canada and English-speaking Upper Canada, granting each their own elected Legislative Assembly.


          Canada (Upper and Lower) was the main front in the War of 1812 between the United States and British Empire. Its defence contributed to a sense of unity among British North Americans. Large-scale immigration to Canada began in 1815 from Britain and Ireland. The timber industry surpassed the fur trade in importance in the early nineteenth century.
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          The desire for Responsible Government resulted in the aborted Rebellions of 1837. The Durham Report subsequently recommended responsible government and the assimilation of French Canadians into British culture. The Act of Union (1840) merged The Canadas into a United Province of Canada. French and English Canadians worked together in the Assembly to reinstate French rights. Responsible government was established for all British North American provinces by 1849.


          The signing of the Oregon Treaty by Britain and the United States in 1846 ended the Oregon boundary dispute, extending the border westward along the 49th parallel and paving the way for British colonies on Vancouver Island (1849) and in British Columbia (1858). Canada launched a series of western exploratory expeditions to claim Rupert's Land and the Arctic region. The Canadian population grew rapidly because of high birth rates; British immigration was offset by emigration to the United States, especially by French Canadians moving to New England.
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          Confederation to World War I


          Following several constitutional conferences, the Constitution Act, 1867 brought about Confederation creating "one Dominion under the name of Canada" on July 1, 1867, with four provinces: Ontario, Quebec, Nova Scotia, and New Brunswick. Canada assumed control of Rupert's Land and the North-Western Territory to form the Northwest Territories, where Mtis' grievances ignited the Red River Rebellion and the creation of the province of Manitoba in July 1870. British Columbia and Vancouver Island (which had united in 1866) and the colony of Prince Edward Island joined Confederation in 1871 and 1873, respectively.


          Prime Minister John A. Macdonald's Conservative Party established a National Policy of tariffs to protect nascent Canadian manufacturing industries. To open the West, the government sponsored construction of three trans-continental railways (most notably the Canadian Pacific Railway), opened the prairies to settlement with the Dominion Lands Act, and established the North-West Mounted Police to assert its authority over this territory. In 1898, after the Klondike Gold Rush in the Northwest Territories, the Canadian government created the Yukon territory. Under Liberal Prime Minister Wilfrid Laurier, continental European immigrants settled the prairies, and Alberta and Saskatchewan became provinces in 1905.
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          Canada automatically entered the First World War in 1914 with Britain's declaration of war, sending volunteers to the Western Front, who played a substantial role in the Battle of Vimy Ridge. The Conscription Crisis of 1917 erupted when conservative Prime Minister Robert Borden brought in compulsory military service over the objection of French-speaking Quebecers. In 1919, Canada joined the League of Nations independently of Britain; in 1931 the Statute of Westminster affirmed Canada's independence.


          [bookmark: 1920s_to_1960s:_Great_Depression.2C_World_War_II.2C_and_post-war_period]


          1920s to 1960s: Great Depression, World War II, and post-war period


          The Great Depression of 1929 brought economic hardship to all of Canada. In response, the Co-operative Commonwealth Federation (CCF) in Alberta and Saskatchewan presaged a welfare state as pioneered by Tommy Douglas in the 1940s and 1950s. Canada declared war on Germany independently during World War II under Liberal Prime Minister William Lyon Mackenzie King, three days after Britain. The first Canadian Army units arrived in Britain in December 1939. Canadian troops played important roles in the Battle of the Atlantic, the failed 1942 Dieppe Raid in France, the Allied invasion of Italy, the D-Day landings, the Battle of Normandy and the Battle of the Scheldt in 1944. Canada is credited by the Netherlands for having provided asylum and protection for its monarchy during the war after the country was occupied and the Netherlands credits Canada for its leadership and major contribution to the liberation of Netherlands from Nazi Germany. The Canadian economy boomed as industry manufactured military materiel for Canada, Britain, China and the Soviet Union. Despite another Conscription Crisis in Quebec, Canada finished the war with one of the largest armed forces in the world. In 1945, during the war, Canada became one of the first countries to join the United Nations


          In 1949, Newfoundland joined Confederation. Post-war prosperity and economic expansion ignited a baby boom and attracted immigration from war-ravaged European countries.
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          1960s to 1980s: New Canadian identity, official bilingualism, and patriation of the Constitution


          Under successive Liberal governments of Lester B. Pearson and Pierre Trudeau, a new Canadian identity emerged. Canada adopted its current Maple Leaf Flag in 1965. In response to a more assertive French-speaking Quebec, the federal government became officially bilingual with the Official Languages Act of 1969. Non-discriminatory Immigration Acts were introduced in 1967 and 1976, and official multiculturalism in 1971; waves of non-European immigration had changed the face of the country. Social welfare programs such as universal health care, the Canada Pension Plan, and Canada Student Loans were initiated in the 1960s and consolidated in the 1970s; provincial governments, particularly Quebec, fought these as incursions into their jurisdictions. Finally, Prime Minister Trudeau pushed through the patriation of the constitution from Britain, enshrining a Charter of Rights and Freedoms based on individual rights in the Constitution Act of 1982. Canadians continue to take pride in their system of universal health care, their commitment to multiculturalism, and human rights.
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          Quebec underwent profound social and economic changes during the Quiet Revolution of the 1960s. Quebec nationalists under Jean Lesage began pressing for greater autonomy . The radical Front de libration du Qubec (FLQ) ignited the October Crisis in 1970 with bombings and kidnappings. The more moderate Parti Qubcois of Ren Lvesque came to power in 1976 and held an unsuccessful referendum on a proposed " sovereignty-association" (political sovereignty and separation of Quebec from Canada while maintaining a common economy with Canada) in the 1980 Quebec referendum. An energy crisis and economic decline in the late 1970s caused the federal government of Prime Minister Pierre Elliot Trudeau to adopt price controls and redistribution of oil profits from Alberta's booming oil industry to Canada's poorer provinces as part of the National Energy Program (NEP). The NEP was fiercely opposed by Albertans and other western Canadians saw the plan as eastern Canada exploiting Alberta's oil boom which caused an increase in a sense of political and social alienation of western Canada by its residents.


          [bookmark: 1980s_to_present:_Continental_integration.2C_regional_tensions.2C_and_changing_Aboriginal_affairs]


          1980s to present: Continental integration, regional tensions, and changing Aboriginal affairs


          The Progressive Conservative government of Brian Mulroney began efforts to recognize Quebec as a "distinct society" and end western alienation. The National Energy Program was scrapped and in 1987 talks began with Quebec to officially have Quebec sign the Canadian Constitution these collapsed in 1990. Under Mulroney, relations with the United States improved and both Canada and the U.S. began to grow more closely integrated. In 1986, Canada and the U.S. signed the Acid Rain Treaty to reduce acid rain. In 1989, the federal government adopted the Free Trade Agreement with the United States despite significant animosity from the Canadian public who were concerned about the economic and cultural impacts of close integration with the United States.
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          In the 1990s, anger in predominantly French-speaking Quebec with the failure of constitutional reform talks, and the rising sense of alienation in Canada's western provinces due to the government's preoccupation with attempting to convince Quebec's government to officially endorse the Constitution. After Mulroney resigned as Prime Minister in 1993, Kim Campbell took over and became Canada's first woman Prime Minister. Campbell only remained in office for a few months and the 1993 election saw the collapse of the Progressive Conservative Party from government to only 2 seats, while two new regional political parties: the Quebec-based sovereigntist Bloc Qubcois became the official opposition and the largely Western Canada-supported Reform Party of Canada took most of Canada's western ridings. In 1995, the government of Quebec held a second referendum on sovereignty in 1995 that was rejected by a slimmer margin of just 50.6% to 49.4%. In 1997, the Canadian Supreme Court ruled unilateral secession by a province to be unconstitutional, and Parliament passed the " Clarity Act" outlining the terms of a negotiated departure.


          The 1990s was a period of economic turmoil in Canada as Canada suffered from high unemployment in the early 1990s and a large debt and deficit that had been accumulating for years. Both Progressive Conservative and Liberal governments in the federal government and Progressive Conservative governments in Alberta and Ontario made major cutbacks in social welfare spending and significant privatization of government-provided services, government-owned corporations ( crown corporations), and utilities occurred during this period as a means to end government deficit and reduce government debt.


          A number of hostile and controversial confrontations occurred between Canadian aboriginal groups and non-aboriginals over the issue of violations of aboriginal treaty rights entered the public spotlight in the 1990s. The Oka crisis in 1990, in which the Canadian armed forces was sent in to stop a protest by aboriginals who refused to allow the building of a golf club on land claimed by aboriginals. In 1995, a controversial standoff in Ipperwash, Ontario resulted in an aboriginal protester being shot dead and a subsequent inquiry discovered prevalent racism amongst the police officers involved in the standoff. Despite this a number of high-profile changes occurred to improve aboriginal rights, such as the signing of the Nisga'a Final Agreement, a treaty between the Nisga'a people, the provincial government of British Columbia and the federal government signed in 1999 which resolved land claims issues. In the 1980s, the federal government responded to demands by the Arctic Inuit people for self-governance and in 1999 granted the creation of the territory of Nunavut, which allowed the Inuktitut language to be an official language of the new territory.


          In the 2000s, significant social and political changes have occurred in Canada. Canada's border control policy and foreign policy were altered as a result of the political impact of the September 11, 2001 attacks on the United States in 2001 resulting in increased pressure from the U.S. and adoption by Canada of initiatives to secure Canada's side of the border to the U.S. and Canada supported U.S.-led military action against the radical Islamic militant organization Al Qaeda in Afghanistan which was determined to have been responsible for the attacks on the United States. Canada did not support the U.S.-led war in Iraq in 2003 which led to increased political animosity between the Canadian and U.S. governments at the time. Environmental issues increased in importance in Canada resulting in the signing of the Kyoto Accord on climate change by Canada's Liberal government in 2002 but recently nullified by the present government which has proposed a "made-in-Canada" solution to climate change. A merger of the Canadian Alliance and PC Party into the Conservative Party of Canada was completed in 2003, ending a ten year division of the conservative vote, and was elected as a minority government under the leadership of Stephen Harper in the 2006 federal election, ending thirteen years of Liberal party dominance in elections. In 2006, Canada's government declared that Quebec's predominantly French-speaking people, the Quebecois, constitute a nation within Canada. In 2008, Canada's government officially apologized for its endorsement of residential schools for Canada's aboriginal peoples which had promoted forced cultural assimilation oppression of aboriginal culture, and physical and emotional abuse of aboriginal people. Canada's aboriginal leaders accepted the government's apology.


          


          Government and politics
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          Canada is a constitutional monarchy with Elizabeth II, Queen of Canada, as head of state and the Prime Minister as the head of the government. The country is a parliamentary democracy with a federal system of parliamentary government and strong democratic traditions.


          Executive authority is formally and constitutionally vested in the monarch. However, by convention, the monarch and her appointed representative, the Governor General, act in a predominantly ceremonial and apolitical role, deferring the exercise of executive power to the Cabinet, which is made up of ministers generally accountable to the elected House of Commons, and headed by the Prime Minister, who is normally the leader of the party that holds the confidence of the House of Commons. Thus, the Cabinet is typically regarded as the active seat of executive power. This arrangement, which stems from the principals of responsible government, ensures the stability of government, and makes the Prime Minister's Office one of the most powerful organs of the system, tasked with selecting, besides the other Cabinet members, Senators, federal court judges, heads of Crown corporations and government agencies, and the federal and provincial viceroys for appointment. However, the sovereign and Governor General do retain their right to use the Royal Prerogative in exceptional constitutional crisis situations.


          The leader of the party with the second most seats usually becomes the Leader of the Opposition and is part of an adversarial parliamentary system that keeps the government in check. Michalle Jean has served as Governor General since September 27, 2005; Stephen Harper, leader of the Conservative Party, has been Prime Minister since February 6, 2006; and Stphane Dion, leader of the Liberal Party of Canada, has been Leader of the Opposition since December 2, 2006.


          
            [image: The chamber of the House of Commons.]

            
              The chamber of the House of Commons.
            

          


          The federal parliament is made up of the Queen (represented by the Governor General) and two houses: an elected House of Commons and an appointed Senate. Each member in the House of Commons is elected by simple plurality in a riding or electoral district. General elections are either every four years as determined by fixed election date legislation, or triggered by the government losing the confidence of the House (usually only possible during minority governments). Members of the Senate, whose seats are apportioned on a regional basis, are chosen by the Prime Minister and formally appointed by the Governor General, and serve until age 75.


          Four parties have had substantial representation in the federal parliament since 2006 elections: the Conservative Party of Canada (governing party), the Liberal Party of Canada (Official Opposition), the New Democratic Party (NDP), and the Bloc Qubcois. The Green Party of Canada does not have current representation in Parliament but garners a significant share of the national vote. The list of historical parties with elected representation is substantial.


          In line with Canada's federalist structure, the constitution divides government responsibilities between the federal government and the ten provinces, whose unicameral provincial legislatures operate in parliamentary fashion similar to the federal House of Commons. Canada's three territories also have legislatures, but with less constitutional responsibilities than the provinces, and with some structural differences (for example, the Legislative Assembly of Nunavut has no parties and operates on consensus).


          


          Law
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          The constitution is the supreme law of the country, and consists of written text and unwritten conventions. The Constitution Act, 1867, affirmed governance based on parliamentary precedent "similar in principle to that of the United Kingdom" and divided powers between the federal and provincial governments; the Statute of Westminster, 1931, granted full autonomy; and the Constitution Act, 1982, added the Canadian Charter of Rights and Freedoms, which guarantees basic rights and freedoms that usually cannot be overridden by any level of government  though a notwithstanding clause allows the federal parliament and provincial legislatures to override certain sections of the Charter for a period of five years  and added a constitutional amending formula.


          Canada's judiciary plays an important role in interpreting laws and has the power to strike down laws that violate the Constitution. The Supreme Court of Canada is the highest court and final arbiter and is led by the Right Honourable Madam Chief Justice Beverley McLachlin, P.C. since 2000. Its nine members are appointed by the Governor General on the advice of the Prime Minister and Minister of Justice. All judges at the superior and appellate levels are appointed after consultation with non-governmental legal bodies. The federal cabinet also appoints justices to superior courts at the provincial and territorial levels. Judicial posts at the lower provincial and territorial levels are filled by their respective governments.


          Common law prevails everywhere except in Quebec, where civil law predominates. Criminal law is solely a federal responsibility and is uniform throughout Canada. Law enforcement, including criminal courts, is a provincial responsibility, but in rural areas of all provinces except Ontario and Quebec, policing is contracted to the federal Royal Canadian Mounted Police.


          


          Foreign relations and military
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          Canada and the United States share the world's longest undefended border, co-operate on military campaigns and exercises, and are each other's largest trading partners. Canada has nevertheless maintained an independent foreign policy, most notably maintaining full relations with Cuba and declining to participate in the Iraq War. Canada also maintains historic ties to the United Kingdom and France and to other former British and French colonies through Canada's membership in the Commonwealth of Nations and La Francophonie (French-Speaking Countries). Canada is noted for having a strong and positive relationship with the Netherlands which Canada helped liberate during World War II, and the Dutch government traditionally gives tulips, a symbol of the Netherlands, to Canada each year in remembrance of Canada's contribution to its liberation.


          Canada currently employs a professional, volunteer military force of about 64,000 regular and 26,000 reserve personnel. The unified Canadian Forces (CF) comprise the army, navy, and air force. Major CF equipment deployed includes 1,400 armoured fighting vehicles, 34 combat vessels, and 861 aircraft.


          Strong attachment to the British Empire and Commonwealth in English Canada led to major participation in British military efforts in the Second Boer War, the First World War, and the Second World War. Since then, Canada has been an advocate for multilateralism, making efforts to resolve global issues in collaboration with other nations. Canada joined the United Nations in 1945 and became a founding member of NATO in 1949. During the Cold War, Canada was a major contributor to UN forces in the Korean War and founded the North American Aerospace Defense Command (NORAD) in cooperation with the United States to defend against aerial attacks from the Soviet Union.


          Canada has played a leading role in UN peacekeeping efforts. During the Suez Crisis of 1956, Lester B. Pearson eased tensions by proposing the inception of the United Nations Peacekeeping Force. Canada has since served in 50 peacekeeping missions, including every UN peacekeeping effort until 1989 and has since maintained forces in international missions in Rwanda, the former Yugoslavia, and elsewhere.


          Canada joined the Organization of American States (OAS) in 1990; Canada hosted the OAS General Assembly in Windsor, Ontario, in June 2000 and the third Summit of the Americas in Quebec City in April 2001. Canada seeks to expand its ties to Pacific Rim economies through membership in the Asia-Pacific Economic Cooperation forum (APEC).
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          Since 2001, Canada has had troops deployed in Afghanistan as part of the U.S. stabilization force and the UN-authorized, NATO-commanded International Security Assistance Force. Canada's Disaster Assistance Response Team (DART) has participated in three major relief efforts in the past two years; the two-hundred member team has been deployed in relief operations after the December 2004 tsunami in South Asia, Hurricane Katrina in September 2005 and the Kashmir earthquake in October 2005.


          In February 2007, Canada, Italy, Britain, Norway, and Russia announced their funding commitments to launch a $1.5 billion project to help develop vaccines they said could save millions of lives in poor nations, and called on others to join them. In August 2007, Canadian sovereignty in Arctic waters was challenged following a Russian expedition that planted a Russian flag at the seabed at the North Pole. Canada has considered that area to be sovereign territory since 1925.


          


          Provinces and territories
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          Canada is a federation composed of ten provinces and three territories; in turn, these may be grouped into regions. Western Canada consists of British Columbia and the three Prairie provinces ( Alberta, Saskatchewan, and Manitoba). Central Canada consists of Quebec and Ontario. Atlantic Canada consists of the three Maritime provinces ( New Brunswick, Prince Edward Island, and Nova Scotia), along with Newfoundland and Labrador. Eastern Canada refers to Central Canada and Atlantic Canada together. Three territories ( Yukon, Northwest Territories, and Nunavut) make up Northern Canada. Provinces have more autonomy than territories. Each has its own provincial or territorial symbols.


          The provinces are responsible for most of Canada's social programs (such as health care, education, and welfare) and together collect more revenue than the federal government, an almost unique structure among federations in the world. Using its spending powers, the federal government can initiate national policies in provincial areas, such as the Canada Health Act; the provinces can opt out of these but rarely do so in practice. Equalization payments are made by the federal government to ensure that reasonably uniform standards of services and taxation are kept between the richer and poorer provinces.


          All provinces have unicameral, elected legislatures headed by a Premier selected in the same way as the Prime Minister of Canada. Each province also has a Lieutenant-Governor representing the Queen, analogous to the Governor General of Canada. The Lieutenant-Governor is appointed on the recommendation of the Prime Minister of Canada, though with increasing levels of consultation with provincial governments in recent years.


          


          Geography and climate
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          Canada occupies a major northern portion of North America, sharing land borders with the contiguous United States to the south and with the U.S. state of Alaska to the northwest, stretching from the Atlantic Ocean in the east to the Pacific Ocean in the west; to the north lies the Arctic Ocean. By total area (including its waters), Canada is the second largest country in the worldafter Russiaand largest on the continent. By land area it ranks fourth. Since 1925, Canada has claimed the portion of the Arctic between 60W and 141W longitude, but this claim is not universally recognized. The northernmost settlement in Canada and in the world is Canadian Forces Station (CFS) Alert on the northern tip of Ellesmere Islandlatitude 82.5Njust 817 kilometres (450 nautical miles) from the North Pole. Canada has the longest coastline in the world: 243,000 kilometres.


          The population density, 3.5inhabitants per square kilometre (9.1 /sqmi), is among the lowest in the world. The most densely populated part of the country is the Quebec City-Windsor Corridor along the Great Lakes and Saint Lawrence River in the southeast. To the north of this region is the broad Canadian Shield, an area of rock scoured clean by the last ice age, thinly soiled, rich in minerals, and dotted with lakes and rivers. Canada by far has more lakes than any other country and has a large amount of the world's freshwater.


          
            [image: A Maritime scene at Peggys Cove, Nova Scotia, which has long been sustained by the Atlantic fishery.]

            
              A Maritime scene at Peggys Cove, Nova Scotia, which has long been sustained by the Atlantic fishery.
            

          


          In eastern Canada, most people live in large urban centres on the flat Saint Lawrence Lowlands. The Saint Lawrence River widens into the world's largest estuary before flowing into the Gulf of Saint Lawrence. The gulf is bounded by Newfoundland to the north and the Maritime provinces to the south. The Maritimes protrude eastward along the Appalachian Mountain range from northern New England and the Gasp Peninsula of Quebec. New Brunswick and Nova Scotia are divided by the Bay of Fundy, which experiences the world's largest tidal variations. Ontario and Hudson Bay dominate central Canada. West of Ontario, the broad, flat Canadian Prairies spread toward the Rocky Mountains, which separate them from British Columbia.


          In northwestern Canada, the Mackenzie River flows from the Great Slave Lake to the Arctic Ocean. A tributary of a tributary of the Mackenzie is the South Nahanni River, which is home to Virginia Falls, a waterfall about twice as high as Niagara Falls.


          Northern Canadian vegetation tapers from coniferous forests to tundra and finally to Arctic barrens in the far north. The northern Canadian mainland is ringed with a vast archipelago containing some of the world's largest islands.


          Average winter and summer high temperatures across Canada vary depending on the location. Winters can be harsh in many regions of the country, particularly in the interior and Prairie provinces which experience a continental climate, where daily average temperatures are near 15 C (5 F) but can drop below 40C (40F) with severe wind chills. In non-coastal regions, snow can cover the ground almost six months of the year (more in the north). Coastal British Columbia is an exception and enjoys a temperate climate with a mild and rainy winter.


          On the east and west coast, average high temperatures are generally in the low 20s C (70s F), while between the coasts the average summer high temperature ranges from 25 to 30C (75 to 85F) with occasional extreme heat in some interior locations exceeding 40C (104F). For a more complete description of climate across Canada see Environment Canada's Website.



          


          Economy


          


          Canada is one of the world's wealthiest nations, with a high per-capita income, and is a member of the Organisation for Economic Co-operation and Development (OECD) and Group of Eight. It is one of the world's top 10 trading nations. Canada is a mixed market, ranking lower than the U.S. but higher than most western European nations on the Heritage Foundation's index of economic freedom. Since the early 1990s, the Canadian economy has been growing rapidly with low unemployment and large government surpluses on the federal level. Today Canada closely resembles the U.S. in its market-oriented economic system, pattern of production, and high living standards. As of October 2007, Canada's national unemployment rate of 5.9% is its lowest in 33 years. Provincial unemployment rates vary from a low of 3.6% in Alberta to a high of 14.6% in Newfoundland and Labrador. 2008 forbes global 2000 list of world's largest companies, Canada had 69 companies in the list ranking 5th next to France.. As of 2007, the Canadas total government debt was $467.3 billion CAD, or 68.5% of GDP.


          In the past century, the growth of the manufacturing, mining, and service sectors has transformed the nation from a largely rural economy into one primarily industrial and urban. As with other first world nations, the Canadian economy is dominated by the service industry, which employs about three quarters of Canadians. However, Canada is unusual among developed countries in the importance of the primary sector, with the logging and oil industries being two of Canada's most important.


          Canada is one of the few developed nations that are net exporters of energy. Atlantic Canada has vast offshore deposits of natural gas and large oil and gas resources are centred in Alberta. The vast Athabasca Tar Sands give Canada the world's second largest oil reserves behind Saudi Arabia. In Quebec, British Columbia, Newfoundland & Labrador, New Brunswick, Ontario and Manitoba, hydroelectric power is a cheap and clean source of renewable energy.


          Canada is one of the world's most important suppliers of agricultural products, with the Canadian Prairies one of the most important suppliers of wheat, canola and other grains. Canada is the world's largest producer of zinc and uranium and a world leader in many other natural resources such as gold, nickel, aluminium, and lead; many towns in the northern part of the country, where agriculture is difficult, exist because of a nearby mine or source of timber. Canada also has a sizeable manufacturing sector centred in southern Ontario and Quebec, with automobiles and aeronautics representing particularly important industries.


          Economic integration with the United States has increased significantly since World War II. The Canada-United States Automotive Agreement in 1965 opened the borders to trade in the auto manufacturing industry. The Canada-United States Free Trade Agreement of 1988 eliminated tariffs between the two countries, while North American Free Trade Agreement expanded the free trade zone to include Mexico in the 1990s . Canadian nationalists continue to worry about their cultural autonomy as American television shows, movies and corporations are omnipresent.


          Since 2001, Canada has successfully avoided economic recession and has maintained the best overall economic performance in the G8. Since the mid-1990s, Canada's federal government has posted annual budgetary surpluses and has steadily paid down the national debt.


          


          Demographics


          
            
              	Largest Metropolitan Areas of Canada
            


            
              	Rank

              	Core City

              	Province

              	Pop.

              	Rank

              	Core City

              	Province

              	Pop.

              	
                [image: Montreal]

                Montreal


              
            


            
              	1

              	Toronto

              	Ontario

              	5,113,149

              	11

              	Kitchener

              	Ontario

              	451,235
            


            
              	2

              	Montreal

              	Quebec

              	3,635,571

              	12

              	St. Catharines

              	Ontario

              	390,317
            


            
              	3

              	Vancouver

              	British Columbia

              	2,116,581

              	13

              	Halifax

              	Nova Scotia

              	372,858
            


            
              	4

              	Ottawa

              	Ontario

              	1,130,761

              	14

              	Oshawa

              	Ontario

              	330,594
            


            
              	5

              	Calgary

              	Alberta

              	1,079,310

              	15

              	Victoria

              	British Columbia

              	330,088
            


            
              	6

              	Edmonton

              	Alberta

              	1,034,945

              	16

              	Windsor

              	Ontario

              	323,342
            


            
              	7

              	Quebec City

              	Quebec

              	715,515

              	17

              	Saskatoon

              	Saskatchewan

              	233,923
            


            
              	8

              	Winnipeg

              	Manitoba

              	694,668

              	18

              	Regina

              	Saskatchewan

              	194,971
            


            
              	9

              	Hamilton

              	Ontario

              	692,911

              	19

              	Sherbrooke

              	Quebec

              	186,952
            


            
              	10

              	London

              	Ontario

              	457,720

              	20

              	St. John's

              	Newfoundland and Labrador

              	181,113
            


            
              	Canada 2006 Census
            

          


          
            
              	Largest Cities of Canada
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              	City

              	Province

              	Pop.

              	Rank

              	City

              	Province

              	Pop.
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                Montreal


              
            


            
              	1

              	Toronto

              	Ontario

              	2,503,281

              	11

              	Brampton

              	Ontario

              	433,806
            


            
              	2

              	Montreal

              	Quebec

              	1,620,693

              	12

              	Surrey

              	British Columbia

              	394,976
            


            
              	3

              	Calgary

              	Alberta

              	1,019,942

              	13

              	Halifax

              	Nova Scotia

              	372,679
            


            
              	4

              	Ottawa

              	Ontario

              	812,129

              	14

              	Laval

              	Quebec

              	368,709
            


            
              	5

              	Edmonton

              	Alberta

              	730,372

              	15

              	London

              	Ontario

              	352,395
            


            
              	6

              	Mississauga

              	Ontario

              	668,549

              	16

              	Markham

              	Ontario

              	261,573
            


            
              	7

              	Winnipeg

              	Manitoba

              	633,451

              	17

              	Gatineau

              	Quebec

              	242,124
            


            
              	8

              	Vancouver

              	British Columbia

              	578,041

              	18

              	Vaughan

              	Ontario

              	238,866
            


            
              	9

              	Hamilton

              	Ontario

              	504,559

              	19

              	Longueuil

              	Quebec

              	229,330
            


            
              	10

              	Quebec City

              	Quebec

              	491,142

              	20

              	Windsor

              	Ontario

              	216,473
            


            
              	Canada 2006 Census
            

          


          Canada's 2006 census counted a total population of 31,612,897, an increase of 5.4% since 2001. Population growth is from immigration and, to a lesser extent, natural growth. About three-quarters of Canada's population live within 150 kilometres (90mi) of the US border. A similar proportion live in urban areas concentrated in the Quebec City-Windsor Corridor (notably the Greater Golden Horseshoe including Toronto and area, Montreal, and Ottawa), the BC Lower Mainland (consisting of the region surrounding Vancouver), and the Calgary-Edmonton Corridor in Alberta.


          According to the 2006 census, there are 43 ethnic origins that at least one hundred thousand people in Canada claim in their background. The largest ethnic group is English (21%), followed by French (15.8%), Scottish (15.2%), Irish (13.9%), German (10.2%), Italian (5%), Chinese (4%), Ukrainian (3.6%), and First Nations (3.5%); Approximately, one third of respondents identified their ethnicity as "Canadian. Canada's aboriginal population is growing almost twice as fast as the Canadian average. In 2006, 16.2% of the population belonged to non-aboriginal visible minorities.


          In 2001, 49% of the Vancouver population and 42.8% of Toronto's population were visible minorities. In March 2005, Statistics Canada projected that people of non-European origins will constitute a majority in both Toronto and Vancouver by 2012. According to Statistics Canada's forecasts, the number of visible minorities in Canada is expected to double by 2017. A survey released in 2007 reveals that virtually 1 in 5 Canadians (19.8%) are foreign born. Nearly 60% of new immigrants hail from Asia (including the Middle East).


          Canada has the highest per capita immigration rate in the world, driven by economic policy and family reunification; Canada also accepts large numbers of refugees. Newcomers settle mostly in the major urban areas of Toronto, Vancouver and Montreal. In the 2006 census, there were 5,068,100 people considered to belong to a visible minority, making up 16.2% of the population. Between 2001 and 2006, the visible minority population rose by 27.2%.


          Support for religious pluralism is an important part of Canada's political culture. According to the 2001 census, 77.1% of Canadians identify as being Christians; of this, Catholics make up the largest group (43.6% of Canadians). The largest Protestant denomination is the United Church of Canada. About 16.5% of Canadians declare no religious affiliation, and the remaining 6.3% are affiliated with religions other than Christianity, of which the largest is Islam numbering 1.9%, followed by Judaism at 1.1%.


          Canadian provinces and territories are responsible for education. Each system is similar, while reflecting regional history, culture and geography. The mandatory school age ranges between 57 to 1618 years, contributing to an adult literacy rate that is 99%. Postsecondary education is also administered by provincial and territorial governments, who provide most of the funding; the federal government administers additional research grants, student loans and scholarships. In 2002, 43% of Canadians aged between 25 and 64 had post-secondary education; for those aged 25 to 34 the post-secondary education rate reaches 51%.


          


          Culture


          
            [image: A Kwakwaka'wakw totem pole and traditional "big house" in Victoria, British Columbia.]

            
              A Kwakwaka'wakw totem pole and traditional "big house" in Victoria, British Columbia.
            

          


          Canadian culture has historically been influenced by British, French, and Aboriginal cultures and traditions. It has also been influenced by American culture because of its proximity and migration between the two countries. American media and entertainment are popular, if not dominant, in English Canada; conversely, many Canadian cultural products and entertainers are successful in the U.S. and worldwide. Many cultural products are marketed toward a unified "North American" or global market.


          The creation and preservation of distinctly Canadian culture are supported by federal government programs, laws and institutions such as the Canadian Broadcasting Corporation (CBC), the National Film Board of Canada (NFB), and the Canadian Radio-television and Telecommunications Commission (CRTC).


          Canada is a geographically vast and ethnically diverse country. Canadian culture has also been greatly influenced by immigration from all over the world. Many Canadians value multiculturalism and see Canadian culture as being inherently multicultural. Multicultural heritage is the basis of Section 27 of the Canadian Charter of Rights and Freedoms.


          National symbols are influenced by natural, historical, and First Nations sources. Particularly, the use of the maple leaf as a Canadian symbol dates back to the early 18th century and is depicted on its current and previous flags, the penny, and on the coat of arms. Other prominent symbols include the beaver, Canada goose, common loon, the Crown, the RCMP, and more recently the totem pole and inukchuk.
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              The monument to famous hockey player Maurice "Rocket" Richard in Gatineau, Quebec.
            

          


          Canada's official national sports are ice hockey in the winter and lacrosse in the summer. Ice hockey is a national pastime and the most popular spectator sport in the country. It is the most popular sport Canadians play, with 1.65 million active participants in 2004. Canada's six largest metropolitan areas  Toronto, Montreal, Vancouver, Ottawa, Calgary, and Edmonton  have franchises in the National Hockey League (NHL), and there are more Canadian players in the league than from all other countries combined. After hockey, other popular spectator sports include curling and football; the latter is played professionally in the Canadian Football League (CFL). Golf, baseball, skiing, soccer, volleyball, and basketball are widely played at youth and amateur levels, but professional leagues and franchises are not as widespread.


          Canada hosted several high-profile international sporting events, including the 1976 Summer Olympics, the 1988 Winter Olympics, and the 2007 FIFA U-20 World Cup. Canada will be the host country for the 2010 Winter Olympics in Vancouver and Whistler, British Columbia.


          


          Language
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              The population of Montreal, Quebec is mainly French-speaking, with a significant English-speaking community.
            

          


          Canada's two official languages are English and French. Official Bilingualism in Canada is law, defined in the Canadian Charter of Rights and Freedoms, the Official Languages Act, and Official Language Regulations; it is applied by the Commissioner of Official Languages. English and French have equal status in federal courts, Parliament, and in all federal institutions. The public has the right, where there is sufficient demand, to receive federal government services in either English or French, and official language minorities are guaranteed their own schools in all provinces and territories.


          English and French are the mother tongues of 59.7% and 23.2% of the population respectively, and the languages most spoken at home by 68.3% and 22.3% of the population respectively. 98.5% of Canadians speak English or French (67.5% speak English only, 13.3% speak French only, and 17.7% speak both). English and French Official Language Communities, defined by First Official Language Spoken, constitute 73.0% and 23.6% of the population respectively.


          Although 85% of French-speaking Canadians live in Quebec, there are substantial Francophone populations in Ontario, Alberta and southern Manitoba, with an Acadian population in the northern and southeastern parts of New Brunswick constituting 35% of that province's population, as well as concentrations in southwestern Nova Scotia and on Cape Breton Island. Ontario has the largest French-speaking population outside Quebec. The Charter of the French Language in Quebec makes French the official language in Quebec, and New Brunswick is the only province to have a statement of official bilingualism in its constitution. Other provinces have no official languages as such, but French is used as a language of instruction, in courts, and for other government services in addition to English. Manitoba, Ontario and Quebec allow for both English and French to be spoken in the provincial legislatures, and laws are enacted in both languages. In Ontario, French has some legal status but is not fully co-official. Several aboriginal languages have official status in Northwest Territories. Inuktitut is the majority language in Nunavut, and one of three official languages in the territory.


          Non-official languages are important in Canada, with over five million people listing one as a first language. Some significant non-official first languages include Chinese (853,745 first-language speakers), Italian (469,485), German (438,080), and Punjabi (271,220).


          


          International rankings


          
            
              	Organization

              	Survey

              	Ranking
            


            
              	United Nations Development Programme

              	Human Development Index

              	4 out of 177
            


            
              	A.T. Kearney/ Foreign Policy Magazine

              	Globalization Index 2006

              	6 out of 111
            


            
              	IMD International

              	World Competitiveness Yearbook 2007

              	10 out of 60
            


            
              	The Economist

              	The World in 2005 - Worldwide quality-of-life index, 2005

              	14 out of 111
            


            
              	Yale University/ Columbia University

              	Environmental Sustainability Index, 2005 (pdf)

              	6 out of 146
            


            
              	Reporters Without Borders World-wide

              	Press Freedom Index 2006

              	16 out of 168
            


            
              	Transparency International

              	Corruption Perceptions Index 2005

              	14 out of 159
            


            
              	Heritage Foundation/The Wall Street Journal

              	Index of Economic Freedom, 2007

              	10 out of 161
            


            
              	The Economist

              	Global Peace Index

              	8 out of 121
            


            
              	Fund for Peace/ ForeignPolicy.com

              	Failed States Index, 2007

              	168 out of 177
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              	Conservation status
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                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Anseriformes

                  


                  
                    	Family:

                    	Anatidae

                  


                  
                    	Genus:

                    	Branta

                  


                  
                    	Species:

                    	B. canadensis

                  

                

              
            


            
              	Binomial name
            


            
              	Branta canadensis

              (Linnaeus, 1758)
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                  Canada Goose distribution, including native (dark tones) and introduced (light tones) populations

                  Canada Goose summer: yellow

                  Canada Goose all year: green

                  Canada Goose winter: blue

                  Cackling Goose summer: pink
                

              
            


            
              	Subspecies
            


            
              	
                
                  	B. c. occidentalis

                  Dusky Canada Goose


                  	B. c. fulva

                  Vancouver Canada Goose


                  	B. c. parvipes

                  Lesser Canada Goose


                  	B. c. moffitti

                  Moffitt's Canada Goose


                  	B. c. maxima

                  Giant Canada Goose


                  	B. c. interior

                  Interior Canada Goose


                  	B. c. canadensis

                  Atlantic Canada Goose

                

              
            

          


          The Canada Goose (Branta canadensis) is a goose belonging to the genus Branta native to North America. It is sometimes called 'Canadian Goose', although that is not considered to be strictly correct according to the American Ornithological Union and the Audubon Society. According to the Oxford English Dictionary, the first citation for Canada Goose dates back to 1772.


          


          Taxonomy


          The Canada Goose was one of the many species described by Linnaeus in his 18th-century work Systema Naturae. It belongs to the Branta genus of geese, which contains species with largely black plumage, distinguishing them from the grey species of the Anser genus. The specific epithet canadensis is a New Latin word meaning "of Canada".


          


          Description
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              Yellow plumage of gosling
            

          


          The black head and neck with white "chinstrap" distinguish the Canada Goose from all except the Barnacle Goose, but the latter has a black breast, and grey, rather than brownish, body plumage. There are seven subspecies of this bird, of varying sizes and plumage details, but all are recognizable as Canada Geese. Some of the smaller races can be hard to distinguish from the newly-separated Cackling Goose.


          This species is 76-110cm (30-43in) long with a 127-180cm (50-71in) wingspan. The male usually weighs 3.26.5kg, (714pounds), and can be very aggressive in defending territory. The female looks virtually identical but is slightly lighter at 2.55.5kg (5.512pounds), generally 10% smaller than its male counterpart, and has a different honk. An exceptionally large male of the race B. c. maxima, the "giant Canada goose" (which rarely exceed 8 kg/18lb), weighed 10.9kg (24pounds) and had a wingspan of 2.24m (88inches). The life span in the wild is 1024years.


          


          Distribution and habitat


          This species is native to North America. It breeds in Canada and the northern United States in a variety of habitats. Its nest is usually located in an elevated area near water, sometimes on a beaver lodge. Its eggs are laid in a shallow depression lined with plant material and down. The Great Lakes region maintains a very large population of Canada Geese.


          By the early 20th century, over-hunting and loss of habitat in the late 1800s and early 1900s had resulted in a serious decline in the numbers of this bird in its native range. The Giant Canada Goose subspecies was believed to be extinct in the 1950s until, in 1962, a small flock was discovered wintering in Rochester, Minnesota by Harold Hanson of the Illinois Natural History Survey. With improved game laws and habitat recreation and preservation programs, their populations have recovered in most of their range, although some local populations, especially of the subspecies occidentalis, may still be declining.


          In recent years, Canada Geese populations in some areas have grown substantially, so much so that many consider them pests (for their droppings, the bacteria in their droppings, noise and confrontational behaviour). This problem is partially due to the removal of natural predators and an abundance of safe, man-made bodies of water (such as on golf courses, public parks and beaches, and in planned communities).


          Contrary to its normal migration routine, large flocks of Canada Geese have established permanent residence in the Chesapeake Bay and in Virginia's James River regions.


          


          Outside North America


          
            [image: Cambridge, England]

            
              Cambridge, England
            

          


          Canada Geese have reached northern Europe naturally, as has been proved by ringing recoveries. The birds are of at least the subspecies parvipes, and possibly others. Canada Geese are also found naturally on the Kamchatka Peninsula in eastern Siberia, eastern China, and throughout Japan.


          Greater Canada Geese have also been introduced in Europe, and have established populations in Great Britain, the Netherlands, Belgium, and Scandinavia. Semi-tame feral birds are common in parks, and have become a pest in some areas. The geese were first introduced in Britain in the late 17th century as an addition to King James II's waterfowl collection in St. James's Park.


          Canada Geese were introduced as a game bird into New Zealand and have also become a problem in some areas.


          


          Behaviour
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              Mid-flight
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              Looking for food on a partially frozen pond
            

          


          Like most geese, the Canada Goose is naturally migratory with the wintering range being most of the United States. The calls overhead from large groups of Canada Geese flying in V-shaped formation signal the transitions into spring and autumn. In some areas, migration routes have changed due to changes in habitat and food sources. In mild climates, such as the Pacific Northwest, due to a lack of former predators, some of the population has become non-migratory.


          


          Diet


          The diet of the Canada Goose includes green vegetation and grains. The Canada Goose eats a variety of grasses when on land. It feeds by grasping a blade of grass with the bill, then tearing it with a jerk of the head. The Canada Goose also eats grains such as wheat, beans, rice, and corn when they are available. In the water, it feeds from silt at the bottom of the body of water. It also feeds on aquatic plants, such as seaweeds.


          


          Reproduction
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              Courting
            

          


          During the second year of their lives, Canada Geese find a mate. They are monogamous, and most couples stay together all of their lives. If one is killed, the other may find a new mate. The female lays 48 eggs and both parents protect the nest while the eggs incubate, but the female spends more time at the nest than the male. Known egg predators include Arctic Foxes, Red Foxes, all large gulls, Common Raven, American Crows and bears. During this incubation period, the adults lose their flight feathers, so they cannot fly until after their eggs hatch. This stage lasts for 2528 days.
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              A crche
            

          


          Adult geese are often seen leading their goslings in a line, usually with one parent at the front, and the other at the back. While protecting their goslings, parents often violently chase away nearby creatures, from small blackbirds to other geese, to humans that approach, after warning them by giving off a hissing sound. Most of the species that prey on eggs will also take a gosling. However, geese may form groups of a number of goslings and a few adults, called crches. The offspring enter the fledging stage any time from 6 to 9 weeks of age. They do not leave their parents until after the spring migration, when they return to their birthplace. Once they reach adulthood, Canada Geese are rarely preyed on, but can be taken by Coyotes, Red Foxes, Gray Wolves, Snowy Owls, Great Horned Owls, Golden Eagles and, most often, Bald Eagles. Canada Goose populations inhabiting areas also inhabited by domesticated geese can and will interbreed with them, producing offspring that often resemble Canada Geese in shape, but with a white or gray body, dark grey head and neck, and off-white chin, with pink feet.


          


          Systematics
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          The Cackling Goose was originally considered to be the same species or a subspecies of the Canada Goose, but in July 2004 the American Ornithologists' Union's Committee on Classification and Nomenclature split the two into two species, making Cackling Goose into a full species with the scientific name Branta hutchinsii. The British Ornithologists Union followed suit in June 2005.


          The AOU has divided the many subspecies between the two animals. To the present species were assigned:


          
            	Atlantic Canada Goose, Branta canadensis canadensis


            	Interior Canada Goose, Branta canadensis interior


            	Giant Canada Goose, Branta canadensis maxima


            	Moffitt's Canada Goose, Branta canadensis moffitti


            	Vancouver Canada Goose, Branta canadensis fulva


            	Dusky Canada Goose, Branta canadensis occidentalis


            	part of "Lesser complex", Branta canadensis parvipes

          


          The distinctions between the two geese have led to confusion and debate among ornithologists. This has been aggravated by the overlap between the small types of Canada Goose and larger types of Cackling Goose. The old "Lesser Canada Goose" was believed to be a partly hybrid population, with the birds named taverneri considered a mixture of minima, occidentalis and parvipes. In addition, it has been determined that the Barnacle Goose is a derivative of the Cackling Goose lineage, whereas the Hawaiian Goose is an insular representative of the Canada Goose.


          


          Relationship with humans
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              USDA Wildlife Services agents trap and gas geese in Seattle - 2002
            

          


          In North America, non-migratory Canada Goose populations have been on the rise. The species is frequently found on golf courses, parking lots and urban parks, which would have previously hosted only migratory geese on rare occasions. Owing to its adaptability to human-altered areas, it has become the most common waterfowl species in North America. In many areas, non-migratory Canada Geese are now regarded as pests. They are suspected of being a cause of an increase in high fecal coliforms at beaches. An extended hunting season and the use of noise makers have been used in an attempt to disrupt suspect flocks.


          Since 1999, The USDA Wildlife Services agency has been engaged in lethal culls of Canada Geese primarily in urban or densely populated areas. The agency responds to municipalities or private land owners, such as golf courses, who find the geese obtrusive or object to their waste.


          In 1995, a US Air Force E-3 Sentry aircraft at Elmendorf AFB, Alaska struck a flock of Canada Geese on takeoff and crashed, killing all 24 crew. The accident sparked efforts to avoid such events, including habitat modification, scare tactics, herding and relocation, and culling of flocks.


          When threatened, geese stand erect and hiss.
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              Canadian Pacific system map as of 2004 (does not include DM&E and IC&E trackage).
            


            
              	Reporting marks

              	CP, CPAA, CPI
            


            
              	Locale

              	Canada with branches to U.S. cities Chicago, Minneapolis and New York City
            


            
              	Dates of operation

              	1881present
            


            
              	Track gauge

              	1,435 mm (4 ft 8 in) ( standard gauge)
            


            
              	Headquarters

              	Calgary, Alberta
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          The Canadian Pacific Railway (CPR; AAR reporting marks CP, CPAA, CPI), known as CP Rail between 1968 and 1996, is a Canadian Class I railway operated by Canadian Pacific Railway Limited. Its rail network stretches from Vancouver to Montreal, and also serves major cities in the United States such as Minneapolis, Chicago, and New York City. Its headquarters are in Calgary, Alberta.


          The railway was originally built between eastern Canada and British Columbia between 1881 and 1885 (connecting with Ottawa Valley and Georgian Bay area lines built earlier), fulfilling a promise extended to British Columbia when it entered Confederation in 1871. It was Canada's first transcontinental railway. Now primarily a freight railway, the CPR was for decades the only practical means of long distance passenger transport in most regions of Canada, and was instrumental in the settlement and development of Western Canada. The CP company became one of the largest and most powerful in Canada, a position it held as late as 1975. Its primary passenger services were eliminated in 1986 after being assumed by VIA Rail Canada in 1978. A beaver was chosen as the railway's logo because it is one of the national symbols of Canada and represents the hardworking character of the company. The object of both praise and condemnation for over 120 years, the CPR remains an indisputable icon of Canadian nationalism.


          


          History


          


          Before the Canadian Pacific Railway, 18701881


          Canada's very existence depended on the successful completion of the major civil engineering project, the creation of a transcontinental railway. Creation of the Canadian Pacific Railway was a task originally undertaken for a combination of reasons by the Conservative government of Prime Minister Sir John A. Macdonald. British Columbia had insisted upon a transport link to the east as a condition for joining the Confederation of Canada (initially requesting a wagon road). The government however, proposed to build a railway linking the Pacific province to the eastern provinces within ten years of July 20, 1871. Macdonald also saw it as essential to the creation of a unified Canadian nation that would stretch across the continent. Moreover, manufacturing interests in Quebec and Ontario desired access to sources of raw materials and markets in Canada's west.
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              Sir John A. Macdonald.
            

          


          The first obstacle to its construction was economic. The logical route went through the American Midwest and the city of Chicago, Illinois. In addition to the obvious difficulty of building a railroad through the Canadian Rockies, an entirely Canadian route would require crossing 1,600 km (1,000 miles) of rugged terrain of the barren Canadian Shield and muskeg of Northern Ontario. To ensure this routing, the government offered huge incentives including vast grants of land in Western Canada.


          In 1872, Sir John A. Macdonald and other high-ranking politicians, swayed by bribes in the so-called Pacific Scandal, granted federal contracts to Hugh Allan's "Canada Pacific Railway Company" (which was unrelated to the current company) and to the Inter-Ocean Railway Company. Because of this scandal, the Conservative party was removed from office in 1873. The new Liberal prime minister, Alexander Mackenzie, began construction of segments of the railway as a public enterprise under the supervision of the Department of Public Works. The Thunder Bay branch linking Lake Superior to Winnipeg was commenced in 1875. Progress was discouragingly slow because of the lack of public money. With Sir John A. Macdonald's return to power on October 16, 1878, a more aggressive construction policy was adopted. Macdonald confirmed that Port Moody would be the terminus of the transcontinental railway, and announced that the railway would follow the Fraser and Thompson rivers between Port Moody and Kamloops. In 1879, the federal government floated bonds in London and called for tenders to construct the 206 km (128 mile) section of the railway from Yale, British Columbia to Savona's Ferry on Kamloops Lake. The contract was awarded to Andrew Onderdonk, whose men started work on May 15, 1880. After the completion of that section, Onderdonk received contracts to build between Yale and Port Moody, and between Savona's Ferry and Eagle Pass.


          On October 21, 1880, a new syndicate, unrelated to Hugh Allan's, signed a contract with the Macdonald government. They agreed to build the railway in exchange for $25,000,000 (approximately $625,000,000 in modern Canadian dollars) in credit from the Canadian government and a grant of 25,000,000 acres (100,000 km) of land. The government transferred to the new company those sections of the railway it had constructed under government ownership. The government also defrayed surveying costs and exempted the railway from property taxes for 20 years. The Montreal-based syndicate officially comprised five men: George Stephen, James J. Hill, Duncan McIntyre, Richard B. Angus, and John Stewart Kennedy. Donald A. Smith and Norman Kittson were unofficial silent partners with a significant financial interest. On February 15, 1881, legislation confirming the contract received royal assent, and the Canadian Pacific Railway Company was formally incorporated the next day.


          


          Building the railway, 18811885


          The CPR started its westward expansion from Bonfield, Ontario (previously called Callander Station) where the first spike was driven into a sunken railway tie. Bonfield, Ontario was inducted into Canadian Railway Hall of Fame in 2002 as the CPR First Spike location. That was the point where the Canada Central Railway extension ended. The CCR was owned by Duncan McIntyre who amalgamated it with the CPR and became one of the handful of officers of the newly formed CPR. The CCR started in Brockville and extended to Pembroke. It then followed a westward route along the Ottawa River passing through places like Cobden, Deux-Rivires, and eventually to Mattawa at the confluence of the Mattawa and Ottawa Rivers. It then proceeded cross-country towards its final destination Bonfield (previously called Callander Station). Duncan McIntyre and his contractor James Worthington piloted the CCR expansion. Worthington continued on as the construction superintendent for the CPR past Bonfield. He remained with the CPR for about a year until he left the company. McIntyre was uncle to John Ferguson who staked out future North Bay after getting assurance from his uncle and Worthington that it would be the divisional and a location of some importance.


          It was assumed that the railway would travel through the rich "Fertile Belt" of the North Saskatchewan River valley and cross the Rocky Mountains via the Yellowhead Pass, a route suggested by Sir Sandford Fleming based on a decade of work. However, the CPR quickly discarded this plan in favour of a more southerly route across the arid Palliser's Triangle in Saskatchewan and through Kicking Horse Pass over the Field Hill. This route was more direct and closer to the American border, making it easier for the CPR to keep American railways from encroaching on the Canadian market. However, this route also had several disadvantages.


          One consequence was that the CPR would need to find a route through the Selkirk Mountains, as at the time it was not known whether a route even existed. The job of finding a pass was assigned to a surveyor named Major Albert Bowman Rogers. The CPR promised him a cheque for $5,000 and that the pass would be named in his honour. Rogers became obsessed with finding the pass that would immortalize his name. He found the pass on May 29, 1881, and true to its word, the CPR named the pass " Rogers Pass" and gave him the cheque. This however, he at first refused to cash, preferring to frame it, and saying he did not do it for the money. He later agreed to cash it with the promise of an engraved watch.


          Another obstacle was that the proposed route crossed land controlled by the Blackfoot First Nation. This difficulty was overcome when a missionary priest, Albert Lacombe, persuaded the Blackfoot chief Crowfoot that construction of the railway was inevitable. In return for his assent, Crowfoot was famously rewarded with a lifetime pass to ride the CPR. A more lasting consequence of the choice of route was that, unlike the one proposed by Fleming, the land surrounding the railway often proved too arid for successful agriculture. The CPR may have placed too much reliance on a report from naturalist John Macoun, who had crossed the prairies at a time of very high rainfall and had reported that the area was fertile.


          The greatest disadvantage of the route was in Kicking Horse Pass. In the first 6 km (3.7 miles) west of the 1,625 metre (5,330 ft) high summit, the Kicking Horse River drops 350 metres (1,150 ft). The steep drop would force the cash-strapped CPR to build a 7 km (4.5 mile) long stretch of track with a very steep 4.5% gradient once it reached the pass in 1884. This was over four times the maximum gradient recommended for railways of this era, and even modern railways rarely exceed a 2% gradient. However, this route was far more direct than one through the Yellowhead Pass, and saved hours for both passengers and freight. This section of track was the CPR's Big Hill. Safety switches were installed at several points, the speed limit for descending trains was set at 10 km per hour (6 mph), and special locomotives were ordered. Despite these measures, several serious runaways still occurred. CPR officials insisted that this was a temporary expediency, but this state of affairs would last for 25 years until the completion of the Spiral Tunnels in the early 20th century.
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          In 1881 construction progressed at a pace too slow for the railway's officials, who in 1882 hired the renowned railway executive William Cornelius Van Horne, to oversee construction with the inducement of a generous salary and the intriguing challenge of handling such a difficult railway project. Van Horne stated that he would have 800 km (500 miles) of main line built in 1882. Floods delayed the start of the construction season, but over 672 km (417 miles) of main line, as well as various sidings and branch lines, were built that year. The Thunder Bay branch (west from Fort William) was completed in June 1882 by the Department of Railways and Canals and turned over to the company in May 1883, permitting all-Canadian lake and rail traffic from eastern Canada to Winnipeg for the first time in Canada's history. By the end of 1883, the railway had reached the Rocky Mountains, just eight km (5 miles) east of Kicking Horse Pass. The construction seasons of 1884 and 1885 would be spent in the mountains of British Columbia and on the north shore of Lake Superior.


          Many thousands of navvies worked on the railway. Many were European immigrants. In British Columbia, the CPR hired workers from China, nicknamed coolies. A navvy received between $1 and $2.50 per day, but had to pay for his own food, clothing, transportation to the job site, mail, and medical care. After two and a half months of back-breaking labour, they could net as little as $16. Chinese navvies in British Columbia made only between $0.75 and $1.25 a day, not including expenses, leaving barely anything to send home. They did the most dangerous construction jobs, such as working with explosives. The families of the Chinese who were killed received no compensation, or even notification of loss of life. Many of the men who survived did not have enough money to return to their families in China. Many spent years in lonely, sad and often poor condition. Yet the Chinese were hard working and played a key role in building the western stretch of the railway; even some boys as young as 12 years old served as tea-boys.


          By 1883, railway construction was progressing rapidly, but the CPR was in danger of running out of funds. In response, on January 31, 1884, the government passed the Railway Relief Bill, providing a further $22,500,000 in loans to the CPR. The bill received royal assent on March 6, 1884.
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          In March 1885, the North-West Rebellion broke out in the District of Saskatchewan. Van Horne, in Ottawa at the time, suggested to the government that the CPR could transport troops to Qu'Appelle, Assiniboia, in eleven days. Some sections of track were incomplete or had not been used before, but the trip to Winnipeg was made in nine days and the rebellion was quickly put down. Perhaps because the government was grateful for this service, they subsequently re-organized the CPR's debt and provided a further $5,000,000 loan. This money was desperately needed by the CPR. On November 7, 1885 the Last Spike was driven at Craigellachie, British Columbia, making good on the original promise. Four days earlier, the last spike of the Lake Superior section was driven in just west of Jackfish, Ontario. While the railway was completed four years after the original 1881 deadline, it was completed more than five years ahead of the new date of 1891 that Macdonald gave in 1881.


          The successful construction of such a massive project, although troubled by delays and scandal, was considered an impressive feat of engineering and political will for a country with such a small population, limited capital, and difficult terrain. It was by far the longest railway ever constructed at the time. It had taken 12,000 men, 5,000 horses, and 300 dog-sled teams to build the railway.


          Meanwhile, in Eastern Canada, the CPR had created a network of lines reaching from Quebec City to St. Thomas, Ontario by 1885, and had launched a fleet of Great Lakes ships to link its terminals. The CPR had effected purchases and long-term leases of several railways through an associated railway company, the Ontario and Quebec Railway (O&Q). The O&Q built a line between Perth, Ontario, and Toronto (completed on May 5, 1884) to connect these acquisitions. The CPR obtained a 999-year lease on the O&Q on January 4, 1884. Later, in 1895, it acquired a minority interest in the Toronto, Hamilton and Buffalo Railway, giving it a link to New York and the northeast US.
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          So many cost-cutting shortcuts were taken in constructing the railway that regular transcontinental service could not start for another seven months while work was done to improve the railway's condition. However, had these shortcuts not been taken, it is conceivable that the CPR might have had to default financially, leaving the railway unfinished. The first transcontinental passenger train departed from Montreal's Dalhousie Station, located at Berri Street and Notre Dame Street on June 28, 1886 at 8:00 p.m. and arrived at Port Moody on July 4, 1886 at noon. This train consisted of two baggage cars, a mail car, one second-class coach, two immigrant sleepers, two first-class coaches, two sleeping cars, and a diner.
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          By that time, however, the CPR had decided to move its western terminus from Port Moody to Gastown that was renamed "Vancouver" later that year. The first official train destined for Vancouver arrived on May 23, 1887, although the line had already been in use for three months. The CPR quickly became profitable, and all loans from the Federal government were repaid years ahead of time.


          In 1888, a branch line was opened between Sudbury and Sault Ste. Marie where the CPR connected with the American railway system and its own steamships. That same year, work was started on a line from London, Ontario to the American border at Windsor, Ontario. That line opened on June 12, 1890.


          The CPR also leased the New Brunswick Railway for 999 years and built the International Railway of Maine, connecting Montreal with Saint John, New Brunswick in 1889. The connection with Saint John on the Atlantic coast made the CPR the first truly transcontinental railway company and permitted trans-Atlantic cargo and passenger services to continue year-round when sea ice in the Gulf of St. Lawrence closed the port of Montreal during the winter months.


          By 1896, competition with the Great Northern Railway for traffic in southern British Columbia forced the CPR to construct a second line across the province, south of the original line. Van Horne, now president of the CPR, asked for government aid, and the government agreed to provide around $3.6 million to construct a railway from Lethbridge, Alberta through Crowsnest Pass to the south shore of Kootenay Lake, in exchange for the CPR agreeing to reduce freight rates in perpetuity for key commodities shipped in Western Canada. The controversial Crowsnest Pass Agreement effectively locked the eastbound rate on grain products and westbound rates on certain "settlers' effects" at the 1897 level. Although temporarily suspended during World War I, it was not until 1983 that the " Crow Rate" was permanently replaced by the Western Grain Transportation Act which allowed for the gradual increase of grain shipping prices. The Crowsnest Pass line opened on June 18, 1899.


          


          The CPR and the colonization of Canada
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          Practically speaking, the CPR had built a railway that operated mostly in the wilderness. The usefulness of the Prairies was questionable in the minds of many. The thinking prevailed that the Prairies had great potential. Under the initial contract with the Canadian Government to build the railway, the CPR was granted 25,000,000 acres (100,000 km). Proving already to be a very resourceful organization, Canadian Pacific began an intense campaign to bring immigrants to Canada.


          Canadian Pacific agents operated in many overseas locations. Immigrants were often sold a package that included passage on a CP ship, travel on a CP train, and land sold by the CP railway. Land was priced at $2.50 an acre and up. Immigrants paid very little for a seven-day journey to the West. They rode in Colonist cars that had sleeping facilities and a small kitchen at one end of the car. Children were not allowed off the train, lest they wander off and be left behind. The directors of the CPR knew that not only were they creating a nation, but also a long-term source of revenue for their company.
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          During the first decade of the twentieth century, the CPR continued to build more lines. In 1908 the CPR opened a line connecting Toronto with Sudbury. Previously, westbound traffic originating in southern Ontario took a circuitous route through eastern Ontario.


          Several operational improvements were also made to the railway in western Canada. In 1909 the CPR completed two significant engineering accomplishments. The most significant was the replacement of the Big Hill, which had become a major bottleneck in the CPR's main line, with the Spiral Tunnels, reducing the grade to 2.2% from 4.5%. The Spiral Tunnels opened in August. On November 3, 1909, the Lethbridge Viaduct over the Oldman River valley at Lethbridge, Alberta was opened. It is 1,624 metres (5,327 ft) long and, at its maximum, 96 metres (314 ft) high, making it the longest railway bridge in Canada. In 1916 the CPR replaced its line through Rogers Pass, which was prone to avalanches, with the Connaught Tunnel, an eight km (5 mile) long tunnel under Mount Macdonald that was, at the time of its opening, the longest railway tunnel in the Western Hemisphere.


          The CPR acquired several smaller railways via long-term leases in 1912. On January 3, 1912, the CPR acquired the Dominion Atlantic Railway, a railway that ran in western Nova Scotia. This acquisition gave the CPR a connection to Halifax, a significant port on the Atlantic Ocean. The Dominion Atlantic was isolated from the rest of the CPR network and used the CNR to facilitate interchange; the DAR also operated ferry services across the Bay of Fundy for passengers and cargo (but not rail cars) from the port of Digby, Nova Scotia to the CPR at Saint John, New Brunswick. DAR steamships also provided connections for passengers and cargo between Yarmouth, Boston and New York.


          On July 1, 1912, the CPR acquired the Esquimalt and Nanaimo Railway, a railway on Vancouver Island that connected to the CPR using a railcar ferry. The CPR also acquired the Quebec Central Railway on December 14, 1912.


          During the late 19th century, the railway undertook an ambitious program of hotel construction, building the Chateau Frontenac in Quebec City, the Royal York Hotel in Toronto, the Banff Springs Hotel, and several other major Canadian landmarks. By then, the CPR had competition from three other transcontinental lines, all of them money-losers. In 1919, these lines were consolidated, along with the track of the old Intercolonial Railway and its spurs, into the government-owned Canadian National Railways.


          When World War I broke out in 1914, the CPR devoted resources to the war effort, and managed to stay profitable while its competitors struggled to remain solvent. After the war, the Federal government created Canadian National Railways (CNR, later CN) out of several bankrupt railways that fell into government hands during and after the war. CNR would become the main competitor to the CPR in Canada.


          


          The Great Depression and World War II, 19291945


          The Great Depression, which lasted from 1929 until 1939, hit many companies heavily. While the CPR was affected, it was not affected to the extent of its rival CNR because it, unlike the CNR, was debt-free. The CPR scaled back on some of its passenger and freight services, and stopped issuing dividends to its shareholders after 1932.


          One highlight of the 1930s, both for the railway and for Canada, was the visit of King George VI and Queen Elizabeth to Canada in 1939, the first time that the reigning monarch had visited the country. The CPR and the CNR shared the honours of pulling the royal train across the country, with the CPR undertaking the westbound journey from Quebec City to Vancouver.


          Later that year, World War II began. As it had done in World War I, the CPR devoted much of its resources to the war effort. It retooled its Angus Shops in Montreal to produce Valentine tanks, and transported troops and resources across the country. As well, 22 of the CPR's ships went to warfare, 12 of which were sunk.
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          After World War II, the transportation industry in Canada changed. Where railways had previously provided almost universal freight and passenger services, cars, trucks, and airplanes started to take traffic away from railways. This naturally helped the CPR's air and trucking operations, and the railway's freight operations continued to thrive hauling resource traffic and bulk commodities. However, passenger trains quickly became unprofitable.


          During the 1950s, the railway introduced new innovations in passenger service, and in 1955 introduced The Canadian, a new luxury transcontinental train. However, starting in the 1960s the company started to pull out of passenger services, ending services on many of its branch lines. It also discontinued its transcontinental train The Dominion in 1966, and in 1970 unsuccessfully applied to discontinue The Canadian. For the next eight years, it continued to apply to discontinue the service, and service on The Canadian declined markedly. On October 29, 1978, CP Rail transferred its passenger services to VIA Rail, a new federal Crown corporation that is responsible for managing all intercity passenger service formerly handled by both CP Rail and CN. VIA eventually took almost all of its passenger trains, including The Canadian, off CP's lines.


          


          In 1968, as part of a corporate re-organization, each of the CPR's major operations, including its rail operations, were organized as separate subsidiaries. The name of the railway was changed to CP Rail, and the parent company changed its name to Canadian Pacific Limited in 1971. Its express, telecommunications, hotel and real estate holdings were spun off, and ownership of all of the companies transferred to Canadian Pacific Investments. The company discarded its beaver logo, adopting the new Multimark logo that could be used for each of its operations.
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          In 1984 CP Rail commenced construction of the Mount Macdonald Tunnel to augment the Connaught Tunnel under the Selkirk Mountains. The first revenue train passed through the tunnel in 1988. At 14.7 km (9 miles), it is the longest tunnel in the Americas.
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          During the 1980s, the Soo Line, in which CP Rail still owned a controlling interest, underwent several changes. It acquired the Minneapolis, Northfield and Southern Railway in 1982. Then on February 21, 1985, the Soo Line obtained a controlling interest in the Milwaukee Road, merging it into its system on January 1, 1986. Also in 1980 Canadian Pacific bought out the controlling interests of the Toronto, Hamilton and Buffalo Railway (TH&B) from Conrail and molded it into the Canadian Pacific System, dissolving the TH&B's name from the books in 1985. In 1987 most of CPR's trackage in the Great Lakes region, including much of the original Soo Line, were spun off into a new railway, the Wisconsin Central, which was subsequently purchased by CN. Influenced by the Canada-U.S. Free Trade Agreement of 1989 which liberalized trade between the two nations, the CPR's expansion continued during the early 1990s: CP Rail gained full control of the Soo Line in 1990, and bought the Delaware and Hudson Railway in 1991. These two acquisitions gave CP Rail routes to the major American cities of Chicago (via the Soo Line) and New York City (via the D&H).


          During the next few years CP Rail downsized its route, and several Canadian branch lines were either sold to short lines or abandoned. This included all of its lines east of Montreal, with the routes operating across Maine and New Brunswick to the port of Saint John (operating as the Canadian Atlantic Railway) being sold or abandoned, severing CPR's transcontinental status (in Canada); the opening of the St. Lawrence Seaway in the late 1950s, coupled with subsidized icebreaking services, made Saint John surplus to CPR's requirements. During the 1990s, both CP Rail and CN attempted unsuccessfully to buy out the eastern assets of the other, so as to permit further rationalization. As well, it closed divisional and regional offices, drastically reduced white collar staff, and consolidated its Canadian traffic control system in Calgary, Alberta.


          Finally, in 1996, reflecting the increased importance of western traffic to the railway, CP Rail moved its head office to Calgary from Montreal and changed its name back to Canadian Pacific Railway. A new subsidiary company, the St. Lawrence and Hudson Railway, was created to operate its money-losing lines in eastern North America, covering Quebec, Southern and Eastern Ontario, trackage rights to Chicago, Illinois, as well as the Delaware and Hudson Railway in the U.S. Northeast. However, the new subsidiary, threatened with being sold off and free to innovate, quickly spun off losing track to short lines, instituted scheduled freight service, and produced an unexpected turn-around in profitability. After only four years, CPR revised its opinion and the StL&H formally re-amalgamated with its parent on January 1, 2001.


          In 2001, the CPR's parent company, Canadian Pacific Limited, spun off its five subsidiaries, including the CPR, into independent companies. Canadian Pacific Railway formally (but, not legally) shortened its name to Canadian Pacific in early 2007, dropping the word "railway" in order to reflect more operational flexibility. Shortly after the name revision, Canadian Pacific announced that it had committed to becoming a major sponsor and logistics provider to the 2010 Olympic Winter Games in Vancouver, British Columbia.


          On September 4, 2007, CPR announced it was acquiring the Dakota, Minnesota and Eastern Railroad from its present owners, London-based Electra Private Equity. The transaction is an "end-to-end" consolidation, and will give CPR access to U.S. shippers of agricultural products, ethanol, and coal. CPR has stated its intention to use this purchase to gain access to the rich coal fields of Wyoming's Powder River Basin. The purchase price is US$1.48 billion, and future payments of over US$1.0 billion contingent on commencement of construction on the smaller railroad's Powder River extension and specified volumes of coal shipments from the Powder River basin. The transaction is subject to approval of the U.S. Surface Transportation Board (STB), which is expected to take a year. On October 4, 2007, CPR announced it has completed the financial transactions required for the acquisition, placing the DM&E and IC&E in a voting trust with Richard Hamlin appointed as the trustee. CPR plans to integrate the railroads' operations once the STB approves the acquisition.


          


          Freight trains
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          Over half of the Canadian Pacific Railway's freight traffic is in coal, grain, and intermodal freight, and the vast majority of its profits are made in western Canada. A major shift in trade from the Atlantic to the Pacific has caused serious drops in CPR's wheat shipments through Thunder Bay. It also ships automotive parts and assembled automobiles, sulphur, fertilizers, other chemicals, forest products, and other types of commodities. The busiest part of its railway network is along its main line between Calgary and Vancouver.


          Since 1970, coal has become a major commodity hauled by CPR. Coal is shipped in unit trains from coal mines in the mountains, most notably Sparwood, British Columbia to terminals at Roberts Bank and North Vancouver, from where it is then shipped to Japan. The CPR hauls over 34 million tons of coal to the west coast each year, mainly for export to Japan.


          Grain is hauled by the CPR from the prairies to ports at Thunder Bay, Ontario (the former cities of Fort William and Port Arthur), Quebec City and Vancouver, where it is then shipped overseas. The traditional winter export port was West Saint John, New Brunswick when ice closed the St. Lawrence River. Grain has always been a significant commodity hauled by the CPR; between 1905 and 1909, the CPR double-tracked its section of track between Fort William and Winnipeg to facilitate grain shipments. For several decades this was the only long stretch of double-track mainline outside of urban areas on the CPR.


          In 1952, the CPR became the first North American railway to introduce intermodal or " piggyback" freight service, where truck trailers are carried on flat cars. Containers later replaced most piggyback service. In 1996, the CPR introduced a scheduled reservation-only short-haul intermodal service between Montreal and West Toronto called the Iron Highway; it utilized unique equipment that was later replaced (1999) by conventional piggyback flatcars and renamed Expressway. This service was extended to Detroit with plans to reach Chicago. It was later cut back to Milton, west of Toronto.


          


          Passenger trains


          Until the end of World War II, the train was the primary mode of long-distance transportation in Canada. Among the many types of people who rode CPR trains were new immigrants heading for the prairies, troops heading to war (especially during the two world wars) and upper class tourists. It also custom-built many of its passenger cars at its CPR Angus Shops to be able to meet the demands of the upper class. The CPR also had a line of Great Lakes ships integrated into is transcontinental service. From 1885 until 1912, these ships linked Owen Sound on Georgian Bay to Fort William. Following a major fire in December 1911 that destroyed the grain elevator, operations were relocated to a new, larger port created by the CPR at Port McNicoll opening in May 1912. Five ships allowed daily service, and included the S.S. Assiniboia, and S.S. Keewatin built in 1908 which remained in use until the end of service. Travellers went by train from Toronto to that Georgian Bay port, then travelled by ship to link with another train at the Lakehead. After World War II, the trains and ships carried automobiles as well as passengers. This service featured what was to become the last boat train in North America. The Steam Boat was a fast, direct connecting train between Toronto and Port McNicoll. The passenger service was discontinued at the end of season in 1965 with one ship, the Keewatin carrying on in freight service for two more years. It later became a marine museum in the United States.


          After World War II, passenger traffic declined as automobiles and aeroplanes became more common, but the CPR continued to innovate in an attempt to keep ridership up. Beginning November 9, 1953, the CPR introduced Budd Rail Diesel Cars (RDCs) on many of its lines. Officially called "Dayliners" by the CPR they were always referred to as Budd Cars by employees. Greatly reduced travel times and reduced costs resulted which saved service on many lines for a number of years. The CPR would go on to acquire the second largest fleet of RDCs totaling 52 cars. Only the Boston and Maine Railroad had more. On April 24, 1955, the CPR introduced a new luxury transcontinental passenger train, The Canadian. The train provided service between Vancouver and Toronto or Montreal (east of Sudbury, the train was in two sections). The train, which operated on an expedited schedule, was pulled by diesel locomotives, and used new, streamlined, stainless steel rolling stock.


          Starting in the 1960s, however, the railway started to discontinue much of its passenger service, particularly on its branch lines. For example, passenger service ended on its line through southern British Columbia and Crowsnest Pass in January 1964, and on its Quebec Central in April 1967, and the transcontinental train The Dominion was dropped in January 1966. On October 29, 1978, CP Rail transferred its passenger services to VIA Rail, a new federal Crown corporation that was now responsible for intercity passenger services in Canada.


          In addition to inter-city passenger services, the CPR also provided commuter rail services in Montreal. CP Rail introduced Canada's first bi-level passenger cars here in 1970. On October 1, 1982, the Montreal Urban Community Transit Commission (MUCTC) assumed responsibility for the commuter services previously provided by CP Rail. It continues under the Metropolitan Transportation Agency (AMT).


          Canadian Pacific Railway currently operates three commuter services under contract. The West Coast Express comprises ten daily trains running into downtown Vancouver on behalf of TransLink, a regional transit authority. GO Transit contracts CPR to operate 6 return trips between Milton and downtown Toronto in Ontario. In Montreal, Quebec, commuter trains run on CPR lines from Lucien-L'Allier Station to Candiac, Rigaud and BlainvilleSaint-Jerome on behalf of the AMT.


          


          Sleeping, Dining and Parlour Car Department


          Sleeping cars were operated by a separate department of the railway that included the dining and parlour cars and aptly named as the Sleeping, Dining and Parlour Car Department.


          The CPR decided from the very beginning that it would operate its own sleeping cars unlike railways in the United States that depended upon independent companies that specialized in providing cars and porters, including building the cars themselves. Pullman was long a famous name in this regard, its Pullman porters were legendary. Other early companies included the Wagner Palace Car Company. Bigger-sized berths and more comfortable surroundings were built by order of the CPR's General Manager, William Van Horne, who was a large man himself. Providing and operating their own cars allowed better control of the service provided as well as keeping all of the revenue received although profit was never a direct result of providing food to passengers. Rather, it was the realization that those who could afford to travel great distances expected such facilities and their favourable opinion would bode well to attracting others to Canada and the CPR's trains.


          This department also operated the news service which provided the news agents on passenger trains, who sold small refreshments and many other items such as playing cards to travelers, who might otherwise be unable to afford the higher priced dining car meals. The news service also operated lunch counters in medium sized stations at key points (there were 19 of them east of Winnipeg) while the large terminal stations had dining rooms operated directly by the Dining Car Department (e.g. the Alouette Room in Montreal's Windsor Station and the Pacific Room in the Vancouver station).


          


          Express


          W. C. Van Horne decided from the very beginning that the CPR would retain as much revenue from its various operations as it could. This translated into keeping express, telegraph, sleeping car and other lines of business for themselves, creating separate departments or companies as necessary. This was necessary as the fledgling railway would need all the income it could get, and in addition, he saw some of these ancillary operations such as express and telegraph as being quite profitable. Others such as sleeping and dining cars were kept in order to provide better control over the quality of service being provided to passengers. Hotels were likewise crucial to the CPRs growth by attracting travellers.


          Dominion Express Company was formed independently in 1873 before the CPR itself, although train service did not begin until the summer of 1882 at which time it operated over some 300miles (480km) of track from Rat Portage (Kenora) Ontario west to Winnipeg, Manitoba. It was soon absorbed into the CPR and expanded everywhere the CPR went. It was renamed Canadian Express Company on September 1, 1926 and the headquarters moved from Winnipeg, to Toronto. It was operated as a separate company with the railway charging them to haul express cars on trains. At major terminals separate buildings usually next to stations were owned by CPE. At smaller locations where volume would not warrant a separate employee the local station agent would act for the Express Company receiving a commission for all sales made on their behalf.


          Express was handled in separate cars, some with employees on board, on the headend of passenger trains to provide a fast scheduled service for which higher rates could be charged than for LCL (Less than Carload Lot), small shipments of freight which were subject to delay. Aside from all sorts of small shipments for all kinds of businesses such products as cream, butter, poultry, and eggs were handled along with fresh flowers, fish and other sea foods some handled in separate refrigerated cars. Horses and livestock along with birds and small animals including prize cattle for exhibition were carried often in special horse cars that had facilities for grooms to ride with their animals. Automobiles for individuals were also handled by express in closed boxcars. Gold and silver bullion as well as cash were carried in large amounts between the mint and banks etc. Small business money shipments and valuables such as jewellery were routinely handled in small packets. Money orders and travellers cheques were an important part of the express companys business and were used worldwide in the years before credit cards.


          Canadian Express Cartage Department was formed in March 1937 to handle pickup and delivery of most express shipments including less-than-carload freight. Their trucks were painted Killarney (dark) green while regular express company vehicles were painted bright red.


          Express routes using highway trucks beginning in November 1945 in southern Ontario and Alberta co-ordinated rail and highway service expanded service to better serve smaller locations especially on branchlines. Trucking operations would go on to expand across Canada making it an important transportation provider for small shipments. Deregulation in the 1980s changed everything, and it was not long before all trucking services were ended even after many attempts to change with the times. CanPar was one such attempt.


          


          Telegraph


          The original charter of the CPR granted in 1881 provided for the right to create an electric telegraph and telephone service including charging for it. The telephone had barely been invented but telegraph was well established as a means of communicating quickly across great distances. Being allowed to sell this service meant the railway could offset the costs of constructing and maintaining a pole line along its tracks across vast distances for its own purposes which were largely for dispatching trains. It began doing so in 1882 as the separate Telegraph Department. It would go on to provide a link between the cables under the Atlantic and Pacific oceans when they were completed. Prior to the CPR line messages to the west could be sent only via the United States.


          Paid for by the word, a telegram was an expensive way to send messages but, vital to businesses. An individual receiving a personal telegram was seen as being someone important except for those that transmitted sorrow in the form of death notices. Messengers on bicycles delivered telegrams and picked up a reply in cities. In smaller locations the local railway station agent would handle this on a commission basis. To speed things, at the local end messages would first be telephoned.


          In 1931 it became the Communications Department in recognition of the expanding services provided which included telephones lines, news wire, ticker quotations for the stock market and eventually teletype machines. All were faster than mail and very important to business and the public alike for many decades before cell phones and computers came along.


          It was the coming of these newer technologies especially cellular telephones that eventually resulted in the demise of these services even after formation in 1967 of CN-CP Telecommunications in an effort to effect efficiencies through consolidation rather than competition. Commercial telegraph service officially ended in 1974. Deregulation in the 1980s brought about mergers and the sale of remaining services and facilities.


          


          Radio


          On January 17, 1930 the CPR applied for licenses to operate radio stations in eleven cities from coast-to-coast for the purpose of organizing its own radio network in order to compete with the CNR Radio service. The CNR had built a radio network with the aim of promoting itself as well as entertaining its passengers during their travels. The onset of the Great Depression hurt the CPR's financial plan for a rival project and in April they withdrew their applications for stations in all but Toronto, Montreal and Winnipeg. CPR did not end up pursuing these applications but instead operated a phantom station in Toronto known as "CPRY", with initials standing for "Canadian Pacific Royal York" which operated out of studios at CP's Royal York Hotel and leased time on CFRB and CKGW. A network of affiliates carried the CPR radio network's broadcasts in the first half of the 1930s, but the takeover of CNR's Radio service by the new Canadian Radio Broadcasting Commission removed CPR's need to have a network for competitive reasons, and CPR's radio service was discontinued in 1935.


          


          Steamships


          Steamships played an important part in the history of the Canadian Pacific Railway from the very earliest days. During construction of the line in British Columbia even before the private CPR took over from the government contractor, ships were used to bring supplies to the construction sites. Similarly, to reach the isolated area of Superior in northern Ontario ships were used to bring in supplies to the construction work. While this work was going on there was already regular passenger service to the West. Trains operated from Toronto to Owen Sound where CPR steamships connected to Fort William where trains once again operated to reach Winnipeg. Before the CPR was completed the only way to reach the West was through the United States via St. Paul and Winnipeg. This Great Lakes steam ship service continued as an alternative route for many years and was always operated by the railway. It would become the last operation in North America to feature a special connecting boat train.


          Once the railway was completed to British Columbia the CPR chartered and soon bought their own steamships. These sleek steamships were of the latest design and christened with the prefix Empress in a link to the Orient. Travel to and from the Orient and cargo, especially imported tea and silk were an important source of revenue aided by Royal Mail contracts. This was an important part of the All Red Route to link the British Empire. The other ocean part was the Atlantic service from England which began with acquisition of two existing lines, Beaver Line, owned by Elder Dempster and Allan Lines. These two segments became Canadian Pacific Ocean Services (later, Canadian Pacific Steamships) and operated separately from the various lake services operated in Canada. CPs Empress ships became world-famous for their luxury and speed. They had a practical role too in transporting immigrants from much of Europe to Canada especially to populate the vast prairies. They also played an important role in both world wars with many of them being lost to enemy action including the Empress of Britain.


          There were also a number of rail ferries operated over the years as well including, between Windsor, Ontario and Detroit, Michigan from 1890 until 1915. This began with two paddle-wheelers capable of carrying 16 cars. Passenger cars were carried as well as freight. This service ended in 1915 when the CPR made an agreement with the Michigan Central to use their Detroit River tunnel opened in 1910.


          Pennsylvania-Ontario Transportation Company was formed jointly with the PRR in 1906 to operate a ferry across lake Erie between Ashtabula, Ohio and Port Burwell, Ontario to carry freight cars, mostly of coal, much of it to be burned in CPR steam locomotives. Only one ferry boat was ever operated, the Ashtabula, a large vessel which eventually sank in a harbour collision in Ashtabula on September 18, 1958 thus ending the service.


          Canadian Pacific Car and Passenger Transfer Company was formed by other interest in 1888 linking the CPR in Prescott, Ontario, and the NYC in Ogdensburg, New York. Service on this route had actually begun very early, in 1854 along with service from Brockville. A bridge built in 1958 ended passenger service however, freight continued until Ogdensburg's dock was destroyed by fire September 25, 1970 thus ending all service. CPC&PTC was never owned by the CPR.


          Bay of Fundy ferry service was operated for passengers and freight for many years linking Digby, Nova Scotia, and Saint John, New Brunswick.


          Eventually, after 78 years, with the changing times the scheduled passenger services would all be ended as well as ocean cruises. Cargo would continue on both oceans with a change over to containers. Canadian Pacific was an intermodal pioneer especially on land with road and rail mixing to provide the best service.


          CP Ships was the final operation, and in the end it too left Canadian Pacific ownership when it was sold off in 2005.


          


          BC Coast Steamships


          BCCS was established when the CPR acquired in 1901 Canadian Pacific Navigation Company (no relation) and its large fleet of ships that served 72 ports along the coast of British Columbia including on Vancouver Island. Service included the Vancouver-Victoria-Seattle Triangle Route, Gulf Islands, Powell River, as well as Vancouver-Alaska service. BCCS operated a fleet of 14 passenger ships made up of a number of Princess ships, pocket versions of the famous ocean going Empress ships along with a freighter, three tugs and five rail car barges. Popular with tourists, the Princess ships were famous in their own right especially the Princess Marguerite (II) which became the last coastal liner operating from 1949 until 1985. The best known of the princess ships, however, is the Princess Sophia, which sank with no survivors in October 1918 after striking the Vanderbilt Reef in Alaska's Lynn Canal, constituting the largest maritime disaster in the history of the Pacific Northwest.


          These services continued for many years until changing conditions in the late 1950s brought about their decline and eventual demise at the end of season in 1974. The Princess Marguerite was acquired by the provinces British Columbia Steamship (1975) Ltd. and continued to operate for a number of years.


          


          BC lake and river services


          Canadian Pacific began a long history of service in the Kootenays region of southern British Columbia beginning with the purchase in 1897 of the Columbia and Kootenay Steam Navigation Company which operated a fleet of steamers and barges on the Arrow Lakes. Other services were also provided on the Columbia River, Kootenay Lake, Okanagan Lake, Slocan Lake, and Trout Lake. All of these lake operations had one thing in common, the need for shallow draft therefore sternwheelers were the choice of ship. Tugs and barges handled rail equipment including one operation that saw the entire train including the locomotive and caboose go along. These services gradually declined and ended in 1975 except for a freight barge on Slocan Lake. This was the one where the entire train went along since the barge was a link to an isolated section of track. The Iris G tug boat and a barge were operated under contract to CP Rail until the last train ran late in December 1988.


          The sternwheel steamship Moyie on Kootenay Lake was the last CPR passenger boat in BC lake service, having operated from 1898 until 1957. It became a beached historical exhibit.


          


          Hotels


          To promote tourism and passenger ridership the Canadian Pacific established a series of first class resort hotels. These hotels became landmarks famous in their own right. They include The Algonquin in St. Andrews, Chteau Frontenac in Quebec, Chteau Laurier in Ottawa, Royal York in Toronto, Minaki Lodge in Minaki Ontario, Hotel Vancouver, Empress Hotel in Victoria and the Banff Springs Hotel and Chateau Lake Louise in the Canadian Rockies. Several signature hotels were acquired from its competitor Canadian National during the 1980s. The hotels retain their Canadian Pacific heritage but are no longer operated by the railroad. In 1998 Canadian Pacific Hotels acquired Fairmont Hotels, an American company, becoming Fairmont Hotels and Resorts Inc. and the combined corporation operated the historic Canadian properties as well as the Fairmont's U.S. properties until sold in 2006.


          


          Airline


          Canadian Pacific Airlines, also called CP Air, operated from 1942 to 1987 and was the main competitor of government owned Air Canada. Based at Vancouver International Airport, it served Canadian and international routes until it was purchased by Pacific Western Airlines which merged PWA and CP Air to create Canadian Airlines.


          


          Special trains


          


          Silk trains


          Between the 1890s and the 1940s, the CPR transported raw silk cocoons from Vancouver, where they had been shipped to from the Orient, to silk mills in New York and New Jersey. A silk train could carry several million dollars worth of silk, so they had their own armed guards. To avoid train robberies and so minimize insurance costs, they traveled quickly and stopped only to change locomotives and crews, which was often done in under five minutes. The silk trains had superior rights over all other trains; even passenger trains would be put in sidings to make the silk trains' trip faster. At the end of World War II, the invention of nylon made silk less valuable so the silk trains died out.


          


          Funeral trains
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              Funeral train of Prime Minister Sir John A. Macdonald.
            

          


          Funeral trains would carry the remains of important people, such as prime ministers. As the train would pass, mourners would be at certain spots to show respect. Two of the CPR's funeral trains are particularly well-known. On June 10, 1891, the funeral train of Prime Minister Sir John A. Macdonald ran from Ottawa to Kingston, Ontario. The train consisted of five heavily draped passenger cars and was pulled by 4-4-0 No. 283. On September 14, 1915, the funeral train of former CPR president Sir William Cornelius Van Horne ran from Montreal to Joliet, Illinois, pulled by 4-6-2 No. 2213. The Canadian was used as funeral train for former Prime Minister John Diefenbaker in 1979.
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              King George VI and Queen Elizabeth at Hope, British Columbia.
            

          


          


          Royal trains


          The CPR ran a number of trains that transported members of the Royal family when they toured Canada. These trains transported royalty through Canada's scenery, forests, small towns and enabled people to see and greet them. Their trains were elegantly decorated; some had amenities such as a post office and barber shop. The CPR's most notable royal train was in 1939.


          In 1939 the CPR had the honour of giving King George VI and Queen Elizabeth a rail tour of Canada, from Quebec City to Vancouver. This was the first visit to Canada by a reigning Monarch. The steam locomotive used to pull the train was numbered 2850, a Hudson ( 4-6-4) built by Montreal Locomotive Works. Specially painted royal blue with silver trim as was the entire train, the locomotive ran 5,189 km (3,224 miles) across Canada, through 25 changes of crew, without engine failure. The King, somewhat of a railbuff, rode in the cab when possible. After the tour, King George gave the CPR permission to use the term " Royal Hudson" for these locomotives and to display Royal Crowns on their running boards. This applied only to the semi-streamlined locomotives (28202864), not the "standard" Hudsons (28002819).


          


          School cars


          Between 1926 and the early 1960s the CPR ran a school car to reach people who lived in Northern Ontario, far from schools. A teacher would travel in a specially designed car to remote areas and would stay to teach in one area for two to three days, then leave for another area. Each car had a blackboard and a few sets of chairs and desks. They also contained miniature libraries. These school cars were useful in spreading education and literacy.


          


          Silver Streak


          Major filming for the 1976 movie Silver Streak, a fictional comedy tale of a train trip from Los Angeles to Chicago, was done on the CPR, mainly in the Alberta area with station footage at Toronto's Union Station. The train set was so lightly disguised as the fictional "AMRoad" that the locomotives and cars still carried their original names and numbers, along with the easily-identifiable CP Rail red-striped paint scheme. Most of the cars are still in revenue service on VIA Rail Canada; the lead locomotive is extant in Quebec, but the second unit has been scrapped.


          


          Holiday Train


          Starting in 1999, the CPR ran a Holiday Train along its main line during the months of November and December. The Holiday Train celebrates the Christmas season and collects donations for community food banks. The holiday train also provides publicity for the CPR and a few of its customers.


          Since its launch in 1999, the Holiday Train program has raised more than $2.3 million CAD and 506 tons of food for North American food banks. All donations collected in a community remain in that community for distribution.


          


          Royal Canadian Pacific


          On June 7, 2000, the CPR inaugurated the Royal Canadian Pacific, a luxury excursion service that operates between the months of June and September. It operates along a 1,050 km (650 mile) route from Calgary, through the Columbia River Valley, and Crowsnest Pass, and returning back to Calgary. The trip takes six days and five nights. The train consists of up to eight luxury passenger cars built between 1916 and 1931 and is powered by first-generation diesel locomotives.


          


          Steam train
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          In 1998, the CPR repatriated one of its former passenger steam locomotives that had been on static display in the United States following its sale in January 1964, long after the close of the steam era. CPR Hudson 2816 was re-designated Empress 2816 following a 30-month restoration that cost in excess of $1 million. It was subsequently returned to service to promote public relations. It has operated across much of the CPR system, including lines in the United States. It has been used for various charitable purposes, the most significant of which has been to raise awareness of the need to provide children with a nourishing breakfast to aid their learning in school. One hundred percent of the money raised goes to the nation-wide charity Breakfast For Learning  the CPR bears all of the expenses associated with the operation of the train.


          


          Locomotives


          


          Steam locomotives
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          In the CPR's early years, it made extensive use of American Standard 4-4-0 steam locomotives and example of this is the Countess of Dufferin. Later, considerable use was also made of the 4-6-0 type for passenger and 2-8-0 type for freight.


          Starting in the 20th century, the CPR bought and built hundreds of Ten-Wheeler type 4-6-0s for passenger and freight service and similar quantities of 2-8-0s and 2-10-2s for freight. 2-10-2s were also used in passenger service on mountain routes. The CPR bought hundreds of 4-6-2 Pacifics between 1906 and 1948 with later versions being true dual purpose passenger and fast freight locomotives.


          The CPR built hundreds of its own locomotives at its shops in Montreal, first at the New Shops as the DeLorimer shops were commonly referred to and at the massive Angus Shops that replaced them in 1904.


          Some of the CPR's best-known locomotives were the 4-6-4 Hudsons. First built in 1929 they began a new era of modern locomotives with capabilities that changed how transcontinental passenger trains ran, eliminating frequent changes en route. What once took 24 changes of engines in 1886, all of them 4-4-0s except for two of 2-8-0s in the mountains, for 2,883miles (4,640km) between Montreal and Vancouver became 8 changes. The 2800s (Twenty Eight Hundreds) as the Hudson type was known, ran from Toronto to Fort William a distance of 811 miles (1,306 km), while another lengthy engine district was from Winnipeg to Calgary 832 miles (1,338 km).


          Especially notable were the semi- streamlined H1 class Royal Hudson, locomotives that were given their name because one of their class hauled the Royal Train carrying King George VI and Queen Elizabeth on the 1939 Royal Tour across Canada without change or failure. That locomotive, No. 2850, is preserved in the Exporail exhibit hall of the Canadian Railway Museum in St. Constant (Delson) Quebec. One of the class, No. 2860, was restored by the British Columbia government and used in excursion service on the British Columbia Railway between 1974 and 1999.
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              CPR Selkirk locomotive No. 5915.
            

          


          In 1929, the CPR received its first 2-10-4 Selkirk locomotives, the largest steam locomotives to run in Canada and the British Empire. Named after the Selkirk Mountains where they served, these locomotives were well suited for steep grades. They were regularly used in passenger and freight service. The CPR would own 37 of these locomotives, including number 8000, an experimental high pressure engine. The last steam locomotives that the CPR received, in 1949, were Selkirks, numbered 59305935.


          


          Diesel locomotives
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          In 1937, the CPR acquired its first diesel-electric locomotive, a custom built one-of-a-kind switcher numbered 7000. This locomotive was not successful and was not repeated. Production model diesels were imported from American Locomotive Company (Alco) starting with five model S-2 yard switchers in 1943 and followed by further orders. In 1949, operations on lines in Vermont were dieselized with Alco FA1 road locomotives (8 A and 4 B units), 5 Alco RS-2 road switchers, 3 Alco S-2 switchers and 3 EMD E8 passenger locomotives. In 1948 Montreal Locomotive Works began production of Alco designs.


          In 1949, the CPR acquired 13 Baldwin designed locomotives from the Canadian Locomotive Company for its isolated Esquimalt and Nanaimo Railway, and Vancouver Island was quickly dieselized. Following that successful experiment, the CPR started to dieselise its main network. Dieselization was completed eleven years later, with its last steam locomotive running on November 6, 1960. The CPR's first-generation locomotives were mostly made by General Motors Diesel and Montreal Locomotive Works, ( American Locomotive Company designs), with some made by the Canadian Locomotive Company to Baldwin and Fairbanks Morse designs. CP was the first railway in North America to pioneer AC traction diesel-electric locomotives, in 1984. In 1995 CP turned to General Electric GE Transportation Systems for the first production AC traction locomotives in Canada, and now has the highest percentage of AC locomotives in service of all North American Class I railways. As of early 2007, 578 of the CPR's 1,669 locomotives are AC.


          


          Roster


          
            	EMD

              
                	SD40


                	SD40-2


                	SD40M-2


                	SD40-2F


                	SD60 (exSoo Line)


                	SD60M (exSoo Line)


                	SD90MAC (SD90/43MAC)


                	SD90MAC-H


                	Slug


                	MP15DC, MP15AC (ex-Soo Line, n Milwaukee Road)


                	Fuel Tenders GP40


                	SD10 (ex-Soo Line, ex-Milwaukee Road, n Milwaukee Road SD7)


                	GP39-2


                	E8A (bought for joint Canadian Pacific / Boston and Maine Railroad operations in Vermont)

              

            

          


          
            	GMD

              
                	SD40


                	GP35


                	SW1200, 1200RSu, 1200RS


                	SW1500


                	SW900


                	SW8


                	SW9u


                	GP9, GP9u, GP9R


                	GP7u


                	GP40, GP40-2


                	GP38AC, 38-2


                	GP39-2


                	FP7Au


                	EMD FP9A, F9B


                	SW900M


                	F9B


                	F7B

              

            

          


          
            	MLW

              
                	FA-1


                	FPA-2


                	RSD-17


                	RSD-8


                	RSD-2


                	RS-23


                	Boosters


                	C-424


                	Hump Braking Unit (based on GP9)


                	C-630M


                	M-630


                	S-3


                	RS-10


                	S-11m


                	M-636


                	M-640


                	RS18, RS18u


                	RSD-17

              

            

          


          
            	CLC

              
                	44H44A1


                	H16-44


                	H24-66


                	CFA16-4


                	CFB16-4


                	CPA16-4


                	CPB16-4

              

            

          


          
            	GE

              
                	AC4400CW


                	ES44AC

              

            

          


          
            	Railpower Technologies

              
                	GG20B (returned to Railpower)

              

            

          


          
            	ALCO

              
                	S-2

              

            

          


          
            	BLW

              
                	DRS4-4-1000


                	DS4-4-1000

              

            

          


          


          Rolling stock


          
            	1655 locomotives


            	1000 stand alone double stack well cars


            	3100 high-capacity covered hopper carsgrain and fertilizer


            	2897 gondolas

              
                	474steel and concentrate


                	1553mill gondola (primarily used in scrap metal service)


                	306open coil gondola


                	531covered coil gondola


                	33covered flat-bottom gondola

              

            


            	1250 high-capacity aluminium coal cars


            	375 light-weight aluminium multi-level cars


            	175 high-capacity traverse coil steel cars


            	620 62-foot high capacity box cars

          


          CPR also has a fleet of 50-foot (15m) boxcars, insulated boxcars, centrebeam flatcars, 86-foot (26m) auto parts service boxcars, regular flat cars, and a fleet of tank cars.


          


          Major facilities


          CP owns a large number of large yards and repair shops across their system, which are used for many operations ranging from intermodal terminals to classification yards. Below are some examples of these.


          


          Active hump yards


          Hump Yards work by using a small hill over which cars are pushed, before being released down a slope and switched automatically into cuts of cars, ready to be made into outbound trains. CP's active humps include:


          
            	Calgary, Alberta - Alyth Yard


            	Chicago, Illinois - Bensenville Yard


            	St. Paul, Minnesota - Pig's Eye Yard


            	Toronto, Ontario - Agincourt Yard (also known as "Toronto Freight Yard")


            	Winnipeg, Manitoba - Rugby Yard (also known as "Weston Yard")

          


          


          The Canadian Pacific Railway in Canadian culture


          The construction of this railway is celebrated in the popular song by Gordon Lightfoot, Canadian Railroad Trilogy. The story of the railway's construction was most famously told in popular history books by Pierre Berton, The National Dream and The Last Spike, which were adapted into a popular CBC television series called The National Dream. The railway is also the subject of a song by Stompin' Tom Connors, "The Flying CPR". Also both Hank Snow & George Hamilton IV performed the song "Canadian Pacific," written by Ray Griff. The song portrays a ship and rail voyage across Canada travelling Canadian Pacific.


          Canadian CPR travel links


          
            	The Royal Canadian Pacificluxury historic rail travel from Calgary to Vancouver


            	Via Rail Canadarail travel across Canada


            	Rocky Mountaineerluxury train travel from Vancouver to Calgary


            	Mara Train Station c.1892converted historic train station on historic Okanagan-Shuswap Railway CPR spur-line


            	Kamloops Heritage RailwayKamloops, BC


            	Kettle Valley Steam RailwaySummerland, BC


            	Revelstoke Railway MuseumRevelstoke, BC


            	Three Valley Gap Railway RoundhouseThree Valley Gap, BC


            	Last Spike at Craigellachie


            	The Canadian Museum of Rail TravelCranbrook, BC., which houses a major collection of CPR historic railcars


            	Winnipeg Railway Museum: Home of the Countess of Dufferin

          


          
            
              	
                
                  
                    	
                      
Major railroad systems in New England, pre- 1930s
                    
                  


                  
                    	
                  


                  
                    	
                      
                        Bangor and Aroostook Boston and Albany ( NYC) Boston and Maine Canadian Pacific Central Vermont ( CN) Grand Trunk ( CN) Maine Central New Haven Rutland
                      

                    
                  

                

              
            

          


          
            
              	
                
                  
                    	
                      
Current (operating) Class I railroads of North America
                    
                  


                  
                    	
                  


                  
                    	
                      
                        United States: AMTK, BNSF, UP, CSXT, NS, KCS, - Canada: CN, CP, VIA - Mexico: FXE, KCSM, FSRR
                        

                        See also: List of U.S. Class I railroads, List of U.S. Class II railroads, Class III railroad, Class I rail carriers in Canada, Class II rail carriers in Canada,

                        Short-line railroad, List of United States railroads, List of Canadian railroads, List of Mexican railroads
                      

                    
                  

                

              
            

          


          
            
              	
                
                  
                    	
                      
Passenger railways of Canada
                    
                  


                  
                    	
                  


                  
                    	Metro systems

                    	
                      
                        MontrealMetro  Torontosubway/RT  VancouverSkyTrain
                      

                    
                  


                  
                    	
                  


                  
                    	Light rail

                    	
                      
                        C-Train(Calgary)  EdmontonLightRail  O-Train(Ottawa)  Torontostreetcars  TorontoPearsonAirportPeopleMover
                      

                    
                  


                  
                    	
                  


                  
                    	Long distance

                    	
                      
                        VIARail  OntarioNorthlandRailway  CanadianNationalRailway  CanadianPacificRailway  QuebecNorthShoreandLabradorRailway  Rocky Mountaineer  TshiuetinRailTransportation  WhitePassandYukonRoute  NLCL  Keewatin Railway Company  Amtrak Cascades
                      

                    
                  


                  
                    	
                  


                  
                    	Commuterrail

                    	
                      
                        GOTransit(Toronto)  Agencemtropolitainedetransport(Montreal)  WestCoastExpress(Vancouver)
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                        Canadian railways
                      

                    
                  

                

              
            

          


          
            
              	
                
                  
                    	
                      
Steamboats of British Columbia
                    
                  


                  
                    	
                  


                  
                    	Steamboat articles by routes

                    	
                      
                        Lower Fraser River & Harrison Lake Nechako, Stuart and Upper Fraser Rivers  Skeena River  Lakes Route (Lillooet, Anderson & Seton Lakes)  Arrow Lakes and Columbia River  Slocan Lake  Kootenay Lake & Kootenai River  Upper Columbia River, Columbia Lake & Kootenai River  Lake Okanagan  Skaha Lake  Thompson-Shuswap  Peace & Finlay Rivers
                      

                    
                  


                  
                    	
                  


                  
                    	Coastal vessels

                    	
                      
                        Alaskan (sidewheeler)  Beaver  Eliza Anderson  George E. Starr  Island Princess (ex Daily)  Olympian (sidewheeler)  Rosalie  Sechelt (ex Hattie Hansen)  Vancouver Wilson G. Hunt  Yosemite
                      

                    
                  


                  
                    	
                  


                  
                    	Riverine and lake vessels

                    	
                      
                        BC Express  Bonnington  BX  Charlotte  Chilcotin  City of Ainsworth  Conveyor  Enterprise  Fort Fraser  Forty-Nine  Hazelton  Inlander  Mount Royal  Moyie  Nechacco  Operator  Quesnel  Robert C. Hammond  Skeena  Skuzzy  Victoria
                      

                    
                  


                  
                    	
                  


                  
                    	Steamboat Lines

                    	
                      
                        Black Ball Line  British Columbia Express Co. ("BX")  Canadian Pacific Railway  Great Northern Railway  Puget Sound Navigation Company Bonner's Ferry and Kaslo Transportation Company Alberta and British Columbia Exploration Company
                      

                    
                  


                  
                    	
                  


                  
                    	Steamboat captains

                    	
                      
                        John Bonser  Owen Forrester Browne  John "Gassy Jack" Deighton  John Irving  William Moore  James W. Troup
                      

                    
                  


                  
                    	
                  


                  
                    	Lists of vessels

                    	
                      
                        List of ships in British Columbia  List of Royal Navy ships in the Pacific Northwest  List of steamboats on the Columbia River
                      

                    
                  


                  
                    	
                  


                  
                    	Modern ferry lines

                    	
                      
                        BC Ferries  Alaska Marine Highway  Black Ball Transport Co.  Washington State Ferries
                      

                    
                  


                  
                    	
                  


                  
                    	Steamboats in other areas

                    	
                      
                        Columbia River  Oregon Coast  Willamette River  Yaquina Bay and river  Coquille River  Cowlitz River  Puget Sound  Lake Washington  Grays Harbour  Chehalis River  Hoquiam River  Willapa Bay  Columbia River (Wenatchee Reach)  Lake Crescent  Lower Kootenai River  Upper Kootenai River
                      

                    
                  

                

              
            

          


          


          
            
              	
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Canadian_Pacific_Railway"
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              The Alten Strom, in the sea resort of Warnemnde
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              The Royal Canal in Ireland
            

          


          Canals are artificial channels for water. There are two types of canals: irrigation canals, which are used for the delivery of water, and waterways, which are navigable transportation canals used for passage of goods and people, often connected to existing lakes, rivers, or oceans. For canals used for water supply, see Aqueduct.


          


          Types of artificial waterways


          Some canals are part of an existing waterway. This is usually where a river has been canalised: making it navigable by widening and deepening some parts (by dredging and/or weirs), and providing locks with "cuts" around the weirs or other difficult sections. In France, these are called lateral canals and in the UK they are generally called navigations and the length of the artificial waterway often exceeds the natural. Smaller transportation canals can carry barges or narrowboats, while ship canals allow sea-going ships to travel to an inland port (eg Manchester Ship Canal, or from one sea or ocean to another ( Caledonian Canal, Kiel Canal).


          


          History


          


          Ancient canals
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          The oldest-known canals were built in Mesopotamia circa 4000 BC, in what is now modern-day Iraq and Syria. The Indus Valley Civilization in Pakistan and North India (from circa 2600 BC) had a sophisticated canal irrigation system. Agriculture was practiced on a large scale and an extensive network of canals was used for the purpose of irrigation. Sophisticated irrigation and storage systems were developed, including the reservoirs built at Girnar in 3000 BC. In Egypt, canals date back at least to the time of Pepi I Meryre (reigned 2332  2283 BC), who ordered a canal built to bypass the cataract on the Nile near Aswan. In ancient China, large canals for river transport were established as far back as the Warring States (481-221 BC), the longest one of that period being the Hong Gou (Canal of the Wild Geese), which according to the ancient historian Sima Qian connected the old states of Song, Zhang, Chen, Cai, Cao, and Wei. By far the longest canal was the Grand Canal of China, still the longest canal in the world today. It is 1794 kilometres (1115 miles) long and was built to carry the Emperor Yang Guang between Beijing and Hangzhou. The project began in 605 and was completed in 609, although much of the work combined older canals, the oldest section of the canal existing since at least 486 BC. Even in its narrowest urban sections it is rarely less than 30 m (100 ft) wide.


          The Romans also built canals such as Foss Dyke which was constructed in around 120 AD in Britain.


          


          Canals in the Middle Ages


          The Naviglio Grande near Milan was the first artificial canal in Medieval Europe and the most important of the lombard  navigli; it was one of the largest medieval engineering projects, allowing development of commerce, transport and agriculture. In fact canal building was revived in this age because of commercial expansion from the 12th century AD. River navigations were improved progressively by the use of single, or flash locks. Taking boats through these used large amounts of water leading to conflicts with watermill owners and to correct this, the pound or Chamber lock first appeared, in 10th century AD in China and in Europe in 1373 in Vreeswijk, Netherlands. Another important development was the mitre gate which was probably introduced in Italy by Bertola da Novate in the sixteenth century. This allowed wider gates and also removed the height restriction of guillotine locks.


          To break out of the limitations caused by river valleys, the first summit level canals were developed with the Grand Canal of China in 581-617 AD whilst in Europe the first, also using single locks, was the Stecknitz Canal in Germany in 1398. The first to use pound locks was the Briare Canal connecting the Loire and Seine catchment areas in France (1642) followed by the more ambitious Canal du Midi (1683) connecting the Atlantic to the Mediterranean. This included a staircase of 8 locks at Bziers, a 157 m tunnel and three major aqueducts.


          Canal building progressed steadily in Germany in the 17th and 18th centuries with three great rivers, the Elbe, Oder and Weser being linked by canals. In post-Roman Britain, the first canal built appears to have been the Exeter Canal, which opened in 1563.


          The oldest canal built for industrial purposes in North America is Mother Brook in Dedham, MA. It was constructed in 1639 to provide water power for mills. In Russia, a nationwide canal system connecting the Baltic and Caspian seas via the Neva and Volga rivers was opened in 1718.


          But the greatest stimulus to canal systems came from the Industrial Revolution with its need for cheap transport of raw materials and manufactured items.


          


          Industrial revolution
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          In Europe, particularly Britain, to some extent in Ireland, and then in the young United States and the Canadian colonies, inland canals preceded the development of railroads during the earliest phase of the Industrial Revolution. The opening of the Bridgewater Canal in 1761 which halved the price of coal in Manchester triggered a period of "canal mania" in Britain so that between 1760 and 1820 over one hundred canals were built.


          In the United States, Navigable canals reached into isolated areas and brought them in touch with the world beyond. By 1825 the Erie Canal, 363miles (584km) long with 82 locks, opened up a connection from the populated Northeast to the fertile Great Plains. The Blackstone Canal in Massachusetts and Rhode Island, fulfilled a similar role in the early industrial revolution between 1828-1848. The Blackstone Valley was considered the 'birthplace' of the American Industrial Revolution where Samuel Slater built his first mill.


          In addition to their transportation purposes, parts of the United States, particularly in the Northeast, had enough fast-flowing rivers that water power was the primary means of powering factories (usually textile mills) until after the American Civil War. For example, Lowell, Massachusetts, considered to be "The Cradle of the American Industrial Revolution," has 6miles (9.7km) of canals, built from around 1790 to 1850, that provided water power and a means of transportation for the city. The output of the system is estimated at 10,000 horsepower . Other cities with extensive power canal systems include Lawrence, Massachusetts, Holyoke, Massachusetts, and Manchester, New Hampshire.



          


          The 19th century


          Competition from the railway network from the 1830s, and later the roads, made the smaller canals obsolete for commercial transportation, and most of the British canals fell into decay. Only the Manchester Ship Canal and the Aire and Calder Canal bucked this trend. But in other countries canals grew in size as construction techniques improved. During the 19th century in the US, the length of canals grew from 100miles (160km) to over 4,000, with a complex network making the Great Lakes navigable, in conjunction with Canada, although some canals were later drained and used as railroad rights-of-way.


          In France, a steady linking of all the river systemsRhine, Rhne, Sane and Seineand the North Sea was boosted in 1879 by the establishment of the Freycinet gauge, which specified the minimum size of locks. Canal traffic doubled in the first decades of the 20th century.


          Many notable sea canals were completed in this period, starting with the Suez Canal (1869), and the Kiel Canal (1897), which carries tonnage many times that of most other canals, though the Panama Canal was not opened until 1914.


          In the 19th century, a number of canals were built in Japan including the Biwako canal and the Tone canal. These canals were partially built with the help of engineers from the Netherlands and other countries.


          


          Modern uses


          Large scale ship canals such as the Panama Canal and Suez Canal, and the smaller Manchester Ship Canal, continue to operate for cargo transportation; as do European barge canals. Due to globalization, they are becoming increasingly important, resulting in expansion projects such as the Panama Canal expansion project.


          The narrow early industrial canals however have ceased to carry significant amounts of trade and many have been abandoned to navigation, but may still be used as a system for transportation of untreated water. In some cases railways have been built along the canal route, an example being the Croydon Canal.


          A movement that began in Britain and France to use the early industrial canals for pleasure boats has spurred rehabilitation of stretches of historic canals. In some cased abandoned canals such as the Kennet and Avon Canal have been restored and are now used by pleasure boaters.


          The Seine-Nord Europe Canal is being developed into a major transportation waterway, linking France with Belgium, Germany and the Netherlands.


          Canals have found another use in the 21st century, as wayleaves along the towing paths for fibre optic telecommunications networks.


          


          Features
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          At their simplest canals consists of a trench filled with water. Depending on the stratum the canal passes through it may be necessary to line the cut with some form of watertight material such as clay or concrete. When this is done with clay this is known as puddling.


          Canals need to be flat and while small irregularities in the lie of the land can be dealt with through cuttings and embankments for larger deviations other approaches have been adopted. The most common is the pound lock which consists of a chamber within which the water level can be raised or lowered connecting either two pieces of canal at a different level or the canal with a river or the sea. When there is a hill to be climbed flights of many locks in short succession may be used.


          Prior to the development of the pound lock in 984AD in China by Chhaio Wei-Yo and later in Europe in the 15th century either flash locks consisting of a single gate were used or ramps sometimes equipped with rollers were used to change level. Flash locks were only practical where there was a large amount of water available.


          Locks use a lot of water so some builders have adopted other approaches. These include boat lifts which use a caisson of water in which boats float while being moved between two levels, and inclined planes where a caisson is hauled up a steep railway.


          To cross a stream or road, the solution is usually to bridge with an aqueduct. To cross a wide valley (where the journey delay caused by a flight of locks at either side would be unacceptable) the centre of the valley spanned by a very long aqueduct - a famous example in Wales is the Pontcysyllte aqueduct across the valley of the River Dee.


          Another option when dealing with hills is to tunnel through them. An example of this approach is the Harecastle Tunnels on the Trent and Mersey Canal. Tunnels are only practical for smaller canals.


          For moving cargos between land and boats, cranes are the most common method.


          


          Cities on water
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          Canals are so deeply identified with Venice that many canal cities have been nicknamed "the Venice of..." The city is built on marshy islands, with wooden piles supporting the buildings, so that the land is man-made rather than the waterways. The islands have a long history of settlement, and by the 12th century Venice was a powerful city state.


          Amsterdam was built in a similar way, with buildings on wooden piles. The pace of draining of fenland and polder in the Low Countries quickened in the 14th century and canalization made the village of Amsterdam a port. It became a city around 1300.


          Other cities with extensive canal networks include: Brugge in Flanders, Birmingham, in England, Saint Petersburg in Russia, and Hamburg in Germany.


          Canal estates are a form of subdivision popular in cities like Miami, Florida and the Gold Coast, Queensland; the Gold Coast has over 700 km of residential canals. Wetlands are difficult areas upon which to build housing estates, so dredging part of the wetland down to a navigable channel provides fill to build up another part of the wetland above the flood level for houses. Land is built up in a finger pattern that provides a suburban street layout of waterfront housing blocks. This practice is not popular with environmentalists.


          



          


          Boats
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          Inland canals have often have had boats specifically built for them. An example of this is the British narrowboat which is up to 72feet (22m) long and 7feet (2.1m) wide was primarily built for British Midland canals. In this case the limiting factor was the size of the locks. The size of the locks is also the limiting factor on the Panama canal where Panamax boats are limited to a length of 294.1 metres and a width of 32.3 metres. For the lockless Suez Canal the limiting factor for Suezmaxes is generally draft which is limited to 16 metres. At the other end of the scale tub-boat canals such as the Bude Canal were limited to boats of under 10 tons for much of their length due to the capacity of their inclined planes or boat lifts. Most canals have a limit on height imposed either by bridges or tunnels.


          



          Lists of Canals


          
            [image: Amsterdam gracht]

            
              Amsterdam gracht
            

          


          
            	List of waterways


            	
              Americas

              
                	Canals of Canada


                	List of canals in the United States

              

            


            	
              Europe

              
                	List of canals in France


                	List of canals in Germany


                	Canals of Ireland


                	Canals of Great Britain

              

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Canal"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Canaletto


        
          

          
            [image: The Grand Canal and the Church of the Salute, painted 1730.]

            
              The Grand Canal and the Church of the Salute, painted 1730.
            

          


          Giovanni Antonio Canal (born Venice, Republic of Venice, October 28, 1697  April 19, 1768), better known as Canaletto, was a Venetian artist famous for his landscapes, or vedute of Venice. He was also a significant printmaker in etching.


          


          Early career


          He was a son of the painter Bernardo Canal, hence his nickname Canaletto. His nephew Bernardo Bellotto was also a landscape painter; he sometimes used the name of Canaletto to further his own career.


          Canaletto was born in Venice on October 28, 1697 to Bernardo and Artemisia Barbieri, and served his apprenticeship with his father and his brother. He began in his father's occupation, that of a theatrical scene painter. Canaletto was inspired by the Roman vedutista Giovanni Paolo Pannini, and started painting the daily life of the city and its people.
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          After returning from Rome in 1719, he began painting in his famous topographical style. His first known signed and dated work is Architectural Capriccio (1723, Milan, in a private collection). While he studied with the older Luca Carlevaris, a moderately talented painter of urban cityscapes, he rapidly became his master's equal.


          In 1725, the painter Alessandro Marchesini, who was also the buyer for the Lucchese art collector Stefano Conti had inquired about buying two more views of Venice, when the agent informed him to consider instead the work of "Antonio Canale... it is like Carlevaris, but you can see the sun shining in it."
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          Outdoor painting


          Much of Canaletto's early artwork was painted 'from nature', differing from the then customary practice of completing paintings in the studio. Some of his later works do revert to this custom, as suggested by the tendency of distant figures to be painted as blobs of colour - an effect produced by using a camera obscura, which blurs farther-away objects.


          However, his paintings are always notable for their accuracy: he recorded the seasonal submerging of Venice in water and ice.


          


          Early and late work


          Canaletto's early works remain his most coveted and, according to many authorities, his best. One of his finest early pieces is The Stonemason's Yard (1729, London, the National Gallery) which depicts a humble working area of the city.


          Later Canaletto became known for his grand scenes of the canals of Venice and the Doge's Palace. His large-scale landscapes portrayed the city's famed pageantry and waning traditions, making innovative use of atmospheric effects and strong local colors. For these qualities, his works may be said to have anticipated Impressionism.


          


          Work in England
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          Many of his pictures were sold to Englishmen on their Grand Tour, often through the agency of the merchant Joseph Smith (who was later appointed British Consul in Venice in 1744).


          It was Smith who acted as an agent for Canaletto, first in requesting paintings of Venice from the painter in the early 1720s and helping him to sell his paintings to other Englishmen.


          In the 1740s Canaletto's market was disrupted when the War of the Austrian Succession led to a reduction in the number of British visitors to Venice. Smith also arranged for the publication of a series of etchings of caprichos ( capriccio Italian for fancy), but the returns were not high enough, and in 1746 Canaletto moved to London, to be closer to his market.
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          He remained in England until 1755, producing views of London (including the new Westminster Bridge) and of his patrons' castles and houses. His 1754 painting of Old Walton Bridge includes an image of Canaletto himself.


          He was often expected to paint England in the fashion with which he had painted his native city. Overall this period was not satisfactory, owing mostly to the declining quality of Canaletto's work. Canaletto's painting began to suffer from repetitiveness, losing its fluidity, and becoming mechanical to the point that the English art critic George Vertue suggested that the man painting under the name 'Canaletto' was an impostor.


          The artist was compelled to give public painting demonstrations in order to refute this claim; however, his reputation never fully recovered in his lifetime.


          After his return to Venice, Canaletto was elected to the Venetian Academy in 1763. He continued to paint until his death in 1768. In his later years he often worked from old sketches, but he sometimes produced surprising new compositions. He was willing to make subtle alternations to topography for artistic effect.


          


          Popularity
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          His pupils included his nephew Bernardo Bellotto, Francesco Guardi, Michele Marieschi, Gabriele Bella, Giuseppe Moretti, and Giuseppe Bernardino Bison.


          Joseph Smith sold much of his collection to George III, creating the bulk of the large collection of Canalettos owned by the Royal Collection. There are many examples of his work in other British collections, including several at the Wallace Collection and a set of 24 in the dining room at Woburn Abbey.


          Canaletto's views always fetched high prices, and as early as the 18th century Catherine the Great and other European monarchs vied for his grandest paintings. The record price paid at auction for a Canaletto is 18.6 million for View of the Grand Canal from Palazzo Balbi to the Rialto, set at Sotheby's in London in July 2005.


          


          Works


          
            	The Piazzetta (1733-1735)


            	The Grand Canal at the Salute Church (1738-1742)
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              Location of Canberra within Australia
            


            
              	Population:

              	333,940 (June 2006) ( 8th)
            


            
              	 Density:

              	1005/km(2602.9/sqmi) (2006, including Queanbeyan)
            


            
              	Established:

              	12 March 1913
            


            
              	Coordinates:

              	Coordinates:
            


            
              	Area:

              	805.6 km (311.0 sqmi)
            


            
              	
                Time zone:

                 Summer ( DST)

              

              	
                AEST ( UTC+10)

                AEDT ( UTC+11)

              
            


            
              	Location:

              	
                
                  	286 km (178 mi) SW of Sydney


                  	666km (414mi) NE of Melbourne


                  	1191km (740mi) E of Adelaide


                  	1214km (754mi) SSW of Brisbane


                  	3852km (2394mi) ESE of Perth

                

              
            


            
              	State District:

              	
                
                  	Molonglo,


                  	Ginninderra


                  	Brindabella

                

              
            


            
              	Federal Division:

              	
                
                  	Canberra


                  	Fraser

                

              
            


            
              	
                
                  
                    	Mean Max Temp

                    	Mean Min Temp

                    	Rainfall
                  


                  
                    	20.0 C

                    68 F

                    	7.1 C

                    45 F

                    	632.6 mm

                    24.9 in
                  

                

              
            

          


          Canberra (pronounced /ˈknbɹə/) is the capital city of the Commonwealth of Australia. With a population of over 334,000, it is Australia's largest inland city. The city is located at the northern end of the Australian Capital Territory, 280km (170mi) south-west of Sydney, and 650km (400mi) north-east of Melbourne. The site of Canberra was selected for the location of the nation's capital in 1908 as a compromise between age-old rivals Sydney and Melbourne, Australia's two largest cities. It is unusual among Australian cities, being an entirely purpose-built, planned city. Following an international contest for the city's design, a design by the Chicago architects Walter Burley Griffin and Marion Mahony Griffin was selected and construction commenced in 1913. The city's design was heavily influenced by the garden city movement and incorporates significant areas of natural vegetation that have earned Canberra the title "bush capital". Although the growth and development of Canberra were hindered by the World Wars and the Great Depression, it emerged as a thriving city after World War II.


          As the seat of the government of Australia, Canberra is the site of Parliament House, the High Court of Australia and numerous government departments and agencies. It is also the location of many social and cultural institutions of national significance, such as the National Gallery of Australia and the National Museum of Australia. The federal government contributes the largest percentage of Gross State Product and is the largest single employer in Canberra.


          


          History


          Before European settlement, the area in which Canberra would eventually be constructed was seasonally inhabited by the Ngunnawal and Walgalu tribes. The Ngarigo lived south-east of the Canberra area, the Gundungurra to the north, the Yuin on the coast and the Wiradjuri to the west. Archaeological evidence from the Canberra region suggests human habitation in the area for at least 21,000 years. The word "Canberra" is derived from the name of the local Ngabri people dialect, one of the Ngunnawal family groups, from the word Kanbarra meaning "meeting place" in the old Ngunnawal language. The Ngunnawal name was apparently used as a reference to corroborees held during the seasonal migration of the Ngunawal people to feast on the Bogong moths that pass through the region each spring.
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          European exploration and settlement started in the Canberra area as early as the 1820s. There were four expeditions between 1820 and 1824. White settlement of the area probably dates from 1824, when a homestead or station was built on what is now the Acton peninsula by stockmen employed by Joshua John Moore. He formally purchased the site in 1826, and named the property Canberry. The European population in the Canberra area continued to grow slowly throughout the 19th century. Among them was the Campbell family of "Duntroon"; their imposing stone house is now the officers' mess of the Royal Military College, Duntroon. The Campbells sponsored settlement by other farmer families to work their land, such as the Southwells of " Weetangera". Other notable early settlers included the inter-related Murray and Gibbes families, who owned the Yarralumla estate - now the site of the official residence of the Governor-General of Australia - from the 1830s through to 1881. The oldest surviving public building in the inner-city is the Anglican Church of St John the Baptist, in the suburb of Reid, which was consecrated in 1845. St John's churchyard contains the graves of many of the district's pioneers. As the European presence increased, the indigenous population dwindled, mainly from disease such as smallpox and measles.


          
            [image: Opening of Parliament House in May 1927]

            
              Opening of Parliament House in May 1927
            

          


          The district's change from a New South Wales (NSW) rural area to the national capital started during debates over Federation in the late 19th century. Following a long dispute over whether Sydney or Melbourne should be the national capital, a compromise was reached: the new capital would be built in New South Wales, so long as it was no closer than 100miles (160km) to Sydney, with Melbourne to be the temporary capital while the new capital was built. Canberra was chosen as the site in 1908, as a result of survey work done by the government surveyor Charles Scrivener. The NSW government ceded the Federal Capital Territory (as it was then known) to the federal government. In an international design competition conducted by the Department of Home Affairs, on 1 January 1910, the design by Walter Burley Griffin and Marion Mahony Griffin was chosen for the city, and in 1913 Griffin was appointed Federal Capital Director of Design and Construction and construction began. On 12 March 1913, the city was officially given its name by Lady Denman, the wife of the then Governor-General Lord Denman at a ceremony at Kurrajong Hill, which has since become Capital Hill and the site of the present Parliament House. Canberra Day is a public holiday observed in the city and the surrounding Australian Capital Territory (ACT) on the second Monday in March to celebrate the founding of Canberra.
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          The federal government moved to Canberra on 9 May 1927, with the opening of the Provisional Parliament House. The Prime Minister, Stanley Bruce, had officially taken up residence in The Lodge a few days earlier. Planned development of the city slowed significantly during the depression of the 1930s and during World War II. Some projects planned for that time, for example, Roman Catholic and Anglican cathedrals, were never completed. The development of Canberra gained pace after the Second World War, and it has grown beyond the original planners expectations since then. Several Government departments, together with public servants, were moved to Canberra from Melbourne following the war. Government housing projects were undertaken to accommodate the city's growing population. Parts of Canberra's north and south were further developed in the 1950s, and urban development in the districts of Woden Valley and Belconnen commenced in the mid and late 1960s, respectively. Lake Burley Griffin was completed in 1963.


          On 27 January 1972 the Aboriginal Tent Embassy was first established on the grounds of Parliament House; it was created to draw attention to indigenous rights and land issues and has been continuously occupied since 1992. On 9 May 1988, a larger and permanent Parliament House was opened on Capital Hill as part of Australia's bicentenary celebrations, and the Federal Parliament moved there from the Provisional Parliament House, now known as Old Parliament House. In December 1988, the ACT was granted full self-government through an Act of the Commonwealth Parliament. Following the first elections in February 1989, a 17-member Legislative Assembly sat at its offices in London Circuit, Civic, on 11 May 1989. The Australian Labor Party formed the ACT's first government, led by the Chief Minister Rosemary Follett, who made history as Australia's first female head of government.


          On 18 January 2003, parts of Canberra were engulfed by a bushfire that killed four people and destroyed 491 homes and the major research telescopes and workshop at the Australian National University's Mount Stromlo Observatory.


          


          Geography
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          Canberra covers an area of 805.6 square kilometres (311.0 sq.mi) and is located near the Brindabella Ranges (Brendy Bear Ranges), approximately 150 kilometres (93mi) inland from Australia's east coast. It is located at altitudes that range from 550 metres to 700metres (1,800 to 2,300 ft) AHD. The highest point is Mount Majura at 888metres (2,913ft). Other large hills include Mt Taylor, Mt Ainslie, Mt Mugga Mugga and Black Mountain. The surrounding bushland and the original bushland that Canberra was built in is a mixture of eucalyptus savanna, open grassland, scrubland, swamp and dry eucalyptus forests.


          The Molonglo River flows through Canberra and has been dammed to form the body of water in the centre of the city called Lake Burley Griffin. The Molonglo then flows into the Murrumbidgee north-west of Canberra, which in turn flows north-west toward the New South Wales town of Yass. The Queanbeyan River joins the Molonglo River at Oaks Estate just within the ACT. A number of creeks, including Jerrabomberra and Yarralumla Creeks, flow into the Molonglo and Murrumbidgee. Two of these creeks, the Ginninderra and Tuggeranong, have similarly been dammed to form Lakes Ginninderra and Tuggeranong. Until recently the Molonglo had a history of sometimes lethal floods; the area was a flood plain prior to the filling of Lake Burley Griffin.


          


          Climate
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          Canberra has four distinct seasons, because of its latitude, elevation and distance from the coast. The climates of most Australian coastal areas, which include all the state capital cities, are moderated by the sea. Canberra experiences hot, dry summers, and cold winters with heavy fog and frequent frosts, with a rare spot of snow in the CBD but the surrounding areas get annual snowfall through winter and often the snow capped mountains can be seen from the cbd. The highest recorded maximum temperature was 42.2C (108F) on 1 February 1968. The lowest recorded minimum temperature was 10.0C (14F) on 11 July 1971. Light snow falls in the city in one out of approximately three winters but is usually not widespread and quickly dissipates. Thunderstorms can occur between September and March, with rainfall maximums in spring and summer.


          


          Urban structure
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          Canberra is a planned city that was originally designed by Walter Burley Griffin, a major 20th century American architect. Major roads follow a wheel-and-spoke pattern rather than a grid. The city centre is laid out on two perpendicular axes: a water axis stretching along Lake Burley Griffin, and a ceremonial land axis stretching from Parliament House on Capital Hill north-eastward along ANZAC Parade to the Australian War Memorial at the foot of Mt Ainslie. The area known as the Parliamentary Triangle is formed by three of Burley Griffin's axes, stretching from Capital Hill along Commonwealth Avenue to the Civic Centre around City Hill, along Constitution Avenue to the Defence precinct on Russell Hill, and along Kings Avenue back to Capital Hill.


          The larger scheme of Canberra's layout is based on the three peaks surrounding the city, Mt. Ainslie, Black Mountain, and Bimberi Peak. ANZAC Parade, for instance is on the line between Ainslie and Bimberi. The Griffins assigned spiritual values to Ainslie, Black Mountain, and Red Hill and originally planned to cover each of these in flowers. That way each hill would be covered with a single, primary colour which represented its spriritual value. This part of their plan never came to fruition. In fact, WWI interrupted the contstruction and some conflicts after the war made it a difficult process for the Griffins. Nevertheless, Canberra stands as an exemplary city design and is located halfway between the ski slopes and the beach. It enjoys a natural cooling from geophysical factors.


          Due to the fact that there is almost no orthogonal design in the city, Canberrans are wont to point in a direction when asked where something is located. Instructions to follow certain streets are exceptionally rare.


          The urban areas of Canberra are organised into a hierarchy of districts, town centres, group centres, local suburbs as well as other industrial areas and villages. There are seven districts, each of which is divided into smaller suburbs, and most of which have a town centre which is the focus of commercial and social activities. The districts were settled in the following chronological order:


          
            	North Canberra, mostly settled in the 1920s and '30s, with expansion up to the 1960s, now 15 suburbs


            	South Canberra, settled from the 1920s to '60s, 12 suburbs


            	Woden Valley, first settled in 1963, 13 suburbs


            	Belconnen, first settled in 1967, 25 suburbs


            	Weston Creek, settled in 1969, 8 suburbs


            	Tuggeranong, settled in 1974, 19 suburbs


            	Gungahlin, settled in the early 1990s, 7 suburbs to date

          


          The North and South Canberra districts are substantially based on Walter Burley Griffin's designs. In 1967 the then National Capital Development Commission adopted the "Y Plan" which laid out future urban development in Canberra around a series of central shopping and commercial area known as the 'town centres' linked by freeways, the layout of which roughly resembled the shape of the letter Y, with Tuggeranong at the base of the Y and Belconnen and Gungahlin located at the ends of the arms of the Y. Development in Canberra has been closely regulated by government, both through the town planning process, but also through the use of crown lease terms that have tightly limited the use of parcels of land. All land in the ACT is held on 99 year leases from the national government, although most leases are now administered by the Territory government.


          Most suburbs have their own local shops, and are located close to a larger shopping centre serving a group of suburbs. Community facilities and schools are often also located near local shops or group shopping centres. Many of Canberra's suburbs are named after former Prime Ministers, famous Australians, early settlers, or use Aboriginal words for their title. Street names typically follow a particular theme; for example, the streets of Duffy are named after Australian dams and weirs, and the streets of Page are named after biologists and naturalists. Most diplomatic missions are located in the suburbs of Yarralumla, Deakin and O'Malley. There are three light industrial areas: the suburbs of Fyshwick, Mitchell and Hume.


          


          Governance
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          Outside Canberra, the Australian Capital Territory has no settlements larger than a village. The Australian Capital Territory Legislative Assembly performs the roles of both a city council and territory government. The Assembly consists of 17 members, elected from three districts using proportional representation. The three districts are Molonglo, Ginninderra and Brindabella, which elect seven, five and five members, respectively. The Chief Minister is elected by the Members of the Legislative Assembly (MLA) and selects another four MLAs to serve as Ministers to form, with the Chief Minister, an Executive (known informally as the cabinet.) At the 2004 election the Australian Labor Party, headed by Chief Minister Jon Stanhope, won nine of the 17 seats and formed the ACT's first majority government.


          The Australian national government retains some influence over the ACT government. In the administrative sphere, most frequently this is through the actions of the National Capital Authority which is responsible for planning and development in areas of Canberra which are considered to be of national importance or which are central to Griffin's plan for the city, such as the Parliamentary Triangle, major approach and processional roads, areas where the Commonwealth retains ownership of the land or undeveloped hills and ridge-lines (which form part of the Canberra Nature Park). The national government also retains a level of control over the Territory Assembly through the provisions of the Australian Capital Territory (Self-Government) Act 1988. This Act of the national Parliament is the constitution for the ACT and limits the range of matters upon which the Assembly can legislate.


          The Australian Federal Police provides all of the police services of a state police force under a contractual agreement with the Australian Capital Territory Government. People who have been charged with offences are tried either in the ACT Magistrate's Court or, for more severe offences, the ACT Supreme Court. Prisoners can be held in remand at the Belconnen Remand Centre in the ACT. As at 2008 there is no prison in the ACT, so people who have been sentenced to imprisonment serve their sentence in NSW; a new prison, the Alexander Maconochie Centre, is currently under construction. Courts such as a Small Claims Tribunal and a Family Court exist for civil law actions and other non-criminal legal matters.


          


          Economy
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          As of July 2006, the unemployment rate in Canberra is 2.8%, well below the national unemployment rate of 4.8%, with labour shortages reported in some sectors. As a result of low unemployment and substantial levels of public sector and commercial employment, Canberra has the highest average disposable income of any Australian capital city. The gross average weekly wage of a Canberra resident is $1,208.50, compared with the Australia wide average of $1,043.10. The median house price in Canberra as of June 2005 was $352,500, lower than Sydney, Melbourne and Perth but higher than all other capital cities. The median house price in September 2006 was $375,000 The average price in November 2006 was $411,305. The median weekly rent paid by Canberra residents is higher than rents in all other states and territories. As at the September quarter of 2006 the median rent for a 3 bedroom house was $320 per week. This is the highest of all capital cities in Australia. The median rent for 'other' dwellings is $300 per week.


          The city's main industry is government administration and defence, which accounted for 26.1% of Gross Territory Product in 200304 and employed over 40% of Canberra's workforce. The major public-sector employers in Canberra include the parliament and government departments such as Department of Defence, Finance, Foreign Affairs and Trade, and Treasury. A number of Australian Defence Force establishments are located in or near Canberra, most notably the Australian Defence Force headquarters and HMAS Harman, which is a naval communications centre that is being converted into a tri-service, multi-user depot. The former RAAF Fairbairn, adjacent to the Canberra International Airport was sold to the operators of the Airport, but the base continues to be used for RAAF VIP flights.


          A growing number of independent software vendors have based themselves in Canberra, to capitalise on the concentration of government customers. Notable among these are QSP, Tower Software, RuleBurst and The Distillery. Property and business services, construction, health and community services, and education are other significant contributors to the economy of Canberra.


          


          Demographics
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          As of 2006, the population of Canberra was 325,800 people, and the city has a population density of 401.0persons per square kilometre (1,038.6/sqmi), which is dense with respect to other Australian cities. The 2001 census showed that 1.2% of Canberra's population were of indigenous origin and 21.6% were born overseas. The largest group of people born overseas came from English-speaking countries, led by the United Kingdom and then New Zealand. Significant numbers of immigrants have also come from Germany, Italy and Vietnam. Recent immigrants have arrived from countries in east and south Asia. Most Canberrans are native speakers of English; many have a second language, the most common being Chinese, Italian, Croatian and Greek.


          Canberrans are relatively young, highly mobile, and well educated. The average age is 32 years, and only 8.3% of the population is aged over 65 years. Between 1996 and 2001, 61.9% of the population either moved to or from Canberra, which is the second highest mobility rate of any Australian capital city. As of May 2004, 30% of people in the ACT aged 1564 had a level of educational attainment equal to at least a bachelor's degree, significantly higher that the national average of 19%. Approximately 50% of Canberra residents describe themselves as Christian, the most common denominations being Catholic and Anglican; less than 3% of the population practice a non-Christian religion and 23% are not religious.


          As of 2002 the most common crimes in Canberra are property related crimes, unlawful entry with intent and motor vehicle theft. They affect 1,961 and 630 of every 100,000 persons respectively. Homicide and related offences (including Murder, Attempted Murder, Manslaughter and Driving Causing Death) affect 1.5/100,000 persons which is below the national average of 4.9/100,000. Rates of assault and sexual assault are also below the national average.


          


          Education
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          The two main tertiary institutions are the Australian National University (ANU) in Acton and the University of Canberra (UC) in Bruce. The ANU was established as a research university in 1946; it continues to have a strong research focus and is ranked among the best universities in the world in The Times Higher Education Supplement and the Shanghai Jiao Tong World University Rankings. Both ANU and UC also have campuses interstate and overseas. There are also two religious university campuses in Canberra: Signadou in the North Canberra suburb of Watson is a campus of the Australian Catholic University; St Mark's Theological College adjacent to the Parliament House is a campus of the secular Charles Sturt University.


          The Australian Defence Force Academy (ADFA) and the Royal Military College, Duntroon are near the suburb of Campbell in Canberra's inner north-east. ADFA teaches military undergraduates and postgraduates and is officially a campus of the University of New South Wales; Duntroon provides Australian Army Officer training. Tertiary level vocational education is also available through the multi-campus Canberra Institute of Technology.


          In February 2004 there were 140 public and non-governmental schools in Canberra; 96 were operated by the Government and 44 are non-Government. During 2006 the ACT Government announced closures of up to 39 schools, to take effect from the end of the school year and after a series of consultations the Government announced its "Towards 2020: Renewing Our Schools" plan that closed some schools at the end of 2006 with more in 2007 and 2008, while consolidating school campuses and opening 'super-schools' (large public schools for kindergarten through to year 12) through to 2020. Most suburbs are planned to include a primary school and a nearby preschool, and schools are usually located near open areas for play and sports.


          


          Culture


          


          Arts and entertainment
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          Canberra is home to many national monuments and institutions such as the Australian War Memorial, the National Gallery of Australia, the National Portrait Gallery currently housed at Old Parliament House, the National Library of Australia, the National Archives of Australia, and the National Museum of Australia. Many Commonwealth government buildings in Canberra are open to the public, including Parliament House, the High Court and the Royal Australian Mint. Lake Burley Griffin is the site of the Captain Cook Memorial and the National Carillon. Other sites of interest include the Telstra Tower and the Australian National Botanic Gardens on Black Mountain, the National Zoo and Aquarium on Scrivener Dam, the National Dinosaur Museum and Questacon  the National Science and Technology Centre.
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          The Canberra Museum and Gallery in Civic is a repository of local history and art. Several historic homes are open to the public: Lanyon and Tuggeranong Homesteads in the Tuggeranong Valley, Mugga-Mugga in Symonston, and Blundells' Cottage in Parkes all display the lifestyle of the early European settlers. Calthorpes' House in Red Hill is a well preserved example of a 1920s house from Canberra's very early days. Duntroon House, in the suburb of Campbell, was one of the district's earliest homesteads and is now the officers' mess at Royal Military College; it is occasionally open to the public.


          Canberra has many venues for live music and theatre: the Canberra Theatre and Playhouse which hosts many major concerts and productions; and Llewellyn Hall (within the ANU School of Music), a world-class concert hall are two of the largest. The Street Theatre, also located on Childers Street, operates as a venue for local professional and amateur production companies, as well as producing a season of professional shows each year. The Albert Hall was the city's first performing arts venue, opened in 1928. It was the original performance venue for theatre groups such as the Canberra Repertory Society and the Canberra Philharmonic Society. The city boasts a very large number of amateur theatre groups for its population base, including many that focus primarily on musicals.


          Stonefest at the University of Canberra is Canberra's largest music festival. Canberra is also the home turf of an Australian hip-hop duo, Koolism. There are numerous bars and nightclubs which also offer live entertainment, particularly concentrated in the areas of Dickson, Kingston and the City Centre. Most town centres have facilities for a community theatre and a cinema, and they all have a library. Popular cultural events include the National Folk Festival, the Royal Canberra Show, the Summernats car festival, the Canberra Multicultural Festival in February and the Celebrate Canberra festival which is held over 10 days in March in conjunction with Canberra Day.
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          Canberra has a number of sister cities, including Atlanta in the United States, Beijing in China, Dili in East Timor, Nara in Japan, and Versailles in France. Cultural exchange happens to some extent with each city. The largest community event associated with a sister city is the Canberra Nara Candle Festival which is held in October.


          Sport
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          In addition to local sporting leagues, Canberra has a number of sporting teams that compete in national and international leagues. The best known teams are the Canberra Raiders and the ACT Brumbies who play rugby league and rugby union respectively, and who have both been champions of their leagues. Both teams play their home games at Canberra Stadium, which is Canberra's largest stadium and was used to hold preliminary soccer matches for the 2000 Summer Olympics and matches for the 2003 Rugby World Cup. Canberra also has a successful basketball team, the Canberra Capitals. The Canberra Capitals won the 2006 and 2007 women's basketball Grand Final.


          There are also teams that participate in national competitions in netball, field hockey, ice hockey and cricket. Manuka Oval is another large outdoor sporting facility where cricket and Australian Rules football are played. The Melbourne based AFL team the Kangaroos played some home games at Manuka Oval until July 2006. Following the move of the Kangaroos' alternative home ground to Carrara in Queensland, Melbourne and the Western Bulldogs will play home games at Manuka Oval from 2007 against the Sydney Swans. Canberra is also home to the Barassi International Australian Football Youth Tournament. The historic Prime Minister's XI cricket match is played at Manuka Oval annually. Other significant annual sporting events include the Canberra Marathon and the City of Canberra Half Ironman Triathlon. The Canberra Women's Tennis Classic was held in the lead up to the Australian Open until 2006.


          The Australian Institute of Sport (AIS) is located in the Canberra suburb of Bruce. The AIS is a specialised educational and training institution providing coaching for elite junior and senior athletes in a number of sports. The AIS has been operating since 1981 and has achieved significant success in producing elite athletes, both local and international. The majority of Australia's team members and medals at the 2000 Summer Olympics in Sydney were won by AIS graduates. It is also a popular tourist destination.


          Canberra has numerous sporting ovals, golf courses, skate parks, tennis courts and swimming pools that are open to the public. A Canberra-wide series of bicycle paths are available to cyclists for recreational and sporting purposes. Canberra Nature Parks have a large range of walking paths, horse and mountain bike trails. Water sports like sailing, rowing and water skiing are popular activities on Canberra's lakes. The Rally of Canberra is an annual motor sport event and a facility for drag racing is currently being planned for construction.


          


          Infrastructure


          


          Health
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          Canberra has two large public hospitals, the 500-bed Canberra Hospital - formerly the Woden Valley Hospital - located in Garran and the smaller 174 bed Calvary Public Hospital located in Bruce. Both public hospitals are also teaching hospitals. The largest private hospital in Canberra is the John James Memorial Hospital in Deakin. Calvary Private Hospital in Bruce and Healthscope's National Capital Private in Garran are also major healthcare providers. The Royal Canberra Hospital was located on Acton Peninsula on Lake Burley Griffin; it was closed on 27 November 1991 and was demolished in 1997 in a controversial implosion. This was to facilitate construction of the National Museum of Australia. The city has 10 aged care facilities. Canberra's hospitals receive emergency cases from throughout southern New South Wales. The ACT Ambulance Service is one of four operational agencies of the ACT Emergency Services Authority.


          


          Transport
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          The car is by far the dominant form of transport in Canberra. Past planning policies have resulted in well developed good quality roads and a low population density spread over a relatively large area of the city. Canberra's districts are generally connected by 'parkways' - limited access dual carriageway roads with speed limits generally set at 80 to 100km/h. An example is the Tuggeranong Parkway which links Canberra's CBD and Tuggeranong, and bypasses Weston Creek. In most districts, discrete residential suburbs are bounded by access roads.


          A publicly run bus service, the Australian Capital Territory Internal Omnibus Network (ACTION), provides public transport throughout the city. Transborder Express and Deane's Buslines are private coach services that operate within Canberra and nearby areas of New South Wales. Only 4.6% of the population use the bus system. Another 5.5% walk or cycle to work, a higher proportion than in any other Australian capital city. A private bus service operates between Canberra and Queanbeyan, an adjoining town in New South Wales. There are two local taxi companies, Aerial Consolidated Transport the parent of the Canberra Cabs service which enjoyed monopoly status for over four decades, and a recent arrival, Cabxpress.


          An interstate CountryLink railway service connects Canberra to Sydney. Canberra's railway station is in the inner south suburb of Kingston. Between 1920 and 1922 the train line crossed the Molonglo River and ran as far north as the city centre, although the line was closed following major flooding and was never rebuilt. Train services to Melbourne are provided by way of a CountryLink bus service which connects with a rail service between Sydney and Melbourne in Yass, about one hour's drive from Canberra. Plans to establish a very fast train like a TGV service between Melbourne, Canberra and Sydney have been contemplated, but not implemented by both government and private enterprise, as various proposals have not been deemed economically viable. The plan was shelved by former Federal Transport Minister John Anderson in 2000.


          Canberra is about three hours by road from Sydney on the Federal Highway (National Highway 23), which connects with the Hume Highway (National Highway 31) near Goulburn, and seven hours by road from Melbourne on the Barton Highway (National Highway 25), which joins the Hume Highway at Yass. It is a two hour drive on the Monaro Highway (National Highway 23) to the ski fields of the Snowy Mountains and the Kosciuszko National Park. Batemans Bay, a popular holiday spot on the New South Wales coast, is also two hours away via the Kings Highway.


          Canberra International Airport provides direct domestic services to Sydney, Melbourne, Brisbane, Adelaide and Perth, with connections to other domestic centres. There are direct daily flights to Albury and Newcastle in New South Wales. No regular commercial international flights operate from the airport. Until 2003 the civilian airport shared runways with RAAF Base Fairbairn. On 27 June of that year, the Air Force base was decommissioned and from that time the airport was fully under civilian control.


          


          Utilities
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          The ACT government owned ACTEW Corporation manages Canberra's water and sewerage infrastructure. ActewAGL is a joint venture between ACTEW and AGL, and is the retail provider of Canberra's utility services including water, natural gas, electricity, and also some telecommunications services via a subsidiary TransACT. Since 2003 all ACT consumers have been able to choose the electricity retailer of their choice. Canberra's water is stored in four reservoirs, the Corin, Bendora and Cotter dams on the Cotter River and the Googong Dam on the Queanbeyan River. The Googong Dam is in New South Wales but it is managed by the ACT government. ACTEW Corporation owns Canberra's two wastewater treatment plants, located at Fyshwick and at Lower Molonglo on the Molonglo River.


          Electricity for Canberra comes from the national power grid through substations at Holt and Fyshwick (via Queanbeyan). Some limited local renewable power is produced via a hydro generator on the main water supply pipeline for Canberra at Mount Stromlo and methane plants at waste landfill sites at Belconnen and Mugga Lane. The first domestic power supply in Canberra was in 1913 for the suburb of Acton. Unlike most Australian cities, the power poles in Canberra's older suburbs are located along the rear boundaries of residential housing lots rather than on the street front. In newer areas the power supply and communications cabling are located underground.


          As in other parts of Australia, terrestrial and mobile telecommunications services are provided by a range of competing companies. The majority of the infrastructure is owned by Telstra but some is owned by TransACT (a Canberra-based communications company) as well as other providers. The ACT has the highest rate of computer use and internet connection in Australia.
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              	When normal cells are damaged beyond repair, they are eliminated by apoptosis (A). Cancer cells avoid apoptosis and continue to multiply in an unregulated manner (B).
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          Cancer (medical term: malignant neoplasm) is a class of diseases in which a group of cells display uncontrolled growth ( division beyond the normal limits), invasion (intrusion on and destruction of adjacent tissues), and sometimes metastasis (spread to other locations in the body via lymph or blood). These three malignant properties of cancers differentiate them from benign tumors, which are self-limited, do not invade or metastasize. Most cancers form a tumor but some, like leukemia, do not. The branch of medicine concerned with the study, diagnosis, treatment, and prevention of cancer is oncology.


          Cancer may affect people at all ages, even fetuses, but the risk for most varieties increases with age. Cancer causes about 13% of all deaths. According to the American Cancer Society, 7.6million people died from cancer in the world during 2007. Cancers can affect all animals.


          Nearly all cancers are caused by abnormalities in the genetic material of the transformed cells. These abnormalities may be due to the effects of carcinogens, such as tobacco smoke, radiation, chemicals, or infectious agents. Other cancer-promoting genetic abnormalities may be randomly acquired through errors in DNA replication, or are inherited, and thus present in all cells from birth. The heritability of cancers are usually affected by complex interactions between carcinogens and the host's genome. New aspects of the genetics of cancer pathogenesis, such as DNA methylation, and microRNAs are increasingly recognized as important.


          Genetic abnormalities found in cancer typically affect two general classes of genes. Cancer-promoting oncogenes are typically activated in cancer cells, giving those cells new properties, such as hyperactive growth and division, protection against programmed cell death, loss of respect for normal tissue boundaries, and the ability to become established in diverse tissue environments. Tumor suppressor genes are then inactivated in cancer cells, resulting in the loss of normal functions in those cells, such as accurate DNA replication, control over the cell cycle, orientation and adhesion within tissues, and interaction with protective cells of the immune system.


          Diagnosis usually requires the histologic examination of a tissue biopsy specimen by a pathologist, although the initial indication of malignancy can be symptoms or radiographic imaging abnormalities. Most cancers can be treated and some cured, depending on the specific type, location, and stage. Once diagnosed, cancer is usually treated with a combination of surgery, chemotherapy and radiotherapy. As research develops, treatments are becoming more specific for different varieties of cancer. There has been significant progress in the development of targeted therapy drugs that act specifically on detectable molecular abnormalities in certain tumors, and which minimize damage to normal cells. The prognosis of cancer patients is most influenced by the type of cancer, as well as the stage, or extent of the disease. In addition, histologic grading and the presence of specific molecular markers can also be useful in establishing prognosis, as well as in determining individual treatments.


          


          Classification


          Cancer is generally classified according to the tissue from which the cancerous cells originate, the primary tumor, as well as the normal cell type they most resemble. These are location and histology, respectively.


          


          Nomenclature


          The following closely related terms may be used to designate abnormal growths:


          
            	Tumor: originally, it meant any abnormal swelling, lump or mass. In current English, however, the word tumor has become synonymous with neoplasm, specifically solid neoplasm. Note that some neoplasms, such as leukemia, do not form tumors.


            	
              Neoplasm: the scientific term to describe an abnormal proliferation of genetically altered cells. Neoplasms can be benign or malignant:

              
                	Malignant neoplasm or malignant tumor: synonymous with cancer.


                	Benign neoplasm or benign tumor: a tumor (solid neoplasm) that stops growing by itself, does not invade other tissues and does not form metastases.

              

            


            	Invasive tumor is another synonym of cancer. The name refers to invasion of surrounding tissues.


            	Pre-malignancy, pre-cancer or non-invasive tumor: A neoplasm that is not invasive but has the potential to progress to cancer (become invasive) if left untreated. These lesions are, in order of increasing potential for cancer, atypia, dysplasia and carcinoma in situ.

          


          The following terms can be used to describe a cancer:


          
            	Screening: a test done on healthy people to detect tumors before they become apparent. A mammogram is a screening test.


            	Diagnosis: the confirmation of the cancerous nature of a lump. This usually requires a biopsy or removal of the tumor by surgery, followed by examination by a pathologist.


            	
              Surgical excision: the removal of a tumor by a surgeon.

              
                	Surgical margins: the evaluation by a pathologist of the edges of the tissue removed by the surgeon to determine if the tumor was removed completely ("negative margins") or if tumor was left behind ("positive margins").

              

            


            	Grade: a number (usually on a scale of 3) established by a pathologist to describe the degree of resemblance of the tumor to the surrounding benign tissue.


            	Stage: a number (usually on a scale of 4) established by the oncologist to describe the degree of invasion of the body by the tumor.


            	Recurrence: new tumors that appear at the site of the original tumor after surgery.


            	Metastasis: new tumors that appear far from the original tumor.


            	Transformation: the concept that a low-grade tumor transforms to a high-grade tumor over time. Example: Richter's transformation.


            	Chemotherapy: treatment with drugs.


            	Radiation therapy: treatment with radiations.


            	Adjuvant therapy: treatment, either chemotherapy or radiation therapy, given after surgery to kill the remaining cancer cells.


            	Prognosis: the probability of cure after the therapy. It is usually expressed as a probability of survival five years after diagnosis. Alternatively, it can be expressed as the number of years when 50% of the patients are still alive. Both numbers are derived from statistics accumulated with hundreds of similar patients to give a Kaplan-Meier curve.

          


          Cancers are classified by the type of cell that resembles the tumor and, therefore, the tissue presumed to be the origin of the tumor. Examples of general categories include:


          
            	Carcinoma: Malignant tumors derived from epithelial cells. This group represents the most common cancers, including the common forms of breast, prostate, lung and colon cancer.


            	Sarcoma: Malignant tumors derived from connective tissue, or mesenchymal cells.


            	Lymphoma and leukemia: Malignancies derived from hematopoietic (blood-forming) cells


            	Germ cell tumor: Tumors derived from totipotent cells. In adults most often found in the testicle and ovary; in fetuses, babies, and young children most often found on the body midline, particularly at the tip of the tailbone; in horses most often found at the poll (base of the skull).


            	Blastic tumor: A tumor (usually malignant) which resembles an immature or embryonic tissue. Many of these tumors are most common in children.

          


          Malignant tumors (cancers) are usually named using -carcinoma, -sarcoma or -blastoma as a suffix, with the Latin or Greek word for the organ of origin as the root. For instance, a cancer of the liver is called hepatocarcinoma; a cancer of the fat cells is called liposarcoma. For common cancers, the English organ name is used. For instance, the most common type of breast cancer is called ductal carcinoma of the breast or mammary ductal carcinoma. Here, the adjective ductal refers to the appearance of the cancer under the microscope, resembling normal breast ducts.


          Benign tumors (which are not cancers) are named using -oma as a suffix with the organ name as the root. For instance, a benign tumor of the smooth muscle of the uterus is called leiomyoma (the common name of this frequent tumor is fibroid). Unfortunately, some cancers also use the -oma suffix, examples being melanoma and seminoma.


          


          Adult cancers


          In the U.S. and other developed countries, cancer is presently responsible for about 25% of all deaths. On a yearly basis, 0.5% of the population is diagnosed with cancer. The statistics below are for adults in the United States, and may vary substantially in other countries:


          
            
              	Male

              	

              	Female
            


            
              	most common (by occurrence)

              	most common (by mortality)

              	most common (by occurrence)

              	most common (by mortality)
            


            
              	prostate cancer (33%)

              	lung cancer (31%)

              	breast cancer (32%)

              	lung cancer (27%)
            


            
              	lung cancer (13%)

              	prostate cancer (10%)

              	lung cancer (12%)

              	breast cancer (15%)
            


            
              	colorectal cancer (10%)

              	colorectal cancer (10%)

              	colorectal cancer (11%)

              	colorectal cancer (10%)
            


            
              	bladder cancer (7%)

              	pancreatic cancer (5%)

              	endometrial cancer (6%)

              	ovarian cancer (6%)
            


            
              	cutaneous melanoma (5%)

              	leukemia (4%)

              	non-Hodgkin lymphoma (4%)

              	pancreatic cancer (6%)
            

          


          


          Child cancers


          Cancer can also occur in young children and adolescents, but it is rare (about 150 cases per million yearly in the US). Statistics from the SEER program of the US NCI demonstrate that childhood cancers increased 19% between 1975 and 1990, mainly due to an increased incidence in acute leukemia. Since 1990, incidence rates have decreased.


          There is a reasonable doubt that children living near nuclear facilities face an increased risk of cancer.


          


          Infant cancers


          The age of peak incidence of cancer in children occurs during the first year of life, in infants. The average annual incidence in the United States, 1975-1995, was 233 per million infants. Several estimates of incidence exist. According to SEER, in the United States:


          
            	Neuroblastoma comprised 28% of infant cancer cases and was the most common malignancy among these young children (65 per million infants).


            	The leukemias as a group (41 per million infants) represented the next most common type of cancer, comprising 17% of all cases.


            	Central nervous system malignancies comprised 13% of infant cancer, with an average annual incidence rate of nearly 30 per million infants.


            	The average annual incidence rates for malignant germ cell and malignant soft tissue tumors were essentially the same at 15 per million infants. Each comprised about 6% of infant cancer.

          


          According to another study:


          
            	Leukemia (usually ALL) is the most common infant malignancy (30%), followed by the central nervous system cancers and neuroblastoma. The remainder consists of Wilms' tumor, lymphomas, rhabdomyosarcoma (arising from muscle), retinoblastoma, osteosarcoma and Ewing's sarcoma.

          


          Teratoma (a germ cell tumor) often is cited as the most common tumor in this age group, but most teratomas are surgically removed while still benign, hence not necessarily cancer. Prior to the widespread routine use of prenatal ultrasound examinations, the incidence of sacrococcygeal teratomas diagnosed at birth was 25 to 29 per million births.


          Female and male infants have essentially the same overall cancer incidence rates, a notable difference compared to older children.


          White infants have higher cancer rates than black infants. Leukemias accounted for a substantial proportion of this difference: the average annual rate for white infants (48.7 per million) was 66% higher than for black infants (29.4 per million).


          Relative survival for infants is very good for neuroblastoma, Wilms' tumor and retinoblastoma, and fairly good (80%) for leukemia, but not for most other types of cancer.


          


          Signs and symptoms


          Roughly, cancer symptoms can be divided into three groups:


          
            	Local symptoms: unusual lumps or swelling ( tumor), hemorrhage (bleeding), pain and/or ulceration. Compression of surrounding tissues may cause symptoms such as jaundice (yellowing the eyes and skin).


            	Symptoms of metastasis (spreading): enlarged lymph nodes, cough and hemoptysis, hepatomegaly (enlarged liver), bone pain, fracture of affected bones and neurological symptoms. Although advanced cancer may cause pain, it is often not the first symptom.


            	Systemic symptoms: weight loss, poor appetite, fatigue and cachexia ( wasting), excessive sweating ( night sweats), anaemia and specific paraneoplastic phenomena, i.e. specific conditions that are due to an active cancer, such as thrombosis or hormonal changes.

          


          Every symptom in the above list can be caused by a variety of conditions (a list of which is referred to as the differential diagnosis). Cancer may be a common or uncommon cause of each item.


          


          Diagnosis


          Most cancers are initially recognized either because signs or symptoms appear or through screening. Neither of these lead to a definitive diagnosis, which usually requires the opinion of a pathologist, a type of physician (medical doctor) who specializes in the diagnosis of cancer and other diseases.


          


          Investigation
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          People with suspected cancer are investigated with medical tests. These commonly include blood tests, X-rays, CT scans and endoscopy.


          


          Biopsy


          A cancer may be suspected for a variety of reasons, but the definitive diagnosis of most malignancies must be confirmed by histological examination of the cancerous cells by a pathologist. Tissue can be obtained from a biopsy or surgery. Many biopsies (such as those of the skin, breast or liver) can be done in a doctor's office. Biopsies of other organs are performed under anesthesia and require surgery in an operating room.


          The tissue diagnosis given by the pathologist indicates the type of cell that is proliferating, its histological grade and other features of the tumor. Together, this information is useful to evaluate the prognosis of this patient and to choose the best treatment. Cytogenetics and immunohistochemistry are other types of testing that the pathologist may perform on the tissue specimen. These tests may provide information about future behaviour of the cancer (prognosis) and best treatment.


          


          Treatment


          Cancer can be treated by surgery, chemotherapy, radiation therapy, immunotherapy, monoclonal antibody therapy or other methods. The choice of therapy depends upon the location and grade of the tumor and the stage of the disease, as well as the general state of the patient ( performance status). A number of experimental cancer treatments are also under development.


          Complete removal of the cancer without damage to the rest of the body is the goal of treatment. Sometimes this can be accomplished by surgery, but the propensity of cancers to invade adjacent tissue or to spread to distant sites by microscopic metastasis often limits its effectiveness. The effectiveness of chemotherapy is often limited by toxicity to other tissues in the body. Radiation can also cause damage to normal tissue.


          Because "cancer" refers to a class of diseases, it is unlikely that there will ever be a single " cure for cancer" any more than there will be a single treatment for all infectious diseases.


          


          Surgery


          In theory, non-hematological cancers can be cured if entirely removed by surgery, but this is not always possible. When the cancer has metastasized to other sites in the body prior to surgery, complete surgical excision is usually impossible. In the Halstedian model of cancer progression, tumors grow locally, then spread to the lymph nodes, then to the rest of the body. This has given rise to the popularity of local-only treatments such as surgery for small cancers. Even small localized tumors are increasingly recognized as possessing metastatic potential.


          Examples of surgical procedures for cancer include mastectomy for breast cancer and prostatectomy for prostate cancer. The goal of the surgery can be either the removal of only the tumor, or the entire organ. A single cancer cell is invisible to the naked eye but can regrow into a new tumor, a process called recurrence. For this reason, the pathologist will examine the surgical specimen to determine if a margin of healthy tissue is present, thus decreasing the chance that microscopic cancer cells are left in the patient.


          In addition to removal of the primary tumor, surgery is often necessary for staging, e.g. determining the extent of the disease and whether it has metastasized to regional lymph nodes. Staging is a major determinant of prognosis and of the need for adjuvant therapy.


          Occasionally, surgery is necessary to control symptoms, such as spinal cord compression or bowel obstruction. This is referred to as palliative treatment.


          


          Radiation therapy


          Radiation therapy (also called radiotherapy, X-ray therapy, or irradiation) is the use of ionizing radiation to kill cancer cells and shrink tumors. Radiation therapy can be administered externally via external beam radiotherapy (EBRT) or internally via brachytherapy. The effects of radiation therapy are localised and confined to the region being treated. Radiation therapy injures or destroys cells in the area being treated (the "target tissue") by damaging their genetic material, making it impossible for these cells to continue to grow and divide. Although radiation damages both cancer cells and normal cells, most normal cells can recover from the effects of radiation and function properly. The goal of radiation therapy is to damage as many cancer cells as possible, while limiting harm to nearby healthy tissue. Hence, it is given in many fractions, allowing healthy tissue to recover between fractions.


          Radiation therapy may be used to treat almost every type of solid tumor, including cancers of the brain, breast, cervix, larynx, lung, pancreas, prostate, skin, stomach, uterus, or soft tissue sarcomas. Radiation is also used to treat leukemia and lymphoma. Radiation dose to each site depends on a number of factors, including the radiosensitivity of each cancer type and whether there are tissues and organs nearby that may be damaged by radiation. Thus, as with every form of treatment, radiation therapy is not without its side effects.


          


          Chemotherapy


          Chemotherapy is the treatment of cancer with drugs ("anticancer drugs") that can destroy cancer cells. In current usage, the term "chemotherapy" usually refers to cytotoxic drugs which affect rapidly dividing cells in general, in contrast with targeted therapy (see below). Chemotherapy drugs interfere with cell division in various possible ways, e.g. with the duplication of DNA or the separation of newly formed chromosomes. Most forms of chemotherapy target all rapidly dividing cells and are not specific for cancer cells, although some degree of specificity may come from the inability of many cancer cells to repair DNA damage, while normal cells generally can. Hence, chemotherapy has the potential to harm healthy tissue, especially those tissues that have a high replacement rate (e.g. intestinal lining). These cells usually repair themselves after chemotherapy.


          Because some drugs work better together than alone, two or more drugs are often given at the same time. This is called "combination chemotherapy"; most chemotherapy regimens are given in a combination.


          The treatment of some leukaemias and lymphomas requires the use of high-dose chemotherapy, and total body irradiation (TBI). This treatment ablates the bone marrow, and hence the body's ability to recover and repopulate the blood. For this reason, bone marrow, or peripheral blood stem cell harvesting is carried out before the ablative part of the therapy, to enable "rescue" after the treatment has been given. This is known as autologous stem cell transplantation. Alternatively, hematopoietic stem cells may be transplanted from a matched unrelated donor (MUD).


          


          Targeted therapies


          Targeted therapy, which first became available in the late 1990s, has had a significant impact in the treatment of some types of cancer, and is currently a very active research area. This constitutes the use of agents specific for the deregulated proteins of cancer cells. Small molecule targeted therapy drugs are generally inhibitors of enzymatic domains on mutated, overexpressed, or otherwise critical proteins within the cancer cell. Prominent examples are the tyrosine kinase inhibitors imatinib and gefitinib.


          Monoclonal antibody therapy is another strategy in which the therapeutic agent is an antibody which specifically binds to a protein on the surface of the cancer cells. Examples include the anti- HER2/neu antibody trastuzumab (Herceptin) used in breast cancer, and the anti-CD20 antibody rituximab, used in a variety of B-cell malignancies.


          Targeted therapy can also involve small peptides as "homing devices" which can bind to cell surface receptors or affected extracellular matrix surrounding the tumor. Radionuclides which are attached to this peptides (e.g. RGDs) eventually kill the cancer cell if the nuclide decays in the vicinity of the cell. Especially oligo- or multimers of these binding motifs are of great interest, since this can lead to enhanced tumor specificity and avidity.


          Photodynamic therapy (PDT) is a ternary treatment for cancer involving a photosensitizer, tissue oxygen, and light (often using lasers). PDT can be used as treatment for basal cell carcinoma (BCC) or lung cancer; PDT can also be useful in removing traces of malignant tissue after surgical removal of large tumors.


          


          Immunotherapy


          Cancer immunotherapy refers to a diverse set of therapeutic strategies designed to induce the patient's own immune system to fight the tumor. Contemporary methods for generating an immune response against tumours include intravesical BCG immunotherapy for superficial bladder cancer, and use of interferons and other cytokines to induce an immune response in renal cell carcinoma and melanoma patients. Vaccines to generate specific immune responses are the subject of intensive research for a number of tumours, notably malignant melanoma and renal cell carcinoma. Sipuleucel-T is a vaccine-like strategy in late clinical trials for prostate cancer in which dendritic cells from the patient are loaded with prostatic acid phosphatase peptides to induce a specific immune response against prostate-derived cells.


          Allogeneic hematopoietic stem cell transplantation ("bone marrow transplantation" from a genetically non-identical donor) can be considered a form of immunotherapy, since the donor's immune cells will often attack the tumor in a phenomenon known as graft-versus-tumor effect. For this reason, allogeneic HSCT leads to a higher cure rate than autologous transplantation for several cancer types, although the side effects are also more severe.


          


          Hormonal therapy


          The growth of some cancers can be inhibited by providing or blocking certain hormones. Common examples of hormone-sensitive tumors include certain types of breast and prostate cancers. Removing or blocking estrogen or testosterone is often an important additional treatment. In certain cancers, administration of hormone agonists, such as progestogens may be therapeutically beneficial.


          


          Angiogenesis inhibitors


          Angiogenesis inhibitors prevent the extensive growth of blood vessels ( angiogenesis) that tumors require to survive. Some, such as bevacizumab, have been approved and are in clinical use. One of the main problems with anti-angiogenesis drugs is that many factors stimulate blood vessel growth, in normal cells and cancer. Anti-angiogenesis drugs only target one factor, so the other factors continue to stimulate blood vessel growth. Other problems include route of administration, maintenance of stability and activity and targeting at the tumor vasculature.


          


          Symptom control


          Although the control of the symptoms of cancer is not typically thought of as a treatment directed at the cancer, it is an important determinant of the quality of life of cancer patients, and plays an important role in the decision whether the patient is able to undergo other treatments. Although doctors generally have the therapeutic skills to reduce pain, nausea, vomiting, diarrhea, hemorrhage and other common problems in cancer patients, the multidisciplinary specialty of palliative care has arisen specifically in response to the symptom control needs of this group of patients.


          Pain medication, such as morphine and oxycodone, and antiemetics, drugs to suppress nausea and vomiting, are very commonly used in patients with cancer-related symptoms. Improved antiemetics such as ondansetron and analogues, as well as aprepitant have made aggressive treatments much more feasible in cancer patients.


          Chronic pain due to cancer is almost always associated with continuing tissue damage due to the disease process or the treatment (i.e. surgery, radiation, chemotherapy). Although there is always a role for environmental factors and affective disturbances in the genesis of pain behaviors, these are not usually the predominant etiologic factors in patients with cancer pain. Furthermore, many patients with severe pain associated with cancer are nearing the end of their lives and palliative therapies are required. Issues such as social stigma of using opioids, work and functional status, and health care consumption are not likely to be important in the overall case management. Hence, the typical strategy for cancer pain management is to get the patient as comfortable as possible using opioids and other medications, surgery, and physical measures. Doctors have been reluctant to prescribe narcotics for pain in terminal cancer patients, for fear of contributing to addiction or suppressing respiratory function. The palliative care movement, a more recent offshoot of the hospice movement, has engendered more widespread support for preemptive pain treatment for cancer patients.


          Fatigue is a very common problem for cancer patients, and has only recently become important enough for oncologists to suggest treatment, even though it plays a significant role in many patients' quality of life.


          


          Treatment trials


          Clinical trials, also called research studies, test new treatments in people with cancer. The goal of this research is to find better ways to treat cancer and help cancer patients. Clinical trials test many types of treatment such as new drugs, new approaches to surgery or radiation therapy, new combinations of treatments, or new methods such as gene therapy.


          A clinical trial is one of the final stages of a long and careful cancer research process. The search for new treatments begins in the laboratory, where scientists first develop and test new ideas. If an approach seems promising, the next step may be testing a treatment in animals to see how it affects cancer in a living being and whether it has harmful effects. Of course, treatments that work well in the lab or in animals do not always work well in people. Studies are done with cancer patients to find out whether promising treatments are safe and effective.


          Patients who take part may be helped personally by the treatment they receive. They get up-to-date care from cancer experts, and they receive either a new treatment being tested or the best available standard treatment for their cancer. At the same time, new treatments also may have unknown risks, but if a new treatment proves effective or more effective than standard treatment, study patients who receive it may be among the first to benefit. There is no guarantee that a new treatment being tested or a standard treatment will produce good results. In children with cancer, a survey of trials found that those enrolled in trials were on average not more likely to do better or worse than those on standard treatment; this confirms that success or failure of an experimental treatment cannot be predicted.


          


          Complementary and alternative


          Complementary and alternative medicine (CAM) treatments are the diverse group of medical and health care systems, practices, and products that are not part of conventional medicine. "Complementary medicine" refers to methods and substances used along with conventional medicine, while "alternative medicine" refers to compounds used instead of conventional medicine. CAM use is common among people with cancer; a 2000 study found that 69% cancer patients had used at least one CAM therapy as part of their cancer treatment. Most complementary and alternative medicines for cancer have not been rigorously studied or tested. Some alternative treatments which have been investigated and shown to be ineffective continue to be marketed and promoted.


          


          Prognosis


          Cancer has a reputation for being a deadly disease. While this certainly applies to certain particular types, the truths behind the historical connotations of cancer are increasingly being overturned by advances in medical care. Some types of cancer have a prognosis that is substantially better than nonmalignant diseases such as heart failure and stroke.


          Progressive and disseminated malignant disease has a substantial impact on a cancer patient's quality of life, and many cancer treatments (such as chemotherapy) may have severe side-effects. In the advanced stages of cancer, many patients need extensive care, affecting family members and friends. Palliative care solutions may include permanent or "respite" hospice nursing.


          


          Emotional impact


          Many local organizations offer a variety of practical and support services to people with cancer. Support can take the form of support groups, counseling, advice, financial assistance, transportation to and from treatment, films or information about cancer. Neighbourhood organizations, local health care providers, or area hospitals may have resources or services available.


          Counseling can provide emotional support to cancer patients and help them better understand their illness. Different types of counseling include individual, group, family, peer counseling, bereavement, patient-to-patient, and sexuality.


          Many governmental and charitable organizations have been established to help patients cope with cancer. These organizations often are involved in cancer prevention, cancer treatment, and cancer research.


          


          Causes


          Cancer is a diverse class of diseases which differ widely in their causes and biology. The common thread in all known cancers is the acquisition of abnormalities in the genetic material of the cancer cell and its progeny. Research into the pathogenesis of cancer can be divided into three broad areas of focus. The first area of research focuses on the agents and events which cause or facilitate genetic changes in cells destined to become cancer. Second, it is important to uncover the precise nature of the genetic damage, and the genes which are affected by it. The third focus is on the consequences of those genetic changes on the biology of the cell, both in generating the defining properties of a cancer cell, and in facilitating additional genetic events, leading to further progression of the cancer.


          


          Chemical carcinogens


          Cancer pathogenesis is traceable back to DNA mutations that impact cell growth and metastasis. Substances that cause DNA mutations are known as mutagens, and mutagens that cause cancers are known as carcinogens. Particular substances have been linked to specific types of cancer. Tobacco smoking is associated with lung cancer and bladder cancer. Prolonged exposure to asbestos fibers is associated with mesothelioma.


          Many mutagens are also carcinogens, but some carcinogens are not mutagens. Alcohol is an example of a chemical carcinogen that is not a mutagen. Such chemicals are thought to promote cancers through their stimulating effect on the rate of cell mitosis. Faster rates of mitosis leaves less time for repair enzymes to repair damaged DNA during DNA replication, increasing the likelihood of a genetic mistake. A mistake made during mitosis can lead to the daughter cells receiving the wrong number of chromosomes (see aneuploidy above).
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          Decades of research have demonstrated the strong association between tobacco use and cancers of many sites, making it perhaps the most important human carcinogen. Hundreds of epidemiological studies have confirmed this association. Further support comes from the fact that lung cancer death rates in the United States have mirrored smoking patterns, with increases in smoking followed by dramatic increases in lung cancer death rates and, more recently, decreases in smoking followed by decreases in lung cancer death rates in men.


          


          Ionizing radiation


          Sources of ionizing radiation, such as radon gas, can cause cancer. Prolonged exposure to ultraviolet radiation from the sun can lead to melanoma and other skin malignancies.


          Radiation from mobile phones has been conjectured for some time as a cause but this theory has not gained mainstream support. Nevertheless some experts caution against prolonged exposure.


          


          Infectious diseases


          Some cancers can be caused by infection with pathogens. Many cancers originate from a viral infection; this is especially true in animals such as birds, but also in humans, as viruses are responsible for 15% of human cancers worldwide. The main viruses associated with human cancers are human papillomavirus, hepatitis B and hepatitis C virus, Epstein-Barr virus, and human T-lymphotropic virus. Experimental and epidemiological data imply a causative role for viruses and they appear to be the second most important risk factor for cancer development in humans, exceeded only by tobacco usage. The mode of virally-induced tumors can be divided into two, acutely-transforming or slowly-transforming. In acutely transforming viruses, the virus carries an overactive oncogene called viral-oncogene (v-onc), and the infected cell is transformed as soon as v-onc is expressed. In contrast, in slowly-transforming viruses, the virus genome is inserts near a proto-oncogene in the host genome. The viral promoter or other transcription regulation elements then cause overexpression of that proto-oncogene. This induces uncontrolled cell division. Because the site of insertion is not specific to proto-oncogenes and the chance of insertion near any proto-oncogene is low, slowly-transforming viruses will cause tumors much longer after infection than the acutely-transforming viruses.


          Hepatitis viruses, including hepatitis B and hepatitis C, can induce a chronic viral infection that leads to liver cancer in 0.47% of hepatitis B patients per year (especially in Asia, less so in North America), and in 1.4% of hepatitis C carriers per year. Liver cirrhosis, whether from chronic viral hepatitis infection or alcoholism, is associated with the development of liver cancer, and the combination of cirrhosis and viral hepatitis presents the highest risk of liver cancer development. Worldwide, liver cancer is one of the most common, and most deadly, cancers due to a huge burden of viral hepatitis transmission and disease.


          Advances in cancer research have made a vaccine designed to prevent cancer available. In 2006, the US FDA approved a human papilloma virus vaccine, called Gardasil. The vaccine protects against four HPV types, which together cause 70% of cervical cancers and 90% of genital warts. In March 2007, the US CDC Advisory Committee on Immunization Practices (ACIP) officially recommended that females aged 11-12 receive the vaccine, and indicated that females as young as age 9 and as old as age 26 are also candidates for immunization.


          In addition to viruses, researchers have noted a connection between bacteria and certain cancers. The most prominent example is the link between chronic infection of the wall of the stomach with Helicobacter pylori and gastric cancer. Although only a minority of those infected with Helicobacter go on to develop cancer, since this pathogen is quite common it is probably responsible for the majority of these cancers.


          


          Hormonal imbalances


          Some hormones can act in a similar manner to non-mutagenic carcinogens in that they may stimulate excessive cell growth. A well-established example is the role of hyperestrogenic states in promoting endometrial cancer.


          


          Immune system dysfunction


          HIV is associated with a number of malignancies, including Kaposi's sarcoma, non-Hodgkin's lymphoma, and HPV-associated malignancies such as anal cancer and cervical cancer. AIDS-defining illnesses have long included these diagnoses. The increased incidence of malignancies in HIV patients points to the breakdown of immune surveillance as a possible etiology of cancer. Certain other immune deficiency states (e.g. common variable immunodeficiency and IgA deficiency) are also associated with increased risk of malignancy.


          


          Heredity


          Most forms of cancer are "sporadic", and have no basis in heredity. There are, however, a number of recognised syndromes of cancer with a hereditary component, often a defective tumor suppressor allele. Famous examples are:


          
            	certain inherited mutations in the genes BRCA1 and BRCA2 are associated with an elevated risk of breast cancer and ovarian cancer


            	tumors of various endocrine organs in multiple endocrine neoplasia (MEN types 1, 2a, 2b)


            	Li-Fraumeni syndrome (various tumors such as osteosarcoma, breast cancer, soft tissue sarcoma, brain tumors) due to mutations of p53


            	Turcot syndrome ( brain tumors and colonic polyposis)


            	Familial adenomatous polyposis an inherited mutation of the APC gene that leads to early onset of colon carcinoma.


            	Hereditary nonpolyposis colorectal cancer (HNPCC, also known as Lynch syndrome) can include familial cases of colon cancer, uterine cancer, gastric cancer, and ovarian cancer, without a preponderance of colon polyps.


            	Retinoblastoma, when occurring in young children, is due to a hereditary mutation in the retinoblastoma gene.


            	Down syndrome patients, who have an extra chromosome 21, are known to develop malignancies such as leukemia and testicular cancer, though the reasons for this difference are not well understood.

          


          


          Other causes


          A few types of cancer in non-humans have been found to be caused by the tumor cells themselves. This phenomenon is seen in dogs with Sticker's sarcoma, also known as canine transmissible venereal tumor, as well as Devil facial tumour disease in Tasmanian devils. The closest known analogue to this in humans is individuals who have developed cancer from tumors hiding inside organ transplants.


          


          Pathophysiology
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          Cancer is fundamentally a disease of regulation of tissue growth. In order for a normal cell to transform into a cancer cell, genes which regulate cell growth and differentiation must be altered. Genetic changes can occur at many levels, from gain or loss of entire chromosomes to a mutation affecting a single DNA nucleotide. There are two broad categories of genes which are affected by these changes. Oncogenes may be normal genes which are expressed at inappropriately high levels, or altered genes which have novel properties. In either case, expression of these genes promotes the malignant phenotype of cancer cells. Tumor suppressor genes are genes which inhibit cell division, survival, or other properties of cancer cells. Tumor suppressor genes are often disabled by cancer-promoting genetic changes. Typically, changes in many genes are required to transform a normal cell into a cancer cell.


          There is a diverse classification scheme for the various genomic changes which may contribute to the generation of cancer cells. Most of these changes are mutations, or changes in the nucleotide sequence of genomic DNA. Aneuploidy, the presence of an abnormal number of chromosomes, is one genomic change which is not a mutation, and may involve either gain or loss of one or more chromosomes through errors in mitosis.


          Large-scale mutations involve the deletion or gain of a portion of a chromosome. Genomic amplification occurs when a cell gains many copies (often 20 or more) of a small chromosomal locus, usually containing one or more oncogenes and adjacent genetic material. Translocation occurs when two separate chromosomal regions become abnormally fused, often at a characteristic location. A well-known example of this is the Philadelphia chromosome, or translocation of chromosomes 9 and 22, which occurs in chronic myelogenous leukemia, and results in production of the BCR- abl fusion protein, an oncogenic tyrosine kinase.


          Small-scale mutations include point mutations, deletions, and insertions, which may occur in the promoter of a gene and affect its expression, or may occur in the gene's coding sequence and alter the function or stability of its protein product. Disruption of a single gene may also result from integration of genomic material from a DNA virus or retrovirus, and such an event may also result in the expression of viral oncogenes in the affected cell and its descendants.


          


          Epigenetics


          Epigenetics is the study of the regulation of gene expression through chemical, non-mutational changes in DNA structure. The theory of epigenetics in cancer pathogenesis is that non-mutational changes to DNA can lead to alterations in gene expression. Normally, oncogenes are silent, for example, because of DNA methylation. Loss of that methylation can induce the aberrant expression of oncogenes, leading to cancer pathogenesis. Known mechanisms of epigenetic change include DNA methylation, and methylation or acetylation of histone proteins bound to chromosomal DNA at specific locations. Classes of medications, known as HDAC inhibitors and DNA methyltransferase inhibitors, can re-regulate the epigenetic signaling in the cancer cell.


          


          Oncogenes


          Oncogenes promote cell growth through a variety of ways. Many can produce hormones, a "chemical messenger" between cells which encourage mitosis, the effect of which depends on the signal transduction of the receiving tissue or cells. In other words, when a hormone receptor on a recipient cell is stimulated, the signal is conducted from the surface of the cell to the cell nucleus to effect some change in gene transcription regulation at the nuclear level. Some oncogenes are part of the signal transduction system itself, or the signal receptors in cells and tissues themselves, thus controlling the sensitivity to such hormones. Oncogenes often produce mitogens, or are involved in transcription of DNA in protein synthesis, which creates the proteins and enzymes responsible for producing the products and biochemicals cells use and interact with.


          Mutations in proto-oncogenes, which are the normally quiescent counterparts of oncogenes, can modify their expression and function, increasing the amount or activity of the product protein. When this happens, the proto-oncogenes become oncogenes, and this transition upsets the normal balance of cell cycle regulation in the cell, making uncontrolled growth possible. The chance of cancer cannot be reduced by removing proto-oncogenes from the genome, even if this were possible, as they are critical for growth, repair and homeostasis of the organism. It is only when they become mutated that the signals for growth become excessive.


          One of the first oncogenes to be defined in cancer research is the ras oncogene. Mutations in the Ras family of proto-oncogenes (comprising H-Ras, N-Ras and K-Ras) are very common, being found in 20% to 30% of all human tumours. Ras was originally identified in the Harvey sarcoma virus genome, and researchers were surprised that not only was this gene present in the human genome but that, when ligated to a stimulating control element, could induce cancers in cell line cultures.


          


          Tumor suppressor genes


          Tumor suppressor genes code for anti-proliferation signals and proteins that suppress mitosis and cell growth. Generally, tumor suppressors are transcription factors that are activated by cellular stress or DNA damage. Often DNA damage will cause the presence of free-floating genetic material as well as other signs, and will trigger enzymes and pathways which lead to the activation of tumor suppressor genes. The functions of such genes is to arrest the progression of the cell cycle in order to carry out DNA repair, preventing mutations from being passed on to daughter cells. The p53 protein, one of the most important studied tumor suppressor genes, is a transcription factor activated by many cellular stressors including hypoxia and ultraviolet radiation damage.


          Despite nearly half of all cancers possibly involving alterations in p53, its tumor suppressor function is poorly understood. p53 clearly has two functions: one a nuclear role as a transcription factor, and the other a cytoplasmic role in regulating the cell cycle, cell division, and apoptosis.


          The Warburg hypothesis is the preferential use of glycolysis for energy to sustain cancer growth. p53 has been shown to regulate the shift from the respiratory to the glycolytic pathway.


          However, a mutation can damage the tumor suppressor gene itself, or the signal pathway which activates it, "switching it off". The invariable consequence of this is that DNA repair is hindered or inhibited: DNA damage accumulates without repair, inevitably leading to cancer.


          Mutations of tumor suppressor genes that occur in germline cells are passed along to offspring, and increase the likelihood for cancer diagnoses in subsequent generations. Members of these families have increased incidence and decreased latency of multiple tumors. The tumor types are typical for each type of tumor suppressor gene mutation, with some mutations causing particular cancers, and other mutations causing others. The mode of inheritance of mutant tumor suppressors is that an affected member inherits a defective copy from one parent, and a normal copy from the other. For instance, individuals who inherit one mutant p53 allele (and are therefore heterozygous for mutated p53) can develop melanomas and pancreatic cancer, known as Li-Fraumeni syndrome. Other inherited tumor suppressor gene syndromes include Rb mutations, linked to retinoblastoma, and APC gene mutations, linked to adenopolyposis colon cancer. Adenopolyposis colon cancer is associated with thousands of polyps in colon while young, leading to colon cancer at a relatively early age. Finally, inherited mutations in BRCA1 and BRCA2 lead to early onset of breast cancer.


          Development of cancer was proposed in 1971 to depend on at least two mutational events. In what became known as the Knudson two-hit hypothesis, an inherited, germ-line mutation in a tumor suppressor gene would only cause cancer if another mutation event occurred later in the organism's life, inactivating the other allele of that tumor suppressor gene.


          Usually, oncogenes are dominant, as they contain gain-of-function mutations, while mutated tumor suppressors are recessive, as they contain loss-of-function mutations. Each cell has two copies of the same gene, one from each parent, and under most cases gain of function mutations in just one copy of a particular proto-oncogene is enough to make that gene a true oncogene. On the other hand, loss of function mutations need to happen in both copies of a tumor suppressor gene to render that gene completely non-functional. However, cases exist in which one mutated copy of a tumor suppressor gene can render the other, wild-type copy non-functional. This phenomenon is called the dominant negative effect and is observed in many p53 mutations.


          Knudsons two hit model has recently been challenged by several investigators. Inactivation of one allele of some tumor suppressor genes is sufficient to cause tumors. This phenomenon is called haploinsufficiency and has been demonstrated by a number of experimental approaches. Tumors caused by haploinsufficiency usually have a later age of onset when compared with those by a two hit process.


          


          Cancer cell biology
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          Often, the multiple genetic changes which result in cancer may take many years to accumulate. During this time, the biological behaviour of the pre-malignant cells slowly change from the properties of normal cells to cancer-like properties. Pre-malignant tissue can have a distinctive appearance under the microscope. Among the distinguishing traits are an increased number of dividing cells, variation in nuclear size and shape, variation in cell size and shape, loss of specialized cell features, and loss of normal tissue organization. Dysplasia is an abnormal type of excessive cell proliferation characterized by loss of normal tissue arrangement and cell structure in pre-malignant cells. These early neoplastic changes must be distinguished from hyperplasia, a reversible increase in cell division caused by an external stimulus, such as a hormonal imbalance or chronic irritation.


          The most severe cases of dysplasia are referred to as " carcinoma in situ." In Latin, the term "in situ" means "in place", so carcinoma in situ refers to an uncontrolled growth of cells that remains in the original location and has not shown invasion into other tissues. Nevertheless, carcinoma in situ may develop into an invasive malignancy and is usually removed surgically, if possible.


          


          Clonal evolution


          The process by which normal tissue becomes malignant is a process of somatic evolution within the body. Millions of years of biological evolution insure that the cellular metabolic changes that enable cancer to grow occur only very rarely. Most changes in cellular metabolism that allow cells to grow in a disorderly fashion lead to cell death. Cancer cells undergo a process of natural selection, in that the few cells with new genetic changes that enhance their survival or reproduction continue to multiply, and soon come to dominate the growing tumor, as cells with less favorable genetic change are out-competed. This process is called clonal evolution. Tumors often continue to evolve in response to chemotherapy treatments, and on occasion aberrant cells may acquire resistance to particular anti-cancer pharmaceuticals.


          


          Biological properties of cancer cells


          In a 2000 article by Hanahan and Weinberg, the biological properties of malignant tumor cells were summarized as follows:


          
            	Acquisition of self-sufficiency in growth signals, leading to unchecked growth.


            	Loss of sensitivity to anti-growth signals, also leading to unchecked growth.


            	Loss of capacity for apoptosis, in order to allow growth despite genetic errors and external anti-growth signals.


            	Loss of capacity for senescence, leading to limitless replicative potential (immortality)


            	Acquisition of sustained angiogenesis, allowing the tumor to grow beyond the limitations of passive nutrient diffusion.


            	Acquisition of ability to invade neighbouring tissues, the defining property of invasive carcinoma.


            	Acquisition of ability to build metastases at distant sites, the classical property of malignant tumors (carcinomas or others).

          


          The completion of these multiple steps would be a very rare event without:


          
            	Loss of capacity to repair genetic errors, leading to an increased mutation rate (genomic instability), thus accelerating all the other changes.

          


          These biological changes are classical in carcinomas; other malignant tumor may not need all to achieve them all. For example, tissue invasion and displacement to distant sites are normal properties of leukocytes; these steps are not needed in the development of Leukemia. The different steps do not necessarily represent individual mutations. For example, inactivation of a single gene, coding for the P53 protein, will cause genomic instability, evasion of apoptosis and increased angiogenesis.


          


          Prevention


          Cancer prevention is defined as active measures to decrease the incidence of cancer. This can be accomplished by avoiding carcinogens or altering their metabolism, pursuing a lifestyle or diet that modifies cancer-causing factors and/or medical intervention ( chemoprevention, treatment of pre-malignant lesions). The epidemiological concept of "prevention" is usually defined as either primary prevention, for people who have not been diagnosed with a particular disease, or secondary prevention, aimed at reducing recurrence or complications of a previously diagnosed illness.


          Observational epidemiological studies that show associations between risk factors and specific cancers mostly serve to generate hypotheses about potential interventions that could reduce cancer incidence or morbidity. Randomized controlled trials then test whether hypotheses generated by epidemiological trials and laboratory research actually result in reduced cancer incidence and mortality. In many cases, findings from observational epidemiological studies are not confirmed by randomized controlled trials.


          About a third of the twelve most common cancers worldwide are due to nine potentially modifiable risk factors. Men with cancer are twice as likely as women to have a modifiable risk factor for their disease. The nine risk factors are tobacco smoking, excessive alcohol use, diet low in fruit and vegetables, limited physical exercise, human papillomavirus infection (unsafe sex), urban air pollution, domestic use of solid fuels, and contaminated injections (hepatitis B and C).


          


          Modifiable ("lifestyle") risk factors


          Examples of modifiable cancer risk factors include alcohol consumption (associated with increased risk of oral, esophageal, breast, and other cancers), smoking (although 20% of women with lung cancer have never smoked, versus 10% of men), physical inactivity (associated with increased risk of colon, breast, and possibly other cancers), and being overweight (associated with colon, breast, endometrial, and possibly other cancers). Based on epidemiologic evidence, it is now thought that avoiding excessive alcohol consumption may contribute to reductions in risk of certain cancers; however, compared with tobacco exposure, the magnitude of effect is modest or small and the strength of evidence is often weaker. Other lifestyle and environmental factors known to affect cancer risk (either beneficially or detrimentally) include certain sexually transmitted diseases, the use of exogenous hormones, exposure to ionizing radiation and ultraviolet radiation, and certain occupational and chemical exposures.


          Every year, at least 200,000 people die worldwide from cancer related to their workplace. Millions of workers run the risk of developing cancers such as lung cancer and mesothelioma from inhaling asbestos fibers and tobacco smoke, or leukemia from exposure to benzene at their workplaces. Currently, most cancer deaths caused by occupational risk factors occur in the developed world. It is estimated that approximately 20,000 cancer deaths and 40,000 new cases of cancer each year in the U.S. are attributable to occupation.


          See alcohol and cancer for more on that topic.


          


          Diet


          The consensus on diet and cancer is that obesity increases the risk of developing cancer. Particular dietary practices often explain differences in cancer incidence in different countries (e.g. gastric cancer is more common in Japan, while colon cancer is more common in the United States). Studies have shown that immigrants develop the risk of their new country, often within one generation, suggesting a substantial link between diet and cancer. Whether reducing obesity in a population also reduces cancer incidence is unknown.


          Despite frequent reports of particular substances (including foods) having a beneficial or detrimental effect on cancer risk, few of these have an established link to cancer. These reports are often based on studies in cultured cell media or animals. Public health recommendations cannot be made on the basis of these studies until they have been validated in an observational (or occasionally a prospective interventional) trial in humans.


          Proposed dietary interventions for primary cancer risk reduction generally gain support from epidemiological association studies. Examples of such studies include reports that reduced meat consumption is associated with decreased risk of colon cancer, and reports that consumption of coffee is associated with a reduced risk of liver cancer. Studies have linked consumption of grilled meat to an increased risk of stomach cancer, colon cancer, breast cancer, and pancreatic cancer, a phenomenon which could be due to the presence of carcinogens such as benzopyrene in foods cooked at high temperatures.


          A 2005 secondary prevention study showed that consumption of a plant-based diet and lifestyle changes resulted in a reduction in cancer markers in a group of men with prostate cancer who were using no conventional treatments at the time. These results were amplified by a 2006 study in which over 2,400 women were studied, half randomly assigned to a normal diet, the other half assigned to a diet containing less than 20% calories from fat. The women on the low fat diet were found to have a markedly lower risk of breast cancer recurrence, in the interim report of December, 2006.


          Recent studies have also demonstrated potential links between some forms of cancer and high consumption of refined sugars and other simple carbohydrates. Although the degree of correlation and the degree of causality is still debated, some organizations have in fact begun to recommend reducing intake of refined sugars and starches as part of their cancer prevention regemins.


          The WCRF/AICR Expert Report, Food, Nutrition, Physical Activity and the Prevention of Cancer: a Global Perspective recommends (1) reducing intake of foods and drinks that promote weight gain, namely energy-dense foods and sugary drinks, (2) eating mostly foods of plant origin (3) limiting intake of red meat and avoiding processed meat, (4) limiting consumption of alcoholic beverages, and (5) reducing intake of salt and avoiding mouldy cereals (grains) or pulses (legumes).


          


          Vitamins


          The idea that cancer can be prevented through vitamin supplementation stems from early observations correlating human disease with vitamin deficiency, such as pernicious anaemia with vitamin B12 deficiency, and scurvy with Vitamin C deficiency. This has largely not been proven to be the case with cancer, and vitamin supplementation is largely not proving effective in preventing cancer. The cancer-fighting components of food are also proving to be more numerous and varied than previously understood, so patients are increasingly being advised to consume fresh, unprocessed fruits and vegetables for maximal health benefits.


          Epidemiological studies have shown that low vitamin D status is correlated to increased cancer risk. However, the results of such studies need to be treated with caution, as they cannot show whether a correlation between two factors means that one causes the other (i.e. correlation does not imply causation). The possibility that Vitamin D might protect against cancer has been contrasted with the risk of malignancy from sun exposure. Since exposure to the sun enhances natural human production of vitamin D, some cancer researchers have argued that the potential deleterious malignant effects of sun exposure are far outweighed by the cancer-preventing effects of extra vitamin D synthesis in sun-exposed skin. In 2002, Dr. William B. Grant claimed that 23,800 premature cancer deaths occur in the US annually due to insufficient UVB exposure (apparently via vitamin D deficiency). This is higher than 8,800 deaths occurred from melanoma or squamous cell carcinoma, so the overall effect of sun exposure might be beneficial. Another research group estimates that 50,00063,000 individuals in the United States and 19,000 - 25,000 in the UK die prematurely from cancer annually due to insufficient vitamin D.


          The case of beta-carotene provides an example of the importance of randomized clinical trials. Epidemiologists studying both diet and serum levels observed that high levels of beta-carotene, a precursor to vitamin A, were associated with a protective effect, reducing the risk of cancer. This effect was particularly strong in lung cancer. This hypothesis led to a series of large randomized clinical trials conducted in both Finland and the United States (CARET study) during the 1980s and 1990s. This study provided about 80,000 smokers or former smokers with daily supplements of beta-carotene or placebos. Contrary to expectation, these tests found no benefit of beta-carotene supplementation in reducing lung cancer incidence and mortality. In fact, the risk of lung cancer was slightly, but not significantly, increased by beta-carotene, leading to an early termination of the study.


          Results reported in the Journal of the American Medical Association (JAMA) in 2007 indicate that folic acid supplementation is not effective in preventing colon cancer, and folate consumers may be more likely to form colon polyps.


          


          Chemoprevention


          The concept that medications could be used to prevent cancer is an attractive one, and many high-quality clinical trials support the use of such chemoprevention in defined circumstances.


          Daily use of tamoxifen, a selective estrogen receptor modulator (SERM), typically for 5years, has been demonstrated to reduce the risk of developing breast cancer in high-risk women by about 50%. A recent study reported that the selective estrogen receptor modulator raloxifene has similar benefits to tamoxifen in preventing breast cancer in high-risk women, with a more favorable side effect profile.


          Raloxifene is a SERM like tamoxifen; it has been shown (in the STAR trial) to reduce the risk of breast cancer in high-risk women equally as well as tamoxifen. In this trial, which studied almost 20,000 women, raloxifene had fewer side effects than tamoxifen, though it did permit more DCIS to form.


          Finasteride, a 5-alpha-reductase inhibitor, has been shown to lower the risk of prostate cancer, though it seems to mostly prevent low-grade tumors. The effect of COX-2 inhibitors such as rofecoxib and celecoxib upon the risk of colon polyps have been studied in familial adenomatous polyposis patients and in the general population. In both groups, there were significant reductions in colon polyp incidence, but this came at the price of increased cardiovascular toxicity.


          


          Genetic testing


          Genetic testing for high-risk individuals is already available for certain cancer-related genetic mutations. Carriers of genetic mutations that increase risk for cancer incidence can undergo enhanced surveillance, chemoprevention, or risk-reducing surgery. Early identification of inherited genetic risk for cancer, along with cancer-preventing interventions such as surgery or enhanced surveillance, can be lifesaving for high-risk individuals.


          
            
              	Gene

              	Cancer types

              	Availability
            


            
              	BRCA1, BRCA2

              	Breast, ovarian, pancreatic

              	Commercially available for clinical specimens
            


            
              	MLH1, MSH2, MSH6, PMS1, PMS2

              	Colon, uterine, small bowel, stomach, urinary tract

              	Commercially available for clinical specimens
            

          


          


          Vaccination


          Considerable research effort is now devoted to the development of vaccines to prevent infection by oncogenic infectious agents, as well as to mount an immune response against cancer-specific epitopes) and to potential venues for gene therapy for individuals with genetic mutations or polymorphisms that put them at high risk of cancer.


          As reported above, a preventive human papillomavirus vaccine exists that targets certain sexually transmitted strains of human papillomavirus that are associated with the development of cervical cancer and genital warts. The only two HPV vaccines on the market as of October 2007 are Gardasil and Cervarix.


          


          Screening


          Cancer screening is an attempt to detect unsuspected cancers in an asymptomatic population. Screening tests suitable for large numbers of healthy people must be relatively affordable, safe, noninvasive procedures with acceptably low rates of false positive results. If signs of cancer are detected, more definitive and invasive follow up tests are performed to confirm the diagnosis.


          Screening for cancer can lead to earlier diagnosis in specific cases. Early diagnosis may lead to extended life, but may also falsely prolong the lead time to death through lead time bias or length time bias.


          A number of different screening tests have been developed for different malignancies. Breast cancer screening can be done by breast self-examination, though this approach was discredited by a 2005 study in over 300,000 Chinese women. Screening for breast cancer with mammograms has been shown to reduce the average stage of diagnosis of breast cancer in a population. Stage of diagnosis in a country has been shown to decrease within ten years of introduction of mammographic screening programs. Colorectal cancer can be detected through fecal occult blood testing and colonoscopy, which reduces both colon cancer incidence and mortality, presumably through the detection and removal of pre-malignant polyps. Similarly, cervical cytology testing (using the Pap smear) leads to the identification and excision of precancerous lesions. Over time, such testing has been followed by a dramatic reduction of cervical cancer incidence and mortality. Testicular self-examination is recommended for men beginning at the age of 15years to detect testicular cancer. Prostate cancer can be screened using a digital rectal exam along with prostate specific antigen (PSA) blood testing, though some authorities (such as the US Preventive Services Task Force) recommend against routinely screening all men.


          Screening for cancer is controversial in cases when it is not yet known if the test actually saves lives. The controversy arises when it is not clear if the benefits of screening outweigh the risks of follow-up diagnostic tests and cancer treatments. For example: when screening for prostate cancer, the PSA test may detect small cancers that would never become life threatening, but once detected will lead to treatment. This situation, called overdiagnosis, puts men at risk for complications from unnecessary treatment such as surgery or radiation. Follow up procedures used to diagnose prostate cancer ( prostate biopsy) may cause side effects, including bleeding and infection. Prostate cancer treatment may cause incontinence (inability to control urine flow) and erectile dysfunction (erections inadequate for intercourse). Similarly, for breast cancer, there have recently been criticisms that breast screening programs in some countries cause more problems than they solve. This is because screening of women in the general population will result in a large number of women with false positive results which require extensive follow-up investigations to exclude cancer, leading to having a high number-to-treat (or number-to-screen) to prevent or catch a single case of breast cancer early.


          Cervical cancer screening via the Pap smear has the best cost-benefit profile of all the forms of cancer screening from a public health perspective as, being largely caused by a virus, it has clear risk factors (sexual contact), and the natural progression of cervical cancer is that it normally spreads slowly over a number of years therefore giving more time for the screening program to catch it early. Moreover, the test itself is easy to perform and relatively cheap.


          For these reasons, it is important that the benefits and risks of diagnostic procedures and treatment be taken into account when considering whether to undertake cancer screening.


          Use of medical imaging to search for cancer in people without clear symptoms is similarly marred with problems. There is a significant risk of detection of what has been recently called an incidentaloma - a benign lesion that may be interpreted as a malignancy and be subjected to potentially dangerous investigations. Recent studies of CT scan-based screening for lung cancer in smokers have had equivocal results, and systematic screening is not recommended as of July 2007. Randomized clinical trials of plain-film chest X-rays to screen for lung cancer in smokers have shown no benefit for this approach.


          Canine cancer detection has shown promise, but is still in the early stages of research.


          


          Epidemiology
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          Cancer epidemiology is the study of the incidence of cancer as a way to infer possible trends and causes. The first such cause of cancer was identified by British surgeon Percivall Pott, who discovered in 1775 that cancer of the scrotum was a common disease among chimney sweeps. The work of other individual physicians led to various insights, but when physicians started working together they could make firmer conclusions.


          A founding paper of this discipline was the work of Janet Lane-Claypon, who published a comparative study in 1926 of 500 breast cancer cases and 500 control patients of the same background and lifestyle for the British Ministry of Health. Her ground-breaking work on cancer epidemiology was carried on by Richard Doll and Austin Bradford Hill, who published "Lung Cancer and Other Causes of Death In Relation to Smoking. A Second Report on the Mortality of British Doctors" followed in 1956 (otherwise known as the British doctors study). Richard Doll left the London Medical Research Centre (MRC), to start the Oxford unit for Cancer epidemiology in 1968. With the use of computers, the unit was the first to compile large amounts of cancer data. Modern epidemiological methods are closely linked to current concepts of disease and public health policy. Over the past 50years, great efforts have been spent on gathering data across medical practise, hospital, provincial, state, and even country boundaries, as a way to study the interdependence of environmental and cultural factors on cancer incidence.


          Cancer epidemiology must contend with problems of lead time bias and length time bias. Lead time bias is the concept that early diagnosis may artificially inflate the survival statistics of a cancer, without really improving the natural history of the disease. Length bias is the concept that slower growing, more indolent tumors are more likely to be diagnosed by screening tests, but improvements in diagnosing more cases of indolent cancer may not translate into better patient outcomes after the implementation of screening programs. A similar epidemiological concern is overdiagnosis, the tendency of screening tests to diagnose diseases that may not actually impact the patient's longevity. This problem especially applies to prostate cancer and PSA screening.


          Some cancer researchers have argued that negative cancer clinical trials lack sufficient statistical power to discover a benefit to treatment. This may be due to fewer patients enrolled in the study than originally planned.


          State and regional cancer registries are organizations that abstract clinical data about cancer from patient medical records. These institutions provide information to state and national public health groups to help track trends in cancer diagnosis and treatment. One of the largest and most important cancer registries is SEER, administered by the US Federal government. Health information privacy concerns have led to the restricted use of cancer registry data in the United States Department of Veterans Affairs and other institutions.


          In some Western countries, such as the USA, and the UK cancer is overtaking cardiovascular disease as the leading cause of death. In many Third World countries cancer incidence (insofar as this can be measured) appears much lower, most likely because of the higher death rates due to infectious disease or injury. With the increased control over malaria and tuberculosis in some Third World countries, incidence of cancer is expected to rise; this is termed the epidemiologic transition in epidemiological terminology.


          Cancer epidemiology closely mirrors risk factor spread in various countries. Hepatocellular carcinoma ( liver cancer) is rare in the West but is the main cancer in China and neighbouring countries, most likely due to the endemic presence of hepatitis B and aflatoxin in that population. Similarly, with tobacco smoking becoming more common in various Third World countries, lung cancer incidence has increased in a parallel fashion.


          


          History
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          Today, the Greek term carcinoma is the medical term for a malignant tumor derived from epithelial cells. It is Celsus who translated carcinos into the Latin cancer, also meaning crab. Galen used "oncos" to describe all tumours, the root for the modern word oncology.


          Hippocrates described several kinds of cancers. He called benign tumours oncos, Greek for swelling, and malignant tumours carcinos, Greek for crab or crayfish. This name comes from the appearance of the cut surface of a solid malignant tumour, with the veins stretched on all sides as the animal the crab has its feet, whence it derives its name (see picture). He later added the suffix -oma, Greek for swelling, giving the name carcinoma. Since it was against Greek tradition to open the body, Hippocrates only described and made drawings of outwardly visible tumors on the skin, nose, and breasts. Treatment was based on the humor theory of four bodily fluids (black and yellow bile, blood, and phlegm). According to the patient's humor, treatment consisted of diet, blood-letting, and/or laxatives. Through the centuries it was discovered that cancer could occur anywhere in the body, but humor-theory based treatment remained popular until the 19th century with the discovery of cells.


          Our oldest description and surgical treatment of cancer was discovered in Egypt and dates back to approximately 1600 B.C. The Papyrus describes 8 cases of ulcers of the breast that were treated by cauterization, with a tool called "the fire drill." The writing says about the disease, "There is no treatment."


          Another very early surgical treatment for cancer was described in the 1020s by Avicenna (Ibn Sina) in The Canon of Medicine. He stated that the excision should be radical and that all diseased tissue should be removed, which included the use of amputation or the removal of veins running in the direction of the tumor. He also recommended the use of cauterization for the area being treated if necessary.


          In the 16th and 17th centuries, it became more acceptable for doctors to dissect bodies to discover the cause of death. The German professor Wilhelm Fabry believed that breast cancer was caused by a milk clot in a mammary duct. The Dutch professor Francois de la Boe Sylvius, a follower of Descartes, believed that all disease was the outcome of chemical processes, and that acidic lymph fluid was the cause of cancer. His contemporary Nicolaes Tulp believed that cancer was a poison that slowly spreads, and concluded that it was contagious.


          With the widespread use of the microscope in the 18th century, it was discovered that the 'cancer poison' spread from the primary tumor through the lymph nodes to other sites (" metastasis"). This view of the disease was first formulated by the English surgeon Campbell De Morgan between 1871 and 1874. The use of surgery to treat cancer had poor results due to problems with hygiene. The renowned Scottish surgeon Alexander Monro saw only 2 breast tumor patients out of 60 surviving surgery for two years. In the 19th century, asepsis improved surgical hygiene and as the survival statistics went up, surgical removal of the tumor became the primary treatment for cancer. With the exception of William Coley who in the late 1800s felt that the rate of cure after surgery had been higher before asepsis (and who injected bacteria into tumors with mixed results), cancer treatment became dependent on the individual art of the surgeon at removing a tumor. During the same period, the idea that the body was made up of various tissues, that in turn were made up of millions of cells, laid rest the humor-theories about chemical imbalances in the body. The age of cellular pathology was born.


          When Marie Curie and Pierre Curie discovered radiation at the end of the 19th century, they stumbled upon the first effective non-surgical cancer treatment. With radiation came also the first signs of multi-disciplinary approaches to cancer treatment. The surgeon was no longer operating in isolation, but worked together with hospital radiologists to help patients. The complications in communication this brought, along with the necessity of the patient's treatment in a hospital facility rather than at home, also created a parallel process of compiling patient data into hospital files, which in turn led to the first statistical patient studies.


          Cancer patient treatment and studies were restricted to individual physicians' practices until World War II, when medical research centers discovered that there were large international differences in disease incidence. This insight drove national public health bodies to make it possible to compile health data across practises and hospitals, a process that many countries do today. The Japanese medical community observed that the bone marrow of bomb victims in Hiroshima and Nagasaki was completely destroyed. They concluded that diseased bone marrow could also be destroyed with radiation, and this led to the discovery of bone marrow transplants for leukemia. Since WWII, trends in cancer treatment are to improve on a micro-level the existing treatment methods, standardize them, and globalize them as a way to find cures through epidemiology and international partnerships.


          


          Research


          Cancer research is the intense scientific effort to understand disease processes and discover possible therapies. The improved understanding of molecular biology and cellular biology due to cancer research has led to a number of new, effective treatments for cancer since President Nixon declared "War on Cancer" in 1971.
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          The Cane Toad (Bufo marinus), also known as the Giant Neotropical Toad or Marine Toad, is a large, terrestrial true toad native to Central and South America. It is a member of the subgenus Chaunus of the genus Bufo, which includes many different true toad species throughout Central and South America. The Cane Toad is a prolific breeder; females lay single-clump spawns with large numbers of eggs. Its reproductive success is partly because of opportunistic feeding: it has a diet, unusual among Anurans, of both dead and living matter. Adults average 10 to 15 centimetres (46in) in length; the largest recorded specimen weighed 2.65 kg (5.8lb) with a length of 38 cm (15in) from snout to vent.


          The Cane Toad has poison glands, and the tadpoles are highly toxic to most animals if ingested. Because of its voracious appetite, the Cane Toad has been introduced to many regions of the Pacific and the Caribbean islands as a method of agricultural pest control, notably failing in the case of Australia in 1935, and derives its common name from its use against the greyback cane beetle pests. The Cane Toad is now considered a pest in many of its introduced regions, because its toxic skin kills many native predators when ingested. It has many negative effects on farmers because of pets and animals eating the creatures.


          


          Taxonomy


          The common name of "Cane Toad" is derived from the original purpose of using it to eradicate pests in sugar cane crops. The Cane Toad has many other common names, including "Giant Toad" and "Marine Toad"; the former refers to their size, and the latter to the binomial name, Bufo marinus. It was one of the many species originally described by Linnaeus in his 18th century work Systema Naturae. Linnaeus based the specific epithet, marinus, on an illustration by Albertus Seba, who mistakenly believed the Cane Toad to inhabit both terrestrial and marine environments. Other common names include "Giant Neotropical Toad," "Dominican Toad," "Giant Marine Toad," and "South American Cane Toad." In Trinidadian English they are commonly called "Crapaud" (the French name for "toad").


          In Australia, the adults may be confused with species of the Limnodynastes, Neobatrachus, Mixophyes, and Notaden genera. These species can be readily distinguished from the Cane Toad by the lack of large parotoid glands behind their eyes. Cane toads have been confused with the Giant Burrowing Frog (Heleioporus australiacus), because both are large and warty in appearance; however, the Giant Burrowing Frog can be readily distinguished from the Cane Toad by its vertical pupils. Juvenile Cane Toads may be confused with species of the Uperoleia genus, because they all have large parotoid glands; juvenile Cane Toads can be distinguished from these species by the ridging around their eyes and the lack of bright colouring on their thighs.


          In the United States, the Cane Toad closely resembles many Bufonid species. In particular, it could be confused with the Southern toad (Bufo terrestris) and Fowler's toad (Bufo fowleri). The Southern Toad can be distinguished by the presence of two bulbs in front of the parotoid glands, and the Fowler's Toad has a pale, cream-white stripe that runs down the dorsal surface; the Cane Toad lacks this stripe.


          It is possible to confuse the Cane Toad with the Rococo Toad (Bufo schneideri), sometimes referred to as Schneider's Toad, whose range overlaps that of the Cane Toad. The Rococo Toad grows to nearly the same size but has additional poison glands on its back legs which can be used to reliably identify it. Within its native range, the Cane Toad can be distinguished from the other true toads by the shape of its paratoid glands and the arrangement of the ridges on its head.


          


          Description
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          The Cane Toad is very large; the females are larger than males, reaching an average length of 1015 centimetres (46in), and much longer in some cases. "Prinsen", a toad kept as a pet in Sweden, is listed by the Guinness Book of Records as the largest recorded specimen. It reportedly weighed 2.65 kilograms (5.84lb) and measured 38 centimetres (15in) from snout to vent, or 54 centimetres (21in) when fully extended. (3lb). They have a life expectancy of 10 to 15 years in the wild and as long as 20 years in captivity.


          The skin of the Cane Toad is dry and warty. It has distinct ridges above the eyes which run down the snout. Cane Toads can be grey, brown, red-brown or olive in colour, with varying patterns. A large parotoid gland lies behind each eye. The ventral surface is cream and may have blotches in shades of black or brown. The pupils are horizontal and the irises golden. The toes have a fleshy webbing at their base, and the fingers are free of webbing.


          Juvenile Cane Toads are much smaller than adult cane toadsonly 5 to 10 millimetres (0.20.4in) long. Typically, they have smooth, dark skin, although some specimens have a red wash. Juveniles lack the adults' large parotoid glands, so they are usually less poisonous. Because they lack this key defence, it is estimated that only 0.5% of metamorph Cane Toads reach adulthood. The tadpoles are small and uniformly black. They are bottom-dwellers and congregate around plants forming schools. Tadpoles reach 27 millimetres (1in) in length but are smallerup to 22 millimetres (0.9in)under overcrowded conditions.


          


          Ecology, behaviour and life history


          Adult Cane Toads possess enlarged parotoid glands behind the eyes and other glands across the back. When threatened, the Cane Toad secretes a milky-white fluid known as bufotoxin from these glands. Bufotoxin contains components that are toxic to many animals. There are many reported deaths of animals and even reported deaths of humans, after consumption of Cane Toads. A Cane Toad is capable of inflating its lungs, puffing up and lifting its body off the ground to appear taller and larger to a predator.


          Most frogs identify prey by their movements; Cane Toads can also locate food using their sense of smell. They are therefore not limited to living prey and can eat plants, carrion, dog food and household refuse apart from the normal frog prey of small vertebrates and a range of invertebrates. They are active primarily at night and can range far from water.


          The common name of "Marine Toad", and the scientific name Bufo marinus, suggest a link to marine life; however, there is no such link. Adult Cane Toads are entirely terrestrial, venturing to fresh water to breed, and tadpoles have been found to only tolerate salt concentrations equivalent to 15% that of sea water. Both eggs and tadpoles are toxic to many animals. This toxic protection remains at all life stages and very young cane toads kill small reptiles that eat them. Cane Toads inhabit open grassland and woodland, generally avoiding heavily forested areas; this inhibits their spread in many of the regions in which they were introduced.


          Many species prey on the Cane Toad in its native distribution. These include the Broad-snouted Caiman (Caiman latirostris), the Banded Cat-eyed Snake (Leptodeira annulata), the eel (family: Anguillidae), various species of killifish, the Jungle Perch (Kuhila rubestris), some species of catfish (order: Siluriformes) and some species of ibis (subfamily: Threskiornithinae). Predators outside the Cane Toad's native range include the Whistling Kite (Haliastur sphenurus), the Rakali (Hydromys chrysogaster), the Black Rat (Rattus rattus) and the Water Monitor (Varanus salvator). Occasional cases of the Tawny Frogmouth (Podargus strigoides) and the Papuan Frogmouth (Podargus papuensis) and afuran snakes (Acrochordus arafurae) feeding on Cane Toads have been reported. These predators possess either a tolerance to the Cane Toad's toxins or behavioural adaptations that allow them to avoid the most poisonous areas of the frog as they hunt and consume it.


          


          Poison


          Bufotenin, one of the chemicals excreted by the Cane Toad, is classified as a Class 1 drug under Australian drug laws. This is the same classification as heroin and marijuana. It is thought that the effects of bufotenin are similar to that of mild poisoning; the stimulating effect, which includes mild hallucinations, lasts for less than one hour. Since the Cane Toad excretes bufotenin in very small amounts, and other toxins in relatively large amounts, toad licking could result in serious illness or death.


          


          Distribution


          The Cane Toad is native to the Americas, from the Rio Grande Valley in southern Texas to central Amazon and south-eastern Peru. This range includes both tropical and semi- arid environments. The density of the Cane Toad within its native distribution is significantly lower than that of its introduced distribution. In South America, it is recorded at densities of 20 adults per 100 metres of shoreline, but in Australia the density reaches 1,0002,000 adults over the same area.The Cane Toad was originally brought to Australia to eat the Cane grub.


          


          Introductions


          The Cane Toad has been introduced to many regions of the world, particularly the Pacific, for the biological control of agricultural pests. Up until 184, Cane Toads had been introduced into Martinique, Barbados and Jamaica. They were unsuccessfully introduced into Jamaica to control the rat population.


          In 1920, Cane Toads were introduced into Puerto Rico to control the populations of white-grub (Phyllophaga spp.), a pest of sugar cane. By 1932, the Cane Toad was well established on the island, and the populations of white-grubs were dramatically decreased. The decrease in the white-grub population was attributed to the Cane Toad, although there may have been other factors. The six year period after 1931 (when the Cane Toad was most prolific, and the white-grub saw dramatic decline) recorded the highest ever rainfall for Puerto Rico. However, the assumption that the Cane Toad controlled the white-grub led to the large scale introductions throughout many parts of the Pacific.


          There are introduced populations in Australia, Florida, Papua New Guinea, the Philippines, the Ogasawara and Ryukyu Islands of Japan, most Caribbean islands and many Pacific islands, including Hawaii and Fiji. Cane Toads were introduced into Fiji to combat insects which infest sugar cane plantations. The introductions generally failed to control the targeted pests, most of which were later controlled by the use of insecticides. Since then, the Cane Toad has become a pest in the host countries, posing a serious threat to native animals. The introduction of the Cane Toad has had a particularly great effect on Australian biodiversity. This is probably because of the large number of species that the Cane Toad successfully competes with and the large areas of open grassland and open woodland.


          The Cane Toad was successfully introduced into New Guinea to control the hawk moth larvae, which were eating the sweet potato crops. Cane Toads have since become abundant in rural and urban regions and have not penetrated the forested areas; because most of the native wildlife is restricted to forested areas, the Cane Toad has not caused significant environmental problems.


          


          Australia


          The cane toad in Australia is regarded as an exemplary case of a " feral species" -- others being rabbits, foxes, cats, and Giant Mimosa. The island-continent's relative isolation prior to European colonisation and the industrial revolution -- both of which dramatically increased traffic and importation of novel species -- allowed development of a complex, interdepending system of ecology, but one which provided no natural predators for many of the species subsequently introduced. The recent, sudden inundation of foreign species has led to severe breakdowns in Australian ecology, after overwhelming proliferation of a number of introduced species for which the continent has no efficient natural predator or parasite, and which displace native species -- in some cases these species are physically destructive to habitat as well.
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          Cane Toads were introduced to Australia from Hawaii in June 1935 in an attempt to control the native Cane Beetle (Dermolepida albohirtum). They bred immediately in captivity, and by August 1935 more than 3,000 young toads were released in areas around Cairns, Gordonvale and Innisfail in northern Queensland. More toads were released around Ingham, Ayr, Mackay and Bundaberg. Releases were temporarily limited because of environmental concerns but resumed in other areas after September 1936. Since their release, toads have rapidly multiplied in population and now number over 200 million and have been known to spread diseases affecting local biodiversity. The toads have steadily expanded their range through Queensland, reaching the border with New South Wales in 1978 and the Northern Territory in 1984. The toads on the western frontier of their advance have evolved larger legs; this is thought to be related to their ability to travel farther. As a consequence of their longer legs, larger bodies, and faster movement, about 10% of the leading edge Cane Toads have also developed arthritis. It is estimated that Cane Toads migrate at an average of 40 kilometres (25mi) per year.


          The long-term impact of toads on the Australian environment is difficult to determine. Precipitous declines in populations of the Northern Quoll (Dasyurus hallucatus) have been observed after toads have invaded an area. There are a number of reports of declines in goanna and snake populations after the arrival of toads. The preliminary risk assessment of Cane Toads in Kakadu National Park stated that the predation of the Cane Toad by native wildlife is the greatest risk to biodiversity. Other factors, such as competition with native wildlife for resources, and the predation of the Cane Toad on native wildlife, were considered much lower risk factors. In the Northern Territory, goanna predation on cane toads has been linked to a rise in the amount of undamaged salt water crocodile eggs. Cane toads were present within a few days of the crocodiles hatching in April, 2007.


          Numerous native species have been reported as successfully preying on toads. Some birds, such as the Black Kite (Milvus migrans), have learned to attack the toad's belly, avoiding the poison producing glands on the back of the head. Reports in the Northern Territory suggest that a native frog, Dahl's Tree Frog (Litoria dahlii), is able to eat the tadpoles and live young of the toad without being affected by the poison that often kills other predators. This is believed to account for slower than expected infestations of toads in certain areas of the Northern Territory. Some snakes have been reported to have evolved smaller jaws so that they are unable to swallow large Cane Toads which have large quantities of poison. Another study, however, notes that the Cane Toad is adapting to a wider environmental range and may in the future be spreading into habitats currently not available.


          As of 2005, ultraviolet light which attracts the moths the toads love has been used to lure and capture Cane Toads for extermination. In June 2006, the University of Queensland announced research into a gene to reverse the sex of female Cane Toads. This would lead to a population of males, and thus eliminate the population.


          


          In popular culture


          The introduction and migration of the Cane Toad in Australia was popularised by the film Cane Toads: An Unnatural History (1988), which tells the tale with a humorous edge and is often shown in Environmental Science courses. Don Spencer, a popular children's entertainer, sang the song " Warts 'n' All", which was used in the documentary.


          The toxic skin is regarded by some as a useful drug, and has been smoked to obtain its hallucinogenic effects.
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          In Australia, attempts have been made to make use of dead Cane Toads, which can number in the thousands and cause hygiene problems. This includes processing the carcasses into liquid fertilisers. Their skin can be made into leather, and comical cane-toad purses, or coin-purses, retaining the toad fore-body, are sometimes seen (eg see accompanying photo). Cane toads have also been known to be a significant source of food for humans in their native environment; cane toads are cooked by skinning them and taking out the internal organs (including the poisonous glands), and then roasting them. Many people who have eaten cane toads say they are like chicken except with a drier taste.


          In Australian states where the Cane Toad is common, some rather cruel 'sports' have developed, such as Cane Toad golf and Cane Toad cricket, where cane toads are used as balls. In April 2005, Dave Tollner, a Northern Territory Member of Parliament, called for legalisation of attacking Cane Toads. This was criticized by many animal and conservation groups who claim freezing is a more humane way to kill cane toads than hitting them with cricket bats. The short film " Cane Toad - What happened to Baz?" displays an Australian attitude towards the Cane Toad. This film won the "Best Comedy" award at the 2003 St Kilda Film Festival. The film relies on humour which Australians especially connect with, and screenings in overseas festivals have been less well received.


          The Cane Toad has been listed by the National Trust of Queensland as a state icon of Queensland, alongside the Great Barrier Reef, and past icons, the Royal Flying Doctor Service and the backyard mango tree (also an introduced species).


          Cane Toad is also a colloquial term for an inhabitant of Queensland, particularly the state's State of Origin football team members and supporters.


          In an episode of The Simpsons entitled " Bart vs. Australia", Bart Simpson tries to bring a bullfrog into Australia only to find that foreign organisms are not permitted through customs. He decides to leave the frog at a fountain in the airport but the frog quickly escapes through an open window. Throughout the rest of the episode, bullfrogs are seen rapidly multiplying and becoming an overall nuisance. By the end of the episode, as the Simpsons escape the American consulate via helicopter, the entire continent is shown to be overrun with frogs.


          
            Retrieved from " http://en.wikipedia.org/wiki/Cane_Toad"
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          Coordinates:


          Canterbury ( pronunciation; IPA: /ˈkntəbɹ̩i/) is a city in eastern Kent in the South East region of England. It lies on the River Stour, and along with the towns of Whitstable and Herne Bay is in the local government district of the City of Canterbury.


          Originally a Celtic settlement, it was renamed Durovernum Cantiacorum by the Roman conquerors in the first century AD. After the Kingdom of Kent's conversion to Christianity in 597, St Augustine founded an episcopal see in the city and became the first Archbishop of Canterbury, a position that now heads the Church of England and the worldwide Anglican Communion. Thomas Becket's murder at Canterbury Cathedral in 1170 led to the cathedral becoming a place of pilgrimage for Christians worldwide. This pilgrimage provided the theme for Geoffery Chaucer's 14th-century literary classic the Canterbury Tales. The literary heritage continued with the birth of the playwright Christopher Marlowe in the city in the 16th century.


          Many historical structures remain in the city, including a city wall founded in Roman times and rebuilt in the 14th century, the ruins of St Augustine's Abbey and a Norman castle, and perhaps the oldest school in England, The King's School. Modern additions include the University of Kent, Canterbury Christ Church University, the Marlowe Theatre, and the St Lawrence Ground, home to Kent County Cricket Club.


          


          History


          


          Early history
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          The Canterbury area has been inhabited since prehistoric times. Lower Paleolithic axes, and Neolithic and Bronze Age pots have been found in the area. Canterbury was first recorded as the main settlement of the Celtic tribe, the Cantiaci, which inhabited most of Kent. In the first century AD, the Romans captured the settlement, and named it Durovernum Cantiacorum, meaning "stronghold of the Cantiaci by the alder grove". The Romans rebuilt the town, with new streets in a grid pattern, a theatre, a temple, a forum and public baths. In the late third century, to defend against attack from barbarians, the Romans built around the town an earth bank and a wall with seven gates, which enclosed an area of 130acres (53ha).


          After the Romans left Britain in 410AD, Durovernum Cantiacorum was abandoned, apart from a few farmers, and gradually decayed. Over the next 100years, a Saxon community formed within the city walls, as Jutish refugees arrived and intermarried with the locals. The Saxons named the town Cantwaraburh, meaning "Kent people's stronghold". In 597 AD, Pope Gregory the Great sent Augustine to convert King thelberht of Kent to Christianity. After the conversion, Canterbury, as a Roman town, was chosen by Augustine as the centre for an episcopal see in Kent, and an abbey and cathedral were built. Augustine thus became the first Archbishop of Canterbury. The town's new importance led to its revival, and trades developed in pottery, textiles and leather. By 630, gold coins were being struck at the Canterbury mint. In 672 the Synod of Hertford gave the see of Canterbury authority over the entire English Church.


          In 842 and 851, Canterbury suffered great loss of life during Danish raids. In 978, Archbishop Dunstan refounded the abbey built by Augustine, and named it St Augustine's Abbey. A second wave of Danish attacks began in 991, and in 1011 the cathedral was burnt and Archbishop Alphege was killed. Remembering the destruction caused by the Danes, the inhabitants of Canterbury did not resist William the Conqueror's invasion in 1066. William immediately ordered a wooden motte-and-bailey castle to be built by the Roman city wall. In the early 12th century, the castle was rebuilt with stone.


          After the murder of Archbishop Thomas  Becket at the cathedral in 1170, Canterbury became one of the most notable towns in Europe, as pilgrims from all parts of Christendom came to visit his shrine. This pilgrimage provided the framework for Geoffrey Chaucer's 14th-century collection of stories, The Canterbury Tales.


          [bookmark: 14th.E2.80.9317th_centuries]


          14th17th centuries


          
            [image: Huguenot weavers' houses near the High Street]

            
              Huguenot weavers' houses near the High Street
            

          


          The Black Death hit Canterbury in 1348. At 10,000, Canterbury had the 10th largest population in England; by the early 16th century, the population had fallen to 3,000. In 1363, during the Hundred Years' War, a Commission of Inquiry found that disrepair, stone-robbing and ditch-filling had led to the Roman wall becoming eroded. Between 1378 and 1402, the wall was virtually rebuilt, and new wall towers were added. In 1381, during the Peasants' Revolt, the castle and Archbishop's Palace were sacked, and Archbishop Sudbury was beheaded in London. Sudbury is still remembered annually by the Christmas mayoral procession to his tomb at Canterbury Cathedral. In 1413 Henry IV became the first and only sovereign to be buried at the cathedral. In 1448 Canterbury was granted a City Charter, which gave it a mayor and a high sheriff; the city still has a Lord Mayor and Sheriff. In 1504 the cathedral's main tower, the Bell Harry Tower, was completed, ending 400years of building.


          During the Dissolution of the Monasteries, the city's priory, nunnery and three friaries were closed. St Augustine's Abbey, the 14th richest in England at the time, was surrendered to the Crown, and its church and cloister were levelled. Thomas Becket's shrine was demolished and all the gold, silver and jewels were removed to the Tower of London, and Becket's images, name and feasts were obliterated throughout the kingdom, ending the pilgrimages. The rest of the abbey was dismantled over the next 15years, although part of the site was converted to a palace.


          By the 17th century, Canterbury's population was 5,000; of whom, 2,000 were French-speaking Protestant Huguenots, who had begun fleeing persecution and war in the Spanish Netherlands in the mid-16th century. The Huguenots introduced silk weaving into the city, which by 1676 had outstripped wool weaving.


          In 1647, during the English Civil War, riots broke out when Canterbury's puritan mayor banned church services on Christmas Day. The rioters' trial the following year led to a Kent revolt against the Parliamentarian forces, contributing to the start of the second phase of the war. However, Canterbury surrendered peacefully to the Parliamentarians after their victory at the Battle of Maidstone.
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          By 1770 the castle had come into disrepair, and many parts of the castle were demolished during the late 18th century and early 19th century. In 1787 all the gates in the city wall, except for Westgate the city jail, were demolished as a result of a commission that found them impeding to new coach travel. By 1820 the city's silk industry had been killed by imported Indian muslins. The Canterbury and Whitstable Railway, the world's first passenger railway, was opened in 1830. Between 1830 and 1900, the city's population grew from 15,000 to 24,000.


          During the First World War, a number of barracks and voluntary hospitals were set up around the city, and in 1917 a German bomber crash-landed near Broad Oak Road. During the Second World War, 10,445bombs dropped during 135 separate raids destroyed 731 homes and 296 other buildings in the city, including the Simon Langton Grammar Schools, and 115people were killed. The most devastating raid was on 1 June 1942 during the Baedecker Blitz.


          Before the end of the war, architect Charles Holden drew up plans to redevelop the city centre, but locals were so opposed that the Citizens' Defence Association was formed and swept to power in the 1945 municipal elections. Post-war rebuilding of the city centre eventually began 10years after the war. A ring-road was constructed outside the city walls some time after in stages to alleviate growing traffic problems in the city centre, which was later pedestrianised. The biggest expansion to the city occurred in the 1960s, with the arrival of the University of Kent at Canterbury and Christ Church College.


          The 1980s saw visits from Pope John Paul II and Queen Elizabeth II, and the beginning of the annual Canterbury Festival. Between 1999 and 2005, the Whitefriars shopping centre underwent major redevelopment. In 2000, during the redevelopment, a major archaeological project took place, known as the Big Dig, which was supported by Channel Four's Time Team.


          


          Governance


          Since 1987, the Member of Parliament for the Canterbury constituency, which includes Whitstable, has been the Conservative Julian Brazier. At the 2005 general election, the Conservatives won a majority of 7,471 and 44.4% of the vote in the Canterbury constituency. Labour won 28.7% of the vote, Liberal Democrats 21.1%, the Green Party 3.2%, United Kingdom Independence Party 1.9%, and the Legalise Cannabis Alliance 0.7%.


          Canterbury, along with Whitstable and Herne Bay, is in the City of Canterbury local government district. The city's urban area consists of the six electoral wards of Barton, Harbledown, Northgate, St Stephens, Westgate, and Wincheap. These wards have fifteen of the fifty seats on the Canterbury City Council. As of May 2008, eleven of those seats were held by the Liberal Democrats, three by the Conservatives and one was vacant.


          The city became a county corporate in 1461, and later a county borough under the Local Government Act 1888. In 1974 it lost its status as the smallest county borough in England, after the Local Government Act 1972, and came under the control of Kent County Council.


          


          Geography
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          Canterbury is located at (51.275, 1.087) in east Kent, about 55miles (89km) east-southeast of London. The coastal towns of Herne Bay and Whitstable are 6miles (10km) to the north, and Faversham is 8miles (13km) to the northwest. Nearby villages include Rough Common, Sturry and Tyler Hill. The civil parish of Thanington Without is to the southwest; the rest of the city is unparished. Harbledown, Wincheap and Hales Place are suburbs of the city.


          The city is on the River Stour or Great Stour, flowing from its source at Lenham north-east through Ashford to the English Channel at Sandwich. The river divides south east of the city, one branch flowing though the city, the other around the position of the former walls. The two branches rejoin or are linked several times, but finally recombine around the town of Fordwich, on the edge of the marshland north east of the city. The Stour is navigable on the tidal section to Fordwich, although above this point canoes and other small craft can be used. Punts are available for hire in Canterbury.


          The geology of the area consists mainly of brickearth overlying chalk. Tertiary sands overlain by London clay form St. Thomas's Hill and St. Stephen's Hill about a mile northwest of the city centre.


          


          Demography


          

          As of the 2001 UK census, the total population of the city's urban area wards was 43,432.


          Residents of the city had an average age of 37.1years, younger than the 40.2% average throughout the district and the 38.6average for England. Of the 17,536 households, 35% were one-person households, 39% were couples, 10% were lone parents, and 15% other. Of those aged1674 in the city, 27% had a higher education qualification, higher than the 20% national average.


          Compared with the rest of England, the city had an above-average proportion of foreign-born residents, at around 12%. Ninety-five percent of residents were recorded as white; the largest minority group was recorded as Asian, at 1.8% of the population. Religion was recorded as 68.2% Christian, 1.1% Muslim, 0.5% Buddhist, 0.8% Hindu, 0.2% Jewish, and 0.1% Sikh. The rest either had no religion, an alternative religion, or did not state their religion.
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          Economy


          Canterbury district retains approximately 4,761businesses, up to 60,000full- and part-time employees and worth 1.3billion in 2001. This makes the district the second largest economy in Kent. Unemployment in the city has dropped significantly since 2001 owing to the opening of the Whitefriars shopping complex which introduced thousands of job opportunities. In April 2008, the Archbishop of Canterbury, Dr Rowan Williams, controversially demanded that salary caps should be implemented to curb the pay of the rich in an attempt to manage to growth of the economy. The city's economy benefits mainly from significant economic projects such as the Canterbury Enterprise Hub, Lakesview International Business Park and the Whitefriars retail development. Tourism contributes 258M to the Canterbury economy and has been a "cornerstone of the local economy" for a number of years; Canterbury Cathedral alone generates over one million visitors a year.


          


          Culture


          


          Landmarks


          Canterbury Cathedral is the Mother Church of the Anglican Communion and seat of the Archbishop of Canterbury. Founded in 597AD by St. Augustine, it forms a World Heritage Site, along with the Saxon St. Martin's Church and the ruins of St Augustine's Abbey. With one million visitors per year, it is one of the most visited places in the country. Services are held at the Cathedral three or more times a day.


          Surviving structures from the Roman times include Queningate, a blocked gate in the city wall, and the Dane John Mound, once part of a Roman cemetery. The Dane John Gardens were built beside the mound in the 18th century, and a memorial was placed on the mound's summit. A windmill was on the mound between 1731 and 1839.


          The ruins of the Norman Canterbury Castle and St Augustine's Abbey are both open to the public. The medieval St Margaret's Church now houses the "The Canterbury Tales", in which life-sized character models reconstruct Geoffrey Chaucer's stories. The Westgate is now a museum relating to its history as a jail, and the medieval church of St Alphege is now the Canterbury Environment Centre. The Old Synagogue at Canterbury, now the King's School Music Room, is one of only two Egyptian Revival synagogues still standing. The city centre contains many timber-framed 16th- and 17th -century houses, including the "Old Weaver's House" used by the Hugenots. St Martin's Mill is the only surviving mill out of the six known to have stood in Canterbury. It was built in 1817 and worked until 1890; it is now a house conversion.


          


          Theatres
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          The town's theatre and concert hall is the Marlowe Theatre named after Christopher Marlowe who was born in the city in Elizabethan times. He was baptised in the city's St George's Church, which was destroyed during the Second World War. The old Marlowe Theatre was located in St Margaret's Street and housed a repertory theatre. Another theatre  the Gulbenkian  also serves the city and can be found at the University of Kent. Theatrical performances take place at several areas of the city, for instance the Cathedral and St Augustine's Abbey. The premiere of Murder in the Cathedral by T. S. Eliot took place at Canterbury Cathedral. The oldest surviving Tudor theatre in Canterbury is now Casey's Bar, formerly known as The Shakespeare Pub. There are several theatre groups based in Canterbury, including the University of Kent Students' Union's T24 Drama Society.


          


          Music


          The city gave its name to a musical genre known as the Canterbury Sound or Canterbury Scene, a group of progressive rock, avant-garde and jazz musicians based around the city during the late 1960s and early 1970s. The two most notable Canterbury bands were Soft Machine and Caravan. Over the years, with band membership changes and new bands evolving, the term has been used to describe a musical style or subgenre, rather than a regional group of musicians.


          The University of Kent has hosted concerts by bands including Led Zeppelin and The Who. During the late seventies and early eighties the Canterbury Odeon hosted a number of major acts, including The Cure and Joy Division. The Marlowe Theatre is also used for many musical performances, such as Don McLean in 2007, and Fairport Convention in 2008.


          


          Sport
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          St Lawrence Ground is notable as one of the two grounds used regularly for first-class cricket that have a tree within the boundary (the other is Pietermaritzburg cricket ground in South Africa). It is the home ground of Kent CCC and has hosted several England games.


          Canterbury City F.C. reformed in 2007 as a Community interest company and the mens team competed in the Kent County League Division Two (East) in 2007/08. The previous incarnation of the club folded in 2001. Canterbury's Rugby Football Club were founded in 1926 and became the first East Kent club to achieve National League status when they were promoted to the National League Division 3 South in 2006.


          The Tour de France has visited the city twice. In 1994 the tour passed through, and in 2007 it held the finish for Stage 1. Canterbury Hockey Club is one of the largest clubs in the country, often succeeding to top the English leagues in all age and sex categories. Former Olympic gold medal winner Sean Kerly is one of their coaches.


          Sporting activities for the public are provided at the Kingsmead Leisure Centre, which has a 33-metre (108ft) swimming pool and a sports hall for football, basketball, and badminton.


          


          Transport


          


          Railway
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          Canterbury was the terminus of the Canterbury and Whitstable Railway (known locally as the Crab and Winkle line) which was a pioneer line, opened on 3 May 1830, and finally closed in 1953. Despite claims by the Stockton and Darlington Railway, the Canterbury and Whitstable was the first regular passenger steam railway in the world. The first station in Canterbury was at North Lane.


          Today, Canterbury has two railway stations, Canterbury West and Canterbury East, both operated by Southeastern. Canterbury West station, on the South Eastern Railway from Ashford, was opened on 6 February 1846, and on 13 April the line to Ramsgate was completed. Canterbury West is served primarily from London Charing Cross with limited services from Victoria as well as by trains to Ramsgate and Margate. Canterbury East, the more central of the two stations, was opened by the London, Chatham and Dover Railway on 9 July 1860. Services from London Victoria stop at Canterbury East (journey time around 88minutes) and continue to Dover. A fourth station in Canterbury was Canterbury South on the Elham Valley Railway, which opened in 1890 and closed in 1947. Faster services are promised from 2009 with the introduction of high speed trains. It is expected the journey time will be reduced by 35-40minutes when travelling to London.


          


          Road


          Canterbury is by-passed by the A2 London to Dover Road. It is about 45miles (72km) from the M25 London orbital motorway, and 61miles (98km) from central London. The other main road through Canterbury is the A28 from Ashford to Ramsgate and Margate. The City Council has invested heavily in Park-and-Ride systems around the City's outskirts and there are three sites: at Wincheap, New Dover Road and Sturry Road. There are plans to build direct access sliproads to and from the London directions of the A2 where it meets the congested Wincheap (at present there are only slips from the A28 to and from the direction of Dover) to allow more direct access to Canterbury from the A2, but these are currently subject to local discussion. The hourly National Express coach service to and from Victoria Coach Station, which leaves from the main bus station, is typically scheduled to take two hours.


          


          Education


          
            [image: The gate which once led to Saint Augustine's Abbey now leads to part of the King's School]

            
              The gate which once led to Saint Augustine's Abbey now leads to part of the King's School
            

          


          The city has many students as it is home to several Higher Education institutions and colleges; at the 2001 census, 22% of the population aged1674 were full-time students, compared with 7% throughout England. The University of Kent's main campus is situated over 300acres (121ha) on St. Stephen's Hill, a mile north of Canterbury city centre. Formerly called the University of Kent at Canterbury, it was founded in 1965, with a smaller campus opened in 2000 in the town of Chatham. As of 2007, it had around 16,000 students. Canterbury Christ Church University was founded as a teacher training college in 1962 by the Church of England. In 1978 its range of courses began to expand into other subjects, and in 1995 it was given the power to become a University college. In 2005 it was granted full university status, and as of 2007 it had around 15,000 students. The University College for the Creative Arts has a campus at Canterbury, and near the University of Kent is the Franciscan International Study Centre, a place of study for the worldwide Franciscan Order. Chaucer College is an independent college for Japanese and other students within the campus of the University of Kent. There is also the Further Education institution, Canterbury College.


          Independent secondary schools include St Edmund's School, Kent College, and what is often described as the oldest school in England, The King's School. St. Augustine established a school shortly after his arrival in Canterbury in 597, and it is from this that some claim The Kings School grew. Although, the documented history of the school only began after the Dissolution of the Monasteries in the 16th century, when the school acquired its present name, referring to Henry VIII.


          The city's secondary grammar schools are Barton Court Grammar School, Simon Langton Grammar School for Boys and Simon Langton Girls' Grammar School; all of which in 2007 had over 96% of their pupils gain five or more GCSEs at grades A* to C, including English and maths. The non-selective state secondary schools are The Canterbury High School, St Anselm's Catholic School, the Church of England's Archbishop's School, and Chaucer Technology School; all of which in 2007 had less than 30% of their pupils gain five or more GCSEs at grades A* to C including English and maths, except for the Archbishop's School which achieved 55%.


          Twin towns


          Canterbury is twinned with the following city:
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              	Canterbury Cathedral, St. Augustine's Abbey, and St. Martin's Church*
            


            
              	UNESCO World Heritage Site
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              	StateParty

              	[image: ] United Kingdom of Great Britain and Northern Ireland
            


            
              	Type

              	Cultural
            


            
              	Criteria

              	i, ii, vi
            


            
              	Reference

              	495
            


            
              	Region

              	Europe
            


            
              	Inscription history
            


            
              	Inscription

              	1988 (12th Session)
            


            
              	* Name as inscribed on World Heritage List.

               Region as classified by UNESCO.
            

          


          Canterbury Cathedral in Canterbury, Kent, is one of the oldest and most famous Christian structures in England and forms part of a World Heritage Site. It is the cathedral of the Archbishop of Canterbury, leader of the Church of England and the worldwide Anglican Communion. Its formal title is the Cathedral and Metropolitical Church of Christ at Canterbury.


          


          History


          


          Foundation by Augustine


          Canterbury Cathedral's first Archbishop was St. Augustine of Canterbury, previously abbot of St. Andrew's Benedictine Abbey in Rome. He was sent by Pope Gregory the Great in AD 597 as a missionary to the Anglo-Saxons. The cathedral was founded by Augustine in 602 AD and dedicated to St. Saviour.


          The Venerable Bede The Ecclesiastical History of the English People. Archaeological investigations under the nave floor in 1993 revealed the foundations of the original Saxon Cathedral, which had been built across a former Roman road.


          Augustine also founded a Benedictine Abbey of St. Peter and Paul outside the city walls. This was later rededicated to St. Augustine himself and was for many centuries the burial place of the successive archbishops. The abbey is part of the World Heritage Site of Canterbury, along with the ancient Church of St. Martin.
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          Later Saxon and Viking periods


          A second building, a baptistry or mausoleum, was built on the same axis as the cathedral by Archbishop Cuthbert (740-758) and dedicated to St. John the Baptist.


          Two centuries later, Oda (941-958) renewed the building, greatly lengthening the nave.


          During the reforms of Archbishop St. Dunstan (c909-988), a Benedictine Abbey named Christ Church Priory was added to the cathedral. But the formal establishment as a monastery seems to date to c.997 and the community only became fully monastic from Lanfranc's time onwards (with Monastic Constitutions addressed by him to prior Henry). St. Dunstan was buried on the south side of the High Altar.


          The Saxon cathedral was badly damaged during Danish raids on Canterbury in 1011. Lyfing (1013-1020) and Aethelnoth (1020-1038) added a western apse as an oratory of St. Mary.


          Priors of Christ Church Priory included John of Sittingbourne (elected 1222, previously a monk of the priory) and William Chillenden, (elected 1264, previously monk and treasurer of the priory). (A list of priors may be found at here.) The monastery was granted the right to elect their own prior if the seat was vacant by the pope, and - from Gregory IX onwards - the right to a free election (though with the archbishop overseeing their choice). Monks of the priory have included thelric I, thelric II, Walter d'Eynsham, Reginald fitz Jocelin (admitted as a confrater shortly before his death), Nigel de Longchamps and Ernulf. The monks often put forward candidates for Archbishop of Canterbury, either from among their number or outside, since the archbishop was nominally their abbot, but this could lead to clashes with the king and/or pope should they put forward a different man - examples are the elections of Baldwin of Exeter and Thomas Cobham.


          


          Norman period


          After the Norman conquest in 1066, Lanfranc (1070-1077) became the first Norman archbishop. He thoroughly rebuilt the ruined Saxon cathedral in a Norman design based strong on the Abbey of St.Etienne in Caen, of which he had previously been abbot. The new cathedral was dedicated in 1077.


          Archbishop St. Anselm (1093-1109) greatly extended the Quire to the east to give sufficient space for the monks of the greatly revived monastery. Beneath it he built the large and elaborately decorated crypt, which is the largest of its kind in England.


          Though named for the 7th-century founding archbishop, The Chair of St. Augustine may date from the Norman period. Its first recorded use is in 1205.
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          Martyrdom of Thomas Becket


          A pivotal moment in the history of Canterbury Cathedral was the murder of Thomas Becket in the north-east transept on Tuesday 29 December 1170 by knights of King Henry II. The king had frequent conflicts with the strong-willed Becket and is said to have exclaimed in frustration, "Who will rid me of this turbulent priest?" The knights took it literally and murdered Becket in his own cathedral. Becket was the second of four archbishops of Canterbury who were murdered (see also Alphege).


          Following a disastrous fire of 1174 which destroyed the entire eastern end, William of Sens rebuilt the choir with an important early example of the Early English Gothic design, including high pointed arches, flying buttresses, and rib vaulting. Later, William the Englishman added the Trinity Chapel as a shrine for the relics of St. Thomas the Martyr. The Corona ('crown') Tower was built at the eastern end to contain the relic of the crown of St. Thomas's head which was struck off during his murder. Over time other significant burials took place in this area such as Edward Plantagenet (The ' Black Prince') and King Henry IV.
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          The income from pilgrims (including Geoffrey Chaucer's in " The Canterbury Tales") who visited Becket's shrine, which was regarded as a place of healing, largely paid for the subsequent rebuilding of the Cathedral and its associated buildings.


          


          The 12th century monastery


          A curious bird's-eye view of Canterbury Cathedral and its annexed conventual buildings, taken about 1165, is preserved in the Great Psalter in the library of Trinity College, Cambridge. As elucidated by Professor Willis, it exhibits the plan of a great Benedictine monastery in the 12th century, and enables us to compare it with that of the 9th as seen at the abbey of Saint Gall. We see in both the same general principles of arrangement, which indeed belong to all Benedictine monasteries, enabling us to determine with precision the disposition of the various buildings, when little more than fragments of the walls exist. From some local reasons, however, the cloister and monastic buildings are placed on the north, instead, as is far more commonly the case, on the south of the church. There is also a separate chapter-house, which is wanting at St Gall.


          
            [image: The 12th century choir.]

            
              The 12th century choir.
            

          


          The buildings at Canterbury, as at St Gall, form separate groups. The church forms the nucleus. In immediate contact with this, on the north side, lie the cloister and the group of buildings devoted to the monastic life. Outside of these, to the west and east, are the halls and chambers devoted to the exercise of hospitality, with which every monastery was provided, for the purpose of receiving as guests persons who visited it, whether clergy or laity, travellers, pilgrims or paupers.


          To the north a large open court divides the monastic from the menial buildings, intentionally placed as remote as possible from the conventual buildings proper, the stables, granaries, barn, bakehouse, brewhouse, laundries, etc., inhabited by the lay servants of the establishment. At the greatest possible distance from the church, beyond the precinct of the convent, is the eleemosynary department. The almonry for the relief of the poor, with a great hall annexed, forms the paupers' hospitium.


          The most important group of buildings is naturally that devoted to monastic life. This includes two Cloisters, the great cloister surrounded by the buildings essentially connected with the daily life of the monks,---the church to the south, the refectory or frater-house here as always on the side opposite to the church, and farthest removed from it, that no sound or smell of eating might penetrate its sacred precincts, to the east the dormitory, raised on a vaulted undercroft, and the chapter-house adjacent, and the lodgings of the cellarer to the west. To this officer was committed the provision of the monks' daily food, as well as that of the guests. He was, therefore, appropriately lodged in the immediate vicinity of the refectory and kitchen, and close to the guest-hall. A passage under the dormitory leads eastwards to the smaller or infirmary cloister, appropriated to the sick and infirm monks.


          Eastward of this cloister extend the hall and chapel of the infirmary, resembling in form and arrangement the nave and chancel of an aisled church. Beneath the dormitory, looking out into the green court or herbarium, lies the "pisalis" or "calefactory," the common room of the monks. At its north-east corner access was given from the dormitory to the necessarium, a portentous edifice in the form of a Norman hall, 145ft (44m) long by 25 broad (44.2 m  7.6 m), containing fifty-five seats. It was, in common with all such offices in ancient monasteries, constructed with the most careful regard to cleanliness and health, a stream of water running through it from end to end.


          A second smaller dormitory runs from east to west for the accommodation of the conventual officers, who were bound to sleep in the dormitory. Close to the refectory, but outside the cloisters, are the domestic offices connected with it: to the north, the kitchen, 47ft (14m) square (200 m2), surmounted by a lofty pyramidal roof, and the kitchen court; to the west, the butteries, pantries, etc. The infirmary had a small kitchen of its own. Opposite the refectory door in the cloister are two lavatories, an invariable adjunct to a monastic dining-hall, at which the monks washed before and after taking food.


          The buildings devoted to hospitality were divided into three groups. The prior's group "entered at the south-east angle of the green court, placed near the most sacred part of the cathedral, as befitting the distinguished ecclesiastics or nobility who were assigned to him." The cellarer's buildings were near the west end of the nave, in which ordinary visitors of the middle class were hospitably entertained. The inferior pilgrims and paupers were relegated to the north hall or almonry, just within the gate, as far as possible from the other two.
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          14th-16th centuries


          Prior Thomas Chillenden (13901410) rebuilt the nave in the Perpendicular style of English Gothic, but left the Norman and Early English east end in place.


          Lanfranc's Norman central tower, the 'Angel Steeple', was demolished in the 1430s. Reconstruction took place over 50 years later, beginning in 1490, and completed in 1510, with a height of 297 feet (90.5 m). This new tower is known as the named 'Bell Harry Tower', after Prior Henry of Eastry who organised the work, and was once called 'the finest tower in Christendom'. The bell still tolls 100 strokes, from about 8:55p.m., to sound the city's curfew.


          


          Dissolution of the monasteries


          The cathedral ceased to be an abbey during the Dissolution of the Monasteries when all religious houses were suppressed. Canterbury surrendered in March 1539, and reverted to its previous status of 'a college of secular canons'.
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          18th century to present


          The original Norman northwest tower was demolished in the late 1700s due to structural concerns. It was replaced during the 1830s with a Perpendicular style twin of the southwest tower, currently known as the 'Arundel Tower'. This was the last major structural alteration to the cathedral to be made.


          The Romanesque monastic dormitory ruins were replaced with a Neo-Gothic Library and Archives building in the 19th century. This building was later destroyed by a high-explosive bomb in the Second World War, which had been aimed at the Cathedral itself but missed by yards, and was rebuilt in similar style several years later.


          The cathedral is currently sponsoring a major fundraising drive to raise a minimum of 50 million to fund restoration.


          


          The Foundation
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          The Foundation is the authorised staffing establishment of the Cathedral, few of whom are clergy. The Head of the Cathedral is the Dean, currently the Very Rev'd Robert Willis, who is assisted by a Chapter of 24 Canons, four of whom are Residentiary, the others being honorary appointments of senior clergy in the diocese. There are also a number of Lay Canons who altogether form the Greater Chapter which has the legal responsibility both for the Cathedral itself and also for the formal election of an archbishop when there is a vacancy-in-see. By English law and custom they may only elect the person who has been nominated by the monarch on the advice of the Prime Minister. The Foundation also includes the Choristers, Lay Clerks, Organists, King's Scholars and a range of other officers, some of these posts are moribund, such as that of the Cathedral Barber. The cathedral has a full-time work force of 250 making it one of the largest employers in the district.


          Organs and organists


          


          Organ


          Details of the organ from the National Pipe Organ Register


          


          Organists


          
            
              	
                
                  	1407 John Moundfield


                  	1420 William Stanys


                  	1445 John Cranbroke


                  	1499 Thomas Chart


                  	1534 John Wodynsborowe


                  	1547 William Selby


                  	1553 Thomas Bull


                  	1583 Matthew Godwin


                  	1590 Thomas Stores

                

              

              	
                
                  	1598 George Marson


                  	1631 Valentine Rother


                  	1640 Thomas Tunstall


                  	1661 Thomas Gibbes


                  	1669 Richard Chomley


                  	1692 Nicholas Wotton


                  	1697 William Porter


                  	1698 Daniel Henstridge


                  	1736 William Raylton


                  	1757 Samuel Porter

                

              

              	
                
                  	1803 Highmore Skeats


                  	1831 Thomas Jones


                  	1873 William Longhurst


                  	1898 Harry Perrin


                  	1908 Clement Palmer


                  	1937 Gerald Knight


                  	1953 Douglas Hopkins


                  	1956 Sidney Campbell


                  	1961 Allan Wicks


                  	1988 David Flood
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              	Canute the Great
            


            
              	King of England, Denmark, Norway, as well as some of Sweden
            


            
              	[image: ]
            


            
              	Reign

              	England: 1016 - November 12, 1035

              Denmark: 1018 - November 12, 1035

              Norway: 1028 - 1035
            


            
              	Born

              	ca. 995
            


            
              	Birthplace

              	Denmark
            


            
              	Died

              	1035
            


            
              	Place of death

              	England ( Shaftesbury, Dorset)
            


            
              	Buried

              	Old Minster, Winchester. Bones now in Winchester Cathedral
            


            
              	Predecessor

              	Edmund Ironside (England)

              Harald II (Denmark)

              Olaf Haraldsson (Norway}
            


            
              	Successor

              	Harold Harefoot (England)

              Harthacanute (Denmark)

              Magnus Olafsson (Norway)
            


            
              	Consort

              	Aelgifu of Northampton

              Emma of Normandy
            


            
              	Father

              	Sweyn Forkbeard
            


            
              	Mother

              	Saum-Aesa, or Gunnhilda
            

          


          Canute I, or Canute the Great, also known in the Anglo-Saxon Chronicles as Cnut ( Old Norse: Kntr inn rki, Norwegian: Knut den mektige, Swedish: Knut den store, English: also Knut, Danish: Knud den Store) (ca. 995  November 12, 1035) was a Viking king of England, Denmark, Norway, of some of Sweden (such as the Sigtuna Swedes), as well as overlord of Pomerania, and the Mark of Schleswig. He was in treaty with the Holy Roman Emperors, the German kings, Henry II and Conrad II, the vassals of the pontificate, and, in relations with the papacy. His rule was over a northern empire which saw Danish sovereignty at its height.


          


          Description of Cnut


          Here is a description of Cnut's physical appearance. It is an excerpt from the Knytlinga Saga of the 13th century:


          
            	Knutr was exceptionally tall and strong, and the handsomest of men, all exept for his nose, which was thin, high set, and rather hooked. He had a fair complexion none the less, and a fine, thick head of hair. His eyes were better than those of other men, both the more handsome and the keener of their sight. (Dual, and , sources)

          


          


          Birth and Kingship


          Canute was a son of the Danish king Swegen Forkbeard and his queen, Saum-Aesa, lent her Scandinavian name Gunnhilda by the Danes, whom, in accord with the Monk of St Omer's, Encomium Emmae, and, Thietmar of Merseburg's contemporary Chronicon, was a Slavic princess, daughter to the first Duke of Poland. Cnut, as an heir to a line of Scandinavian rulers central to unification of Denmark, with its origins in the obscure Harthacnut, founder of the royal house and father to Gorm the Old, its official progenitor, was born for a solidly military life. It is verily written, in the Flatayarbok, a thirteenth century source, with some certainty, that as a youth Cnut was brought up in the company of a chieftain known as Thorkel the Tall, brother to Sigurd, Jarl of mythical Jomsborg, and the legendary Joms, at their Viking stronghold, now thought to be a Slavic fortress on the Island of Wollin.


          Canute's date of birth is an unknown, as covergage of his life, such as contemporary works known as the Encomium Emmae and the Chronicon, give it no mention. Still, in the skald Ottar the Black's Knutsdrapa there is a statement that Cnut began his career unusually young, while it mentions an attack on Norwich also, which might be one his father lead, in 1004. If it is the case that Cnut fought in this battle, his birthdate may be near 990, or even 980. If not, and the skald's poetic verse envisages a later assault, it may even suggest a date nearer 1000 to be the one of his birth, with his war years begun in his father's English conquest. His age at the time of his death, and the moments of his life as king, are never otherwise of any especial mention. The encomium of Emma only states that Cnut was rather youthful, while Thietmar seems to think it of no importance, which is information of sorts.
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          Concisely, hardly anything is known for sure of Cnut's life... that is, until the year he was with a Scandinavian force under his father, the Danish king Swegen Forkbeard, for his invasion of England, in August, 1013. It was the crux of many Viking raids over past decades, with centuries of their territorial involvement in England, particulary with the peoples of Denmark in the Danelaw, and the English kingdom fell easily under the pressure of a conquest.


          Over winter, Cnut's father was in the process of consolidation for the Danish claim of the Anglo-Saxons, while he was left the charge of the army, and base of the fleet, at Gainsborough, in Lincolnshire, which was probably down a considerable number, likely to have been sent home for winter once the payments for their services were made. Any support for the conquest was at the cost of silver and gold. Fortuitously, upon the sudden death of Swegen, in February, 1014, Canute was held by the Vikings to be their commander, a warlord, and King of England.


          At the Witan, England's nobility refused to accept Cnut's claim, and restored the Englishman and former king, Ethelred the Unready, in exile with his in-laws in Normandy. It was an act which meant the English kingdom, possibly with Norman knights in its forces, had made Canute abandon his kingship, and sail back to Denmark with the remnants of the invasion, with it held in contempt of the rights of conquest. On the beaches of Sandwich, the Danes mutilated their hostages, taken from the English as pledges of allegiance given to Forkbeard.


          On the death of Sweyn Forkbeard, the King of Denmark was Cnuts older brother Harald. Cnut supposedly made the suggestion of joint rulership, although this found no ground with Harald. In due kind, Harald was to offer Cnut the command of the Danes for their second conquest of England, on the condition he laid off on his claim to the Danish kingdom. Canute, with acceptance of this proposition, kept silent, ready for the moment to present itself when he could settle his scores with the nobles, and sit once again as ruler over the Kingdom of England.


          


          Conquest of England


          Canute's fleet set off for England, in summer, 1015, with a Danish army of 10,000 men, along with support from the allies of Denmark. Boleslaw the Brave, the Duke of Poland, and Cnut's uncle, lent some token Slav troops, likely to have been a pledge made while Cnut and his brother Harald went to fetch their mother home, in winter, 1014, since their father sent her away from the Danish court. Olof Sktkonung, King of Sweden, was a strong ally, as son of Sigrid the Haughty, by her first husband, Sweden's progenal king Eric the Victorious, and, by her second husband, Swegen Forkbeard, the step-brother of Cnut. Eirkr Hkonarson, Cnut's brother-in-law, as well as, Trondejarl, the Earl of Lade, and ruler of Norway, under Swegen, and the sons of Forkbeard too, as within the liege and lord alliance, was left with the campaign reserves in Denmark. He was to join Canute once the invasion began, while there were possibly still men to gather, with their probable dispersal, in winter, 1013.


          Thorkell the High, who fought with Ethelred, in 1013, after his alliance to the English, in 1012, as a Joms chief, also was with Cnut, along with his Joms. An explanation for this particular Jomsviking's, as well as Jomsborg's, shift of allegiance, may be found in a stanza of the Jomsvikingsaga with a statement that two attacks were launched against the Viking mercenaries while they were in England, maybe at Ethelred's command. And to add insult to injury, amongst their dead soldiers was a chieftain of the Jomvikings known as Henninge, who was also a brother to Thorkell the Tall. Likewise, if it is true that Cnut's childhood mentor was indeed this man, here may be the reason for Cnut's acceptance of the allegiance after an opposition against his father's previous expedition. Cnut and the Jomsviking, ultimately in the service of Jomsborg, were in a difficult relationship, which was apparent until , in 1023, Thurkil the High eventually falls out of historical note.


          Eadric Streona, a nobleman risen far to be the wealthy Earl of Mercia under his king, Ethelred, also thought it prudent to join in Cnut's invasion, with forty ships, though these were probably of the Danelaw anyway. England's king was clearly at a wits end, and the distresses which were a fact of his reign, as a man risen to sovereignty through assassination, were too much for many to put up with. In spite of his faults, the Mercian Earl was a strong ally to be had, pivotal to any successes which the English might hope to make, and he probably knew it.


          With these, and his brother Harald's aid, Cnut was at the head of an epic array of Vikings, from all over Scandinavia. Altogether, the invasion force, to be in fourteen months of often close and grisly warfare under Cnut, with most of the battles against Ethelred's son, Edmund Ironside, was more formidable than any seen since the Anglo-Saxon's black days under Alfred the Great. The same royal house of Wessex that stood against the tide of Vikings then, stood against it still, although now the might of Cnut was to prove too great for the English.


          


          Here is a passage out of the Encomium Emmae which paints a good picture of the scence which was to confront the English as Cnut and his Vikings, whom, as the author writes, had 200 ships, made landfall:


          
            	There were so many kinds of shields, that you could have believed that troops of all nations were present... Gold shone on the prows (of their ships), silver also flashed... who could look upon the lions of the foe, terrible with the brightness of gold, who upon the men of metal, who upon the bulls on the ships threatening death, their horns shining with gold, (who), without feeling any fear for the king of such a force. Moreover, in the whole force there could be found no serf, no freedman, none of ignoble birth, none weak with old age. All were nobles, all vigourous with the strength of complete manhood, fit for all manner of battle, and so swift of foot that they despised the speed of cavalry. (Dual, and , sources).

          


          In September, 1015, Cnut was seen off shore of Sandwich again, and the fleet went around on the coast about Kent until it came upon the mouth of the Frome, where it put to land and began the occupation of Wessex. Cnut had his army gather supplies and made a base of the English heartland, with his fleet at his back.


          Until mid-winter the Vikings stood their ground, with Ethelred held up in London. Cnut's invaders then went across the Thames, with no pause in bleak weather, through the Mercian lands, northwards, to confront Uhtred, the Earl of Northumbria, and Edmund Ironside, commander of England's army. Cnut found these lands without their main garrisons, as Uhtred was away with Ironside in Mercia to countermand the properties of Eadric Streona. Northumbria fell, while at Uhtred's return to sue for peace, for breaking oaths pledged to Sweyn Forkbeard two years earlier, Canute was to execute its Earl, which left Ironside alone. Cnut brought over Eirkr Hkonarson and strategically put the Norwegian in control of Northumbria, while he had his army made stronger with the reserves.


          In April, 1016, Cnut made his way south through the western shires to gather as much support from the English as possible, already confident in the eastern Danelaw, and the Scandinavian fleet came up the Thames to lay London under siege. Edmund Ironside was effectively swept before this onslaught, which left London as his last resort, while it was also the refuge of his father. Ethelred's death on April the 23rd meant he was England's king, after his official election by the nobles, and the townsfolk. Over the next couple of months the Vikings were to surround the city and dug a canal through which to pull their ships to the western side of London, from the east, and cut off the supply lines of the river. Encirclement was complete by the construction of dikes on the city's north and south sides. Attacks on the walls too were frequent, although London could not be beaten unless it was to surrender the keys for its gates.


          In the summer Ethelred's heir broke out of London to raise an army in the Wessex countryside, and the Vikings broke off a portion of the siege in pursuit, under Canute's leadership. Edmund Ironside's forces were now caught on the last reaches of their kingdom, practically in a corner with the sea at their backs. Like the resistance of Alfred the Great against the Vikings in his day, the English were to rally at Penselwood, with a hill in the Selwood as the likely location of their stand. The battle which was fought did not leave any clear victor while another fought at Sherston in Wiltshire was again over with no side in clear advantage. Cnut's invasion force purportedly brought each of the battles to their end with retreats, although it is likely it was simply darkness which meant the blood shed could not continue.


          Edmund Ironside did eventually end the siege of London, with the Scandinavians in disarray, although Cnut was able to get his forces back together in Wessex and the attack was brought to bear on the city again. London was still not beaten though, and the invaders had to make their way north into Mercia and get more supplies. At which point Eadric Streona thought it wise to ally himself with the English again. Cnut's men were subsequently put under attack in Kent, and the army of Edmund Ironside sent the Vikings back, on to the Isle of Sheppy. These men went north too, and the invasion force was all together again in Essex with Cnut at its head, along with Thorkell the High. Here, in October, at Assandun, on the hill of ash trees, the two armies came together for one last assault. A decisive victory in the Battle of Ashingdon, which saw Eadric Streona again betray his countrymen with his ungainly retreat amidst the carnage, along with his men, meant the Viking army won the domination of England.


          Edmund Ironside, probably suffering and fatally wounded, was caught in retreat half way across the country, near Wales and the Forest of Dean, where there was likely to have been a final struggle made in an attempt by the English to protect their king. Cnut was ultimately able to force them into peace talks, on the terms which he set, or none.


          Cnut and Ironside met on an island in the Severn, which left King Edmund only to accept defeat and sign a treaty with Canute in which all of England except for Wessex would be controlled by Canute, and when one of the kings should die, the other king would be the one and only king of England; his sons being the heir to the throne. It was a move of astute political sense, as well as mercy, on the part of the Viking leader. After Edmund's death, possibly murder, by the hand of the traitor Eadric Streona's men, probably by the afflictions of war, on November the 30th, in 1016, Canute ruled the whole kingdom. Canute was recognised by the nobility as the sole king in January 1017, yet his coronation was at Christmas.


          It was at the coronation that Cnut saw to the decapitation of the untrustworthy Eadric Streona, and the head was put on a pole for all to see. This execution was by the hand of his Earl of Northumbria, Erikr. If it was in reaction to the dishonour of murder against the former king, or simply disloyalty, that lead Cnut to this man's execution, it is unsure. He was now King of England though, and the throne could be kept only under a ruler who was seen by the people as just, even ruthlessly, as well as liberal to their cause. Trechery was the main threat which put Cnut's life in peril. Him as the Viking whom was to be one of England's most successful kings, with a wide unity across Scandinavia and the North Atlantic.


          In July 1017, to associate his line with the overthrown English dynasty, as well as to protect himself against his aggressors in Normandy, where Ethelred's sons Edward the Confessor and Alfred Atheling were in exile, Emma of Normandy, daughter of Richard the Fearless, Duke of Normandy, was married to Canute. She was Ethelred's widow, and held the keys to a secure English court in more ways than one. Cnut duly proclaimed their son Harthacanute as his heir, while his first sons with Aelgifu of Northampton were left on the sidelines. He sent Harthacnut to Denmark while he was still a boy, and the heir to the throne was brought up, like he was himself, as a soldier of the Vikings.


          


          King of England


          Cnut's first act in the country, in 1017, was to officially divide it into the four great earldoms of Wessex, his personal fief, Mercia, to be given to Leofric after its previous Earl's death, Northumbria, for Eric, and East Anglia, for Thorkel. This was to be the basis for the system of feudal baronnies which were to underlie English sovereignty for centuries, while the very last Danegeld ever paid, a sum of 82,500, went to Canute, in 1018, a significant proportion of which was levied from the citizenry of London alone. He felt secure enough to send the invasion fleet back to Denmark with 72,000 that same year.


          Cnut's brother Harald was maybe in England for his coronation, if not for the conquest, while it may be he went back to Denmark, as king, at some point thereafter. It is though, only sure that his name was to enter a confraternity with Christ Church, Canterbury, in 1018. This though, is not conclusive, as the entry may have been made for him, by the hand of Cnut himself even, which means it is unsure if he was dead or alive at the time. Nevertheless, it is usually thought that Harald's life was at its end, in 1018.


          Cnut mentions the suppression of troubles in his 1019 Letter, written as the King of England, and Denmark, which can be seen, with some plausibility, in connection to the death of Harald. If it was a rebellion, which Cnut his Letter says he put down to ensure that Denmark was free to assist England, then his brother's hold on the throne was tenuous, although there is no reason to think there was not a smooth enough succession, by the standards of the time. Harald's name in the Caterbury codex may have been Cnut's ritual to make his vengence for a murder good with the Church.


          As King of England, Canute combined English and Danish institutions and personnel. His mutilation of the hostages taken by his father in pledge of English loyalty is remembered above all as being uncharacteristic of his rule.


          Canute reinstated the laws passed under King Edgar. However, he reformed the existing laws and initiated a new series of laws and proclamations. Two significant ones were On Heriots and Reliefs, and Inheritance in Case of Intestacy. He strengthened the coinage system, and initiated a series of new coins which would be of equal weight as those being used in Denmark and other parts of Scandinavia. This greatly improved the trade of England, whose economy was in turmoil following years of social disorder.


          Canute is generally regarded as a wise and successful king of England, although this view may in part be attributable to his good treatment of the church, which controlled the history writers of the day. However, he brought England more than two decades of peace and prosperity. The medieval church loved order and believed in supporting good and efficient government, whenever the circumstances allowed it. Thus we see him described even today as a religious man, despite the fact that he lived openly in what was effectively a bigamous relationship, and despite his responsibility for many political murders.


          


          King of Denmark


          Upon Sweyn Forkbeard's death, Cnut's brother Harald was King of Denmark. Cnut went to Harald to ask for his assistance in the conquest of England, and the division of the Danish kingdom. His plea for division of kingship was denied, though, and the Danish kingdom remained wholly in the hands of his brother, although, Harald lent to Cnut the command of the Danes in any attempt he had a mind to make on the English throne.


          It is possible Harald was at the siege of London, although as the King of Denmark, with Cnut in control of the invasion. He was to enter the faternity of Christ Church, Canterbury, after which he sailed back to Denmark, in 1018, with the fleet of his Danes.


          In 1018 Harold II died and the Kingdom of Denmark was Canute's. His sailing back home in 1019 to over-winter was to affirm his succession as the King of Denmark. With a Letter in which he states intentions to avert troubles to be done against England, it seems Danes were set against him, and the attack on the Wends was possibly part of his suppression of dissent. In the spring of 1020 he was back in England, his hold on Denmark assumedly stable. Ulf Jarl, his brother-in-law, was his appointee as the Earl of Denmark.


          When the Swedish king Anund Jakob and the Norwegian king Saint Olaf took advantage of Canute's absence and attacked Denmark, Ulf gave the freemen cause to elect Harthacanute king, discontent with Canute, in England. This was a ruse of Ulf's, since the role the earl had as the caretaker of Harthacanute subsequently made him the holder of Denmark's kingly reigns. When Canute learnt of this, in 1026, he returned to Denmark and, with Ulf Jarl's help, he defeated the fleet of Swedes and Norwegians at the Battle of Helge. This service, did not, though, allow Ulf the forgiveness of Canute for his coup. At a banquet in Roskilde, the two brothers-in-law were playing chess and started a row with each other. The next day, the Christmas of 1026, one of Cnut's housecarls, with his blessing, killed Ulf Jarl, in the Church of Trinity. Contradictory evidences of Ulf's death gather doubt to this though.


          


          King of Norway and the Swedes of Sigtuna
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          Earl Eirkr Hkonarson was ruler of Norway under Cnut's father, Forkbeard, and the invasion of England in 1015-16 was with the assistance of Norwegians under Erik. Cnut showed his appreciation, awarding Eirkr the office to the Earldom of Northumbria. Sveinn, Eirkr's brother, was left in control of Norway, although he was beaten at the Battle of Nesjar, in 1015 or 1016, and the son of Eirkr, Hkon, fled to his father. Of the line of Fairhair, Olaf Haraldsson was then King of Norway, and the Danes lost their control.


          Thorkell the Tall, said to be a chieftan of the Jomsvikings, was a former associate of the now King Olav of Norway, and the difficulties Cnut found, in Denmark, as well as with Thurkel, were maybe to do with Norwegian pressure on the Danish lands. Jomsborg, the legendary stronghold of the Jomvikings, was possibly on the south coast of the Baltic Sea, which, if the Joms were on the side of Olaf, may account for the attack on the Wends of Pomerania, as Jomsbourg was, maybe, at the heart of this territory. King Olof Sktkonung of Sweden was an ally of Cnut's, as well as his step-brother. His death, in 1022, though, and the succession of his son, Anund Jacob, meant the Danish domains were now under threat of the Swedes too.


          In a battle known as the Holy River, with an alliance between the kings Olaf Haraldsson and Anund Olafsson, the Swedes and Norwegians were attacked in the mouth of a river Helgea by the navy of Cnut. 1026 is the likely date, and the apparent victory left Cnut in control of Scandinavia, confident enough with his dominance to make the journey to Rome, and the coronation of Conrad II as Holy Roman Emperor, on March 26, 1027. He considered himself ruler of Sweden (victory over Sweden suggests Helgea to be a river near Sigtuna, while some Swedes appeared to have been made renegades, with a hold on the parts of Sweden too remote to threaten Cnut, which left the former king alive) and Norway (it's former king still alive), with his Letter, in 1027. He also stated his intention to return to Denmark, to secure peace.


          In 1028, Canute set off with a fleet of fifty ships from Denmark, to Norway, and the city of Trondheim. Olaf Haraldsson stood down, unable to put up any fight, as his nobles sided against him, swayed with offers of gold, and the tendency of their lord to falay their wives for sorcery. Cnut was crowned king, his office, now, King of all England and Denmark, and the Norwegians, and some of the Swedes. He trusted the Earldom of Lade to the former line of earls, in Hkon Eiriksson, with Earl Eirkr Hkonarson probably dead at this date, although was to drown in the ship which bore him to his charge. St Olaf returned, with Swedes in his army, to be defeated at the hands of his own people, at the Battle of Stiklestad, in 1030.


          Cnut's attempt to rule Norway through Aelgifu of Northampton and his second son by her, Sweyn, was to be put to an end, with his death, in rebellion, and the restoration of the former Norwegian dynasty under Olaf's son Magnus the Good.


          


          Other continental domains


          On the death of his father, Henry II, in 1024, with an eye to end previously tense relations, the Holy Roman Emperor, Conrad II, was friendly with Canute. Conrad's son, Henry, to be, Henry III, was, at his request, bound in a betrothal with Canute's daughter, Chunihildis (Gunhild). Cnut's southern ally felt it appropriate to cede to him princedoms on the German border with Denmark, in the Mark of Schleswig.


          Pomerania was probably already a fief of Canute's, since Boleslaus I of Poland sent his army to help Canute conquer England. Many legends also relate the rulers of the Danish kingdom to the mythical Jomsvikings, whose stronghold, Jomsborg, is thought to have been made at the delta of the Oder river, on the Island of Wolin.


          


          Relations with the Church
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          It is hard to conclude if Canutes devotion to the Church came out of deep religious devotion or merely as a means to consolidate and increase his political power. Even though Canute was accepted as a Christian monarch after the conquest, the army he led to England was largely heathen, so he had to accept the tolerance of the pagan religion. His early actions made him uneasy with the Church, such as the execution of the powerful earls in England in 1016, as well as his open relationship with a concubine Aelgifu of Northampton, who he treated as his northern queen.


          However, his treatment of the Church could not have been more sincere. Canute not only repaired all the churches and monasteries that were looted by his army, but he also constructed new ones. He became a patron of the monastic reform, which was popular among the ecclesiastical and secular population. The most generous contribution he is remembered for is the impressive gifts and relics that he bestowed upon the English Church.


          Canutes pilgrimage to Rome in 1027 was another sign of his dedicated devotion to the Christian faith. It is still debated whether he went to repent his sins, or to attend Emperor Conrad IIs coronation in order to improve relations between the two powers. While in Rome, Canute obtained the agreement from the Pope to reduce the fees paid by the English archbishops to receive their pallium. He also arranged with other Christian leaders that the English pilgrims should pay reduced or no toll tax on their way, and that they would be safeguarded on their way to Rome.


          


          Succession


          Canute died in 1035, at Shaftesbury in Dorset, and was buried in the Old Minster in Winchester. When the current Winchester Cathedral was built on the site of the Saxon minster, Canute's bones were moved to a mortuary chest. During the English Civil War of the 17th century, the bones were spilled out and are now scattered in various chests along with those of other English kings such as Egbert of Wessex and William Rufus. On his death, Canute was succeeded in Denmark by Harthacanute, reigning as Canute III. Harold took power in England, however, ruling until his death (1040), whereupon the two crowns were again briefly reunited under Harthacanute.


          


          Marriages and issue


          
            	1 - Aelgifu of Northampton

              
                	Sweyn Knutsson reigned Norway ca. 1030-35 with his mother


                	Harold Harefoot who later became Harold I of England

              

            


            	2 - Emma of Normandy

              
                	Harthacanute, reigned as Canute III


                	Gunhilda of Denmark, possibly buried at Bosham, married to Henry III, son of Conrad II, both these, Holy Roman Emperors.
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          +Said to have been a great-granddaughter of Canute's grandfather Harald Bluetooth, but this was probably a fiction intended to give her a royal bloodline.


          



          


          Popular Culture


          Canute is perhaps best remembered for the legend of how he commanded the waves to go back. According to the legend, he grew tired of flattery from his courtiers. When one such flatterer gushed that the king could even command the obedience of the sea, Canute proved him wrong by practical demonstration (at Southampton or Bosham; other sources say these events took place near his palace at Westminster), to demonstrate that even a king's powers have limits. Having demonstrably failed to command the waves he removed his crown, refusing to wear it again, claiming that there was no true king except Jesus.


          
            [image: Man standing in the street in celebration of May Day 1920.]

            
              Man standing in the street in celebration of May Day 1920.
            

          


          Sanding the streets of Knutsford is generally thought to have made its appearance in Cnut's reign. There is a peculiar custom of "sanding the streets" in the small British town of Knutsford. This custom is to decorate the streets with coloured sands in patterns and pictures, that continues to this day. Specifically it is held now to celebrate May Day.


          Tradition has it that King Canute, while he forded the River Lily, threw sand from his shoes into the path of a wedding party. The custom can be traced to the late 1600s. Queen Victoria, in her journal of 1832 recorded: "we arrived at Knutsford, where we were most civilly received, the streets being sanded in shapes, which is peculiar to this town".


          In literature
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          Capacitance is a measure of the amount of electric charge stored (or separated) for a given electric potential.


          
            	
              
                	[image: C = \frac{Q}{V}]

              

            

          


          In a capacitor, there are two conducting electrodes which are insulated from one another. The charge on the electrodes is +Q and -Q, and V represents the potential difference between the electrodes. The SI unit of capacitance is the farad; 1 farad = 1 coulomb per volt.


          


          Capacitors


          The capacitance of the majority of capacitors used in electronic circuits is several orders of magnitude smaller than the farad. The most common units of capacitance in use today are the millifarad (mF), microfarad (F), the nanofarad (nF) and the picofarad (pF)


          The capacitance can be calculated if the geometry of the conductors and the dielectric properties of the insulator between the conductors are known. For example, the capacitance of a parallel-plate capacitor constructed of two parallel plane electrodes of area A separated by a distance d is approximately equal to the following:


          
            	[image: C = \epsilon \frac{A}{d}]

          


          where


          
            	C is the capacitance in farads, F


            	 is the permittivity of the insulator used (or 0 for a vacuum)


            	A is the area of each plane electrode, measured in square metres


            	d is the separation between the electrodes, measured in metres

          


          The equation is a good approximation if d is small compared to the other dimensions of the electrodes.


          The dielectric constant for a number of very useful dielectrics changes as a function of the applied electrical field, e.g. ferroelectric materials, so the capacitance for these devices is no longer purely a function of device geometry. If a capacitor is driven with a sinusoidal voltage, the dielectric constant, or more accurately referred to as the dielectric permittivity, is a function of frequency. A changing dielectric constant with frequency is referred to as a dielectric dispersion, and is governed by dielectric relaxation processes, such as Debye relaxation.


          


          Energy


          The energy (measured in joules) stored in a capacitor is equal to the work done to charge it. Consider a capacitance C, holding a charge +q on one plate and -q on the other. Moving a small element of charge dq from one plate to the other against the potential difference V = q/C requires the work dW:


          
            	[image:  \mathrm{d}W = \frac{q}{C}\,\mathrm{d}q ]

          


          where


          
            	W is the work measured in joules

          


          
            	q is the charge measured in coulombs

          


          
            	C is the capacitance, measured in farads

          


          We can find the energy stored in a capacitance by integrating this equation. Starting with an uncharged capacitance (q=0) and moving charge from one plate to the other until the plates have charge +Q and -Q requires the work W:


          
            	[image:  W_{charging} = \int_{0}^{Q} \frac{q}{C} \, \mathrm{d}q = \frac{1}{2}\frac{Q^2}{C} = \frac{1}{2}CV^2 = W_{stored}]

          


          Combining this with the above equation for the capacitance of a flat-plate capacitor, we get:


          
            	[image:  W_{stored} = \frac{1}{2} C V^2 = \frac{1}{2} \epsilon \frac{A}{d} V^2] .

          


          where


          
            	W is the energy measured in joules

          


          
            	C is the capacitance, measured in farads

          


          
            	V is the voltage measured in volts

          


          


          Capacitance and 'displacement current'


          The physicist James Clerk Maxwell invented the concept of displacement current, [image: \frac{\partial \vec{D}}{\partial t}], to make Ampere's law consistent with conservation of charge in cases where charge is accumulating, for example in a capacitor. He interpreted this as a real motion of charges, even in vacuum, where he supposed that it corresponded to motion of dipole charges in the ether. Although this interpretation has been abandoned, Maxwell's correction to Ampere's law remains valid (a changing electric field produces a magnetic field).


          Maxwell's equation combining Ampere's law with the displacement current concept is given as [image: \vec{\nabla} \times \vec{H} = \vec{J} + \frac{\partial \vec{D}}{\partial t}]. (Integrating both sides, the integral of [image: \vec{\nabla}\times \vec{H}] can be replaced  courtesy of Stokes's theorem  with the integral of [image: \vec{H} \cdot \mathrm{d} \vec{l}] over a closed contour, thus demonstrating the interconnection with Ampere's formulation.)


          


          Capacitance/inductance duality


          In mathematical terms, the ideal capacitance can be considered as an inverse of the ideal inductance, because the voltage-current equations of the two phenomena can be transformed into one another by exchanging the voltage and current terms.


          


          Self-capacitance


          In electrical circuits, the term capacitance is usually a shorthand for the mutual capacitance between two adjacent conductors, such as the two plates of a capacitor. There also exists a property called self-capacitance, which is the amount of electrical charge that must be added to an isolated conductor to raise its electrical potential by one volt. The reference point for this potential is a theoretical hollow conducting sphere, of infinite radius, centred on the conductor. Using this method, the self-capacitance of a conducting sphere of radius R is given by:


          
            	[image: C=4\pi\epsilon_0R \,]

          


          Typical values of self-capacitance are:


          
            	for the top electrode of a van de Graaf generator, typically a sphere 20 cm in diameter: 20 pF


            	the planet Earth: about 710 F

          


          


          Elastance


          The inverse of capacitance is called elastance, and its unit is the reciprocal farad, also informally called the daraf.


          


          Stray capacitance


          Any two adjacent conductors can be considered as a capacitor, although the capacitance will be small unless the conductors are close together or long. This (unwanted) effect is termed "stray capacitance". Stray capacitance can allow signals to leak between otherwise isolated circuits (an effect called crosstalk), and it can be a limiting factor for proper functioning of circuits at high frequency.


          Stray capacitance is often encountered in amplifier circuits in the form of "feedthrough" capacitance that interconnects the input and output nodes (both defined relative to a common ground). It is often convenient for analytical purposes to replace this capacitance with a combination of one input-to-ground capacitance and one output-to-ground capacitance. (The original configuration  including the input-to-output capacitance  is often referred to as a pi-configuration.) Miller's theorem can be used to effect this replacement. Miller's theorem states that, if the gain ratio of two nodes is 1:K, then an impedance of Z connecting the two nodes can be replaced with a Z/K impedance between the first node and ground and a KZ/(K-1) impedance between the second node and ground. (Since impedance varies inversely with capacitance, the internode capacitance, C, will be seen to have been replaced by a capacitance of KC from input to ground and a capacitance of (K-1)C/K from output to ground.) When the input-to-output gain is very large, the equivalent input-to-ground impedance is very small while the output-to-ground impedance is essentially equal to the original (input-to-output) impedance.
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            [image: Cape Canaveral from space, August 1991]

            
              Cape Canaveral from space, August 1991
            

          


          Cape Canaveral from the Spanish Cabo Caaveral, is a headland in Brevard County, Florida, United States, near the centre of that state's Atlantic coast 45 minutes East of Orlando by car. It sits due east of Merritt Island, separated from it by the Banana River. It is part of a region known as the Space Coast, and is the site of the Cape Canaveral Air Force Station. Since many United States spacecraft are launched from both the station and the Kennedy Space Centre on nearby Merritt Island, the term "Cape Canaveral" or "Canaveral" has become a metonym that refers to both as the launch site of spacecraft.


          Other features of the cape include Cape Canaveral lighthouse and Port Canaveral. The city of Cape Canaveral is a few miles south of the cape. Mosquito Lagoon, The Indian River, Merritt Island National Wildlife Refuge and Canaveral National Seashore are also features of this area.


          


          History


          As early as the 16th century Cape Canaveral has been noted on nautical maps. A point of land jutting out into the Atlantic ocean with swift currents and coral shoals this area of Cape Canaveral became a landing spot for many shipwrecked sailors. It was named by Juan Ponce de Leon's historian as Cape of Currents. Author Henrietta Carr stated in her book that English privateer Master John Hawkins and his journalist John Sparke gave an account of their landing at Cape Canaveral in the 1500's. Robert Ranson in his book "East Coast Memoirs" writes about a Presbyterian missionary who was wrecked and lived among the Indians. Other histories tell of French survivors from Jean Ribault's Fort Caroline whose ship the "Trinite" wrecked on the shores of Cape Canaveral and from whose timbers a fort was built.


          Due to the hazardous of the Cape for shipping the first Cape Canaveral Lighthouse was built and completed in 1843.


          The 1890 graduating class of Harvard University started a gun club called the "Canaveral Club" at the Cape. This was founded by C.B. Horton of Boston and George H. Reed. A number of distinguished visitors including presidents Grover Cleveland and Benjamin Harrison were reported to have stayed here. In the 1920s the grand building fell in disrepair and later burned to the ground.


          In the 1900s several communities sprang up in Cape Canaveral. The area was predominately a farming and fishing community. One community was called Artesia and records indicate the following residents and their occupations:


          
            	Burns, M.B. (fruit grower),


            	Burns, R.G. (fisherman),


            	Chandler, Wyatt. (fruit grower),


            	Franklin, A. (painter),


            	Holmes, G.W. (apiarist),


            	Honeywell, CP. (lighthouse keeper),


            	Jeffords, S.L. (assistant lighthouse keeper),


            	Peterson, W.C. (apiarist),


            	Praetorious E. (assistant lighthouse keeper),


            	Quarterman, O.A. (Fishery),


            	Thompson, T. (engineer),


            	Wilson, F.A. (fisherman),


            	Wilson, H. (fruit grower).

          


          In the 1930s a community of wealthy journalists started a community called "Journalista" which is now called "Avon by the Sea". The Brossier brothers built houses in this area and started a publication entitled the Evening Star Reporter that was the forerunner of the Orlando Sentinel.


          The first rocket launch from the Cape was Bumper 8 from Launch Pad 3 on 24 July 1950. On February 6, 1959 the first successful test firing of a Titan intercontinental ballistic missile was accomplished here. All manned U.S. government ( NASA) spaceflights have launched from Kennedy Space Centre on nearby Merritt Island.


          Cape Canaveral was chosen for rocket launches to take advantage of the earth's rotation. The linear velocity of the Earth's surface is greatest towards the equator; the relatively southerly location of the Cape allows rockets to take advantage of this by launching eastward, in the same direction as the earth's rotation. It is also highly desirable to have the downrange area sparsely populated, in case of accidents; an ocean is ideal for this. Although the United States has sites closer to the equator with expanses of ocean to the east of them (e.g. Hawaii, Puerto Rico), the east coast of Florida has substantial logistical advantages over these island locations. The tip of the cape is at LC-46 in Cape Canaveral Air Force Station.


          


          Name changes


          From 1963 to 1973 it was called Cape Kennedy. President John F. Kennedy was an enthusiastic backer of the space program, and after his assassination in 1963, his widow Jacqueline Kennedy suggested to President Lyndon Johnson that renaming the Cape Canaveral facility would be an appropriate memorial. However, Johnson recommended the renaming not just of the facility, but of the entire cape. Accordingly, Cape Canaveral was renamed Cape Kennedy.


          Although the name change was approved by the United States Board on Geographic Names of the Interior Department in 1964, it was not popular in Florida, especially in the city of Cape Canaveral, Florida. In 1973 the state passed a law restoring the former 400-year-old name, and the Board went along. The Kennedy family issued a letter stating they "understood the decision"; Jacqueline Kennedy also stated if she had known that the Canaveral name had existed for 400 years, she never would have supported changing the name of the Cape. The Space Centre itself retains the "Kennedy" name.


          


          Name origin


          The name "Canaveral" (Caaveral in Spanish) was given to the area by Spanish explorers. It literally means " canebrake". The name can be interpreted as "Cape of Canes".


          


          The city


          The City of Cape Canaveral is relatively small, with a population of around 10,000. Highway A1A runs through the City, and serves as the main link to other cities. Many houses in the City were built during the Apollo days in the 1960s and 1970s. However, in recent years, many houses are either being modernized, or demolished and replaced with new houses or condos. The City has a high divorce rate and a history of drug problems, but this detraction is largely overcome by proximity to the beach, Kennedy Space Centre, and Orlando.


          


          In pop culture


          
            	In The Simpsons episode " Deep Space Homer", a fictitious sign shows its pre-Canaveral name as Cape Arbuckle. In another episode, Ned Flanders greets Homer, with whom he is competing via craft rocket, "Greetings from Neddidy Space Centre on Cape Flandaveral."


            	Made in 1964, but set in 2064, cult British TV series Thunderbirds refers to Cape Kennedy.


            	The "Cape Kennedy" name shows up in some 1960s TV shows, at least in episodes of "Flipper" and " I Dream of Jeannie", both of which were set on the Space Coast.


            	The name is also mentioned in the 1967 film " The Reluctant Astronaut".


            	Cape Kennedy is referenced on a newspaper headline in the 1969 Disney film "The Computer Wore Tennis Shoes" starring Kurt Russell


            	Cape Canaveral is referred to in the Descendents song "Blast Off", from the album Cool to Be You.


            	Cape Canaveral is referred to in the Jack's Mannequin song "Cellular Phone".


            	One of the stops in the FOX television show Drive, references Cape Kennedy as a clue, with 1973 and the name change cited as the Death of Kennedy, leading the racers to Cape Canaveral.


            	Conor Oberst from Bright Eyes recently performed a song called Cape Canaveral live with the Mystic Valley Band.

          


          


          Trivia


          The telephone area code for Cape Canaveral is, appropriately, 321.
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            	Cabo de Hornos redirects here, for the Chilean commune see Cabo de Hornos, Chile.

          


          
            [image: Cape Horn from the South.]

            
              Cape Horn from the South.
            

          


          
            [image: The Hermite Islands (center) and Cape Horn (lower right) as seen from space.]

            
              The Hermite Islands (centre) and Cape Horn (lower right) as seen from space.
            

          


          Cape Horn island (Dutch: Kaap Hoorn; Spanish: Cabo de Hornos; named after the city of Hoorn in the Netherlands) is the southernmost headland of the Tierra del Fuego archipelago of southern Chile.


          It is widely considered to be the southern tip of South America. Cape Horn is the most southerly of the great capes, and marks the northern boundary of the Drake Passage; for many years it was a major milestone on the clipper route, by which sailing ships carried trade around the world. However, the waters around the cape are particularly hazardous, owing to strong winds, large waves, strong currents and icebergs; these dangers have made it notorious as a sailors' graveyard.


          The need for ships to round the horn was greatly reduced by the opening of the Panama Canal in 1914. However, sailing around the Horn is widely regarded as one of the major challenges in yachting, and a few recreational sailors continue to sail this route, sometimes as part of a circumnavigation of the globe, almost all of these choosing routes through the canals to the north of the actual Cape, though many take a detour through the islands and anchor to wait for fair weather to actually visit Horn Island or even sail around it to replicate a rounding of this historic point. Several prominent ocean yacht races, notably the Vende Globe, sail around the world via the Horn, and speed records for round-the-world sailing follow the same route.


          


          Geography


          
            [image: The southern part of South America, including Cape Horn island, the Drake Passage, and the South Shetland Islands.]

            
              The southern part of South America, including Cape Horn island, the Drake Passage, and the South Shetland Islands.
            

          


          Cape Horn island is the southernmost point of land closely associated with South America; it is located at , on Isla Hornos in the Hermite Islands group, at the southern end of the Tierra del Fuego archipelago. It marks the north edge of the Drake Passage, the strait between South America and Antarctica. The dividing line between the Atlantic and Pacific oceans runs along the meridian of Cape Horn, from Tierra del Fuego to the Southern Ocean. It is located in Cabo de Hornos National Park.


          Cape Horn island was originally given the Dutch name "Kaap Hoorn", in honour of the Dutch city of Hoorn; in a typical example of false friends, the Hoorn became known in English as "Cape Horn", and in Spanish as "Cabo de Hornos" (which literally means "Cape of Ovens"). It is commonly known to sailors simply as The Horn.


          While Cape Horn is widely considered to be the southernmost point of South America, it is not actually the southernmost point of the South American continental landmass (the southernmost point of the continental landmass is Cape Froward on Brunswick Peninsula). Cape Horn is located on Isla Hornos, the most southerly of the Hermite Islands, which themselves are part of the Tierra del Fuego archipelago. Tierra del Fuego is separated from the South America mainland by the Strait of Magellan. Also of note, the southernmost point of land on the South American continental shelf is on the Diego Ramirez Islands. On the other hand, 56 kilometers (35 mi) to the northwest from Cape Horn on Hoste Island lies False Cape Horn, which is so named because as sailors approaching from the west would confuse it with Cape Horn, and since the Wollaston Islands are due east of the false cape, this navigation error has led to several shipwrecks.
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              The main building of the Chilean lighthouse station.
            

          


          The cape lies within Chilean territorial waters, and the Chilean Navy maintains a station on Hoorn Island, consisting of a residence, utility building, chapel, and lighthouse; A short distance from the main station is a memorial, including a large sculpture featuring the silhouette of an albatross, in honour of the sailors who died while attempting to "round the Horn".


          However, the Chilean Navy station, including the lighthouse, and the memorial are not located in the Cape Horn itself, that is rather inaccessible both by land and by sea, but in another land point about a mile farther east-northeast. In the real Cape Horn there is a 4 m (13 ft) fibreglass light tower with a focal plane of 40 m (131 ft) and a range of about 21 km (13 mi)), which is the authentic Cape Horn lighthouse.


          The terrain is entirely treeless, although quite lush owing to the frequent precipitation.
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          Climate


          The climate in the region is generally cool, owing to the southern latitude. There are no weather stations in the group of islands including Cape Horn; however, a study in 18821883 found an annual rainfall of 1,357 millimetres (53.42 in), with an average annual temperature of 5.2C (41.4F). Winds were reported to average 30 kilometres per hour (19 mph), with squalls of over 100kilometres per hour (62mph) occurring in all seasons.


          Contemporary weather records for Ushuaia, 146kilometres (91mi) north, show that summer (JanuaryFebruary) average temperatures range from highs of 14C (57F) to lows of 5C (42F); in winter (July), average temperatures range from 4C (40F) to 2C (29F). Cloud cover is generally high, with averages from 5.2eighths in May and July to 6.4eighths in December and January. Precipitation is high throughout the year: the weather station on the nearby Diego Ramirez Islands, 109kilometres (68mi) south-west in the Drake Passage, shows the greatest rainfall in March, averaging 137.4millimetres (5.41in); while October, which has the least rainfall, still averages 93.7millimetres (3.69in). Wind conditions are generally severe, particularly in winter. In summer, the wind at Cape Horn is gale force up to 5% of the time, with generally good visibility; however, in winter, gale force winds occur up to 30% of the time, often with poor visibility.


          Many stories are told of hazardous journeys "around the Horn," most describing fierce storms. In sea chanteys and other songs, "Cape Horn" is frequently rhymed with " never been born."


          


          Political
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              The islands around Cape Horn.
            

          


          Cape Horn is part of the Commune of Cabo de Hornos, whose capital is Puerto Williams; this in turn is part of Antrtica Chilena Province, whose capital is also Puerto Williams. The area is part of the Magallanes y la Antrtica Chilena Region of Chile.


          Puerto Toro, a few miles south of Puerto Williams, is the closest town to the cape, and the southernmost town in the world.


          


          Sailing routes


          There are a number of potential sailing routes around the tip of South America. The Strait of Magellan, between the mainland and Tierra del Fuego, is a major  although narrow  passage, which was in use for trade well before the Horn was discovered; the Beagle Channel, between Tierra del Fuego and Isla Navarino, offers a potential, though difficult route; and there are various passages around the Wollaston and Hermite Islands to the north of Cape Horn.


          All of these, however, are notorious for treacherous williwaw winds, which can strike a vessel with little or no warning; given the narrowness of these routes, there is a significant risk of then being driven onto the rocks. The open waters of the Drake Passage, south of Cape Horn, provide by far the widest route, at about 650 kilometres (400 mi) wide; this passage offers ample sea room for maneuvering as winds change, and is the route used by most ships and sailboats, despite the possibility of extreme wave conditions.


          


          Shipping hazards


          Several factors combine to make the passage around Cape Horn one of the most hazardous shipping routes in the world: the fierce sailing conditions prevalent in the Southern Ocean generally; the geography of the passage south of the Horn; and the extreme southern latitude of the Horn, at 56 south. (For comparison, Cape Agulhas at the southern tip of Africa is at 35 south; Stewart Island at the south end of New Zealand is 47 south.)


          The prevailing winds in latitudes below 40 south can blow from west to east around the world almost uninterrupted by land, giving rise to the " roaring forties" and the even more wild "furious fifties" and "screaming sixties". These winds are hazardous enough in themselves that ships traveling east would tend to stay in the northern part of the forties (i.e. not far below 40 south latitude); however, rounding Cape Horn requires ships to press south to 56 south latitude, well into the zone of fiercest winds. These winds are further exacerbated at the Horn by the funneling effect of the Andes and the Antarctic peninsula, which channel the winds into the relatively narrow Drake Passage.


          The strong winds of the Southern Ocean give rise to correspondingly large waves; these waves can attain enormous size as they roll around the Southern Ocean, free of any interruption from land. At the Horn, however, these waves encounter an area of shallow water to the south of the Horn, which has the effect of making the waves shorter and steeper, greatly increasing the hazard to ships. If the strong eastward current through the Drake Passage encounters an opposing east wind, this can have the effect of further building up the waves. In addition to these "normal" waves, the area west of the Horn is particularly notorious for rogue waves, which can attain heights of up to 30 metres (100 ft).


          The prevailing winds and currents create particular problems for vessels attempting to round the Horn against them, i.e. from east to west. Although this affects all vessels to some extent, it was a particularly serious problem for traditional sailing ships, which could make very little headway against the wind at the best of times; modern sailing boats are significantly more efficient to windward and can more reliably make a westward passage of the Horn, as they do in the Global Challenge race. In recent times, only two small yachts have taken this route, John Kretschmer did so on his 32 footer "Gigi" in 1984. Lin and Larry Pardey sailed west around the Cape in 2003 on an engineless 29 footer.


          Finally, ice is a hazard to sailors venturing far below 40 south. Although the ice limit dips south around the horn, icebergs are a significant hazard for vessels in the area. In the South Pacific in February (summer in Southern Hemisphere), icebergs are generally confined to below 50 south; but in August the iceberg hazard can extend north of 40 south. Even in February, though, the Horn is well below the latitude of the iceberg limit. These hazards have made the Horn notorious as perhaps the most dangerous ship passage in the world; many ships were wrecked, and many sailors died, attempting to round the Cape.


          


          History


          


          Discovery
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              Approaching Cape Horn from the south-west.
            

          


          In 1525 the vessel San Lesmes commanded by Francisco de Hoces, member of the Loasa Expedition, was blown south by a gale in front of the Atlantic end of Magellan Strait and reached 56 S where they thought to see Land's End.


          In September 1578, Sir Francis Drake, in the course of his circumnavigation of the world, passed through the Strait of Magellan into the Pacific Ocean. Before he could continue his voyage north his ships encountered a storm, and were blown well to the south of Tierra del Fuego. The expanse of open water they encountered led Drake to guess that far from being another continent, as previously believed, Tierra del Fuego was an island with open sea to its south. This discovery went unused for some time, as ships continued to use the known passage through the Strait of Magellan.


          By the early 1600s, the VOC held a monopoly on all Dutch trade via the Strait of Magellan and the Cape of Good Hope, the only two known routes at the time to the Far East. In an effort to find an alternative route and hence break the monopoly, the Dutch merchant Jacob Le Maire, together with navigator Willem Schouten, set off to investigate Drake's suggestion of a route to the south of Tierra del Fuego. Backed by the city leaders of the Dutch town of Hoorn, the expedition set off in two ships, Eendracht and Hoorn, in May, 1615.


          Hoorn was accidentally destroyed in Patagonia, but in January, 1616, Eendracht passed through the Le Maire Strait, as it is now known, and sighted a high island to the south. They named the new cape "Kaap Hoorn", in honour of the expedition's sponsors. At the time it was discovered, the Horn was believed to be the southernmost point of Tierra del Fuego; the unpredictable violence of weather and sea conditions in the Drake Passage made exploration difficult, and it was only in 1624 that the Horn was discovered to be an island. It is a telling testament to the difficulty of conditions there that Antarctica, only 650 kilometres (400 mi) away across the Drake Passage, was discovered as recently as 1820, despite the passage having been used as a major shipping route for 200 years.


          


          Trade route
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          From the 1700s to the early 1900s, Cape Horn was a part of the clipper routes which carried much of the world's trade. Clipper ships sailed round the Horn carrying wool, grain, and gold from Australia back to Europe; much trade was carried around the Horn between Europe and the Far East; and trade and passenger ships travelled between the coasts of the United States via the Horn. The Horn exacted a heavy toll from shipping, however, owing to the extremely hazardous combination of conditions there.


          Traditionally, a sailor who had rounded the Horn was entitled to wear a gold loop earring  in the left ear, the one which had faced the Horn in a typical eastbound passage  and to dine with one foot on the table; a sailor who had also rounded the Cape of Good Hope could place both feet on the table. A sailor who had sailed around Cape Horn was also able to brag by showing off his tattoo of a full-rigged ship.


          One particular historic attempt to round the Horn, that of HMAV Bounty in 1788, has been immortalized in history due to the subsequent Mutiny on the Bounty. This abortive Horn voyage has also been portrayed (with various historic accuracy) in three major motion pictures about Captain William Bligh's mission to transport breadfruit to Tahiti and the mutiny which occurred during his homeward voyage.


          The transcontinental railroads in North America, as well as the Panama Canal in Central America, led to the gradual decrease in use of the Horn for trade. As steamships replaced sailing ships, Pamir became the last commercial sailing ship to round Cape Horn laden with cargo, en route from Port Victoria, Australia to Falmouth, England in 1949.


          


          Recreational and sport sailing


          Despite the opening of the Suez and Panama Canals, the Horn remains part of the fastest sailing route around the world, and so the growth in recreational long-distance sailing has brought about a revival of sailing via the Horn. Owing to the remoteness of the location and the hazards there, a rounding of Cape Horn is widely considered to be the yachting equivalent of climbing Mount Everest, and so many sailors seek it out for its own sake.


          The first small boat to sail around Cape Horn was the 42-foot (13m) yacht Saoirse, sailed by Conor O'Brien with three friends, who rounded it during a circumnavigation of the world between 1923 and 1925. In 1934, the Norwegian Al Hansen was the first to round Cape Horn single-handed from east to west  the "wrong way"  in his boat Mary Jane, but was subsequently wrecked on the coast of Chile. The first person to successfully circumnavigate the world single-handed via Cape Horn was Vito Dumas, who made the voyage in 1942 in his 33-foot (10m) ketch Lehg II; a number of other sailors have since followed him. including Webb Chiles aboard "EGREGIOUS" who in December 1975 became the first American to round Cape Horn single-handed.


          Today, there are several major yacht races held regularly along the old clipper route via Cape Horn. The first of these was the Sunday Times Golden Globe Race, which was a single-handed race; this inspired the present-day Around Alone race, which circumnavigates with stops, and the Vende Globe, which is non-stop. Both of these are single-handed races, and are held every four years. The Volvo Ocean Race is a crewed race with stops which sails the clipper route every four years. The Jules Verne Trophy is a prize for the fastest circumnavigation of the world by any type of yacht, with no restrictions on the size of the crew (no assistance, non-stop). Finally, the Global Challenge race goes around the world the "wrong way", from east to west, which involves rounding Cape Horn against the prevailing winds and currents.


          The Horn remains a major hazard for recreational sailors, however. A classic case is that of Miles and Beryl Smeeton, who attempted to round the Horn in their yacht Tzu Hang. Hit by a rogue wave when approaching the Horn, the boat pitchpoled (ie. somersaulted end-over-end). Although they survived, and were able to make repairs in Talcahuano, Chile, they attempted the passage again, only to be rolled over, and dismasted for a second time, by another rogue wave, which again they miraculously survived.


          


          Literature and culture


          Cape Horn has been an icon of sailing culture for centuries; it has featured in sea shanties and in many books about sailing. One of the classic accounts of a working ship in the age of sail is Two Years Before the Mast, by Richard Henry Dana, Jr., in which the author describes an arduous trip from Boston to California via Cape Horn:


          
            
              	

              	Just before eight o'clock (then about sundown, in that latitude) the cry of "All hands ahoy!" was sounded down the fore scuttle and the after hatchway, and hurrying upon deck, we found a large black cloud rolling on toward us from the south-west, and blackening the whole heavens. "Here comes Cape Horn!" said the chief mate; and we had hardly time to haul down and clew up, before it was upon us. In a few moments, a heavier sea was raised than I had ever seen before, and as it was directly ahead, the little brig, which was no better than a bathing machine, plunged into it, and all the forward part of her was under water; the sea pouring in through the bow-ports and hawse-hole and over the knightheads, threatening to wash everything overboard. In the lee scuppers it was up to a man's waist. We sprang aloft and double reefed the topsails, and furled all the other sails, and made all snug. But this would not do; the brig was laboring and straining against the head sea, and the gale was growing worse and worse. At the same time sleet and hail were driving with all fury against us. We clewed down, and hauled out the reef-tackles again, and close-reefed the fore-topsail, and furled the main, and hove her to on the starboard tack. Here was an end to our fine prospects.

              	
            

          


          Charles Darwin, in The Voyage of the Beagle, a journal of the five-year expedition upon which he based The Origin of Species, described his 1832 encounter with the Horn:


          
            
              	

              	... we closed in with the Barnevelts, and running past Cape Deceit with its stony peaks, about three o'clock doubled the weather-beaten Cape Horn. The evening was calm and bright, and we enjoyed a fine view of the surrounding isles. Cape Horn, however, demanded his tribute, and before night sent us a gale of wind directly in our teeth. We stood out to sea, and on the second day again made the land, when we saw on our weather-bow this notorious promontory in its proper form  veiled in a mist, and its dim outline surrounded by a storm of wind and water. Great black clouds were rolling across the heavens, and squalls of rain, with hail, swept by us with such extreme violence, that the Captain determined to run into Wigwam Cove. This is a snug little harbour, not far from Cape Horn; and here, at Christmas-eve, we anchored in smooth water.

              	
            

          


          Alan Villiers, a modern-day expert in traditional sailing ships, wrote many books about traditional sailing, including By way of Cape Horn. More recent sailors have taken on the Horn singly, such as Vito Dumas, who wrote Alone Through The Roaring Forties based on his round-the-world voyage; or with small crews.


          Bernard Moitessier made two significant voyages round the horn; once with his wife Franoise, described in Cape Horn: The Logical Route, and once single-handed. His book The Long Way tells the story of this latter voyage, and of a peaceful night-time passage of the Horn: "The little cloud underneath the moon has moved to the right. I look... there it is, so close, less than 10miles (16km) away and right under the moon. And nothing remains but the sky and the moon playing with the Horn. I look. I can hardly believe it. So small and so huge. A hillock, pale and tender in the moonlight; a colossal rock, hard as diamond."


          And John Masefield wrote: "Cape Horn, that tramples beauty into wreck / And crumples steel and smites the strong man dumb"


          [bookmark: .27Rounding_the_Horn.27]


          'Rounding the Horn'


          Visiting Cabo de Hornos can be done on a day trip by helicopter or more arduously by charter power boat or sailboat - or by cruise ship. Rounding the Horn" is traditionally understood to involve sailing from 50 degrees South on one coast to 50 degrees South on the other coast, the two benchmark latitudes of a Horn run, a considerably more difficult and time-consuming endeavor.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cape_Horn"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Cape Lion


        
          

          
            
              	Cape Lion
            


            
              	
                [image: ]


                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Extinct in the Wild
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Carnivora

                  


                  
                    	Family:

                    	Felidae

                  


                  
                    	Genus:

                    	Panthera

                  


                  
                    	Species:

                    	P. leo

                  


                  
                    	Subspecies:

                    	P. l. melanochaitus

                  

                

              
            


            
              	Trinomial name
            


            
              	Panthera leo melanochaitus

              Ch. H. Smith, 1842
            

          


          The Cape Lion, Panthera leo melanochaitus, is a subspecies of lion and is now extinct in the wild.


          Cape "black-maned" Lions ranged along the Cape of Africa on the southern tip of the continent. The Cape Lion was not the only subspecies living in South Africa, and its exact range is unclear. Its stronghold was Cape Province, in the area around Cape Town. The last Cape Lion seen in the province was killed in 1858.


          As with the Barbary lion, several people and institutions claim to have Cape lions. In 2000, possible specimens were found in captivity in Russia and brought to South Africa for breeding. There is much confusion between Cape lions and other dark-coloured long-maned captive lions. Lions in captivity today have been bred and cross-bred from lions captured in Africa long ago, with examples from all of these 'subspecies'. Mixed together, hybridized, most of today's captive lions have a 'soup' of genes from many different lions.
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          Early authors justified "distinct" subspecific status of the Cape lion believed that that the seemingly fixed external morphology of the Cape lions (males huge mane extending behind shoulders and covering belly, and the distinctive black tips to the lion's ears). However, nowadays it is known that various extrinsic factors, including the ambient temperature, influence the colour and size of a lions mane. Results of mitochondrial DNA research published in 2006 do not support the "distinctness" of the Cape lion. It now seems probable that the Cape lion was only the southernmost population of the extant southern African lion.
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          The Cape Porcupine or South African Porcupine, Hystrix africaeaustralis, is a species of Old World porcupine. Contrary to its name, this porcupine species inhabits much of sub-Saharan Africa, excluding the southwestern deserts of the continent. This rodent is nocturnal and inhabits rocky outcrops and hills. They shelter in caves or dens they dig themselves. Female cape porcupines are the biggest rodents in southern Africa, weighing more than 30 kilograms (66 pounds) and growing more than two feet long. The cape porcupine is covered in bristly quills varying in thickness. The longest spines grow as long as the animal's body and quills only eight inches shorter. On its tail, the spines are hollow to make a rattling sound to scare away predators. When attacked, the porcupine freezes.If cornered, it turns vicious and charges to stab its attacker with its quills. Otherwise, the porcupine may retreat into its burrow, exposing only its quills and making it hard to dislodge.


          Unlike most rodents, the cape porcupine is very long-lived. The oldest animals can be 15 to 20 years old. They are also fast to grow. Litters of four are nursed for four months and reach adult size in only a year. The cape porcupine eats mostly plant material: fruits, roots, tubers, bulbs, and bark. Special microorganisms in the animal's gut break down this tough vegetation. The porcupine has also been reported to gnaw on carrion and bones.
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              	Nickname: The mother city, or The Tavern of the Seas
            


            
              	Motto: Spes Bona (Latin for "Good Hope")
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              	Coordinates:
            


            
              	Country

              	South Africa
            


            
              	Province

              	Western Cape Province
            


            
              	Municipality

              	City of Cape Town Metropolitan Municipality
            


            
              	Founded

              	1652
            


            
              	Government
            


            
              	-Type

              	City council
            


            
              	- Mayor

              	Helen Zille
            


            
              	-City manager

              	Achmat Ebrahim
            


            
              	Area
            


            
              	-Total

              	2,454.72 km(947.8 sqmi)
            


            
              	Population (2007)
            


            
              	-Total

              	3,497,097
            


            
              	- Density

              	1,425/km(3,690.7/sqmi)
            


            
              	Time zone

              	SAST ( UTC+2)
            


            
              	Postal code

              	8000
            


            
              	Area code(s)

              	+27 (0)21
            


            
              	Website: http://www.capetown.gov.za/
            

          


          Cape Town (Afrikaans: Kaapstad; Xhosa: iKapa) is the second most populous city in South Africa, forming part of the metropolitan municipality of the City of Cape Town. It is the provincial capital of the Western Cape, as well as the legislative capital of South Africa, where the National Parliament and many government offices are located. Cape Town is famous for its harbour as well as its natural setting in the Cape floral kingdom, including such well-known landmarks as Table Mountain and Cape Point. Cape Town is one of the most popular South African destinations for tourism.


          Cape Town was originally developed as a victualling (supply) station for Dutch ships sailing to Eastern Africa, India, and the Far East more than 200 years before the construction of the Suez Canal in 1869. Jan van Riebeeck's arrival on 6 April 1652 established the first permanent European settlement in South Africa. Cape Town quickly outgrew its original purpose as the first European outpost at the Castle of Good Hope. It was the largest city in South Africa until the growth of Johannesburg.


          According to the 2007 Community Survey, the city has a population of 3.5million. Cape Town's land area of 2,455 square kilometres (948 sqmi) is larger than other South African cities, resulting in a comparatively lower population density of 1,425 people per square kilometre (3,689/sqmi). Cape Town is twinned with Nice in France and Haifa in Israel.


          


          History
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          There is no certainty as to when humans first occupied the area prior to the first visits of Europeans in the 15th century. The earliest known remnants in the region were found at Peers cave in Fish Hoek and date to around 12,000 years ago. Little is known of the history of the region's first residents, since there is no written history from the area before it was first mentioned by Portuguese explorer Bartolomeu Dias in 1486. Vasco da Gama recorded a sighting of the Cape of Good Hope in 1497, and the area did not have regular contact with Europeans until 1652, when the Netherlands' Jan van Riebeeck and other employees of the Dutch East India Company (Dutch: Verenigde Oost-indische Compagnie, VOC) were sent to the Cape to establish a way-station for ships travelling to the Dutch East Indies. The city grew slowly during this period, as it was hard to find adequate labour. This labour shortage prompted the city to import slaves from Indonesia and Madagascar. Many of these became ancestors of the first Cape Coloured communities.


          During the French Revolutionary and Napoleonic wars, the Netherlands was repeatedly occupied by France, and Great Britain moved to take control of Dutch colonies. Britain captured Cape Town in 1795, but the Cape was returned to the Netherlands by treaty in 1803. British forces occupied the Cape again in 1806. In the Anglo-Dutch Treaty of 1814, Cape Town was permanently ceded to Britain. It became the capital of the newly formed Cape Colony, whose territory expanded very substantially through the 1800s.


          The discovery of diamonds in Griqualand West in 1869, and the Witwatersrand Gold Rush in 1886, prompted a flood of immigrants to South Africa. Conflicts between the Boer republics in the interior and the British colonial government resulted in the Second Boer War of 1899-1901. Britain won the war. In 1910, Britain established the Union of South Africa, which unified the Cape Colony with the two defeated Boer Republics and the British colony of Natal. Cape Town became the legislative capital of the Union, and later of the Republic of South Africa.
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          In the 1948 elections, the National Party won on a platform of apartheid (racial segregation) under the slogan of swart gevaar. This led to the Group Areas Act, which classified all areas according to race. Formerly multi-racial suburbs of Cape Town were either purged of unlawful residents or demolished. The most infamous example of this in Cape Town was District Six. After it was declared a whites-only region in 1965, all housing there was demolished and over 60,000 residents were forcibly removed. Many of these residents were relocated to the Cape Flats and Lavendar Hill. Under apartheid, the Cape was considered a " Coloured labour preference area", to the exclusion of " Bantus", i.e. blacks.


          Cape Town was home to many leaders of the anti-apartheid movement. On Robben Island, a penitentiary island 10 kilometres out to sea from the city, many famous political prisoners were held for years. In one of the most famous moments marking the end of apartheid, Nelson Mandela made his first public speech in decades on 11 February 1990 from the balcony of Cape Town City Hall hours after being released. His speech heralded the beginning of a new era for the country, and the first democratic election was held four years later, on 27 April 1994. Nobel Square in the Victoria & Alfred Waterfront features statues of South Africa's four Nobel Peace Prize winners - Albert Luthuli, Desmond Tutu, F.W. de Klerk and Nelson Mandela. Since 1994, the city has struggled with problems such as HIV/AIDS, tuberculosis, a surge in violent drug-related crime and more recent xenophobic violence. At the same time, the economy has surged to unprecedented levels due to the boom in the tourism and the real estate industries.


          


          Geography
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          The centre of Cape Town is located at the northern end of the Cape Peninsula. Table Mountain forms a dramatic backdrop to the city bowl, with its plateau over 1,000 m (3,300ft) high; it is surrounded by near-vertical cliffs, Devil's Peak and Lion's Head. Sometimes a thin strip of cloud forms over the mountain, and owing to its appearance, it is colloquially known as the "tablecloth". The peninsula consists of a dramatic mountainous spine jutting southwards into the Atlantic Ocean, ending at Cape Point. There are over 70 peaks above 1,000feet (300m) (the American definition of a mountain) within Cape Town's official city limits. Many of the suburbs of Cape Town are on the large plain of the Cape Flats, which joins the peninsula to the mainland. The Cape Flats lie on what is known as a rising marine plain, consisting mostly of sandy geology which shows that at one point Table Mountain itself was an island. 


          Climate
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          The Cape Peninsula has a Mediterranean climate with well-defined seasons. In winter, which lasts from May to September, large cold fronts come across from the Atlantic Ocean with heavy precipitation and strong north-westerly winds. The winter months are cool, with an average minimum temperature of 7  C (45  F). Most of the city's annual rainfall occurs in wintertime, but due to the mountainous topography of the city, rainfall amounts for specific areas can vary dramatically. The suburb of Newlands which is to the south of the city is the wettest place in South Africa. The valleys and coastal plains average 515millimetres (20 in) of rain per annum, while mountain areas can average as much as 1,500millimetres (60in) per annum. Summer, which lasts from November to March, is warm and dry. The Peninsula gets frequent strong winds from the south-east, known locally as the Cape Doctor, because it blows away pollution and cleans the air. The south-easterly wind is caused by a high-pressure system which sits in the South Atlantic to the west of Cape Town, known as the South-Atlantic High. Summer temperatures are mild, with an average maximum of 26 C (79 F). The only times when Cape Town can be uncomfortably hot is when the Berg Wind, meaning "mountain wind" blows from the Karoo interior for a couple weeks in February or early March.


          



          
            
              	Weather averages for Cape Town
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Record high C (F)

              	39 (102)

              	38 (100)

              	41 (106)

              	39 (102)

              	34 (93)

              	30 (86)

              	29 (84)

              	32 (90)

              	33 (91)

              	37 (99)

              	40 (104)

              	35 (95)

              	41 (106)
            


            
              	Average high C (F)

              	26 (79)

              	27 (81)

              	25 (77)

              	23 (73)

              	20 (68)

              	18 (64)

              	18 (64)

              	18 (64)

              	19 (66)

              	21 (70)

              	24 (75)

              	25 (77)

              	22 (72)
            


            
              	Average low C (F)

              	16 (61)

              	16 (61)

              	14 (57)

              	12 (54)

              	9 (48)

              	8 (46)

              	7 (45)

              	8 (46)

              	9 (48)

              	11 (52)

              	13 (55)

              	15 (59)

              	11 (52)
            


            
              	Record low C (F)

              	7 (45)

              	6 (43)

              	5 (41)

              	2 (36)

              	1 (34)

              	-1 (30)

              	-1 (30)

              	0 (32)

              	0 (32)

              	1 (34)

              	4 (39)

              	6 (43)

              	-1 (30)
            


            
              	Precipitation mm (inches)

              	15 (0.6)

              	17 (0.7)

              	20 (0.8)

              	41 (1.6)

              	69 (2.7)

              	93 (3.7)

              	82 (3.2)

              	77 (3)

              	40 (1.6)

              	30 (1.2)

              	14 (0.6)

              	17 (0.7)

              	515 (20.3)
            


            
              	Source: 2008-06-04
            

          


          


          Government
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          Cape Town's local government is the City of Cape Town, which is a metropolitan municipality. Cape Town is governed by a 210-member city council, which reports to a 28-member executive council. The executive council, in turn, is presided over by a city manager and an executive mayor. The city is divided into 105 electoral wards; each ward directly elects one member of the council, whilst the other 105 councillors are elected by a party-list proportional representation system. The mayor is chosen by the city council.


          The current mayor is Helen Zille of the Democratic Alliance. In the most recent local government elections, the Democratic Alliance was the largest single party with 90 of the 210 seats on the council, ahead of the African National Congress's 81 seats, but with no party holding a majority. A subsequent by-election has increased the DA's seats to 91. The DA has now increased its majority, by introducing the Independent Democrats (South Africa) to the coalition, and so the DA-led council now has a majority of 22 seats.


          Before the unification of Cape Town's local government into the so-called "Unicity", it was divided into six regional "Administrations"; many functions of the Unicity are still divided according to the old Administrations. The administrations include Cape Town, which has the regions of the City Bowl, the Atlantic Seaboard, the southern suburbs, Pinelands, Langa and Mitchell's Plain. The South Peninsula includes Hout Bay, Wynberg, Constantia, Fish Hoek, Kommetjie, Noordhoek and Simon's Town. The Blaauwberg region includes Milnerton, Tableview, and Bloubergstrand. Tygerberg has its own region, with Durbanville, Bellville, and Khayelitsha added to it. Oostenberg includes Kraaifontein, Brackenfell, Kuilsrivier, Blue Downs, and Eerste Rivier. The last administration, Helderberg, includes Somerset West, Strand, and Gordon's Bay.


          


          Demographics
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          According to the South African National Census of 2001, the population of Cape Town is 2,893,251 people. There are 759,767 formal households, of which 87.4% have a flush or chemical toilet, and 94.4% have refuse removed by the municipality at least once a week. 80.1% of households use electricity as the main source of energy. 16.1% of households are headed by one person.


          Coloured people account for 48.13% of the population, followed by Black Africans at 31%, Whites at 18.75%, and Asians at 1.43%. 46.6% of the population is under the age of 24, whilst 5% are over the age of 65. The median age in the city is 26 years old, and for every 100 females, there are 92.4 males. 19.4% of city residents are unemployed; 58.3% of the unemployed are black, 38.1% are Coloured, 3.1% are White and 0.5% are Asian.


          41.4% of Cape Town residents speak Afrikaans at home, 28.7% speak Xhosa, 27.9% speak English, 0.7% speak Sotho, 0.3% speak Zulu, 0.1% speak Tswana and 0.7% of the population speaks a non-official language at home. 76.6% of residents are Christian, 10.7% have no religion, 9.7% are Muslim, 0.5% are Jewish and 0.2% are Hindu. 2.3% have other or undetermined beliefs.


          4.2% of residents aged 20 and over have received no schooling; 11.8% have had some primary school; 7.1% have completed only primary school; 38.9% have had some high school education; 25.4% have finished only high school and 12.6% have an education higher than the high school level. Overall, 38.0% of residents have completed high school. The median annual income of working adults aged 2065 is ZAR 25 774. Males have a median annual income of ZAR 28 406 versus ZAR 22 265 for females.


          


          Economy
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              The main entrance to the Cape Town International Convention Centre
            

          


          Cape Town is the economic centre of the Western Cape and serves as the regional manufacturing centre. It also has the primary harbour and airport in the Western Cape. The large government presence in the city, both as the capital of the Western Cape and the seat of the National Parliament, has led to increased revenue and growth in industries that serve the government. Cape Town hosts many conferences, particularly in the new Cape Town International Convention Centre, which opened in June 2003. The city has recently enjoyed a booming real estate and construction market, with many people buying summer homes in the city as well as relocating there permanently. The central business district is under an extensive urban renewal programme, with numerous new buildings and renovations taking place under the guidance of the Cape Town Partnership. The central business district is expecting a private-sector investment influx of ZAR30-35billion (US$5-6billion) over the next 5 years, confirmed by the Partnership.


          Cape Town has four major commercial nodes, with Cape Town Central Business District containing the majority of job opportunities and office space. Century City, the Bellville/TygerValley strip and Claremont commercial nodes are well established and contain many offices and corporate headquarters as well. Most companies headquartered in the city are insurance companies, retail groups, publishers, design houses, fashion designers, shipping companies, petrochemical companies, architects and advertising agencies.


          The Western Cape also generates a quarter of the South African agricultural sector's total gross income and more than half of South Africa's exports. Much of the produce is handled through the Port of Cape Town or Cape Town International Airport. Most major shipbuilding companies have offices and manufacturing locations in Cape Town. The Province is also a centre of energy development for the country, with the existing Koeberg nuclear power station providing energy for the Western Cape's needs. Recently, oil explorers have discovered oil and natural gas off the coast in the Atlantic Ocean.


          The Western Cape is an important tourist region in South Africa; the tourism industry accounts for 9.8% of the GDP of the province and employs 9.6% of the province's workforce. In 2004, over 1.5 million international tourists visited the area.


          The mining industry in Cape Town has been booming for last 6 years. 6000 miners are now employed in the mining industry since 2002.


          


          Tourism
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          Cape Town is the most popular tourist destination in South Africa due to its good climate, natural setting, and relatively well-developed infrastructure. The city has several well-known natural features that attract tourists, most notably Table Mountain, which forms a large part of the Table Mountain National Park and is the back end of the City Bowl. Reaching the top of the mountain can be achieved either by hiking up, or by taking the Table Mountain Cableway. Cape Point is recognised as the dramatic headland at the end of the Cape Peninsula. Many tourists also drive along Chapman's Peak Drive, a narrow road that links Noordhoek with Hout Bay, for the views of the Atlantic Ocean and nearby mountains. It is possible to either drive or hike up Signal Hill for closer views of the City Bowl and Table Mountain.


          Many tourists also visit Cape Town's beaches, which are popular with local residents. Due to the city's unique geography, it is possible to visit several different beaches in the same day, each with a different setting and atmosphere. Beaches located on the Atlantic Coast tend to have very cold water as the water is mostly glacial melt from Antarctica. The water at False Bay beaches is often warmer by up to 10 C (18 F). Both coasts are equally popular, although the beaches in affluent Clifton and elsewhere on the Atlantic Coast are better developed with restaurants and cafs, with a particularly vibrant strip of restaurants and bars accessible to the beach at Camps Bay. Boulders Beach near Simon's Town is known for its colony of African penguins. Surfing is popular and the city hosts the Red Bull Big Wave Africa surfing competition every year.


          The city has several notable cultural attractions. The Victoria & Alfred Waterfront, built on top of part of the docks of the Port of Cape Town, is one of the city's most popular shopping venues, with several hundred shops and the Two Oceans Aquarium. Part of the charm of the V&A, as it is locally known, is that the Port continues to operate and visitors can watch ships enter and leave. The V&A also hosts the Nelson Mandela Gateway, through which ferries depart for Robben Island. It is possible to take a ferry from the V&A to Hout Bay, Simon's Town and the Cape Fur Seal colonies on Seal and Duiker Islands. Several companies offer tours of the Cape Flats, a mostly Coloured township, and Khayelitsha, a mostly black township. An option is to sleep overnight in Cape Town's townships. There are several B&Bs where you can spend a safe and real African night.


          Cape Town is noted for its architectural heritage, with the highest density of Cape Dutch style buildings in the world. Cape Dutch style, which combines the architectural traditions of the Netherlands, Germany and France, is most visible in Constantia, the old government buildings in the Central Business District, and along Long Street. The annual Cape Town Minstrel Carnival, also known by its Afrikaans name of Kaapse Klopse, is a large minstrel festival held annually on January 2 or "Tweede Nuwe Jaar" (Afrikaans: Second New Year). Competing teams of minstrels parade in brightly coloured costumes, either carrying colourful umbrellas or playing an array of musical instruments. The Artscape Theatre Centre is the main performing arts venue in Cape Town.


          Night life in the city caters for all tastes and preferences, with a range of restaurants and cafes that are generally recognised as including some of the finest eateries in South Africa (both in food quality and decor terms). Night clubs and bars abound with popular areas including the top end of Long Street and its immediate surrounds, as well as the redeveloped Cape Malay quarter, De Waterkant. Varied accommodation for tourists is also abundant, ranging from well located backpackers hostels to hotels that have been rated at the top of their class in world terms.


          Cape Town's transport system links it to the rest of South Africa; it serves as the gateway to other destinations within the province. The Cape Winelands and in particular the towns of Stellenbosch, Paarl and Franschhoek are popular day trips from the city for sightseeing and wine tasting. Whale watching is popular amongst tourists: Southern Right Whales are seen off the coast during the breeding season (August to November) and Bryde's Whales can be seen any time of the year. The nearby town of Hermanus is known for its Whale Festival, but whales can also be seen in False Bay. Heaviside's dolphins are endemic to the area and can be seen from the coast north of Cape Town; dusky dolphins live along the same coast and can occasionally be seen from the ferry to Robben Island.


          Approximately 1.5 million tourists visited in Cape Town during 2004, bringing in a total of R10 billion in revenue. The forecasts for 2006 anticipate 1.6 million tourists spending a total of R12 billion. The most popular areas for visitors to stay include Camps Bay, Sea Point, the V&A Waterfront, the City Bowl, Hout Bay, Constantia, Rondebosch, Newlands, Somerset West, Hermanus and Stellenbosch, as well.


          Sports teams and stadiums


          
            
              	Club

              	Sport

              	League

              	Stadium
            


            
              	Ajax Cape Town

              	Football

              	Premier Soccer League

              	Philippi Stadium
            


            
              	Cape Cobras

              	Cricket

              	Standard Bank Cup Series

              	Newlands Cricket Ground
            


            
              	Santos

              	Football

              	Premier Soccer League

              	Athlone Stadium
            


            
              	Stormers

              	Rugby union

              	Super 14

              	Newlands Stadium
            


            
              	Western Province

              	Rugby union

              	Currie Cup

              	Newlands Stadium
            

          


          Cape Town's most popular sports by participation are cricket, association football, swimming, and rugby union. The Stormers represent Western Province and Boland in the Southern Hemisphere's Super 14 rugby union competition. Cape Town is the home of the Western Province Rugby Union, who play at Newlands Stadium and compete in the Currie Cup. Cape Town also regularly hosts the national team, the Springboks, and hosted matches during the 1995 Rugby World Cup, including a semi-final.


          Football, which is better known as soccer in South Africa, is also popular. Two clubs from Cape Town play in the Premier Soccer League (PSL), South Africa's premier league. These teams are Ajax Cape Town, which formed as a result of the 1999 amalgamation of the Seven Stars and the Cape Town Spurs; and Santos. Cape Town will also be the location of several of the matches of the FIFA 2010 World Cup including a semi-final, which is to be held in South Africa. The Mother City is building a new 70,000 seat stadium ( Green Point Stadium) in the Green Point area.


          In cricket, the Cape Cobras represent Cape Town at the Newlands Cricket Ground. The team is the result of an amalgamation of the Western Province Cricket and Boland Cricket teams. They take part in the Supersport and Standard Bank Cup Series.


          Cape Town has Olympic aspirations: in 1996, Cape Town was one of the five candidate cities shortlisted by the IOC to launch official candidatures to host the 2004 Summer Olympics. Although the games ultimately went to Athens, Cape Town came in an impressive third place, edging out Stockholm and Buenos Aires in the first three rounds of voting. There has been some speculation that Cape Town is seeking the South African Olympic Committee's nomination to be South Africa's bid city for the 2020 Summer Olympic Games.


          


          Sports event experience


          The city of Cape Town has vast experience in hosting major national and international sports events.


          The Cape Argus Pick 'n Pay Cycle Tour is the world's largest individually timed cycle race and the first event outside Europe to be included in the International Cycling Union's Golden Bike Series. It sees over 35 000 cyclists tackling a 109 km route around Cape Town. The Absa Cape Epic is the largest full-service mountain bike stage race in the world.


          Some notable events hosted by Cape Town has been the 1995 Rugby World Cup, 2003 ICC Cricket World Cup, and World Championships in various sports such as athletics, fencing, weightlifting, hockey, cycling, canoeing, gymnastics and others.


          Cape Town is also a host city to the 2010 FIFA World Cup from 11 June to 11 July 2010, further enhancing its profile as a major events city.


          
            
              	Year

              	Event

              	Venue
            


            
              	Annual (since 1960)

              	Berg River Canoe Marathon

              	Berg River, Paarl
            


            
              	Annual (since 1970)

              	Old Mutual Two Oceans marathon

              	Start: Newlands, Finish: University of Cape Town
            


            
              	Annual (since 1978)

              	Cape Argus Pick 'n Pay Cycle Tour

              	Start: City Centre, Finish: Green Point stadium
            


            
              	1995

              	IRB Rugby World Cup

              	Newlands stadium (50,000), Danie Craven stadium (20,000)
            


            
              	1996

              	24th IAAF World Cross Country Championships

              	Stellenbosch
            


            
              	1996

              	Atlanta 1996 Olympic Hockey qualifying tournament

              	Hartleyvale stadium (3,000)
            


            
              	1996

              	Modern Pentathlon World Cup Final

              	Stellenbosch
            


            
              	1997

              	Fencing World Championships

              	Culemborg exhibition centre(6,000)
            


            
              	2001

              	World Junior Weightlifting Championships

              	N/A
            


            
              	2002

              	World Womens Hockey Championships

              	Ice station (1,000)
            


            
              	2003

              	ICC Cricket World Cup

              	Newlands cricket stadium (25,000)
            


            
              	2003

              	World Road Championships

              	Various
            


            
              	2003

              	World Marathon Canoeing Championships

              	Berg River
            


            
              	2003

              	World Mountain Bike Championships

              	N/A
            


            
              	2004-2006

              	Swatch FIVB World Tour

              	Camps Bay Beach
            


            
              	2004-2008

              	Volvo ocean race

              	Cape Town harbour
            


            
              	2006

              	8th African Gymnastics Championships

              	Bellville Velodrome
            


            
              	2007

              	UCI B World Cycling Championships

              	Bellville Velodrome(track)
            


            
              	2007

              	ICC World T20 Championship

              	Newlands cricket stadium (25,000)
            


            
              	2007

              	ITTF World Cadet Challenge and World Junior Circuit Finals

              	Good Hope Centre
            


            
              	2008

              	UCI World Junior Cycling Championships

              	Bellville Velodrome
            


            
              	2008

              	World Rope Skipping Championships

              	Good Hope Centre (6,000)
            


            
              	2010

              	2010 FIFA World Cup

              	Green Point stadium (68,000)
            


            
              	2011

              	9th World Junior Women's Softball Championships

              	Turfhall Softball Stadium (2,500)
            


            
              	2012

              	ITTF World Junior Table Tennis Championships

              	Grand Arena (6,000)
            

          


          


          Education


          Public primary and secondary schools in Cape Town are run by the Western Cape Education Department. This provincial department is divided into seven districts; four of these are "Metropole" districts Metropole Central, North, South, and East which cover various areas of the city. There are also many private schools, both religious and secular, in Cape Town.


          


          Tertiary education
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          Cape Town has a well-developed higher education system of public universities. Cape Town is served by three public universities: the University of Cape Town (UCT), the University of the Western Cape (UWC) and the Cape Peninsula University of Technology (CPUT). Stellenbosch University, while not in the city itself, is 50 kilometres from the City Bowl and has additional campuses, such as the Tygerberg Faculty of Health Sciences and the Bellville Business Park closer to the City.


          Both the University of Cape Town and Stellenbosch University are leading universities in South Africa. This is due in large part to substantial financial contributions made to these institutions by both the public and private sector. UCT is an English speaking institution. It has over 25,000 students and has an MBA programme that is ranked 51st by the Financial Times in 2006. Since the African National Congress has come into governmental power, some restructuring of Western Cape universities has taken place and as such, traditionally non-white universities have seen increased financing, which has benefitted the University of the Western Cape.


          The public Cape Peninsula University of Technology was formed on January 1, 2005, when two separate institutions  Cape Technikon and Peninsula Technikon  were merged. The new university offers education primarily in English, although one may take courses in any of South Africa's official languages. The institution generally awards the National Diploma.


          


          Transport
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            	Air

          


          Cape Town International Airport serves both domestic and international flights. It is the second-largest airport in South Africa and serves as a major gateway for travellers to the Cape region. Cape Town has direct flights to most cities in South Africa as well as a number of international destinations.


          As of June 2006. Cape Town International Airport is being upgraded to handle an expected increase in air traffic as tourism numbers will increase in the lead-up to the 2010 FIFA World Cup. The renovations include several large new parking garages, a revamped domestic departure terminal and a new international terminal plus a new double-decker road system. The airport's cargo facilities are also being expanded and several large empty lots are being developed into office space and hotels.


          The Cape Town International Airport was among the winners of the World Travel Awards for being Africa's leading airport.


          
            	Sea

          


          Cape Town has a long tradition as a port city. The Port of Cape Town, the city's main port, is located in Table Bay directly to the north of the central business district. The port is a hub for ships in the southern Atlantic: it is located along one of the busiest shipping corridors in the world. It is also a busy container port, second in South Africa only to Durban. In 2004, it handled 3,161 ships and 9.2 million tonnes of cargo.


          Simon's Town Harbour on the False Bay coast of the Cape Peninsula is the main base of the South African Navy.


          
            	Rail

          


          The Shosholoza Meyl is the passenger rail operations of Spoornet and operates two long-distance passenger rail services from Cape Town: a daily service to and from Johannesburg via Kimberley and a weekly service to and from Durban via Kimberley, Bloemfontein and Pietermaritzburg. These trains terminate at Cape Town Railway Station and make a brief stop at Bellville. Cape Town is also one terminus of the luxury tourist-oriented Blue Train.


          Metrorail operates a commuter rail service in Cape Town and the surrounding area. The Metrorail network consists of 96 stations throughout the suburbs and outskirts of Cape Town.


          
            	Road

          


          Three national roads start in Cape Town: the N1 which links Cape Town with Bloemfontein, Johannesburg, Pretoria and Zimbabwe; the N2 which links Cape Town with Port Elizabeth, East London and Durban; and the N7 which links Cape Town with the Northern Cape Province and Namibia. The N1 and N2 both start in the Central Business District, and split to the east of the CBD, with the N1 continuing to the north east and the N2 heading south east past Cape Town International Airport. The N7 starts in Mitchells Plain and runs north, intersecting with the N1 and the N2 before leaving the city.


          Cape Town also has a system of freeway and dual carriageway M-roads, which connect different parts of the city. The M3 splits from the N2 and runs to the south along the eastern slopes of Table Mountain, connecting the City Bowl with Muizenberg. The M5 splits from the N1 further east than the M3, and links the Cape Flats to the CBD. The R300, which is informally known as the Cape Flats Freeway, links Mitchells Plain with Bellville, the N1 and the N2.


          
            	Buses

          


          Golden Arrow Bus Services operates scheduled bus services throughout the Cape Town metropolitan area. Several companies run long-distance bus services from Cape Town to the other cities in South Africa.


          
            	Taxis

          


          Cape Town has two kinds of taxis: metered taxis and minibus taxis. Unlike many cities, metered taxis are not allowed to drive around the city to solicit fares and instead must be called to a specific location.


          Minibus taxis are the standard form of transport for the majority of the population who cannot afford private vehicles. Although essential, these taxis are often poorly maintained and are frequently not road-worthy. These taxis make frequent unscheduled stops to pick up passengers, which can cause accidents. With the high demand for transport by the working class of South Africa, minibus taxis are often filled over their legal passenger allowance, making for high casualty rates when minibuses are involved in accidents. Minibuses are generally owned and operated in fleets, and inter-operator violence flares up from time to time, especially as turf wars occur over lucrative taxi routes.


          


          Sister cities
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              	Anthem: Cntico da Liberdade
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              	Capital

              (and largest city)

              	Praia

            


            
              	Official languages

              	Portuguese
            


            
              	Recognised regionallanguages

              	Cape Verdean Creole
            


            
              	Demonym

              	Cape Verdean
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Pedro Pires
            


            
              	-

              	Prime Minister

              	Jos Maria Neves
            


            
              	Independence

              	from Portugal
            


            
              	-

              	Recognised

              	July 5, 1975
            


            
              	Area
            


            
              	-

              	Total

              	4,033km( 172nd)

              1,557 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	2008estimate

              	499,796( 165th)
            


            
              	-

              	2000census

              	436,821
            


            
              	-

              	Density

              	126/km( 79th)

              326/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$3.905 billion( 157th)
            


            
              	-

              	Per capita

              	$7,904( 90th)
            


            
              	HDI(2007)

              	▲ 0.736(medium)( 102nd)
            


            
              	Currency

              	Cape Verdean escudo ( CVE)
            


            
              	Time zone

              	CVT ( UTC-1)
            


            
              	-

              	Summer( DST)

              	not observed( UTC-1)
            


            
              	Internet TLD

              	.cv
            


            
              	Calling code

              	+238
            

          


          The Republic of Cape Verde (Portuguese: Cabo Verde, IPA: ['kabu 'veɾdɨ]), is a republic located on an archipelago in the Macaronesia ecoregion of the North Atlantic Ocean, off the western coast of Africa. The previously uninhabited islands were discovered and colonized by the Portuguese in the fifteenth century (though there may have been earlier discoveries), and attained independence in 1975.


          


          Naming


          Cape Verde is named after Cap Vert (meaning Green Cape) in Senegal, the westernmost point of continental Africa. The country's name can be pronounced many ways in English. Cape is pronounced like the article of clothing, and Verde is pronounced either to rhyme with "bird", "birdy", "bear D", or "bear day". "Cabo" is not used in English.


          


          History


          Cape Verde was uninhabited when the Portuguese arrived in 1460 and made the islands part of the Portuguese empire. Due to its location off the coast of Africa, Cape Verde became an important watering station, then sugar cane plantation site, and later a major hub of the trans-atlantic slave trade, that would later form the contemporary African Diaspora.


          In 1975, Cape Verde achieved independence from Portugal after a long armed struggle in the jungles of Guinea-Bissau. The African Party for the Independence of Guinea-Bissau and Cape Verde ( PAIGC) was the main entity responsible for the independence of Cape Verde. Moreover, the people's revolutionary armed forces of Cuba, too, played a role in the Cape Verdean independence armed struggle in Guinea-Bissau. After independence, the PAIGC attempted to unite Cape Verde and Guinea-Bissau into one nation, the PAIGC controlling both governments, but a coup in the latter nation in 1980 ended these plans. As a result, the G, standing for Guinea-Bissau, in PAIGC was dropped. Consequently, PAICV (African Party for the Independence of Cape Verde) was formed. In Cape Verde the PAICV (affiliated with the PAIGC) governed until democratic elections, held in 1991, resulted in a change of government. The Movimento para a Democracia (MPD) won that election. The MPD was re-elected in 1996. The PAICV returned to power in 2001, and was re-elected in 2006.


          


          Politics
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          Politics of Cape Verde takes place in a framework of a parliamentary representative democratic republic, whereby the Prime Minister of Cape Verde is the head of government, and of a multi-party system. Executive power is held by the government. Legislative power is vested in both the government and the National Assembly. The Judiciary is independent of the executive and the legislature.



          


          Municipalities and parishes


          Cape Verde is divided into 22 municipalities (concelhos), and subdivided into 32 parishes (freguesias).


          


          Geography


          
            [image: ]
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              Cape Verde satellite image
            

          


          Cape Verde is an archipelago off the west coast of Africa at 15.02N, 23.34W. It is formed by 10 main islands and about 8 islets. The main islands are:


          
            	Barlavento (northern island group)

              
                	Santo Anto


                	So Vicente


                	Santa Luzia


                	So Nicolau


                	Sal


                	Boa Vista

              

            


            	Sotavento (southern island group)

              
                	Maio


                	Santiago


                	Fogo


                	Brava

              

            

          


          Of these, only Santa Luzia and the five islets are uninhabited. Presently it is a natural reserve. All islands are volcanic, but an active volcano only exists on one of the islands, Fogo (see Mount Fogo).


          


          Environment


          The isolation of Cape Verde about 500km (310mi) from the African mainland has resulted in the islands having a large number of endemic species, many of which are endangered by human development. Endemic birds include Alexander's Swift (Apus alexandri), Raso Lark (Alauda razae), Cape Verde Warbler (Acrocephalus brevipennis), and Iago Sparrow (Passer iagoensis), and reptiles include the Cape Verde Giant Gecko (Tarentola gigas).


          Charles Darwin gives a vivid description of the geology, climate, zoology and botany of the islands in the first chapter of his book The Voyage of the Beagle.


          


          Climate


          Cape Verde is in the tropical zone. Average temperatures range from 24 C (75 F) in January and February to 29 C (85 F) in September. The average annual rainfall for Cape Verde is 68.4mm (2.7in), with September being the wettest month with 33.6mm (1.3in). Conversely, the months April to July record less than one millimetre of rainfall each. The climate is arid, but Cape Verde's position in the Atlantic contributes to soften the aridity, that otherwise would be the same aridity as that in continental areas.


          


          Economy
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          Cape Verde is a small nation that lacks resources and has experienced severe droughts. Agriculture is made difficult by lack of rain and is restricted to only four islands for most of the year. Most of the nation's GDP comes from the service industry. Cape Verde's economy has grown since the late 1990s, and it is now considered a country of average development. Cape Verde has significant cooperation with Portugal at every level of the economy, which has led it to link its currency first to the Portuguese escudo and, in 1999, to the euro.


          Former Portuguese prime minister Jos Manuel Duro Barroso, now (second semester 2004) president of the European Commission, has promised to help integrate Cape Verde within the European Union sphere of influence via greater cooperation with Portugal. In March 2005, former Portuguese president Mrio Soares launched a petition urging the European Union to start membership talks with Cape Verde.


          In 2007 the United Nations graduated Cape Verde from the category of Least Developed Countries, only the second time this has happened to a country.


          Cape Verde has been on the list of the United Nations Small Island Developing States, and is considered a Developing country in economic terms.


          On 18 December 2007, the General Council of the World Trade Organization approved a package for the accession of Cape Verde to the WTO. Accession will be effective 30 days after it is ratified by Cape Verde, which must take place by 30 June 2008. The package requires Cape Verde to adapt some of its economic regulation. In particular, it will need to introduce a new Customs Code, and to introduce copyright and patent laws complying with the Agreement on Trade-Related Aspects of Intellectual Property Rights.


          


          Demographics
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          Most inhabitants of Cape Verde are a genetic blend of Sub-Saharan Africans and Europeans, the Africans having been slaves and hailing mostly from Senegal, Gambia and Guinea-Bissau. Cape Verdeans' European ancestors include Portuguese settlers and exiles, Portuguese Jews who were victims of the Inquisition, and Spanish and Italian seamen who were granted land by the Portuguese Empire. Many foreigners from other parts of the world settled Cape Verde as their permanent country. Most of them were Dutch, French, British, Arabs and Jews (from Lebanon and Morocco), Chinese (especially from Macau), Americans, and Brazilians (including people of Portuguese and African descent) settlers. All of these have been absorbed into the general Cape Verdean population.


          The majority of the population adheres to Christianity, mostly Catholicism which constitutes some 90% of the population (in many areas Catholicism and traditional African religions are syncretised). The remaining includes a sizeable Protestant community as well as a small number of Bah' and Buddhist and even smaller Muslim groups.


          Cape Verde has been steadily developing since its independence, and besides having been promoted to the group of "medium development" countries in 2007, leaving the Least Developed Countries category (which is only the second time it has happened to a country), is currently the 5th best ranked country in Africa in terms of Human Development Index.


          


          Cape Verdean diaspora


          The Cape Verdean diaspora refers to both historical and present emigration from Cape Verde. Today, more Cape Verdeans live abroad than in Cape Verde itself, with significant emigrant Cape Verdean communities in the United States (500,000 Cape Verdeans, with a major concentration on the New England coast from Providence, R.I., to New Bedford, Mass.), Portugal (80,000) and Angola (45,000). There is also a significant number of Cape Verdeans in So Tom and Prncipe, Senegal, France, Brazil, Luxembourg and the Netherlands. Cape Verdean populations also settled in Spain, Germany, and other CPLP countries such as Guinea-Bissau.


          


          Culture


          The culture of Cape Verde reflects its mixed African and Portuguese roots. It is well known for its diverse forms of music such as Morna and a wide variety of dances: the soft dance Morna, and its modernized version, passada, the Funan - a sensual mixed Portuguese and African dance, the extreme sensuality of coladeira, and the Batuque dance. These are reflective of the diverse origins of Cape Verde's residents. The term "Criolo" is used to refer to residents as well as the culture of Cape Verde.


          


          Cape Verdean literature
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          Cape Verdean literature is one of the richest of Lusitanian Africa.


          
            	Poets: Frusoni Sergio (linked site is in Portuguese), Tavares Eugnio (linked site is in Portuguese), B.Lza, Joo Cleofas Martins, Lus Romano de Madeira Melo, Ovdio Martins, Barbosa Jorge, Fortes Corsino Antnio, Baltasar Lopes (Osvaldo Alcntara), Joo Vrio, Oswaldo Osrio, Armnio Vieira, Vadinho Velhinho, Jos Lus Tavares, Carlos Baptista, etc.


            	Authors: Manuel Lopes, Henrique Teixeira de Sousa, Almeida Germano, Lus Romano de Madeira Melo, Germano de Almeida, Orlanda Amarilis, Jorge Vera Cruz Barbosa, Pedro Cardoso, Mrio Jos Domingues, Daniel Filipe, Mrio Alberto Fonseca de Almeida, Corsino Antnio Fortes, Arnaldo Carlos de Vasconcelos Frana, Antnio Aurlio Gonalves, Aguinaldo Brito Fonseca, Ovdio de Sousa Martins, Osvaldo Osrio, Dulce Almada Duarte, Manuel Veiga


            	Poems in Portuguese: Cape Verdean Poems, Poesia


            	Cape Verdean Literature


            	Sopinha de Alfabeto


            	Famous tales: Ti Lobo and Chibinho

          


          


          Music


          
            [image: A group playing morna.]

            
              A group playing morna.
            

          


          Cape Verde is known internationally for morna, a form of folk music usually sung in the Cape Verdean Creole, accompanied by clarinet, violin, guitar and cavaquinho. The islands also boast funan and batuque music.


          Cesria vora is perhaps the best internationally-known practitioner of morna. Madonna is so inspired by her that she even purchased a house on the island of Sal.


          


          Language


          Cape Verde's official language is Portuguese. It is the language of instruction and official acts. However, the Cape Verdean Creole is used colloquially and is the mother tongue of virtually all Cape Verdeans. Cape Verdean Creole or Kriolu is a dialect continuum of a Portuguese-based creole, which varies from island to island.


          There is a substantial body of literature in Creole, especially in the Santiago Creole and the So Vicente Creole. Creole has been gaining prestige since the nation's independence from Portugal.


          However, the differences between the varied forms of the language within the islands have been a major obstacle in the way of standardization of the language. Some people have advocated the development of two standards: a North (Barlavento) standard, centered on the So Vicente Creole, and a South (Sotavento) standard, centered on the Santiago Creole. Manuel Veiga, PhD, a linguist by training, and Minister of Culture of Cape Verde, is the premier proponent of Kriolu's officialization and standardization.


          


          Transportation
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          TACV Cabo Verde Airlines is a scheduled and charter, passenger and cargo airline based in Cape Verde. It is the national flag carrier of Cape Verde, operating an inter-island service and flights to Europe, North America, South America and the West African mainland. Its main base is Sal Airport (SID), with a hub at Praia Airport (RAI).


          


          


          Newspapers


          


          
            	A Semana (Praia, since 1991)


            	Expresso das Ilhas


            	Jornal O Cidado (So Vicente)


            	Jornal Horizonte (Praia, since 1988)


            	Terra Nova (S.Vicente, since 1975)


            	Artiletra (S.Vicente, since 1991)

          


          


          Online


          
            	CaboSpace (Cape Verdean American)


            	CaboVerdeOnline


            	Cape Verde Portal


            	Inforpress news agency


            	Viso News


            	O Liberal


            	CVN (Cape Verdean American)


            	FORCV (Cape Verdean American)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cape_Verde"
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          A capital is the area of a country regarded as enjoying primary status; it is almost always the city which physically encompasses the offices and meeting places of the seat of government and fixed by law, but there are a number of exceptions. Alternate terms include capital city and political capital; the latter phrase has a second meaning based on an alternative sense of "capital".


          The word capital is derived from the Latin caput meaning "head," and, in the United States, the related term Capitol refers to the building where government business is chiefly conducted.


          Seats of government in major sub-state jurisdictions are often called "capitals", but this is typically the case only in countries with some degree of federalism, where major substate jurisdictions have an element of sovereignty. In unitary states, "administrative centre" or other similar terms are typically used. For example, the seat of government in a state of the United States of America is usually called its "capital", but the main city in a region of England is usually not. At lower administrative subdivisions, terms such as county town, county seat, or borough seat are usually used.


          Historically, the major economic centre of a state or region often becomes the focal point of political power, and becomes a capital through conquest or amalgamation. This was the case for London and Moscow. The capital naturally attracts the politically motivated and those whose skills are needed for efficient administration of government such as lawyers, journalists, and public policy researchers. A capital that is the prime economic, cultural, or intellectual centre is sometimes referred to as a primate city. Such is certainly the case with London and Buenos Aires among national capitals, and Irkutsk or Salt Lake City in their respective state or province.


          Capitals are sometimes sited to discourage further growth in an existing major city. Braslia was situated in Brazil's interior because the old capital, Rio de Janeiro, and southeastern Brazil in general, were considered over-crowded.


          The convergence of political and economic or cultural power is by no means universal. Traditional capitals may be economically eclipsed by provincial rivals, as occurred with Nanjing by Shanghai. The decline of a dynasty or culture could also mean the extinction of its capital city, as occurred with Babylon and Cahokia. Many present-day capital cities, such as Abuja, Braslia, Canberra, Islamabad, Ottawa and Washington, D.C. are planned cities, purposefully located away from established population centres for various reasons, and have become gradually established as new business or commercial centres.


          


          Unorthodox capital city arrangements


          A number of cases exist where states have multiple capitals, and there are also several states that have no capital. In other cases, the official capital is not the effective one for pragmatic reasons. That is, the city known as the capital is not the seat of government. Occasionally, the official capital may host the seat of government, but is not the geographic origin of political decision-making. The following list specifies the details observed in sovereign states.


          
            	Bolivia: Sucre is still the constitutional capital, but most of the national government long abandoned that region for La Paz.


            	Chile: Santiago is the capital even though the National Congress of Chile is in Valparaso.


            	Cte d'Ivoire: Yamoussoukro was designated the national capital in 1983, but most government offices and embassies are still located in Abidjan.


            	Czech Republic: Prague is the sole constitutional capital. However, Brno is home to all three of the country's highest courts, making it the de facto capital of the Czech judicial branch.


            	European Union: Brussels, Belgium is generally treated as the 'capital' of the European Union, and the two institutions of the EU's executive, the European Commission and the Council of Ministers, both have their seats there. However, a protocol attached to the Treaty of Amsterdam requires that the European Parliament have monthly sessions in Strasbourg, France. Financial and legal centres are also located outside of Brussels. However, the EU is not a country, and hence calling any city the capital may be disputed.


            	France: The French constitution does not recognize any capital city in France. Paris is de facto capital of France (seat of the Presidency, the Government, the National Assembly and the Senate), but the parliament holds its joint congresses in Versailles.


            	Germany: The official capital Berlin is seat to the parliament the government. However, various ministries are located in the former West German capital of Bonn, which has now the title Federal City. The judicial branch is divided between Karlsruhe and Leipzig.


            	Malaysia: Kuala Lumpur is the constitutional capital but the federal administrative centre was moved 30 kilometres south to Putrajaya in the late 1990s. The parliament remains in Kuala Lumpur.


            	Montenegro: Cetinje is the constitutional capital, but much greater Podgorica is the administrative centre.


            	Nauru: Nauru, a tiny country of only 21 square kilometres (8 sq mi), has no distinct capital city, and thus has a capital district instead.


            	The Netherlands: Amsterdam is the constitutional national capital even though the Dutch government, parliament, supreme court and the residential palace of the queen are all located in The Hague. (For more details see: Capital of the Netherlands).


            	South Africa: The administrative capital is Pretoria, the legislative capital is Cape Town, and the judicial capital is Bloemfontein, the outcome of the compromise that created the Union of South Africa in 1910.


            	Switzerland: Bern is the Federal City of Switzerland and functions as de facto capital. However, the Swiss Supreme Court is located in Lausanne.


            	United Kingdom: The locations of various courts of the judicial systems have no direct ties with the coincident towns or cities, the highest level courts and their administrative offices merely having settled within a convenient distance of the legislatures and not all within the same local government area.


            	Singapore has no capital city distinct from the country as a whole.

          


          


          Capital as symbol


          With the rise of modern empires and the nation-state, the capital city has become a symbol for the state and its government, and imbued with political meaning. Unlike medieval capitals, which were declared wherever a monarch held his or her court, the selection, relocation, founding or capture of a modern capital city is an emotional affair. For example:


          
            	Ruined and almost uninhabited Athens was made capital of newly independent Greece with the romantic notion of reviving the glory of Ancient Greece. Similarly, following the Cold War and German reunification, Berlin is now once again the capital of Germany. Other restored capital cities include Moscow after the October Revolution.


            	A symbolic relocation of a capital city to a geographically or demographically peripheral location may be for either economic or strategic reasons (sometimes known as a "forward capital" or spearhead capital). Peter I of Russia moved his government from Moscow to Saint Petersburg to give the Russian Empire a western orientation, while Kemal Atatrk did the same by moving to Ankara, away from more Ottoman Istanbul. The Ming Emperors moved their capital to Beijing from more central Nanjing as to better supervise the border with the Mongols and Manchus. During the 1857 war of independence, Indian rebels considered Delhi their capital and Bahadur Shah Zafar was proclaimed emperor, though the ruling British had their capital in Calcutta. In 1877 the British formally held a ' Durbar' in Delhi, proclaiming Queen Victoria as ' Empress of India'. Delhi finally became the colonial capital after the Coronation Durbar of King-Emperor George V, continuing as Independent India's capital from 1947. Other examples include Abuja, Astan, Braslia, Helsinki, Islamabad, Naypyidaw and Yamoussoukro.


            	The selection or founding of a "neutral" capital city  i.e. one unencumbered by regional or political identity  was meant to represent the unity of a new state when Bern, Canberra, Madrid, and Washington, D.C. became capitals. The British-built town of New Delhi represented a simultaneous break and continuity with the past  the location of Delhi being where many imperial capitals were built e.g. Indraprastha, Dhillika and Shahjahanabad, but the actual capital being the new British built town designed by Edwin Lutyens.


            	During the American Civil War, tremendous resources were expended to defend Washington, D.C., which bordered the Confederate States of America, from Confederate attack, even though the then-small federal government could have been moved relatively easily in the era of railroads and telegraph.

          


          


          Strategic importance of capitals


          The capital city is almost always a primary target in a war, as capturing it usually guarantees capture of much of the enemy government, victory for the attacking forces, or at the very least demoralization for the defeated forces.


          In ancient China, where governments were massive centralized bureaucracies with little flexibility on the provincial level, a dynasty could easily be toppled with the fall of its capital. In the Three Kingdoms period, both Shu and Wu fell when their respective capitals of Chengdu and Jianye fell. The Ming dynasty relocated its capital from Nanjing to Beijing, where they could more effectively control the generals and troops guarding the borders from Mongols and Manchus. The Ming was destroyed when the Li Zicheng took their seat of power, and this pattern repeats itself in Chinese history, until the fall of the traditional Confucian monarchy in the 20th century. After the Qing Dynasty's collapse, decentralization of authority and improved transportation technologies allowed both the Chinese Nationalists and Chinese Communists to rapidly relocate capitals and keep their leadership structures intact during the great crisis of Japanese invasion.


          National capitals were arguably less important as military objectives in other parts of the world, including the West, due to socioeconomic trends toward localized authority, a strategic modus operandi especially popular after the development of feudalism and reaffirmed by the development of democratic and capitalistic philosophies. In 1204, after the Latin Crusaders captured the Byzantine capital, Constantinople, Byzantine forces were able to regroup in several provinces; provincial noblemen managed to reconquer the capital after 60 years and preserve the empire for another 200 years after that. The British forces sacked various American capitals repeatedly during the Revolutionary War and War of 1812, but American forces could still carry on fighting from the countryside, where they enjoyed support from local governments and the traditionally independent frontiersmen-civilians. Exceptions to these generalizations include highly centralized states such as France, whose centralized bureaucracies could effectively coordinate far-flung resources, giving the state a powerful advantage over less coherent rivals, but risking utter ruin if the capital is taken; in their military strategies, traditional enemies of France such as Germany focused on the capture of Paris.


          


          Largest national capital cities


          The largest national capitals in each region, by urban/metropolitan area population, are:


          
            	Africa: Cairo (7,933,236)


            	Asia: Tokyo (12,790,000)


            	Europe: Moscow (10,654,000)


            	North America: Mexico City (8,658,576)


            	Oceania: Wellington (445,400)


            	South America: Bogot (7,363,494)


            	European Union: London (8,278,251)and as much as 14,000,000 within the metropolitan area

          


          


          Distance to the capital


          The greatest distance between a capital and the remotest part of the country is from Paris to New Caledonia, France with 16,760km (10,410mi).


          Other great distances are


          
            	London to Pitcairn Islands, UK, 14,900km (9,300mi)


            	Washington, DC to Attu Island, US, 7,800km (4,800mi)


            	Moscow to Kunashir Island, Russia, 7,050km (4,380mi)

          


          


          Distances Between Capital Cities (Nearest & Farthest)


          
            	Nearest

          


          
            	The closest two capital cities of two sovereign countries are Vatican City, Vatican, and Rome, Italy, one of which is inside the other (the distance between the middle points, St.Peter's Square/Piazza Venezia is about 2 km).

          


          
            	The second closest two capital cities between two sovereign countries are Kinshasa, Democratic Republic of the Congo and Brazzaville, Republic of the Congo, which are about 1.6 km (1 mile) apart, one upstream from the other on different banks of the Congo River (the distance between the middle points is about 10 km).

          


          
            	Vienna and Bratislava, sometimes erroneously considered the two closest capitals, are actually 55 km (34 miles) apart.

          


          
            	Farthest

          


          
            	The longest distance from one capital of a sovereign country to the one closest to it is 2330 km (1448 miles) between Wellington, New Zealand and Canberra, Australia. Each is nearer to the other than to the capital of any other sovereign country.

          


          
            	The greatest distance between the capitals of two sovereign countries that share a border is 6423 km (3991 miles), between Pyongyang, North Korea and Moscow, Russia.
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          In economics, capital or capital goods or real capital refers to items of extensive value, it can also be applied to the amount of wealth a person controls or is capable of controlling.


          Capital goods may be acquired with money or financial capital. In finance and accounting, capital generally refers to financial wealth, especially that used to start or maintain a business, sometimes referred to as Cash flow.


          


          Capital in narrow and broad uses


          In classical economics, capital is one of three (or four, in some formulations) factors of production. The others are land, labor and (in some versions) organization, entrepreneurship, or management.So basically capital is money that can be invested in business. Goods with the following features are capital:


          
            	It can be used in the production of other goods (this is what makes it a factor of production).


            	It was produced, in contrast to "land," which refers to naturally occurring resources such as geographical locations and minerals.


            	It is not used up immediately in the process of production unlike raw materials or intermediate goods. (The significant exception to this is depreciation allowance, which like intermediate goods, is treated as a business expense.)

          


          These distinctions of convenience carried over to neoclassical economics with little change in formal analysis for an extended period. There was the further clarification that capital is a stock. As such, its value can be estimated at a point in time, say December 31. By contrast, investment, as production to be added to the capital stock, is described as taking place over time ("per year"), thus a flow.


          Earlier illustrations often described capital as physical items, such as tools, buildings, and vehicles that are used in the production process. Since at least the 1960s economists have increasingly focused on broader forms of capital. For example, investment in skills and education can be viewed as building up human capital or knowledge capital, and investments in intellectual property can be viewed as building up intellectual capital. These terms lead to certain questions and controversies discussed in those articles. Human development theory describes human capital as being composed of distinct social, imitative and creative elements:


          
            	Social capital is the value of network trusting relationships between individuals in an economy.


            	Individual capital which is inherent in persons, protected by societies, and trades labor for trust or money. Close parallel concepts are ' talent', ' ingenuity', ' leadership', 'trained bodies', or 'innate skills' that cannot reliably be reproduced by using any combination of any of the others above. In traditional economic analysis individual capital is more usually called labour.

          


          Further classifications of capital that have been used in various theoretical or applied uses include:


          
            	Financial capital which represents obligations, and is liquidated as money for trade, and owned by legal entities. It is in the form of capital assets, traded in financial markets. Its market value is not based on the historical accumulation of money invested but on the perception by the market of its expected revenues and of the risk entailed.


            	Natural capital which is inherent in ecologies and protected by communities to support life, e.g. a river which provides farms with water.


            	Infrastructural capital is non-natural support systems (e.g. clothing, shelter, roads, personal computers) that minimize need for new social trust, instruction, and natural resources. (Almost all of this is manufactured, leading to the older term manufactured capital, but some arises from interactions with natural capital, and so it makes more sense to describe it in terms of its appreciation/depreciation process, rather than its origin: much of natural capital grows back, infrastructural capital must be built and installed.)

          


          In part as a result, separate literatures have developed to describe both natural capital and social capital. Such terms reflect a wide consensus that nature and society both function in such a similar manner as traditional industrial infrastructural capital, that it is entirely appropriate to refer to them as different types of capital in themselves. In particular, they can be used in the production of other goods, are not used up immediately in the process of production, and can be enhanced (if not created) by human effort.


          There is also a literature of intellectual capital and intellectual property law. However, this increasingly distinguishes means of capital investment, and collection of potential rewards for patent, copyright (creative or individual capital), and trademark (social trust or social capital) instruments.


          Capital is ace to have in your back pocket!


          


          Capital in classical economics and beyond


          Within classical economics, Adam Smith (Wealth of Nations, Book II, Chapter 1) distinguished fixed capital from circulating capital, including raw materials and intermediate products. For an enterprise, both were kinds of capital.


          Karl Marx adds a distinction that is often confused with Ricardo's. In Marxian theory, variable capital refers to a capitalist's investment in labor-power, seen as the only source of surplus-value. It is called "variable" since the amount of value it can produce varies from the amount it consumes, i.e., it creates new value. On the other hand, constant capital refers to investment in non-human factors of production, such as plant and machinery, which Marx takes to contribute only its own replacement value to the commodities it is used to produce. It is constant, in that the amount of value committed in the original investment, and the amount retrieved in the form of commodities produced, remains constant.


          Investment or capital accumulation in classical economic theory is the production of increased capital. In order to invest, goods must be produced which are not to be immediately consumed, but instead used to produce other goods as a means of production. Investment is closely related to saving, though it is not the same. As Keynes pointed out, saving involves not spending all of one's income on current goods or services, while investment refers to spending on a specific type of goods, i.e., capital goods.


          The Austrian economist Eugen von Bhm-Bawerk maintained that capital intensity was measured by the roundaboutness of production processes. Since capital is defined by him as being goods of higher-order, or goods used to produce consumer goods, and derived their value from them, being future goods.


          


          Quotes about Capital


          
            	"Capital as such is not evil; it is its wrong use that is evil. Capital in some form or other will always be needed." Mahatma Gandhi
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          Capitalism is an economic system in which all property is owned by either private individuals or a corporation. Private ownership is sometimes used as a synonym for individual ownership, however the term "private" may also be used to refer to collective ownership of individuals in the form of corporate ownership. Therefore, "privately owned" in the context of this definition means not owned or controlled by the state and operated for profit, and in which investments, distribution, income, production and pricing of goods and services are determined through the operation of a market economy. It is usually considered to involve the right of individuals and corporations to trade, using money, in goods, services (including finance), labor and land.


          Capitalist economic practices became institutionalized in England between the 16th and 19th centuries, although some features of capitalist organization existed in the ancient world, and early forms of merchant capitalism flourished during the Middle Ages. Capitalism has been dominant in the Western world since the end of feudalism. From England it gradually spread throughout Europe, across political and cultural frontiers. In the 19th and 20th centuries, capitalism provided the main, but not exclusive, means of industrialization throughout much of the world.


          The concept of capitalism has limited analytic value, given the great variety of historical cases over which it is applied, varying in time, geography, politics and culture, and some feel that the term " mixed economies" more precisely describes most contemporary economies. Some economists have specified a variety of different types of capitalism, depending on specifics of concentration of economic power and wealth, and methods of capital accumulation. During the last century capitalism has been contrasted with centrally planned economies, such as Marxist economies.


          


          Perspectives


          The concept of capitalism has evolved over time, with later thinkers often building on the analysis of earlier thinkers. Moreover, the component concepts used in defining capitalism  such as private ownership, markets and investment  have evolved along with changes in theory, in law, and in practice.


          


          Classical political economy


          The "classical" tradition in economic thought emerged in Britain in the late 18th century. The classical political economists Adam Smith, David Ricardo, Jean-Baptiste Say, and John Stuart Mill published analyses of the production, distribution, and exchange of goods in a capitalist economy that have since formed the basis of study for most contemporary economists. Contributions to this tradition are also found in the earlier work of David Hume and the physiocrats like Richard Cantillon.
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          Adam Smith's attack on mercantilism and his reasoning for "the system of natural liberty" in The Wealth of Nations (1776) are usually taken as the beginning of classical political economy. Smith devised a set of concepts that remain strongly associated with capitalism today, particularly his theory of the " invisible hand" of the market, through which the pursuit of individual self-interest unintentionally produces a collective good for society. He criticized monopolies, tariffs, duties, and other state enforced restrictions of his time and believed that the market is the most fair and efficient arbitrator of resources. This view was shared by David Ricardo, second most important of the classical political economists and one of the most influential economists of modern times. In The Principles of Political Economy and Taxation (1817) he developed the law of comparative advantage, which explains why it is profitable for two parties to trade, even if one of the trading partners is more efficient in every type of economic production. This principle supports the economic case for free trade. Ricardo was a supporter of Say's Law and held the view that full employment is the normal equilibrium for a competitive economy. He also argued that inflation is closely related to changes in quantity of money and credit and was a proponent of the law of diminishing returns, which states that each additional unit of input yields less and less additional output.


          The values of classical political economy are strongly associated with the classical liberal doctrine of minimal government intervention in the economy. Classical liberal thought has generally assumed a clear division between the economy and other realms of social activity, such as the state.


          


          Marxian political economy
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          Karl Marx considered capitalism to be a historically specific mode of production (the way in which the productive property is owned and controlled, combined with the corresponding social relations between individuals based on their connection with the process of production) in which capital has become the dominant mode of production. The capitalist stage of development or "bourgeois society," for Marx, represented the most advanced form of social organization to date.


          Following Adam Smith, Marx distinguished the use value of commodities from their exchange value in the market. Capital, according to Marx, is created with the purchase of commodities for the purpose of creating new commodities with an exchange value higher than the sum of the original purchases. For Marx, the use of labor power had itself become a commodity under capitalism; the exchange value of labor power, as reflected in the wage, is less than the value it produces for the capitalist. This difference in values, he argues, constitutes surplus value, which the capitalists extract and accumulate. In his book Capital, Marx argues that the capitalist mode of production is distinguished by how the owners of capital extract this surplus from workers  all prior class societies had extracted surplus labor, but capitalism was new in doing so via the sale-value of produced commodities.


          For Marx, this cycle of the extraction of the surplus value by the owners of capital or the bourgeoisie becomes the basis of class struggle. However, this argument is intertwined with Marx's version of the labor theory of value asserting that labor is the source of all value, and thus of profit. This theory is contested by most current economists, including some contemporary Marxian economists. One line of subsequent Marxian thinking sees the centrally-planned economic systems of existing "communist" societies that were still based on exploitation of labor as " state capitalism."


          Vladimir Lenin, in Imperialism, the Highest Stage of Capitalism (1916), modified classic Marxist theory and argued that capitalism necessarily induced monopoly capitalism - which he also called "imperialism" - in order to find new markets and resources, representing the last and highest stage of capitalism.


          In Marxist thought, capitalism is often linked with patriarchal hegemony. Some 20th century Marxian economists consider capitalism to be a social formation where capitalist class processes dominate, but are not exclusive. Capitalist class processes, to these thinkers, are simply those in which surplus labor takes the form of surplus value, usable as capital; other tendencies for utilization of labor nonetheless exist simultaneously in existing societies where capitalist processes are predominant. However, other late Marxian thinkers emphasize that capitalism is the mode by which a surplus is generated  the mode of surplus extraction  in modern societies where an absolute majority of the population is engaged in non-capitalist economic activity.


          


          Weberian political sociology
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          In some social sciences, the understanding of the defining characteristics of capitalism has been strongly influenced by 19th century German social theorist Max Weber. Weber considered market exchange, rather than production, as the defining feature of capitalism; capitalist enterprises, in contrast to their counterparts in prior modes of economic activity, was their rationalization of production, directed toward maximizing efficiency and productivity. According to Weber, workers in pre-capitalist economic institutions understood work in terms of a personal relationship between master and journeyman in a guild, or between lord and peasant in a manor.


          In his book The Protestant Ethic and the Spirit of Capitalism (1904-1905), Weber sought to trace how capitalism transformed traditional modes of economic activity. For Weber, the 'spirit' of rational calculation eroded traditional restraints on capitalist exchange, and fostered the development of modern capitalism. This 'spirit' was gradually codified by law; rendering wage-laborers legally 'free' to sell work; encouraging the development of technology aimed at the organization of production on the basis of rational principles; and clarifying the separation of the public and private lives of workers, especially between the home and the workplace. Therefore, unlike Marx, Weber did not see capitalism as primarily the consequence of changes in the means of production. Instead, for Weber the origins of capitalism rested chiefly in the rise of a new entrepreneurial 'spirit' in the political and cultural realm. In the Protestant Ethic, Weber suggested that the origin of this 'spirit' (the Protestant work ethic) was related to the rise of Protestantism, particularly Calvinism.


          Capitalism, for Weber, is the most advanced economic system ever developed over the course of human history. Weber associated capitalism with the advance of the business corporation, public credit, and the further advance of bureaucracy of the modern world. Although Weber defended capitalism against its socialist critics of the period, he saw its rationalizing tendencies as a possible threat to traditional cultural values and institutions, and a possible 'iron cage' constraining human freedom.


          


          German Historical School and Austrian School


          From the perspective of the German Historical School, capitalism is primarily identified in terms of the organization of production for markets. Although this perspective shares similar theoretical roots with that of Weber, its emphasis on markets and money lends it different focus. For followers of the German Historical School, the key shift from traditional modes of economic activity to capitalism involved the shift from medieval restrictions on credit and money to the modern monetary economy combined with an emphasis on the profit motive.
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          In the late 19th century the German historical school of economics diverged with the emerging Austrian School of economics, led at the time by Carl Menger. Later generations of followers of the Austrian School continued to be influential in Western economic thought through much of the 20th century. The Austrian economist Joseph Schumpeter, a forerunner of the Austrian School of economics, emphasized the " creative destruction" of capitalism  the fact that market economies undergo constant change. At any moment of time, posits Schumpeter, there are rising industries and declining industries. Schumpeter, and many contemporary economists influenced by his work, argue that resources should flow from the declining to the expanding industries for an economy to grow, but they recognized that sometimes resources are slow to withdraw from the declining industries because of various forms of institutional resistance to change.


          The Austrian economists Ludwig von Mises and Friedrich Hayek were among the leading defenders of market capitalism against 20th century proponents of socialist planned economies. Mises and Hayek argued that only market capitalism could manage a complex, modern economy. Since a modern economy produces such a large array of distinct goods and services, and consists of such a large array of consumers and enterprises, asserted Mises and Hayek, the information problems facing any other form of economic organization other than market capitalism would exceed its capacity to handle information. Thinkers within Supply-side economics built on the work of the Austrian School, and particular emphasize Say's Law: "supply creates its own demand." Capitalism, to this school, is defined by lack of state restraint on the decisions of producers.


          Austrian economics has been a major influence on the ideology of libertarianism, which considers laissez-faire capitalism to be the ideal economic system.


          


          Keynesian economics
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          In his 1937 The General Theory of Employment, Interest, and Money, the British economist John Maynard Keynes argued that capitalism suffered a basic problem in its ability to recover from periods of slowdowns in investment. Keynes argued that a capitalist economy could remain in an indefinite equilibrium despite high unemployment. Essentially rejecting Say's law, he argued that some people may have a liquidity preference which would see them rather hold money than buy new goods or services, which therefore raised the prospect that the Great Depression would not end without what he termed in the General Theory "a somewhat comprehensive socialization of investment."


          Keynesian economics challenged the notion that laissez-faire capitalist economics could operate well on their own, without state intervention used to promote aggregate demand, fighting high unemployment and deflation of the sort seen during the 1930s. He and his followers recommended " pump-priming" the economy to avoid recession: cutting taxes, increasing government borrowing, and spending during an economic down-turn. This was to be accompanied by trying to control wages nationally partly through the use of inflation to cut real wages and to deter people from holding money. The premises of Keyness work have, however, since been challenged by neoclassical and supply-side economics and the Austrian School.


          Another challenge to Keynesian thinking came from his colleague Piero Sraffa, and subsequently from the Neo-Ricardian school that followed Sraffa. In Sraffa's highly-technical analysis, capitalism is defined by an entire system of social relations among both producers and consumers, but with a primary emphasis on the demands of production. According to Sraffa, the tendency of capital to seek its highest rate of profit causes a dynamic instability in social and economic relations.


          


          Neoclassical economics and the Chicago School
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          Today, most academic research on capitalism in the English-speaking world draws on neoclassical economic thought. It favors extensive market coordination and relatively neutral patterns of governmental market regulation aimed at maintaining property rights, rather than privileging particular social actors; deregulated labor markets; corporate governance dominated by financial owners of firms; and financial systems depending chiefly on capital market-based financing rather than state financing.


          The Chicago School of economics is best known for its free market advocacy and monetarist ideas. According to Milton Friedman and monetarists, market economies are inherently stable if left to themselves and depressions result only from government intervention. Friedman, for example, argued that the Great Depression was result of a contraction of the money supply, controlled by the Federal Reserve, and not by the lack of investment as Keynes had argued. Ben Bernanke, current Chairman of the Federal Reserve, is among the economists today generally accepting Friedman's analysis of the causes of the Great Depression.


          Neoclassical economists, which today are the majority of economists, consider value to be subjective, varying from person to person and for the same person at different times, and thus reject the labor theory of value. Marginalism is the theory that economic value results from marginal utility and marginal cost (the marginal concepts). These economists see capitalists as earning profits by forgoing current consumption, by taking risks, and by organizing production.


          


          History


          Private ownership of some means of production has existed at least in a small degree since the invention of agriculture. Some writers see medieval guilds as forerunners of the modern capitalist concern (especially through using apprentices as a kind of paid laborer); but economic activity was bound by customs and controls which, along with the rule of the aristocracy which would expropriate wealth through arbitrary fines, taxes and enforced loans, meant that profits were difficult to accumulate. By the 18th century, however, these barriers to profit were overcome and capitalism became the dominant economic system of the United Kingdom and by the 19th century Western Europe.


          Some writers trace back the earliest stages of merchant capitalism even further to the Caliphate during the 9th-12th centuries, where a vigorous monetary market economy was created on the basis of the expanding levels of circulation of a stable high-value currency (the dinar) and the integration of monetary areas that were previously independent. Innovative new business techniques and forms of business organization were introduced by economists, merchants and traders during this time. Such innovations included trading companies, bills of exchange, contracts, long-distance trade, big businesses, the first forms of partnership (mufawada in Arabic) such as limited partnerships (mudaraba) (mufawada partnership possessed features similar to those of the early medieval family compagnia in Europe), and the concepts of credit, profit, capital (al-mal) and capital accumulation (nama al-mal). Many of these early capitalist ideas were further advanced in medieval Europe from the 13th century onwards.


          Some economic historians (like Peter Temin) argue that the economy of the Early Roman Empire was a market economy and one of the most advanced agricultural economies to have existed (in terms of productivity, urbanization and development of capital markets), comparable to the most advanced economies of the world before the Industrial Revolution, namely the economies of 18th century England and 17th century Netherlands. There were markets for every type of good, for land, for cargo ships; there was even an insurance market.


          In the period between the late 15th century and the late 18th century the institution of private property was brought into existence in the full, legal meaning of the term. Important contribution to the theory of property is found in the work of John Locke, who argued that the right to private property is a natural right. During the Industrial Revolution much of Europe underwent a thorough economic transformation associated with the rise of capitalism and levels of wealth and economic output in the Western world have risen dramatically since that period.


          Over the course of the past five hundred years, capital has been accumulated by a variety of different methods, in a variety of scales, and associated with a great deal of variation in the concentration of economic power and wealth. Much of the history of the past five hundred years is concerned with the development of capitalism in its various forms, its defense and its rejection, particularly by socialists.


          


          Mercantilism
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          The economic and political system of the early modern period (16th to 18th centuries) from which capitalism evolved is commonly described as merchant capitalism or mercantilism (EB). This period was associated with geographic discoveries by merchant overseas traders, especially from England and the Low Countries; the European colonization of the Americas; and the rapid growth in overseas trade. The associated rise of a bourgeoisie class eclipsed the prior feudal system. It is mercantilism that Adam Smith refuted in his Wealth of Nations which is a recognized treatise of capitalist theory.


          Mercantilism was a system of trade for profit, although commodities were still largely produced by non-capitalist production methods. Noting the various pre-capitalist features of mercantilism, Karl Polanyi argued that capitalism did not emerge until the establishment of free trade in Britain in the 1830s.


          Under mercantilism, European merchants, backed by state controls, subsidies, and monopolies, made most of their profits from the buying and selling of goods. In the words of Francis Bacon, the purpose of mercantilism was "the opening and well-balancing of trade; the cherishing of manufacturers; the banishing of idleness; the repressing of waste and excess by sumptuary laws; the improvement and husbanding of the soil; the regulation of prices" Similar practices of economic regimentation had begun earlier in the medieval towns. However, under mercantilism, given the contemporaneous rise of absolutism, the state superseded the local guilds as the regulator of the economy.


          Among the major tenets of mercantilist theory was bullionism, a doctrine stressing the importance of accumulating precious metals. Mercantilists argued that a state should export more goods than it imported so that foreigners would have to pay the difference in precious metals. Mercantilists asserted that only raw materials that could not be extracted at home should be imported; and promoted government subsidies, such as the granting of monopolies and protective tariffs, were necessary to encourage home production of manufactured goods.


          Proponents of mercantilism emphasized state power and overseas conquest as the principal aim of economic policy. If a state could not supply its own raw materials, according to the mercantilists, it should acquire colonies from which they could be extracted. Colonies constituted not only sources of supply for raw materials but also markets for finished products. Because it was not in the interests of the state to allow competition, held the mercantilists, colonies should be prevented from engaging in manufacturing and trading with foreign powers.


          


          Industrial capitalism and laissez-faire
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          Mercantilism declined in Great Britain in the mid-18th century, when a new group of economic theorists, led by David Hume and Adam Smith, challenged fundamental mercantilist doctrines as the belief that the amount of the worlds wealth remained constant and that a state could only increase its wealth at the expense of another state. However, in more undeveloped economies, such as Prussia and Russia, with their much younger manufacturing bases, mercantilism continued to find favour after other states had turned to newer doctrines.


          The mid-18th century gave rise to industrial capitalism, made possible by the accumulation of vast amounts of capital under the merchant phase of capitalism and its investment in machinery. Industrial capitalism, which Marx dated from the last third of the 18th century, marked the development of the factory system of manufacturing, characterized by a complex division of labor between and within work process and the routinization of work tasks; and finally established the global domination of the capitalist mode of production.


          During the resulting Industrial Revolution, the industrialist replaced the merchant as a dominant actor in the capitalist system and affected the decline of the traditional handicraft skills of artisans, guilds, and journeymen. Also during this period, capitalism marked the transformation of relations between the British landowning gentry and peasants, giving rise to the production of cash crops for the market rather than for subsistence on a feudal manor. The surplus generated by the rise of commercial agriculture encouraged increased mechanization of agriculture.


          The rise of industrial capitalism was also associated with the decline of mercantilism. Mid- to late-nineteenth-century Britain is widely regarded as the classic case of laissez-faire capitalism. Laissez-faire gained favour over mercantilism in Britain in the 1840s with the repeal of the Corn Laws and the Navigation Acts. In line with the teachings of the classical political economists, led by Adam Smith and David Ricardo, Britain embraced liberalism, encouraging competition and the development of a market economy.


          


          Late 19th and early 20th centuries


          In the late 19th century, the control and direction of large areas of industry came into the hands of financiers. This period has been defined as " finance capitalism," characterized by the subordination of processes of production to the accumulation of money profits in a financial system. Major characteristics of capitalism in this period included the establishment of large industrial cartels or monopolies; the ownership and management of industry by financiers divorced from the production process; and the development of a complex system of banking, an equity market, and corporate holdings of capital through stock ownership. Increasingly, large industries and land became the subject of profit and loss by financial speculators.


          Late 19th and early 20th century capitalism has also been described as an era of " monopoly capitalism," marked by movement from laissez-faire ideology and government policies to the concentration of capital into large monopolistic or oligopolistic holdings by banks and financiers, and characterized by the growth of large corporations and a division of labor separating shareholders, owners, and managers. Although the concept of monopoly capitalism originated among Marxist theorists, non-Marxist economic historians have also commented on the rise of monopolies and trusts in the period. Murray Rothbard, asserting that the large cartels of the late 19th century could not arise on the free market, argued that the "state monopoly capitalism" of the period was the result of interventionist policies adopted by governments, such as tariffs, quotas, licenses, and partnership between state and big business.


          By the last quarter of the 19th century, the emergence of large industrial trusts had provoked legislation in the U.S. to reduce the monopolistic tendencies of the period. Gradually, the U.S. federal government played a larger and larger role in passing antitrust laws and regulation of industrial standards for key industries of special public concern. However, some economic historians believe these new laws were in fact designed to aid large corporations at the expense of smaller competitors. By the end of the 19th century, economic depressions and boom and bust business cycles had become a recurring problem, although such problems were most likely caused by government intervention, not failures in free markets (Rand 1967, Friedman 1962, Bernstein 2005). In particular, the Long Depression of the 1870s and 1880s and the Great Depression of the 1930s affected almost the entire capitalist world, and generated discussion about capitalisms long-term survival prospects. During the 1930s, Marxist commentators often posited the possibility of capitalism's decline or demise, often in alleged contrast to the ability of the Soviet Union to avoid suffering the effects of the global depression.


          


          After the Great Depression


          The economic recovery of the world's leading capitalist economies in the period following the end of the Great Depression and the Second World War  a period of unusually rapid growth by historical standards  eased discussion of capitalism's eventual decline or demise (Engerman 2001).


          In the period following the global depression of the 1930s, the state played an increasingly prominent role in the capitalistic system throughout much of the world. In 1929, for example, total U.S. government expenditures (federal, state, and local) amounted to less than one-tenth of GNP; from the 1970s they amounted to around one-third (EB). Similar increases were seen in all industrialized capitalist economies, some of which, such as France, have reached even higher ratios of government expenditures to GNP than the United States. These economies have since been widely described as " mixed economies."
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          During the postwar boom, a broad array of new analytical tools in the social sciences were developed to explain the social and economic trends of the period, including the concepts of post-industrial society and the welfare state. The phase of capitalism from the beginning of the postwar period through the 1970s has sometimes been described as  state capitalism, especially by Marxian thinkers.


          The long postwar boom ended in the late 1960s and early 1970s, and the situation was worsened by the rise of stagflation. Exceptionally high inflation combined with slow output growth, rising unemployment, and eventually recession caused loss of credibility of Keynesian welfare-statist mode of regulation. Under the influence of Friedrich Hayek and Milton Friedman, Western states embraced policy prescriptions inspired by the laissez-faire capitalism and classical liberalism. In particular, monetarism, a theoretical alternative to Keynesianism that is more compatible with laissez-faire, gained increasing prominence in the capitalist world, especially under the leadership of Ronald Reagan in the U.S. and Margaret Thatcher in the UK in the 1980s. In the eyes of many economic and political commentators, collapse of the Soviet Union brought further evidence of superiority of market capitalism over state-centered economic systems.


          


          Globalization


          Although overseas trade has been associated with the development of capitalism for over five hundred years, some thinkers argue that a number of trends associated with globalization have acted to increase the mobility of people and capital since the last quarter of the 20th century, combining to circumscribe the room to maneuver of states in choosing non-capitalist models of development. Today, these trends have bolstered the argument that capitalism should now be viewed as a truly world system. However, other thinkers argue that globalization, even in its quantitative degree, is no greater now than during earlier periods of capitalist trade.


          After the abandonment of the Bretton Woods system and the strict state control of foreign exchange rates, the total value of transactions in foreign exchange was estimated to be at least twenty times greater than that of all foreign movements of goods and services (EB). The internationalization of finance, which some see as beyond the reach of state control, combined with the growing ease with which large corporations have been able to relocate their operations to low-wage states, has posed the question of the 'eclipse' of state sovereignty, arising from the growing 'globalization' of capital.


          Economic growth in the last half-century has been consistently strong. Life expectancy has almost doubled in the developing world since the postwar years and is starting to close the gap on the developed world where the improvement has been smaller. Infant mortality has decreased in every developing region of the world. While scientists generally agree about the size of global income inequality, there is a general disagreement about the recent direction of change of it. However, it is growing within particular nations such as China. The book The Improving State of the World argues that economic growth since the industrial revolution has been very strong and that factors such as adequate nutrition, life expectancy, infant mortality, literacy, prevalence of child labor, education, and available free time have improved greatly.


          


          Political advocacy


          


          Support
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          Many theorists and policymakers in predominantly capitalist nations have emphasized capitalism's ability to promote economic growth, as measured by Gross Domestic Product (GDP), capacity utilization or standard of living. This argument was central, for example, to Adam Smith's advocacy of letting a free market control production and price, and allocate resources. Many theorists have noted that this increase in global GDP over time coincides with the emergence of the modern world capitalist system. While the measurements are not identical, proponents argue that increasing GDP (per capita) is empirically shown to bring about improved standards of living, such as better availability of food, housing, clothing, and health care. The decrease in the number of hours worked per week and the decreased participation of children and the elderly in the workforce have been attributed to capitalism. Proponents also believe that a capitalist economy offers far more opportunities for individuals to raise their income through new professions or business ventures than do other economic forms. To their thinking, this potential is much greater than in either traditional feudal or tribal societies or in socialist societies.


          Milton Friedman has argued that the economic freedom of competitive capitalism is a requisite of political freedom. Friedman argued that centralized control of economic activity is always accompanied by political repression. In his view, transactions in a market economy are voluntary, and the wide diversity that voluntary activity permits is a fundamental threat to repressive political leaders and greatly diminish power to coerce. Friedman's view was also shared by Friedrich Hayek and John Maynard Keynes, both of whom believed that capitalism is vital for freedom to survive and thrive.


          Austrian School economists have argued that capitalism can organize itself into a complex system without an external guidance or planning mechanism. Friedrich Hayek coined the term " catallaxy" to describe what he considered the phenomenon of self-organization underpinning capitalism. From this perspective, in process of self-organization, the profit motive has an important role. From transactions between buyers and sellers price systems emerge, and prices serve as a signal as to the urgent and unfilled wants of people. The promise of profits gives entrepreneurs incentive to use their knowledge and resources to satisfy those wants. Thus the activities of millions of people, each seeking his own interest, are coordinated.


          This decentralized system of coordination is viewed by some supporters of capitalism as one of its greatest strengths. They argue that it permits many solutions to be tried, and that real-world competition generally finds a good solution to emerging challenges. In contrast, they argue, central planning often selects inappropriate solutions as a result of faulty forecasting. However, in all existing modern economies, the state conducts some degree of centralized economic planning (using such tools as allowing the country's central bank to set base interest rates), ostensibly as an attempt to improve efficiency, attenuate cyclical volatility, and further particular social goals. Proponents who follow the Austrian School argue that even this limited control creates inefficiencies because we cannot predict the long-term activity of the economy. Milton Friedman, for example, has argued that the Great Depression was caused by the erroneous policy of the Federal Reserve.


          Ayn Rand was a prominent philosophical supporter of laissez-faire capitalism; her novel Atlas Shrugged was one of the most influential publications ever written on the subject of business. The first person to endow capitalism with a new code of morality (Rational Selfishness), she did not justify capitalism on the grounds of pure "practicality" (that it is the best wealth-creating system), or the supernatural (that God or religion supports capitalism), or because it benefits the most people, but maintained that it is the only morally valid socio-political system because it allows people to be free to act in their rational self-interest.


          


          Criticism


          Capitalism has met with strong opposition throughout its history. Most of the criticism came from the left, but some from the right, and some from religious elements. Many 19th century conservatives were among the most strident critics of capitalism, seeing market exchange and commodity production as threats to cultural and religious traditions. Some critics of capitalism consider economic regulation necessary in order to reduce corruption, negligence, and numerous of other problems caused by free markets.


          Prominent leftist critics have included socialists like Karl Marx, Frantz Fanon, Vladimir Lenin, Mao Zedong, Leon Trotsky, Antonio Gramsci and Rosa Luxemburg, and anarchists including Benjamin Tucker, Lysander Spooner, Pierre-Joseph Proudhon, Mikhail Bakunin, Peter Kropotkin, Emma Goldman, Murray Bookchin, Rudolf Rocker, Noam Chomsky, and others. Movements like the Luddites, Narodniks, Shakers, Utopian Socialists and others have opposed capitalism for various reasons. Marxism advocated a revolutionary overthrow of capitalism that would lead eventually to communism. Marxism also influenced social democratic and labour parties, which seek change through existing democratic channels instead of revolution, and believe that capitalism should be heavily regulated rather than abolished. Many aspects of capitalism have come under attack from the relatively recent anti-globalization movement.


          Some religions criticize or outright oppose specific elements of capitalism. Some traditions of Judaism, Christianity, and Islam forbid lending money at interest, although methods of Islamic banking have been developed. Christianity has been a source of both praise and criticism for capitalism, particularly its materialist aspects. The first socialists drew many of their principles from Christian values (see Christian socialism), against "bourgeois" values of profiteering, greed, selfishness, and hoarding. Christian critics of capitalism may not oppose capitalism entirely, but support a mixed economy in order to ensure adequate labor standards and relations, as well as economic justice. There are many Protestant denominations (particularly in the United States) who have reconciled with  or are ardently in favour of  capitalism, particularly in opposition to secular socialism. However, in the U.S. and around the world there are many Protestant Christian traditions which are critical of, or even oppose, capitalism. Another critic is the Indian philosopher P.R. Sarkar, founder of the Ananda Marga movement, who developed the Social Cycle Theory and proposed a solution called the Progressive Utilization Theory (PROUT).


          Some problems said to be associated with capitalism include: unfair and inefficient distribution of wealth and power; a tendency toward market monopoly or oligopoly (and government by oligarchy); imperialism and various forms of economic and cultural exploitation; and phenomena such as social alienation, inequality, unemployment, and economic instability. Critics have maintained that there is an inherent tendency towards oligolopolistic structures when laissez-faire is combined with capitalist private property. Because of this tendency either laissez-faire, or private property, or both, have drawn fire from critics who believe an essential aspect of economic freedom is the extension of the freedom to have meaningful decision-making control over productive resources to everyone. Economist Branko Horvat explains, "it is now well known that capitalist development leads to the concentration of capital, employment and power. It is somewhat less known that it leads to the almost complete destruction of economic freedom."


          Near the start of the 20th century, Vladimir Lenin claimed that state use of military power to defend capitalist interests abroad was an inevitable corollary of monopoly capitalism. This concept of political economy concerning the relationship between economic and political power among and within states includes critics of capitalism who assign to it responsibility for not only economic exploitation, but imperialist, colonialist and counter-revolutionary wars, repressions of workers and trade unionists, genocides, massacres, and so on.


          Some environmentalists claim that capitalism requires continual economic growth, and will inevitably deplete the finite natural resources of the earth, and other broadly utilized resources. Such thinkers, including Murray Bookchin, have argued that capitalist production passes on environmental costs to all of society, and is unable to adequately mitigate its impact upon ecosystems and the biosphere at large.


          Some labor historians and scholars, such as Immanuel Wallerstein, Tom Brass and, latterly Marcel van der Linden, have also argued that unfree labor  the use of a labor force comprised of slaves, indentured servants, criminal convicts, political prisoners, and/or other coerced persons  is compatible with capitalist relations.


          


          Democracy, the state, and legal frameworks


          The relationship between the state, its formal mechanisms, and capitalist societies has been debated in many fields of social and political theory, with active discussion since the 19th century. Hernando de Soto is a contemporary economist who has argued that an important characteristic of capitalism is the functioning state protection of property rights in a formal property system where ownership and transactions are clearly recorded. According to de Soto, this is the process by which physical assets are transformed into capital, which in turn may be used in many more ways and much more efficiently in the market economy. A number of Marxian economists have argued that the Enclosure Acts in England, and similar legislation elsewhere, were an integral part of capitalist primitive accumulation and that specific legal frameworks of private land ownership have been integral to the development of capitalism.


          New institutional economics, a field pioneered by Douglass North, stresses the need of capitalism for a legal framework to function optimally, and focuses on the relationship between the historical development of capitalism and the creation and maintenance of political and economic institutions. In new institutional economics and other fields focusing on public policy, economists seek to judge when and whether governmental intervention (such as taxes, welfare, and government regulation) can result in potential gains in efficiency. According to Gregory Mankiw, a New Keynesian economist, governmental intervention can improve on market outcomes under conditions of " market failure," or situations in which the market on its own does not allocate resources efficiently. The idea of market failure is that markets fail to realize all potential gains from trade. This means that markets fail to deliver perfect economic results. Critics of market failure theory, like Ronald Coase, Harold Demsetz, and James M. Buchanan argue that government programs and policies also fall short of absolute perfection. Market failures are often small, and government failures are sometimes large. It is therefore the case that imperfect markets are often better than imperfect governmental alternatives. While all nations currently have some kind of market regulations, the desirable degree of regulation is disputed.


          The relationship between democracy and capitalism is a contentious area in theory and popular political movements. The extension of universal adult male suffrage in 19th century Britain occurred along with the development of industrial capitalism, and democracy became widespread at the same time as capitalism, leading many theorists to posit a causal relationship between them, or that each affects the other. However, in the 20th century, according to some authors, capitalism also accompanied a variety of political formations quite distinct from liberal democracies, including fascist regimes, monarchies, and single-party states, while it has been observed that some ostensibly democratic regimes such as the Bolivarian Republic of Venezuela and Anarchist Catalonia have been expressly anti-capitalist. While some thinkers argue that capitalist development more-or-less inevitably eventually leads to the emergence of democracy, others dispute this claim. Research on the democratic peace theory further argue that capitalist democracies rarely make war with one another and have little internal violence. However critics of the democratic peace theory note that democratic capitalist states may fight infrequently or never with other democratic capitalist states because of Political similarity or political stability rather than because they are democratic (or capitalist).


          Some commentators argue that though economic growth under capitalism has led to democratization in the past, it may not do so in the future. Under this line of thinking, authoritarian regimes have been able to manage economic growth without making concessions to greater political freedom.


          In response to criticism of the system, some proponents of capitalism have argued that its advantages are supported by empirical research. For example, advocates of different Index of Economic Freedom point to a statistical correlation between nations with more economic freedom (as defined by the Indices) and higher scores on variables such as income and life expectancy, including the poor in these nations. Some peer-reviewed studies find evidence for causation.
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          Captain Corelli's Mandolin, a 1993 novel written by Louis de Bernires, is a story about an Italian captain (Antonio Corelli) and the daughter (Pelagia) of the local physician (Dr. Iannis) on the island of Kefalonia set against the background of the Italian/German occupation of the island during World War II.


          Most notable is de Bernires' ambiguity to heroes and villains. Following the traits of the modern novel, de Bernires presents characters rather than stereotypes and avoids explicit judgement of them as individuals. Many of the characters, despite committing atrocities, are viewed as victims of bad circumstance - people caught between death and following orders.


          For example, the character Gunter Weber carries a great degree of sympathy from the writer, despite the fact that he fully engages with the Nazi ideology and is guilty of taking part in the killing of an entire Italian regiment, yet it is known that he has become friends with the people of this regiment - yet he must follow orders. This is shown in both the titles of the chapters in which he appears "The Good Nazi", his moral scruples and reverses of decision in that he at first hates the Italians for surrendering then tries to convince his superior not to kill them, citing examples of international law.


          Similarly Mandras, the young fisherman to whom Pelagia is engaged before the war, is guilty of murder, torture, and rape, yet the author portrays him sympathetically, showing him to be more a victim of circumstance "just another life tarnished... by war" than a one-dimensional 'bad guy'.


          This said, many other characters are portrayed in a not-so-flattering light, such as Mussolini, shown to be petty, uncultured and irrational despite his pretensions towards 'sensitivity' and intellectualism, or Hector (or the andartes who take Dr. Iannis away), who is brutal and takes no responsibility for his actions despite his confessed belief in the brotherly love of the Communist ideology.


          


          Major Characters


          
            	Dr. Iannis - The Island's unofficial doctor who spends a lot of his spare time writing about the history of Cephallonia. He is well respected by the rest of the Island.

          


          
            	Pelagia - Dr. Iannis' daughter who is not like the other women on the island (she was well educated and has a lot of respect from her father), who at first falls in love with Mandras, then later with Antonio.

          


          
            	Mandras - A young, handsome fisherman who falls in love with Pelagia, only to destroy their relationship by going to fight in the war.

          


          
            	Carlo - A homosexual Italian soldier who falls in love with Francesco only to lose him to the war. He later falls in love with and dies for Corelli.

          


          
            	Antonio Corelli - An Italian captain with a love for music and life. He detests the war, gradually falls in love with Pelagia but the war inevitably tears them apart again.

          


          


          Major themes


          Corelli's Mandolin deals with a wide variety of themes from politics and history to romance. The theme of love is explored all throughout the novel. We see the initial love between Pelagia and Mandras, which burns out as a result of the war, and the change it prompts in both of them. We come to realise that this was a relationship based on lust rather than love. Corelli and Pelagia's love is the central focus of the novel, developing slowly. The endurance of this love despite the physical degradation of both characters makes us feel a much deeper sense of love than at the beginning. Love is described by Dr. Iannis as, "what is left when the passion has gone," and it certainly appears that this criterion is fulfilled by the love of Corelli and Pelagia. The paternal love of Iannis for Pelagia is also strong and is heavily compared and contrasted to that of Corelli's. The theme of homosexuality is also a recurring issue as Carlo deals with his inner feelings. The reason the character joins the Italian army is so that he might meet a man who he can love and indeed he does; he falls in love with Francesco. Upon Francesco's death Carlo is almost driven to suicide until he meets Corelli and falls in love once more. The character Carlo seems ill at ease with his sexuality and only confesses his love to Francesco as he (Francesco) is dying from a fatal wound and to Corelli once he himself is dead.


          The theme of music is predominant, offering a direct contrast to the horror and destruction that the war brings, showing how something beautiful can arise from something horrible. The war is described in graphic detail, particularly the death of Francesco. It is responsible for the fall of Mandras and Weber, and for the deaths of Carlo and Francesco. It is also responsible for the separation of Pelagia and Corelli.


          Throughout the novel de Bernires takes a harsh view of all forms of totalitarianism, condemning Fascism, Nazism, and Communism alike. De Bernires described this as a novel about: "what happens to the little people when megalomaniacs get busy."


          Another theme of the novel is the study of history. This can be seen through the character of Dr. Iannis who spends much of his spare time attempting to write a history of Cephallonia. However he usually finds his personal feelings and biases running through whatever he writes. There is also a strong feeling against 'professional' history which is suggested by Carlo Guercio's statement that "I know that if we [the axis] win then there will be stories about mass graves in London and vice versa". This is reinforced by De Bernires' quote that: "history ought to be made up of the stories of ordinary people only." From this view point it can be seen that de Bernires as very much a revisionist historian, considering social history superior to that of political.


          


          Criticism


          The novel has received a great deal of critical acclaim, markedly more so than any of de Bernires' other works. However some have suggested that the story of Captain Corelli's Mandolin is plagiarised from a remarkably similar true account written by a former captain in the Italian Navy Mariano Barletta. De Bernires denies all knowledge of this account before writing Captain Corelli's Mandolin but the extraordinary similarity between the two stories leaves the veracity of the claim ambiguous.


          

          Also, some criticism has been aimed at the general letdown or even the depressing tone at the ending of the novel, with Pelagia realising she has wasted her life, and now in her sixties, can do nothing more with what is left of her life. However, there has also been support for this ending as it is not usually typical for such a romantic novel to end so bluntly nor without a cliched resolution, portraying a closer to real life situation.


          Awards


          1995- Commonwealth Writers Prize for Best Book


          


          Adaptations


          


          Radio


          The novel was adapted as four 45-minute radio plays from 17-20 September 2007 on BBC Radio 4, having been chosen as a popular 'Book of the Week' on the same station some years earlier. The episode titles were "A Pea in the Ear," "Invasion of the Italians," "Looking for Snails" and "Earthquake." It was narrated by Tom Goodman-Hill, with Celia Meiras as Pelagia, Stephen Greif as Dr Iannis, Daniel Philpott as Corelli. The mandolin music for it was composed and performed by Alison Stephens, and the production was produced and directed by David Hunter. Other cast members included:


          
            	Carlo - Anthony Psaila


            	Mandras - Chris Pavlo


            	Velisarios - Alexi Kaye Campbell


            	Father Arsenios - Alex Zorbas


            	Lemoni - Ania Gordon


            	Drosoula - Anna Savva


            	Hector - Nitin Ganatra


            	Officer - Simon Treves

          


          


          Film


          


          A movie version of Captain Corelli's Mandolin was released in 2001, with Nicolas Cage as the Italian Captain Corelli, John Hurt as Dr. Iannis, and Penlope Cruz as his daughter, Pelagia. It also starred Christian Bale and Irene Papas. It was directed by John Madden. It was received poorly by critics and the general public.
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              The traditional Captain Marvel, painted by Alex Ross.
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              	Whiz Comics #2 (February 1940)
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              	William Joseph "Billy" Batson
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              Justice League

              Justice Society of America
            


            
              	Notable aliases

              	Captain Thunder, Marvel, Shazam
            


            
              	Abilities

              	Magically bestowed aspects of various mythological figures which include: vast super-strength, speed and stamina, physical and magical invulnerability, flight, fearlessness, vast wisdom and enhanced mental perception, control over and emission of magic lightning and vast untapped magical powers.
            

          


          Captain Marvel is a fictional comic book superhero, originally published by Fawcett Comics and later by DC Comics. Created in 1939 by artist C. C. Beck and writer Bill Parker, the character first appeared in Whiz Comics #2 (February 1940). With a premise that taps adolescent fantasy, Captain Marvel is the alter ego of Billy Batson, a youth who works as a radio news reporter and was chosen to be a champion of good by the wizard Shazam. Whenever Billy speaks the wizard's name, he is instantly struck by a magic lightning bolt that transforms him into an adult superhero empowered with the abilities of six mythical figures. Several friends and family members, most notably Marvel Family cohorts Mary Marvel and Captain Marvel, Jr., can share Billy's power and become "Marvels" themselves.


          Hailed as "The World's Mightiest Mortal" in his adventures, Captain Marvel was nicknamed "The Big Red Cheese" by archvillain Doctor Sivana, an epithet later adopted by Captain Marvel's fans. Based on sales, Captain Marvel was the most popular superhero of the 1940s, as his Captain Marvel Adventures comic book series sold more copies than Superman and other competing superhero books during the mid-1940s. Captain Marvel was also the first comic book superhero to be adapted to film, in a 1941 Republic Pictures serial ( The Adventures of Captain Marvel).


          Fawcett ceased publishing Captain Marvel-related comics in 1953, due in part to a copyright infringement suit from DC Comics alleging that Captain Marvel was an illegal infringement of Superman. In 1972, DC licensed the Marvel Family characters and returned them to publication, acquiring all rights to the characters by 1991. DC has since integrated Captain Marvel and the Marvel Family into their DC Universe, and have attempted to revive the property several times. However, Captain Marvel has not regained widespread appeal with new generations, although a 1970s Shazam! live-action television series featuring the character was popular.


          Because Marvel Comics trademarked their Captain Marvel comic book during the interim between the original Captain Marvel's Fawcett years and DC years, DC Comics is unable to promote and market their Captain Marvel/Marvel Family properties under that name. Since 1972, DC has instead used the trademark Shazam! as the title of their comic books and thus the name under which they market and promote the character. Consequently, Captain Marvel himself is sometimes erroneously referred to as Shazam.


          


          Publication history


          


          Development and inspirations


          


          After the success of National Comics' new superhero characters Superman and Batman, Fawcett Publications decided in 1939 to start its own comics division. Fawcett recruited writer Bill Parker to create several hero characters for the first title in their line, tentatively titled Flash Comics. Besides penning stories featuring Ibis the Invincible, Spy Smasher, Golden Arrow, Lance O'Casey, Scoop Smith and Dan Dare for the new book, Parker also wrote a story about a team of six superheroes, each possessing a special power granted to them by a mythological figure. Fawcett Comics' executive director Ralph Daigh decided it would be best to combine the team of six into one hero who would embody all six powers. Parker responded by creating a character he called "Captain Thunder." Staff artist Clarence Charles "C. C." Beck was recruited to design and illustrate Parker's story, rendering it in a direct, somewhat cartoony style that became his trademark.


          The first issue of the comic book, printed as both Flash Comics #1 and Thrill Comics #1, had a low-print run in the fall of 1939 as an ashcan copy created for advertising purposes. Shortly after its printing, however, Fawcett found it could not trademark "Captain Thunder," "Flash Comics," or "Thrill Comics," because all three names were already in use. Consequently, the book was renamed Whiz Comics, and Fawcett artist Pete Costanza suggested changing Captain Thunder's name to "Captain Marvelous," which the editors shortened to "Captain Marvel." The word balloons in the story were re-lettered to label the hero of the main story as "Captain Marvel." Whiz Comics #2, dated February 1940, was published in late 1939. Since it was the first of that title to actually be published, the issue is sometimes referred to as Whiz Comics #1, despite the issue number printed on it.


          Inspirations for Captain Marvel came from a number of sources. His visual appearance was modeled after that of Fred MacMurray, a popular American actor of the period. C. C. Beck's later versions of the character would resemble other American actors, including Cary Grant and Jack Oakie. Fawcett Publications' founder, Wilford H. Fawcett, was nicknamed "Captain Billy," which inspired the name "Billy Batson" and Marvel's title as well. Fawcett's earliest magazine was titled Captain Billy's Whiz Bang, which inspired the title Whiz Comics. In addition, Fawcett adapted several of the elements that had made Superman, the first popular comic book superhero, popular (super strength and speed, science-fiction stories, a mild mannered reporter alter ego), and incorporated them into Captain Marvel. Fawcett's circulation director Roscoe Kent Fawcett recalled telling the staff, "give me a Superman, only have his other identity be a 10 or 12-year-old boy rather than a man."


          


          As a result, Captain Marvel was given a twelve-year-old boy named Billy Batson as an alter ego. In the origin story printed in Whiz Comics #2, Billy, a homeless newsboy, is lead by a mysterious stranger to a secret subway tunnel. An odd subway car with no visible driver takes them to the lair of the wizard Shazam, who grants Billy the power to become the adult superhero Captain Marvel. In order to transform into Captain Marvel, Billy must speak the wizard's name, an acronym for the six various legendary figures who had agreed to grant aspects of themselves to a willing subject: the wisdom of Solomon; the strength of Hercules; the stamina of Atlas; the power of Zeus; the courage of Achilles; and the speed of Mercury. Speaking the word produces a bolt of magic lightning which transforms Billy into Captain Marvel; speaking the word again reverses the transformation with another bolt of lightning.


          Captain Marvel wore a bright red costume, inspired by both military uniforms and ancient Egyptian and Persian costumes as depicted in popular operas, with gold trim and a lightning bolt insignia on the chest. The body suit originally included a buttoned lapel, but was changed to a one-piece skintight suit within a year at the insistence of the editors (the current DC costume of the character has the lapel restored to it). The costume also included a white-collared cape trimmed with gold flower symbols, usually asymmetrically thrown over the left shoulder and held around his neck by a gold cord. The cape came from the ceremonial cape worn by the British nobility, photographs of which appeared in newspapers in the 1930s.


          In addition to introducing the main character and his alter ego, Captain Marvel's first adventure in Whiz Comics #2 also introduced his archenemy, the evil Doctor Sivana, and found Billy Batson talking his way into a job as an on-air radio reporter. Captain Marvel was an instant success, with Whiz Comics #2 selling over 500,000 copies. By 1941, he had his own solo series, Captain Marvel Adventures, while continuing to appear in Whiz Comics as well. He also made periodic appearances in other Fawcett books, including Master Comics.


          


          Fawcett years: the Marvel Family, allies, and enemies


          


          Through his adventures, Captain Marvel soon gained a host of enemies. His most frequent foe was Doctor Sivana, a mad scientist who was determined to rule the world, yet was thwarted by Captain Marvel at every turn. Marvel's other villains included Adolf Hitler's champion Captain Nazi, an older Egyptian renegade Marvel called Black Adam, an evil magic-powered brute named Ibac, and an artificially intelligent nuclear-powered robot called Mister Atom. The most notorious Captain Marvel villains, however, were the nefarious Mister Mind and his Monster Society of Evil, which recruited several of Marvel's previous adversaries. The "Monster Society of Evil" story arc ran as a twenty-five chapter serial in Captain Marvel Adventures #2246 (March 1943  May 1945), with Mister Mind eventually revealed to be a highly intelligent yet tiny worm from another planet.


          In the early 1940s, Captain Marvel also gained allies in the Marvel Family, a collective of superheroes with powers and/or costumes similar to Captain Marvel's. (By comparison, Superman spin-off character Superboy first appeared in 1944, while Supergirl first appeared in 1959). Whiz Comics #21 (September 1941) marked the debut of the Lieutenant Marvels, the alter egos of three other boys (all also named Billy Batson) who found that, by saying "Shazam!" in unison, they too could become Marvels. In Whiz Comics #25 (December 1941), a friend named Freddy Freeman, mortally wounded by an attack from Captain Nazi, was given the power to become teenage boy superhero Captain Marvel, Jr. A year later in Captain Marvel Adventures #18 (December 1942), Billy and Freddy met Billy's long-lost twin sister Mary Bromfield, who discovered she could, by saying the magic word "Shazam," become teenage superheroine Mary Marvel.


          Captain Marvel, Mary Marvel and Captain Marvel, Jr. were featured as a team in a new comic series entitled The Marvel Family. This was published alongside the other Captain Marvel-related titles, which now included Wow Comics featuring Mary, Master Comics featuring Junior, and both Mary Marvel Comics and Captain Marvel, Jr. Comics. Non-super-powered Marvels such as the "lovable con artist" Uncle Marvel and his niece, Freckles Marvel, also sometimes joined the other Marvels on their adventures. A funny animal character, Hoppy the Marvel Bunny, was created in 1942 and later given a spin-off series of his own.


          The members of the Marvel Family often teamed up with the other Fawcett superheroes, who included Ibis the Invincible, Bulletman and Bulletgirl, Spy Smasher, Minute-Man, and Mr. Scarlet and Pinky. Among the many artists and writers who worked on the Marvel Family stories alongside C. C. Beck and main writer Otto Binder were Joe Simon and Jack Kirby, Mac Raboy, Pete Costanza, Kurt Schaffenberger, and Marc Swayze.


          


          Copyright infringement lawsuit and cancellation


          Through much of the Golden age of comic books, Captain Marvel proved to be the most popular superhero character of the medium with his comics outselling all others, including those featuring Superman. In fact, Captain Marvel Adventures sold fourteen million copies in 1944, and was at one point being published weekly with a circulation of 1.3 million copies an issue (proclaimed on the cover of issue #19 as being the "Largest Circulation of Any Comic Magazine"). Part of the reason for this popularity included the inherent wish-fulfillment appeal of the character to children, as well as the humorous and surreal quality of the stories. Billy Batson typically narrated each Captain Marvel story, speaking directly to his reading audience from his WHIZ radio microphone, relating each story from the perspective of a young boy.


          Detective Comics (later known as National Comics Publications, National Periodical Publications, and today known as DC Comics) sued Fawcett Comics for copyright infringement in 1941, alleging that Captain Marvel was based on their character Superman. After seven years of litigation, the National Comics Publications v. Fawcett Publications case went to trials court in 1948. Although the judge presiding over the case decided that Captain Marvel was an infringement, DC was found to be negligent in copyrighting several of their Superman daily newspaper strips, and it was decided that National had abandoned the Superman copyright. As a result, the initial verdict, delivered in 1951, was decided in Fawcett's favour.


          National appealed this decision, and Judge Learned Hand declared in 1952 that National's Superman copyright was in fact valid. Judge Hand did not find that the character of Captain Marvel itself was an infringement, but rather that specific stories or super feats could be infringements, and that the truth of this would have to be determined in a re-trial of the case. The judge therefore sent the matter back to the lower court for final determination.


          Instead of retrying the case, however, Fawcett decided to settle with National out of court. The National lawsuit was not the only problem Fawcett faced in regards to Captain Marvel. While Captain Marvel Adventures had been the top-selling comic series during World War II, it suffered declining sales every year after 1945 and by 1949 it was selling only half its wartime rate. Fawcett tried to revive the popularity of its assorted Captain Marvel series in the early 1950s by introducing elements of the horror comics trend that gained popularity at the time. Feeling that a decline in the popularity of superhero comics meant that it was no longer worth continuing the fight, Fawcett agreed to never again publish a comic book featuring any of the Captain Marvel-related characters, and to pay National $400,000 in damages. Fawcett shut down its comics division in the autumn of 1953 and laid off its comic-creating staff. Whiz Comics had ended with issue #146 in June 1952, Captain Marvel Adventures was cancelled with #150 (November 1953), and The Marvel Family ended its run with #89 (January 1954).


          


          Marvelman (and Miracleman)


          In the 1950s, a small British publisher, L. Miller and Son, published a number of black and white reprints of American comic books, including the Captain Marvel series. With the outcome of the National v. Fawcett lawsuit, L. Miller and Son found their supply of Captain Marvel material abruptly cut off. They requested the help of a British comic writer, Mick Anglo, who created a thinly disguised version of the superhero called Marvelman. Captain Marvel, Jr. was adapted to create Young Marvelman, while Mary Marvel had her gender changed to create the male Kid Marvelman. The magic word "Shazam!" was replaced with "Kimota", "Atomic" backwards. The new characters took over the numbering of the original Captain Marvel's United Kingdom series with issue number 25.


          Marvelman ceased publication in 1963, but was revived in 1982 by writer Alan Moore in the pages of Warrior Magazine. Moore's black and white serialized adventures were reprinted in colour by Eclipse Comics under the new title Miracleman beginning in 1985, and continued publication in the United States after Warrior's demise. Within the metatextual storyline of the comic series itself, it was noted that Marvelman's creation was based upon Captain Marvel comics, by both Alan Moore and later Marvelman/Miracleman writer Neil Gaiman.


          


          DC Comics' Shazam! revival


          


          When superhero comics became popular again in the mid-1960s in what is now called the Silver Age of comics, Fawcett was unable to revive Captain Marvel because in order to settle the lawsuit it had agreed never to publish the character again. Eventually, they licensed the characters to DC Comics in 1972, and DC began planning a revival. Because Marvel Comics had by this time established its own claim to the use of Captain Marvel as a comic book title, DC published their book under the name Shazam! Since then, that title has become so linked to Captain Marvel that many people have taken to identifying the character as "Shazam" instead of his actual name.


          The Shazam! comic series began with issue #1, dated February 1973. It contained both new stories and reprints from the 1940s and 1950s. The first story attempted to explain the Marvel Family's absence by stating that they, Dr. Sivana, Sivana's children, and most of the supporting cast had been accidentally trapped in suspended animation for twenty years until finally breaking free.


          Dennis O'Neil was the primary writer of the book; his role was later taken over by writers Elliott S! Maggin and E. Nelson Bridwell. C. C. Beck drew stories for the first ten issues of the book before quitting due to creative differences; Bob Oksner, Fawcett alumnus Kurt Schaffenberger, and Don Newton were among the later artists of the title.


          With DC's Multiverse concept in effect during this time, it was stated that the revived Marvel Family and related characters lived within the DC Universe on the parallel world of "Earth-S". While the series began with a great deal of fanfare, the book had a lackluster reception. The creators themselves had misgivings; Beck said, "As an illustrator I could, in the old days, make a good story better by bringing it to life with drawings. But I couldn't bring the new [Captain Marvel] stories to life no matter how hard I tried." Shazam! was canceled with issue #35 (June 1978) and relegated to a back-up position in World's Finest Comics (from #253, October-November 1978, to #282, August 1982, skipping only #271 which featured a full-length origin of the Superman-Batman team story) and Adventure Comics (from #491, September 1982, through #498, April 1983; only #491 and #492 featured original stories however, the rest containing Fawcett era reprint stories). With their 1985 limited series Crisis on Infinite Earths, DC fully integrated the characters into the DC Universe.


          


          Captain Marvel in the late 1980s


          The first post-Crisis appearance of Captain Marvel was in the 1986 Legends miniseries. In 1987, Captain Marvel appeared as a member of the Justice League in Keith Giffen and J. M. DeMatteis' relaunch of that title. That same year, he was also given his own miniseries titled Shazam! The New Beginning. With this four-issue miniseries, writers Roy and Dann Thomas and artist Tom Mandrake attempted to re-launch the Captain Marvel mythos and bring the wizard Shazam, Dr. Sivana, Uncle Dudley and Black Adam into the modern DC Universe with an altered origin story.


          The most notable change that Thomas, Giffen, and DeMatteis introduced into the Captain Marvel mythos was that the personality of young Billy Batson is retained when he transforms into the Captain. The Golden Age comics, on the other hand, tended to treat Captain Marvel and Billy as two separate personalities. This change would remain for most future uses of the character, as justification for his sunny, Golden-Age personality in the darker modern-day comic book world.


          This revised version of Captain Marvel also appeared in one story arc featured in the short-lived anthology Action Comics Weekly #623626, released from October 25, 1988November 15, 1988. At the end of the arc, it was announced that this would to lead to a new Shazam! ongoing series, but nothing ever came of this.


          


          The Power of Shazam!


          DC finally purchased the rights to all of the Fawcett Comics characters in 1991. In 1994, the unpopular revision of the character from the Shazam! The New Beginning was retconned again and given a revised origin in The Power of Shazam!, a painted graphic novel written and illustrated by Jerry Ordway. This story became Captain Marvel's official DC Universe origin story (with his appearances in Legends and Justice League still counting as part of this continuity).


          Ordway's story more closely followed Captain Marvel's Fawcett origins, with only slight additions and changes. For example, in this version of the origin, it is Black Adam (in his non-powered form of Theo Adam) who killed Billy Batson's parents. The graphic novel was a critically acclaimed success, leading to a Power of Shazam! ongoing series which ran from 1995 to 1999. That series reintroduced the Marvel Family, and many of their allies and enemies, into the modern-day DC Universe.


          Marvel also appeared in Mark Waid and Alex Ross's critically acclaimed miniseries Kingdom Come. Set thirty years in the future, Kingdom Come features a brainwashed Captain Marvel playing a major role in the story as a mind-controlled pawn of an elderly Lex Luthor. In 2000, Captain Marvel starred in an oversized special graphic novel, Shazam! Power of Hope, written by Paul Dini and painted by Alex Ross.


          


          The Trials of Shazam! and beyond


          


          Since the cancellation of the Power of Shazam! title in 1999, the Marvel Family have made appearances in a number of other DC comic books. Black Adam became a main character in Geoff Johns and David S. Goyer's JSA series, which depicted the latest adventures of the Justice Society of America. Captain Marvel also appeared regularly in JSA in 2003 and 2004. He also appeared in Frank Miller's graphic novel Batman: The Dark Knight Strikes Again, the sequel to Miller's highly-acclaimed graphic novel The Dark Knight Returns.


          The Marvel Family played an integral part in DC's 2005/2006 Infinite Crisis crossover, which began DC's efforts to retool the Shazam! franchise. In the Day of Vengeance limited series, which preceded the Infinite Crisis event, the wizard Shazam is killed by the Spectre, and Captain Marvel assumes the wizard's place in the Rock of Eternity. The Marvel Family made a handful of guest appearances in the year-long weekly maxi-series 52, which featured Black Adam as one of its main characters. The Marvel Family also appeared frequently in the 12-issue bimonthly painted limited series Justice by Alex Ross, Jim Krueger, and Doug Braithwaite, published from 2005 to 2007.


          The Trials of Shazam!, a 12-issue limited series also written by Judd Winick and illustrated by Howard Porter (issues one through eight) and Mauro Cascioli (issues nine through twelve), began publication in August 2006. The series redefines the Shazam mythos, the characters and their place in the DC Universe. Trials of Shazam! features Captain Marvel, now with a white costume and long white hair, taking over the role of the wizard Shazam under the name Marvel, while Freddy Freeman attempts to prove himself worthy to the individual gods so that he can become their new champion and herald under the name Shazam.


          


          Other appearances


          A four-issue Captain Marvel/Superman limited series, Superman/Shazam: First Thunder, was published between September 2005 and March 2006. The miniseries, written by Judd Winick with art by Josh Middleton, depicted the first meeting between the two heroes.


          A second Captain Marvel limited series, Shazam! The Monster Society of Evil, written and illustrated by Jeff Smith (creator of Bone), was published in four 48-page installments between February and July 2007. Smith's Shazam! mini-series, in the works since 2003, is a more traditional take on the character, which updates and re-imagines Captain Marvel's origin. According to Smith, the story is in continuity and takes the place of the character's previously established origins as depicted in the The Power of Shazam! graphic novel. However, this has not been confirmed by any secondary sources.


          A new Captain Marvel comic, Billy Batson and the Magic of Shazam!, debuted in July 2008 under DC's Johnny DC youth-oriented imprint. Following the lead and continuity of Smith's version, it is written and drawn by Mike Kunkel (creator of Herobear).


          


          Powers and abilities


          When Billy Batson says the magic word "Shazam!" and transformed into Captain Marvel, he was granted the following powers:


          
            
              	S

              	for the wisdom of Solomon

              	As Captain Marvel, Billy has instant access to a vast amount of scholarly knowledge, including most known languages, sciences, and forms of magic. The wisdom of Solomon also provides him with counsel and advice in times of need. In early Captain Marvel stories, Solomon's power also gave Marvel the ability to hypnotize people. (Note that Solomon is the only figure in the list not taken from Greco-Roman mythology.)
            


            
              	H

              	for the strength of Hercules *

              	Hercules' power gives Captain Marvel incredible amounts of super strength; he is able to easily bend steel, punch through walls, and lift massive objects. Marvel's strength rivals that of Superman.
            


            
              	A

              	for the stamina of Atlas

              	Using Atlas' endurance, Captain Marvel can withstand and survive most types of extreme physical assaults. Additionally, he does not need to eat, sleep, or breathe and can survive unaided in space when in Captain Marvel form.
            


            
              	Z

              	for the power of Zeus

              	Zeus' power, besides fueling the magic thunderbolt that transforms Captain Marvel, also enhances Marvel's other physical and mental abilities, grants magic resistance against all magic spells and attacks. Marvel can use the lightning bolt as a weapon by dodging it and allowing it to strike an opponent or target. The magical lightning has many uses, including creating apparatus, restoring damage done to Marvel, or acting as fuel for magical spells.
            


            
              	A

              	for the Courage of Achilles

              	This aspect gives Captain Marvel the courage of Achilles, the legendary (and almost invulnerable) Greek hero. It aids Captain Marvel's mental fortitude against most mental attacks.
            


            
              	M

              	for the speed of Mercury

              	By channeling Mercury's speed, Captain Marvel can move at lightspeeds. This also enables him to fly and to reach the Rock of Eternity by his own power.
            

          


          In current comics continuity, Marvel has assumed the throne of Shazam at the Rock of Eternity, and now has access to the dead wizard's greatly enhanced magical powers and abilities. However, Marvel is required to remain on the Rock of Eternity, and can only be away from the Rock for twenty-four hours at a time.


          


          Alternate versions


          


          Captain Thunder


          In Superman (first series" #276 (June 1974), Superman found himself at odds with Captain Thunder, a superhero displaced from another Earth and another time. Thunder had been tricked by his archenemies in the Monster League of Evil into doing evil, and Thunder therefore was made to do battle with Superman. Captain Thunder, whose name was derived from Captain Marvel's original moniker, was a thinly veiled pastiche of Marvel; down to his similar costume, his young alter ego named "Willie Fawcett", and a magic word ("Thunder!") which was an acronym for seven entities and their respective powers.


          At the time of Superman #276, DC had been publishing Shazam! comics for two years, but had kept that universe separate from those of its other publications. The real Captain Marvel would finally meet Superman in Justice League of America #137 two years later.


          In the Elseworld's tale: Elseworld's Finest: Supergirl & Batgirl, Captain Marvel is depicted as a bald African-American man in this reality.


          [bookmark: 52]


          52


          In the final issue of the maxi-series 52 (#52, May 2, 2007) , a new Multiverse is revealed, originally consisting of 52 identical realities. Among the parallel realities shown is one designated Earth-5. As a result of Marvel Family foe Mister Mind "eating" aspects of this reality, it takes on visual aspects similar to the pre-Crisis Earth-S, including the Marvel Family characters. The names of the characters are not mentioned in the panel in which they appear, but a character visually similar to Captain Marvel appears. Based on comments by 52 co-author Grant Morrison, this alternate universe is not the pre-Crisis Earth-S.


          


          Supporting cast


          


          Captain Marvel often fights evil as a member of a superhero team known as the Marvel Family, made up of himself and several other heroes: The wizard Shazam who empowers the team, Captain Marvel's sister Mary Marvel and Marvel's protg Captain Marvel, Jr. Before the Crisis on Infinite Earths, the Marvel Family also included part-time members such as Mary's non-powered friend "Uncle" Dudley aka Uncle Marvel, Dudley's non-powered niece Freckles Marvel, a team of proteges (all of whose alter egos are named "Billy Batson") known as the Lieutenant Marvels, and the funny-animal pink rabbit version of Captain Marvel, Hoppy the Marvel Bunny.


          Through his adventures, Captain Marvel gained an extensive rogues gallery, the most notable of whom include the evil mad scientist Doctor Sivana (and, pre-Crisis, the Sivana Family), Shazam's corrupted previous champion Black Adam, Adolph Hitler's champion Captain Nazi, and the mind-controlling worm Mister Mind and his Monster Society of Evil. Other Marvel Family foes include the evil robot Mister Atom, the "World's Mightiest Immortal" Oggar, and Ibac and Sabbac, demon-powered supervillains who transform by magic as Captain Marvel does.


          The Marvel Family's non-powered allies include Dr. Sivana's good-natured adult offspring Beautia and Magnificus Sivana, Mister "Tawky" Tawny the talking tiger, WHIZ radio president and Billy's employer Sterling Morris, Billy's girlfriend Cissie Sommerly, Billy's school principal Miss Wormwood, and Mary's adoptive parents Nick and Nora Bromfield.


          Cultural impact


          


          Captain Marvel vs. Superman in fiction


          


          Captain Marvel's adventures have contributed a number of elements to both comic book culture and pop culture in general. The most notable of these is the regular use of Superman and Captain Marvel as adversaries in Modern Age comic book stories.


          The National Comics/Fawcett Comics rivalry was parodied in "Superduperman," a satirical comic book story by Harvey Kurtzman and Wally Wood in the fourth issue of Mad (April-May, 1953). In the parody, inspired by the Fawcett/DC legal battles, Superduperman, endowed with muscles on muscles, does battle with Captain Marbles, a Captain Marvel caricature. Marbles' magic word is "SHAZOOM", which stands for Strength, Health, Aptitude, Zeal, Oxpower of, Oxpower of another and Money. In contrast to Captain Marvel's perceived innocence and goodness, Marbles was greedy and money-grubbing.


          While publishing its Shazam! revival in the 1970s, DC Comics published a story in Superman #276 (June 1974) featuring a battle between the Man of Steel and a thinly disguised version of Captain Marvel called Captain Thunder, a reference to the character's original name. Two years later, Justice League of America #135-137 featured a story arc which featured the heroes of Earth-1, Earth-2, and Earth-S teaming together against their enemies. It was in this story that Superman and Captain Marvel first met, albeit briefly.


          Following this Justice League story, DC followed Mad's cue and often pitted Captain Marvel and Superman against each other for any number of reasons, but usually as an inside joke to the characters' long battles in court; they are otherwise staunch allies. Notable Superman/Captain Marvel battles in DC Comics include All-New Collectors' Edition #C-58 (1979), All-Star Squadron #36 & 37 (1984), and Superman (vol. 2) #102 (1995). The Superman/Captain Marvel battle depicted in Kingdom Come #4 (1996) served as the climax of that miniseries. The "Clash" episode of the DC-based animated TV series Justice League Unlimited, which included Captain Marvel as a guest character, featured a Superman/Captain Marvel fight as its centerpiece.


          


          Captain Marvel in popular culture


          In pop culture, Billy Batson/Captain Marvel's magic word, "Shazam!", became a popular exclamation from the 1940s on, often used in place of an expletive. The most notable user of the word "Shazam!" in this form was Gomer Pyle, a character from the 1960s sitcom The Andy Griffith Show. Foxxy Cleopatra from the 2002 film Austin Powers in Goldmember is also fond of the word. In another 2002 movie, Spider-Man, the character Peter Parker shouts "Shazam!" while trying to control his powers.


          Even ten years after the character disappeared in 1953, the superhero was still used for allusions and jokes, in films such as West Side Story, TV shows such as The Monkees, M*A*S*H, Family Guy, and American Dad!, and songs such as "Shazam" (1960) by Duane Eddy. Elvis Presley was a fan of Captain Marvel, Jr. comic books as a child, and later styled his hair to look like Freddy Freeman's and based his stage jumpsuits and TCB lightning logo on Captain Marvel Junior's costume and lightning-bolt insignia. The Academy of Comic Book Arts named its Shazam Award in honour of the character's mythos. The Beatles mentioned Captain Marvel in their song " The Continuing Story of Bungalow Bill" (1968).


          
            Retrieved from " http://en.wikipedia.org/wiki/Captain_Marvel_(DC_Comics)"
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              	Nickname(s): La Sultana del vila ("The Sultana of the vila")

              La Sucursal del Cielo ("Heaven's Branch (on Earth)"
            


            
              	Motto: Ave Mara Santsima, sin pecado concebida, en el primer instante de su ser natural.

              ("Hail Holiest Mary, conceived without sin, in the first instant of Your Natural Being.")
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              	Coordinates:
            


            
              	Country

              	Venezuela
            


            
              	States

              	Capital District, Miranda
            


            
              	Municipalities

              	Libertador, Chacao, Baruta, Sucre, El Hatillo
            


            
              	Founded

              	July 25, 1567
            


            
              	Government
            


            
              	- Mayor

              	Juan Barreto
            


            
              	Area
            


            
              	-Total

              	1,930km(745.2sqmi)
            


            
              	Elevation

              	900m (2,953ft)
            


            
              	Population (2001)
            


            
              	-Total

              	2,762,759
            


            
              	- Density

              	1,431.5/km(3,707.6/sqmi)
            


            
              	- Demonym

              	caraqueo(a)
            


            
              	Time zone

              	VST ( UTC-4:30)
            


            
              	-Summer( DST)

              	not observed ( UTC-4:30)
            


            
              	Postal code

              	1010-A
            


            
              	Area code(s)

              	0212
            


            
              	The area and population figures are the sum of the figures of the five municipalities (listed above) that make up the city of Caracas.
            


            
              	Website: alcaldiamayor.gob.ve(Spanish)
            

          


          Caracas (pronounced [kaˈɾakas]) is the capital and largest city of Venezuela. It is located in the north of the country, following the contours of the narrow Caracas Valley on the Venezuelan coastal mountain range (Cordillera de la Costa). The valley's temperatures are springlike. Terrain suitable for building on lies between 760 and 910 m (2,500 and 3,000 ft) above sea level. The valley is close to the Caribbean Sea, separated from the coast by a steep 2200 m (7400 ft) high mountain range, Cerro vila; to the south there are more hills and mountains.


          El Distrito Metropolitano de Caracas (The Metropolitan District of Caracas) includes the Distrito Capital (the capital city proper) and four other municipalities in Miranda State including Chacao, Baruta, Sucre, and El Hatillo. The city of Caracas had an estimated population of 3,140,076 as of 2005. The population of Greater Caracas, including neighboring cities outside the Capital District proper, is approximately 4.7 million.


          


          History
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          More than five hundred years ago, the area was populated by indigenous peoples and Caracas did not exist. Francisco Fajardo, the son of a Spanish Captain and a Guaqueri queen, attempted to establish a plantation in the valley in 1562 after founding a series of coastal towns. Fajardo's settlement did not last as it was destroyed by the locals led by Terepaima and Guacaipuro. This was the last rebellion on the part of the natives, for on July 25, 1567, the Spanish captain Diego de Losada laid the foundations of the city of Santiago de Len de Caracas. The cultivation of cocoa stimulated the development of the city which in 1777 became the capital of the capitana general of Venezuela.


          An attempt at revolution to gain independence organized by Jos Mara Espaa and Manuel Gual was put down on July 13, 1797. But the ideas of the French Revolution and the American Wars of Independence inspired the people, and on July 5, 1811 a Declaration of Independence was signed in Caracas. This city was the birthplace of two of Latin America's most important figures: Francisco de Miranda and "El Libertador" Simn Bolvar. An earthquake destroyed Caracas on March 26, 1812 and was portrayed by authorities as a divine punishment for rebelling against the Spanish Crown, during the Venezuelan War of Independence. The valley became a cemetery, and the war continued until June 24, 1821, when Bolvar gained a decisive victory over the Royalists at the Battle of Carabobo.
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              View of Caracas in 1812
            

          


          As the economy of oil-rich Venezuela grew steadily (during the first part of the 20th Century), Caracas became one of Latin America's economic centers, and was also known as the preferred hub between Europe and South America. During the 1950s, Caracas began an intensive modernization program which continued throughout the 1960s and early 1970s. The Universidad Central de Venezuela, designed by modernist architect Carlos Ral Villanueva and now a UNESCO monument, was built. Joining El Silencio, also by Villanueva, several workers' (23 de Enero, Simon Rodriguez) and new middle class residential districts (Bello Monte, Los Palos Grandes, Chuao, Cafetal, etc.) sprouted in the valley, extending its limits towards the East and South East. On October 17, 2004, one of the Parque Central towers caught fire. The change in the economic structure of the country, now oil dependent, and the fast development of Caracas made it a magnet for the rural communities who migrated to the capital city in an unplanned fashion, creating the ranchos (slum) belt in the valley of Caracas.


          


          Symbols


          


          
            	Flag: The flag of Caracas consists of a burgundy red field with the version of the Coat of Arms of the City (effective since the 1980s). The red field symbolizes the blood spilled by Caraquenian people in favour of independence and the highest ideals of the Venezuelan Nation. Later, in the year 1994, presumably as a result of the change of municipal authorities, it was decided to increase the size of the Caracas coat of arms and move it to the centre of the field. This version of the flag is still in use today.

          


          
            	Coat of arms: The coat of arms of the City of Caracas was adopted by the Libertador Municipality to identify itself. Later, the Metropolitan Mayor Office assumed the lion, the scallop and the St. James Cross for the same purpose.

          


          
            	Anthem: The anthem of the City is the Marcha a Caracas by the composer Tiero Pezzuti de Matteis with the lyric by Jos Enrique Sarabia. The lyrics are said to be inspired by the heroism of the Caracas people, and the memory of the City of Red Roofs.

          


          
            	Incidentally, the National Anthem of Venezuela " Gloria al Bravo Pueblo" recites: "...Y si el despotismo levanta la voz, seguid el ejemplo que Caracas dio." ("...and if despotism raises its voice, follow the example that Caracas gave.") ... reflecting the fact that, in addition to generously giving many heroic fighters to wage the War of Independence, the junta set up in Caracas on ( April 19, 1810) served as inspiration for other regions to do the same, as did its declaration of independece a year later.

          


          


          Governance


          


          Caracas has five municipalities: Baruta, El Hatillo, Chacao, Libertador and Sucre. The constitution of Venezuela specifies that municipal governments be divided into executive and legislative branches. The executive government of the municipality is governed by the mayor, while the legislative government is managed by the Municipal council. In March 8, 2000, the year after a new constitution was introduced in Venezuela, it was decreed in Gaceta Official N 36,906 that the Metropolitan District of Caracas would be created, and that some of the powers of these municipalities would be delegated to the Alcalda Mayor, physically located in Libertador municipality.


          


          Economy


          Caracas hosts numerous service companies, banks, and malls, among others. Most economic activity is in services, excepting some industries established in its metropolitan area. Caracas is home to the Caracas Stock Exchange and Petrleos de Venezuela (PDVSA). The PDVSA is the largest company in Venezuela and negotiates all the international agreements for the distribution and export of petroleum.


          Small and medium industry also contribute to the economic capacity of Caracas. The city has excellent routes of communication and transportation between the metropolitan area and the country. Caracas is a regional centre for the distribution of products. The high concentration of population has also been an important factor for the growth of retail wholesale markets, which form the fastest-growing segment of commerce in the region. Important industries in Caracas include chemicals, textiles, leather, food, iron and wood products. There are also rubber and cement factories.


          


          Geography
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              North-south view of central Caracas from Cerro El vila
            

          


          Caracas is contained entirely within a valley of the Venezuelan central range, and separated from the Caribbean coast by a roughly 15 km expanse of El vila National Park. The valley is relatively small and quite irregular, the altitude with respect to sea level varies from between 870 and 1,043 meters (2,8543,422ft), with 900meters (2,953ft) in the historic zone. This, along with the rapid population growth, has profoundly influenced the urban development of the city. The most elevated point of the Capital District, wherein the city is located, is the Pico El vila, which rises to 2,159meters (7,083ft). The main body of water in Caracas is the Guaire river, which flows across the city and empties into the Tuy river, which is also fed by the El Valle and San Pedro rivers, in addition to numerous streams which descend from El vila. The La Mariposa and Camatagua reservoirs provide water to the city.


          


          Climate
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          The climate of Caracas is intertropical, with precipitation that varies between 900 and 1,300 millimeters (3551in) (annual), in the city proper, and up to 2,000 millimeters (79in) in some parts of the Mountain range. The annual average temperature is approximately of 22.5C(73F), with the average of the coldest month (January) 22C(72F) and the average of the warmest month (May) 24C(75F), which gives little annual thermal amplitude, of 3C. The daily thermal amplitude is greater (more than 10C/18F), superior to 30C(86F), that rare times descend to less from 25C(77F). In the months of December and January abundant fog may appear, in addition to a sudden nightly drop in temperature, until reaching 13C(55F) or less, this peculiar weather is known by the natives of Caracas as the Pacheco. In addition, nightly temperatures at any time of the year usually do not remain above 20C(68F), which results in very pleasant evening temperatures. Hail storms appear in Caracas, although only on rare occasions. Electrical storms are much more frequent, especially between June and October, due to the city being in a closed valley and the orographic action of Cerro El vila.



          
            
              
                	Weather averages for Caracas
              


              
                	Month

                	Jan

                	Feb

                	Mar

                	Apr

                	May

                	Jun

                	Jul

                	Aug

                	Sep

                	Oct

                	Nov

                	Dec

                	Year
              


              
                	Average high F

                	77

                	79

                	81

                	82

                	82

                	80

                	79

                	80

                	81

                	80

                	80

                	78

                	80
              


              
                	Average low F

                	63

                	65

                	66

                	68

                	70

                	69

                	68

                	68

                	68

                	68

                	67

                	65

                	67
              


              
                	Precipitation inches

                	1.10

                	0.70

                	0.90

                	1.10

                	1.40

                	2.10

                	2.20

                	2.00

                	2.10

                	2.20

                	2.10

                	2.10
              


              
                	Average high C

                	25

                	26

                	27

                	27

                	27

                	26

                	26

                	26

                	27

                	26

                	26

                	25

                	26
              


              
                	Average low C

                	17

                	18

                	18

                	20

                	21

                	20

                	20

                	20

                	20

                	20

                	19

                	18

                	19
              


              
                	Precipitation mm

                	27.9

                	17.8

                	22.9

                	27.9

                	35.6

                	53.3

                	55.9

                	50.8

                	53.3

                	55.9

                	53.3

                	53.3
              


              
                	Source: weatherbase.com 2007-06-08
              


              
                	Source #2: weather.com June 8, 2007
              

            

          


          Colleges and universities


          
            [image: Central University of Venezuela]

            
              Central University of Venezuela
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              Laberinto Cromovegetal, at the Simn Bolvar University
            

          


          


          Central University of Venezuela


          (Universidad Central de Venezuela in Spanish) is a premier public University of Venezuela located in Caracas. Founded in 1721, it is the oldest university in Venezuela and one of the first in Latin America. The university campus was designed by architect Carlos Ral Villanueva and it was declared World Heritage by UNESCO in 2000. The Ciudad Universitaria de Caracas, as the main Campus is also known, is considered a masterpiece of architecture and urban planning and it is the only university campus designed in the 20th century that has received such recognition by UNESCO.


          


          Simn Bolvar University


          (Universidad Simn Bolvar in Spanish) or USB, is a public institution located in Caracas, Venezuela with scientific and technological orientation. Its motto is "La Universidad de la Excelencia" ("University of Excellence"). Both nationally and globally, Simn Bolvar University is a well-known school with a high reputation in scientific and engineering careers. Its graduates are known for achieving one of the highest professional standards in the world.


          


          Sports
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              UCV Olympic Stadium
            

          


          Most notably soccer and baseball teams are located in Caracas. Several other sports also have Caracas as their home. The baseball teams Tiburones de La Guaira and Leones del Caracas have like seat the Estadio Universitario de la UCV, of the Central University of Venezuela, with a capacity of 25 000 spectators. Another baseball team founded in Caracas, the Navegantes del Magallanes, even though it was moved to Valencia, Carabobo continues to have a following in the capital because of its historic rivalry with local teams.


          Between the most important soccer stadiums we have:


          
            	Estadio Olmpico de la UCV, with capacity of 30 000 spectators (but is being extended to 40 000 for the Copa Amrica 2007 and seat of the Caracas Ftbol Club and Deportivo Italia)


            	Brgido Iriarte stadium, with a capacity of 12 000 spectators (old seat of the Caracas Ftbol Club and Deportivo Italchacao, and seat of the Estrella Roja FC). The Caracas Football Club opens its own stadium in August 2005, called Cocodrilos Sport Park.

          


          Caracas for being the capital of Venezuela, has the seat of the National Institute of Sports and the Venezuelan Olympic Committee as well as of many clubs and national federations of a great diversity of disciplines. Bodybuilding, in particular Female Bodybuilding has become popular in Caracas as well. The most famous names being Betty Viana and Yaxeni Oriquen, who is also a Ms. Olympia champion. Both women are also natives of Caracas.


          
            	Caracas hosted the 1983 Pan American Games

          


          


          Sports teams


          
            	Baseball: Leones del Caracas B.B.C.


            	Soccer: Caracas Ftbol Club, Estrella Roja Futbol club, Deportivo Italia


            	Basketball: Cocodrilos de Caracas B.B.C..

          


          


          Culture


          Caracas is Venezuela's cultural capital, boasting several restaurants, theaters, museums, and shopping centers. The city is also home to an array of immigrants from but not limited to: Spain, Italy, Portugal, the Middle East, Germany, China, and Latin American countries. Caracas has the reputation as being one of the most dangerous cities in Latin America.


          


          Museums, libraries and cultural centres
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          Caracas, has been a city with great cultural aspirations throughout the course of its history. Institutions such as the old Atheneum bear witness to this awareness. The National library holds a great amount of volumes, and affords abundant bibliographic information for the student of the discovery and independence of Venezuela. The museum of Colonial Art has on show an interesting exhibition of Venezuelan art from the periods previous to its independence with fountains, furniture, colonial courtyards etc. In the Fine Arts Museum are kept some archaeological finds with some good examples of precolombine pottery.
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          Since 1974, Caracas has had a Contemporary Art Museum, containing works representing the most important tendencies in contemporary art, and since 1982, counts with a Children's Museum, a privately managed museum foundation, with the propose of teaching children about science, technology, culture and arts. The Natural Science Museum, has a rich collection os archaeological pieces from the primitive native cultures, in these collections and in other no less important galleries (Ral Santana Creole Museum, Transport Museum, the Coin Museum, Bolivarian Museum, Jacobo Borges Museum, Carlos Cruz-Diez Museum, Alejandro Otero Museum, Sacred Museum, etc.) the cultural aspirations of Caracas are more than evident.


          


          Gastronomy


          Caracas has a rich gastronomical heritage due to the influence of immigrants, leading to a wide choice of regional and international cuisine. There are a great variety of international restaurants including French, Italian, Spanish, Indian, Chinese, Japanese, and Mexican. The district of La Candelaria is well known for its Spanish restaurants, due to the number of Galician and Canarian immigrants that came to this area in the mid-20th century. Typical dishes include: Pabelln Criollo, empanadas, arepas, hallaca, black roast beef and chicken salad. Chicha, guarapo, carato and tizana (mixed beverage with fruits) are typical drinks.


          


          Transportation
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              Inside Plaza Venezuela station of the Caracas Metro
            

          


          
            [image: Francisco Fajardo Highway in Chacao Municipality]

            
              Francisco Fajardo Highway in Chacao Municipality
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              Francisco Fajardo Highway at night
            

          


          
            	The Caracas Metro has been in operation since 1981. With 04 lines and more than 50 stations, it covers a great part of the city, it also has an integrated ticket system, that combines the route of the Metro with those offered by the Metrobs, a bus service of the Caracas Metro. The Metro system works from 5:30 a.m. to 11:00 p.m.


            	Buses are the main means of mass transportation. There are two bus systems: the traditional system and the Metrobs. The traditional system runs a variety of bus types, operated by several companies on normal streets and avenues:

              
                	Autobus; large buses.


                	Camioneta; medium size buses.


                	microbus or camionetica; vans or minivans.

              

            


            	IAFE; train services to and from Tuy Valley cities of Charallave and Ca.


            	The Simn Bolvar International Airport, the biggest and most important in the country is located outside the city, roughly 20miles (32km) from the downtown area. Taxis and Buses are available at the airport to provide transportation to the city.

          


          


          Sister cities


          Cities twinned with Caracas are:


          
            	[image: Flag of Brazil] Sao Paulo, Brazil

          


          


          Districts


          
            
              
                	Caracas Districts
              


              
                	Northwest

                	Catia  23 de Enero  Propatria  Lomas de Urdaneta  Casalta  El Atlntico  Cao Amarillo  Los Magallanes de Catia  Alta Vista  Ruperto Lugo  Ldice  Gramoven  Manicomio
              


              
                	Centre

                	El Silencio  Capitolio  La Hoyada  Altagracia  La Pastora  Cotiza  Quinta Crespo  Guaicaipuro  La Candelaria
              


              
                	Southwest

                	Artigas  Vista Alegre  Bella Vista  Colinas de Vista Alegre  La Yaguara  Zona Industrial de La Yaguara  El Algodonal  Carapa  Antmano  Washington  Las Fuentes  El Paraso  El Pinar  La Paz  El Paraso  Montalbn  Juan Pablo II  La Vega  Las Adjuntas  Caricuao  Mamera
              


              
                	Centereastern

                	El Conde  Parque Central  San Agustn del Sur  San Agustn del Norte  Simn Rodrguez  Mariprez La Colina  Las Palmas  Las Lomas  San Rafael  Los Caobos  Quebrada Honda  San Bernardino  La Campia  La Florida  Alta Florida  Chapelln  Los Cedros  El Bosque  Chacato  Sabana Grande  Bello Monte
              


              
                	South

                	Cementerio  Los Carmenes  Los Castaos  Prado de Maria  La Bandera  Las Acacias  Colinas de las Acacias  Los Rosales  Valle Abajo  Los Chaguaramos  Ciudad Universitaria  Santa Mnica  Colinas de Santa Mnica  Colinas de Bello Monte  Cumbres de Curumo  El Valle  Los Jardines de El Valle  Coche  Delgado Chalbaud  La Rinconada
              


              
                	Eastern

                	Country Club  El Pedregal  San Marino  Campo Alegre  Chacao  Bello Campo  El Rosal  El Retiro  Las Mercedes  Tamanaco  Chuao  Altamira  Los Palos Grandes  La Castellana  La Floresta  Santa Eduvigis  Sebucn  La Carlota  Santa Cecilia  Campo Claro  Los Ruices  Montecristo  Los Chorros  Los Dos Caminos  Boleta  Los Cortijos  La California  Horizonte  El Marqus  La Urbina  Terrazas del vila  El Llanito  Macaracuay  La Guairita  Caurimare  El Cafetal  San Romn  Santa Rosa  San Luis  Santa Sofa  Santa Paula  Santa Ins  Los Pomelos  Palo Verde  Petare
              


              
                	Southeastern

                	Valle Arriba  Santa Fe  Los Campitos  Prados del Este  Alto Prado  El Pen  Baruta  Piedra Azul  La Trinidad  La Tahona  Monterrey  Las Minas  Cerro Verde  Los Naranjos  La Boyera  Alto Hatillo  El Hatillo  Los Geranios  La Lagunita  El Placer  El Guayabao  El Volcn  La Unin  Sartanejas
              

            

          


          


          Panorama
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              Caracas and the Francisco Fajardo Highway
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        Caratacus


        
          

          
            
              	Caratacus / Caractacus
            


            
              	King of the Catuvellauni
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              "Caractacus before the Emperor Claudius at Rome", 18th century print by an unknown artist ( British Museum)
            


            
              	Reign

              	1st century, to c. 50 AD
            


            
              	Brythonic

              	*Caratācos
            


            
              	Greek

              	ά / ά
            


            
              	Born

              	c. 10 AD?
            


            
              	Birthplace

              	Probably in

              Catuvellauni territory
            


            
              	Died

              	After c. 50 AD
            


            
              	Place of death

              	Rome
            


            
              	Predecessor

              	Cunobelinus / Epaticcus
            


            
              	Successor

              	None (Catuvellauni territory conquered by Claudius)
            


            
              	Father

              	Cunobelinus
            


            
              	Mother

              	Unknown
            

          


          Caratacus ( Brythonic *Caratācos, Greek ά; variants Latin Caractacus, Greek ά) was a historical British chieftain of the Catuvellauni tribe, who led the British resistance to the Roman conquest. He may correspond with the legendary Welsh character Caradoc and the legendary British king Arvirargus.


          


          History


          


          The Claudian Invasion


          Caratacus is named by Dio Cassius as a son of the Catuvellaunian king Cunobelinus. Based on coin distribution Caratacus appears to have been the proteg of his uncle Epaticcus, who expanded Catuvellaunian power westwards into the territory of the Atrebates. After Epaticcus died ca. 35, the Atrebates, under Verica, regained some of their territory, but it appears Caratacus completed the conquest, as Dio tells us Verica was ousted, fled to Rome and appealed to the emperor Claudius for help. This was the excuse used by Claudius to launch his invasion of Britain in the Summer of 43.


          Cunobelinus had died some time before the invasion. Caratacus and his brother Togodumnus led the initial defence of the country against Aulus Plautius's four legions thought to have been around 40,000 men, primarily using guerrilla tactics. They lost much the south-east after being defeated in two crucial battles on the rivers Medway and Thames. Togodumnus was killed and the Catuvellauni's territories were conquered. Claudius was present in August when his legions marched into Camulodunum, the capital of the Catuvellauni , but Caratacus survived and carried on the resistance further west.


          


          Resistance to Rome


          We next hear of Caratacus in Tacitus's Annals, leading the Silures and Ordovices of modern Wales against Plautius's successor as governor, Publius Ostorius Scapula. Finally, in 51, Scapula managed to defeat Caratacus in a set-piece battle somewhere in Ordovician territory (see the Battle of Caer Caradoc), capturing Caratacus's wife and daughter and receiving the surrender of his brothers. Caratacus himself escaped, and fled north to the lands of the Brigantes (modern Yorkshire where the Brigantian queen, Cartimandua handed him over to the Romans in chains. (This was one of the factors that led to two Brigantian revolts against Cartimandua and her Roman allies, once later in the 50s and once in 69, led by Venutius, who had once been Cartimandua's husband). With the capture of Caratacus, much of southern Britain from the Humber to the Severn was pacified and garrisoned throughout the 50s .


          Legend places Caratacus's last stand at British Camp in the Malvern Hills, but the description of Tacitus makes this unlikely:


          
            
              	

              	[Caratacus] resorted to the ultimate hazard, adopting a place for battle so that entry, exit, everything would be unfavorable to us and for the better to his own men, with steep mountains all around, and, wherever a gentle access was possible, he strewed rocks in front in the manner of a rampart. And in front too there flowed a stream with an unsure ford, and companies of armed men had taken up position along the defenses.

              	
            

          


          Although the Severn is visible from British Camp, it is nowhere near it, so this battle must have taken place elsewhere. A number of locations have been suggested, including a site near Brampton Bryan.


          


          Captive in Rome


          After his capture, Caratacus was sent to Rome as a war prize, presumably to be killed after a triumphal parade. Although a captive, he was allowed to speak to the Roman senate. Tacitus records a version of his speech in which he says that his stubborn resistance made Rome's glory in defeating him all the greater:


          
            
              	

              	If the degree of my nobility and fortune had been matched by moderation in success, I would have come to this City as a friend rather than a captive, nor would you have disdained to receive with a treaty of peace one sprung from brilliant ancestors and commanding a great many nations. But my present lot, disfiguring as it is for me, is magnificent for you. I had horses, men, arms, and wealth: what wonder if I was unwilling to lose them? If you wish to command everyone, does it really follow that everyone should accept your slavery? If I were now being handed over as one who had surrendered immediately, neither my fortune nor your glory would have achieved brilliance. It is also true that in my case any reprisal will be followed by oblivion. On the other hand, if you preserve me safe and sound, I shall be an eternal example of your clemency."

              	
            

          


          He made such an impression that he was pardoned and allowed to live in peace in Rome. After his liberation, according to Dio Cassius, Caratacus was so impressed by the city of Rome that he said "And can you, then, who have got such possessions and so many of them, covet our poor tents?"


          


          Caratacus' name


          Caratacus' name appears as both Caratacus and Caractacus in manuscripts of Tacitus, and as ά and ά in manuscripts of Dio. Older reference works tend to favour the spelling "Caractacus", but modern scholars agree, based on historical linguistics and source criticism, that the original Brythonic form was *Caratācos, pronounced /ka.ra.taː'kos/, which gives the attested names Caradog in Welsh and Carthach in Irish.


          


          Legend


          


          Medieval British traditions


          Caratacus's memory may have been preserved in medieval British tradition. A genealogy in the Welsh Harleian MS 3859 (ca. 1100) includes the generations "Caratauc map Cinbelin map Teuhant", corresponding, via established processes of language change, to "Caratacus, son of Cunobelinus, son of Tasciovanus", preserving the names of the three historical figures in correct relationship.


          Caratacus does not appear in Geoffrey of Monmouth's History of the Kings of Britain (1136), although he appears to correspond to Arviragus, the younger son of Kymbelinus, who continues to resist the Roman invasion after the death of his older brother Guiderius. In Welsh versions his name is Gweirydd, son of Cynfelyn, and his brother is called Gwydyr; the name Arviragus is taken from a poem by Juvenal.


          Caradog, son of Bran, who appears in medieval Welsh literature, has also been identified with Caratacus, although nothing in the medieval legend corresponds except his name. He appears in the Mabinogion as a son of Bran the Blessed, who is left in charge of Britain while his father makes war in Ireland, but is overthrown by Caswallawn (the historical Cassivellaunus, who lived a century earlier than Caratacus). The Welsh Triads agree that he was Bran's son, and name two sons, Cawrdaf and Eudaf.


          


          Modern traditions


          Caradog only began to be identified with Caratacus after the rediscovery of the works of Tacitus, and new material appeared based on this identification. An 18th century tradition, popularised by the Welsh antiquarian and forger Iolo Morganwg, credits Caradog, on his return from imprisonment in Rome, with the introduction of Christianity to Britain. Iolo also makes the legendary king Coel a son of Caradog's son Cyllen.


          Another tradition, which has remained popular among British Israelites and others, makes Caratacus already a Christian before he came to Rome, Christianity having been brought to Britain by either Joseph of Arimathea or St. Paul, and identifies a number of early Christians as his relatives.


          One is Pomponia Graecina, wife of Aulus Plautius, the conqueror of Britain, who as Tacitus relates, was accused of following a "foreign superstition", generally considered to be Christianity. Tacitus describes her as the "wife of the Plautius who returned from Britain with an ovation", which led John Lingard (1771  1851) to conclude, in his History and Antiquities of the Anglo-Saxon Church, that she was British; however, this conclusion is a misinterpretation of what Tacitus wrote. An ovation was a military parade in honour of a victorious general, so the person who "returned from Britain with an ovation" is clearly Plautius, not Pomponia. This has not prevented the error being repeated and disseminated widely.


          Another is Claudia Rufina, a historical British woman known to the poet Martial. Martial describes Claudia's marriage to a man named Pudens, almost certainly Aulus Pudens, an Umbrian centurion and friend of the poet who appears regularly in his Epigrams. It has been argued since the 17th century that this pair may be the same as the Claudia and Pudens mentioned as members of the Roman Christian community in 2 Timothy in the New Testament. Some go further, claiming that Claudia was Caratacus's daughter, and that the historical Pope Linus, who is described as the "brother of Claudia" in an early church document, was Caratacus' son. Pudens is identified with St. Pudens, and it is claimed that the basilica of Santa Pudenziana in Rome, and with which St. Pudens is associated, was once called the Palatium Britannicum and was the home of Caratacus and his family.


          This theory was popularised in a 1961 book called The Drama of the Lost Disciples by George Jowett, but Jowett did not originate it. He cites renaissance historians such as Archbishop James Ussher, Caesar Baronius and John Hardyng, as well as classical writers like Caesar, Tacitus and Juvenal, although his classical cites at least are wildly inaccurate, many of his assertions are unsourced, and many of his identifications entirely speculative. He also regularly cites St. Paul in Britain, an 1870 book by R. W. Morgan, and advocates other tenets of British Israelism, in particular that the British are descended from the lost tribes of Israel.
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              Togodumnus

              	King of the Catuvellauni

              	Succeededby

              --
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              	Michelangelo Merisi da Caravaggio
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              Chalk portrait of Caravaggio by Ottavio Leoni, c. 1621.
            


            
              	Birth name

              	Michelangelo Merisi
            


            
              	Born

              	28 September 1571(1571-09-28)

              Milan
            


            
              	Died

              	18 July 1610 (aged38)

              Porto Ercole, near Grosseto in Tuscany
            


            
              	Nationality

              	Italian
            


            
              	Field

              	Painting
            


            
              	Movement

              	Baroque
            


            
              	Works

              	see works by Caravaggio
            

          


          Michelangelo Merisi da Caravaggio ( September 28, 1571  18 July 1610) was an Italian artist active in Rome, Naples, Malta and Sicily between 1593 and 1610. He is commonly placed in the Baroque school, of which he was the first great representative.


          Even in his own lifetime Caravaggio was considered enigmatic, fascinating, rebellious and dangerous. He burst upon the Rome art scene in 1600, and thereafter never lacked for commissions or patrons, yet handled his success atrociously. An early published notice on him, dating from 1604 and describing his lifestyle some three years previously, tells how "after a fortnight's work he will swagger about for a month or two with a sword at his side and a servant following him, from one ball-court to the next, ever ready to engage in a fight or an argument, so that it is most awkward to get along with him." In 1606 he killed a young man in a brawl and fled from Rome with a price on his head. In Malta in 1608 he was involved in another brawl, and yet another in Naples in 1609, possibly a deliberate attempt on his life by unidentified enemies. By the next year, after a career of little more than a decade, he was dead.


          Huge new churches and palazzi were being built in Rome in the decades of the late 16th and early 17th centuries, and paintings were needed to fill them. The Counter-Reformation Church searched for authentic religious art with which to counter the threat of Protestantism, and for this task the artificial conventions of Mannerism, which had ruled art for almost a century, no longer seemed adequate. Caravaggio's novelty was a radical naturalism which combined close physical observation with a dramatic, even theatrical, approach to chiaroscuro, the use of light and shadow.


          Famous and extremely influential while he lived, Caravaggio was almost entirely forgotten in the centuries after his death, and it was only in the 20th century that his importance to the development of Western art was rediscovered. Yet despite this his influence on the new Baroque style which eventually emerged from the ruins of Mannerism, was profound. Andre Berne-Joffroy, Paul Valrys secretary, said of him: "What begins in the work of Caravaggio is, quite simply, modern painting."


          


          Biography
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              The Crucifixion of Saint Peter, 1601. Cerasi Chapel, Santa Maria del Popolo, Rome.
            

          


          


          Early life (15711592)


          Caravaggio was born in Milan, where his father, Fermo Merisi, was a household administrator and architect-decorator to the Marchese of Caravaggio. His mother, Lucia Aratori, came from a propertied family of the same district. In 1576 the family moved to Caravaggio to escape a plague which ravaged Milan. Caravaggios father died there in 1577. It is assumed that the artist grew up in Caravaggio, but his family kept up connections with the Sforzas and with the powerful Colonna family, who were allied by marriage with the Sforzas, and destined to play a major role in Caravaggio's later life. In 1584 he was apprenticed for four years to the Lombard painter Simone Peterzano, described in the contract of apprenticeship as a pupil of Titian. Caravaggio appears to have stayed in the Milan-Caravaggio area after his apprenticeship ended, but it is possible that he visited Venice and saw the works of Giorgione, whom he was later accused of aping, and of Titian. Certainly he would have become familiar with the art treasures of Milan, including Leonardo da Vincis Last Supper, and with the regional Lombard art, a style which valued "simplicity and attention to naturalistic detail" and was closer to the naturalism of Germany than to the stylised formality and grandeur of Roman Mannerism.


          


          Rome (15921600)
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              Boy with a Basket of Fruit, c. 1593. Oil on canvas, 67 x 53 cm. Galleria Borghese, Rome.
            

          


          In mid-1592 Caravaggio arrived in Rome, naked and extremely needy ... without fixed address and without provision ... short of money. A few months later he was performing hack-work for the highly successful Giuseppe Cesari, Pope Clement VIIIs favourite painter, painting flowers and fruit in his factory-like workshop. Known works from this period include a small Boy Peeling a Fruit (his earliest known painting), a Boy with a Basket of Fruit, and the Young Sick Bacchus, supposedly a self-portrait done during convalescence from a serious illness that ended his employment with Cesari. All three demonstrate the physical particularity  one aspect of his realism  for which Caravaggio was to become renowned: the fruit-basket-boys produce has been analysed by a professor of horticulture, who was able to identify individual cultivars right down to "... a large fig leaf with a prominent fungal scorch lesion resembling anthracnose (Glomerella cingulata)."


          Caravaggio left Cesari in January 1594, determined to make his own way. His fortunes were at their lowest ebb, yet it was now that he forged some extremely important friendships, with the painter Prospero Orsi, the architect Onorio Longhi, and the sixteen year old Sicilian artist Mario Minniti. Orsi, established in the profession, introduced him to influential collectors; Longhi, more balefully, introduced him to the world of Roman street-brawls; and Minniti served as a model and, years later, would be instrumental in helping Caravaggio to important commissions in Sicily. The Fortune Teller, his first composition with more than one figure, shows Mario being cheated by a gypsy girl. The theme was quite new for Rome, and proved immensely influential over the next century and beyond. This, however, was in the future: at the time, Caravaggio sold it for practically nothing. The Cardsharps  showing another unsophisticated boy falling the victim of card cheats  is even more psychologically complex, and perhaps Caravaggios first true masterpiece. Like the Fortune Teller it was immensely popular, and over 50 copies survive. More importantly, it attracted the patronage of Cardinal Francesco Maria Del Monte, one of the leading connoisseurs in Rome. For Del Monte and his wealthy art-loving circle Caravaggio executed a number of intimate chamber-pieces  The Musicians, The Lute Player, a tipsy Bacchus, an allegorical but realistic Boy Bitten by a Lizard  featuring Minniti and other boy models. The possibly homoerotic ambience of these paintings has been the centre of considerable dispute amongst scholars and biographers since it was first raised in the later half of the 20th century.
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              The Cardsharps, c. 1594. Oil on canvas, 107 x 99 cm. Kimbell Art Museum, Fort Worth, Texas.
            

          


          The realism returned with Caravaggios first paintings on religious themes, and the emergence of remarkable spirituality. The first of these was the Penitent Magdalene, showing Mary Magdalene at the moment when she has turned from her life as a courtesan and sits weeping on the floor, her jewels scattered around her. It seemed not a religious painting at all ... a girl sitting on a low wooden stool drying her hair ... Where was the repentance ... suffering ... promise of salvation? It was understated, in the Lombard manner, not histrionic in the Roman manner of the time. It was followed by others in the same style: Saint Catherine, Martha and Mary Magdalene, Judith Beheading Holofernes, a Sacrifice of Isaac, a Saint Francis of Assisi in Ecstasy, and a Rest on the Flight into Egypt. The works, while viewed by a comparatively limited circle, increased Caravaggio's fame with both connoisseurs and his fellow-artists. But a true reputation would depend on public commissions, and for these it was necessary to look to the Church.


          [bookmark: .27Most_famous_painter_in_Rome.27_.281600.E2.80.931606.29]


          'Most famous painter in Rome' (16001606)
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              The Calling of Saint Matthew. 1599-1600. Oil on canvas, 322 x 340 cm. Contarelli Chapel, San Luigi dei Francesi, Rome. The beam of light, which enters the picture from the direction of a real window, expresses in the blink of an eye the conversion of St Matthew, the hinge on which his destiny will turn, with no flying angels, parting clouds or other artifacts.
            

          


          In 1599, presumably through the influence of Del Monte, Caravaggio contracted to decorate the Contarelli Chapel in the church of San Luigi dei Francesi. The two works making up the commission, the Martyrdom of Saint Matthew and Calling of Saint Matthew, delivered in 1600, were an immediate sensation. Caravaggios tenebrism (a heightened chiaroscuro) brought high drama to his subjects, while his acutely observed realism brought a new level of emotional intensity. Opinion among Caravaggios artist peers was polarized. Some denounced him for various perceived failings, notably his insistence on painting from life, without drawings, but for the most part he was hailed as the saviour of art: "The painters then in Rome were greatly taken by this novelty, and the young ones particularly gathered around him, praised him as the unique imitator of nature, and looked on his work as miracles."


          
            [image: Death of the Virgin. 1601 - 1606. Oil on canvas, 396 x 245 cm. Louvre, Paris.]

            
              Death of the Virgin. 1601 - 1606. Oil on canvas, 396 x 245 cm. Louvre, Paris.
            

          


          Caravaggio went on to secure a string of prestigious commissions for religious works featuring violent struggles, grotesque decapitations, torture and death. For the most part each new painting increased his fame, but a few were rejected by the various bodies for whom they were intended, at least in their original forms, and had to be re-painted or find new buyers. The essence of the problem was that while Caravaggios dramatic intensity was appreciated, his realism was seen by some as unacceptably vulgar. His first version of Saint Matthew and the Angel, featured the saint as a bald peasant with dirty legs attended by a lightly-clad over-familiar boy-angel, was rejected and had to be repainted as The Inspiration of Saint Matthew. Similarly, The Conversion of Saint Paul was rejected, and while another version of the same subject, the Conversion on the Way to Damascus, was accepted, it featured the saints horses haunches far more prominently than the saint himself, prompting this exchange between the artist and an exasperated official of Santa Maria del Popolo: Why have you put a horse in the middle, and Saint Paul on the ground? Because! Is the horse God? No, but he stands in Gods light!


          Other works included Entombment, the Madonna di Loreto (Madonna of the Pilgrims), the Grooms' Madonna, and the Death of the Virgin. The history of these last two paintings illustrate the reception given to some of Caravaggio's art, and the times in which he lived. The Grooms' Madonna, also known as Madonna dei palafrenieri, painted for a small altar in Saint Peter's Basilica in Rome, remained there for just two days, and was then taken off. A cardinal's secretary wrote: "In this painting there are but vulgarity, sacrilege, impiousness and disgust...One would say it is a work made by a painter that can paint well, but of a dark spirit, and who has been for a lot of time far from God, from His adoration, and from any good thought..." The Death of the Virgin, then, commissioned in 1601 by a wealthy jurist for his private chapel in the new Carmelite church of Santa Maria della Scala, was rejected by the Carmelites in 1606. Caravaggio's contemporary Giulio Mancini records that it was rejected because Caravaggio had used a well-known prostitute as his model for the Virgin; Giovanni Baglione, another contemporary, tells us it was due to Mary's bare legs a matter of decorum in either case. Caravaggio scholar John Gash suggests that the problem for the Carmelites may have been theological rather than aesthetic, in that Caravaggio's version fails to assert the doctrine of the Assumption of Mary, the idea that the Mother of God did not die in any ordinary sense but was assumed into Heaven. The replacement altarpiece commissioned (from one of Caravaggio's most able followers, Carlo Saraceni), showed the Virgin not dead, as Caravaggio had painted her, but seated and dying; and even this was rejected, and replaced with a work which showed the Virgin not dying, but ascending into Heaven with choirs of angels. In any case, the rejection did not mean that Caravaggio or his paintings were out of favour. The Death of the Virgin was no sooner taken out of the church than it was purchased by the Duke of Mantua, on the advice of Rubens, and later acquired by Charles I of England before entering the French royal collection in 1671.
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          One secular piece from these years is Amor Victorious, painted in 1602 for Vincenzo Giustiniani, a member of Del Montes circle. The model was named in a memoir of the early 17th century as "Cecco", the diminutive for Francesco. He is possibly Francesco Boneri, identified with an artist active in the period 1610-1625 and known as Cecco del Caravaggio ('Caravaggio's Cecco'), carrying a bow and arrows and trampling symbols of the warlike and peaceful arts and sciences underfoot. He is unclothed, and it is difficult to accept this grinning urchin as the Roman god Cupid  as difficult as it was to accept Caravaggios other semi-clad adolescents as the various angels he painted in his canvases, wearing much the same stage-prop wings. The point, however, is the intense yet ambiguous reality of the work: it is simultaneously Cupid and Cecco, as Caravaggios Virgins were simultaneously the Mother of Christ and the Roman courtesans who modeled for them.


          


          Exile and death (16061610)
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            [image: The Beheading of St John, 1608, Valletta Co-Cathedral, Malta]

            
              The Beheading of St John, 1608, Valletta Co-Cathedral, Malta
            

          


          Caravaggio led a tumultuous life. He was notorious for brawling, even in a time and place when such behaviour was commonplace, and the transcripts of his police records and trial proceedings fill several pages. On 29 May 1606, he killed, possibly unintentionally, a young man named Ranuccio Tomassoni. Previously his high-placed patrons had protected him from the consequences of his escapades, but this time they could do nothing. Caravaggio, outlawed, fled to Naples. There, outside the jurisdiction of the Roman authorities and protected by the Colonna family, the most famous painter in Rome became the most famous in Naples. His connections with the Colonnas led to a stream of important church commissions, including the Madonna of the Rosary, and The Seven Works of Mercy.


          Despite his success in Naples, after only a few months in the city Caravaggio left for Malta, the headquarters of the Knights of Malta, presumably hoping that the patronage of Alof de Wignacourt, Grand Master of the Knights, could help him secure a pardon for Tomassoni's death. De Wignacourt proved so impressed at having the famous artist as official painter to the Order that he inducted him as a knight, and the early biographer Bellori records that the artist was well pleased with his success. Major works from his Malta period include a huge Beheading of Saint John the Baptist (the only painting to which he put his signature) and a Portrait of Alof de Wignacourt and his Page, as well as portraits of other leading knights. Yet by late August of 1608 he was arrested and imprisoned. The circumstances surrounding this abrupt change of fortune have long been a matter of speculation, but recent investigation has revealed it to have been the result of yet another brawl, during which the door of a house was battered down and a knight seriously wounded. By December he had been expelled from the Order "as a foul and rotten member."
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          Before the expulsion Caravaggio had escaped to Sicily and the company of his old friend Mario Minniti, who was now married and living in Syracuse. Together they set off on what amounted to a triumphal tour from Syracuse to Messina and on to the island capital, Palermo. In each city Caravaggio continued to win prestigious and well-paid commissions. Among other works from this period are a Burial of St. Lucy, a The Raising of Lazarus, and an Adoration of the Shepherds. His style continued to evolve, showing now friezes of figures isolated against vast empty backgrounds. "His great Sicilian altarpieces isolate their shadowy, pitifully poor figures in vast areas of darkness; they suggest the desperate fears and frailty of man, and at the same time convey, with a new yet desolate tenderness, the beauty of humility and of the meek, who shall inherit the earth." Contemporary reports depict a man whose behaviour was becoming increasingly bizarre, sleeping fully armed and in his clothes, ripping up a painting at a slight word of criticism, mocking the local painters.


          After only nine months in Sicily Caravaggio returned to Naples. According to his earliest biographer he was being pursued by enemies while in Sicily and felt it safest to place himself under the protection of the Colonnas until he could secure his pardon from the pope (now Paul V) and return to Rome. In Naples he painted The Denial of Saint Peter, a final John the Baptist (Borghese), and, his last picture, The Martyrdom of Saint Ursula. His style continued to evolve  Saint Ursula is caught in a moment of highest action and drama, as the arrow fired by the king of the Huns strikes her in the breast, unlike earlier paintings which had all the immobility of the posed models. The brushwork was much freer and more impressionistic. Had Caravaggio lived, something new would have come.


          
            [image: The Denial of Saint Peter, c. 1610. Oil on canvas, 94 x 125 cm. Metropolitan Museum of Art, New York. In the chiaroscuro a woman points two fingers at Peter while a soldier points a third. Caravaggio tells the story of Peter denying Christ three times with this symbolism.]
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          In Naples an attempt was made on his life, by persons unknown. At first it was reported in Rome that the "famous artist" Caravaggio was dead, but then it was learned that he was alive, but seriously disfigured in the face. He painted a Salome with the Head of John the Baptist (Madrid), showing his own head on a platter, and sent it to de Wignacourt as a plea for forgiveness. Perhaps at this time he painted also a David with the Head of Goliath, showing the young David with a strangely sorrowful expression gazing on the wounded head of the giant, which is again Caravaggio's. This painting he may have sent to the unscrupulous art-loving cardinal-nephew Scipione Borghese, who had the power to grant or withhold pardons.


          In the summer of 1610 he took a boat northwards to receive the pardon, which seemed imminent thanks to his powerful Roman friends. With him were three last paintings, gifts for Cardinal Scipione. What happened next is the subject of much confusion and conjecture. The bare facts are that on 28 July an anonymous avviso (private newsletter) from Rome to the ducal court of Urbino reported that Caravaggio was dead. Three days later another avviso said that he had died of fever. These were the earliest, brief accounts of his death, which later underwent much elaboration. No body was found. A poet friend of the artist later gave 18 July as the date of death, and a recent researcher claims to have discovered a death notice showing that the artist died on that day of a fever in Porto Ercole, near Grosseto in Tuscany.


          


          Caravaggio the artist


          


          The birth of Baroque
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          Caravaggio put the oscuro (shadows) into chiaroscuro. Chiaroscuro was practiced long before he came on the scene, but it was Caravaggio who made the technique definitive, darkening the shadows and transfixing the subject in a blinding shaft of light. With this came the acute observation of physical and psychological reality which formed the ground both for his immense popularity and for his frequent problems with his religious commissions. He worked at great speed, from live models, scoring basic guides directly onto the canvas with the end of the brush handle. The approach was anathema to the skilled artists of his day, who decried his refusal to work from drawings and to idealise his figures. Yet the models were basic to his realism. Some have been identified, including Mario Minniti and Francesco Boneri, both fellow-artists, Mario appearing as various figures in the early secular works, the young Francesco as a succession of angels, Baptists and Davids in the later canvasses. His female models include Fillide Melandroni, Anna Bianchini, and Maddalena Antognetti (the "Lena" mentioned in court documents of the "artichoke" case as Caravaggio's concubine), all well-known prostitutes, who appear as female religious figures including the Virgin and various saints. Caravaggio himself appears in several paintings, his final self-portrait being as the witness on the far right to the Martyrdom of Saint Ursula.
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          Caravaggio had a noteworthy ability to express in one scene of unsurpassed vividness the passing of a crucial moment. The Supper at Emmaus depicts the recognition of Christ by his disciples: a moment before he is a fellow traveler, mourning the passing of the Messiah, as he never ceases to be to the inn-keepers eyes, the second after, he is the Saviour. In The Calling of St Matthew, the hand of the Saint points to himself as if he were saying who, me?, while his eyes, fixed upon the figure of Christ, have already said, Yes, I will follow you. With The Resurrection of Lazarus, he goes a step further, giving us a glimpse of the actual physical process of resurrection. The body of Lazarus is still in the throes of rigor mortis, but his hand, facing and recognizing that of Christ, is alive. Other major Baroque artists would travel the same path, for example Bernini, fascinated with themes from Ovids Metamorphoses.


          


          The Caravaggisti
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          The installation of the St. Matthew paintings in the Contarelli Chapel had an immediate impact among the younger artists in Rome, and Caravaggism became the cutting edge for every ambitious young painter. The first Caravaggisti included Giovanni Baglione (although his Caravaggio phase was short-lived) and Orazio Gentileschi. In the next generation there were Carlo Saraceni, Bartolomeo Manfredi and Orazio Borgianni. Gentileschi, despite being considerably older, was the only one of these artists to live much beyond 1620, and ended up as court painter to Charles I in England. His daughter Artemisia Gentileschi was also close to Caravaggio, and one of the most gifted of the movement. Yet in Rome and in Italy it was not Caravaggio, but the influence of Annibale Carracci, blending elements from the High Renaissance and Lombard realism, which ultimately triumphed.


          Caravaggios brief stay in Naples produced a notable school of Neapolitan Caravaggisti, including Battistello Caracciolo and Carlo Sellitto. The Caravaggisti movement there ended with a terrible outbreak of plague in 1656, but the Spanish connection  Naples was a possession of Spain  was instrumental in forming the important Spanish branch of his influence.


          A group of Catholic artists from Utrecht, the "Utrecht Caravaggisti", travelled to Rome as students in the first years of the 17th century and were profoundly influenced by the work of Caravaggio, as Bellori describes. On their return to the north this trend had a short-lived but influential flowering in the 1620s among painters like Hendrick ter Brugghen, Gerrit van Honthorst, Andries Both and Dirck van Baburen. In the following generation the effects of Caravaggio, although attenuated, are to be seen in the work of Rubens (who purchased one of his paintings for the Gonzaga of Mantua and painted a copy of the Entombment of Christ), Vermeer, Rembrandt, and Velazquez, the last of whom presumably saw his work during his various sojourns in Italy.


          


          Death and rebirth of a reputation
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          Caravaggios fame scarcely survived his death. His innovations inspired the Baroque, but the Baroque took the drama of his chiaroscuro without the psychological realism. He directly influenced the style of his companion Orazio Gentileschi, and his daughter Artemisia Gentileschi, and, at a distance, the Frenchmen Georges de La Tour and Simon Vouet, and the Spaniard Giuseppe Ribera. Yet within a few decades his works were being ascribed to less scandalous artists, or simply overlooked. The Baroque, to which he contributed so much, had moved on, and fashions had changed, but perhaps more pertinently Caravaggio never established a workshop as the Carracci's did, and thus had no school to spread his techniques. Nor did he ever set out his underlying philosophical approach to art, the psychological realism which can only be deduced from his surviving work. Thus his reputation was doubly vulnerable to the critical demolition-jobs done by two of his earliest biographers, Giovanni Baglione, a rival painter with a personal vendetta, and the influential 17th century critic Giovan Bellori, who had not known him but was under the influence of the French Classicist Poussin, who had not known him either but hated his work.


          In the 1920s art critic Roberto Longhi brought Caravaggio's name once more to public attention, and placed him in the European tradition: Ribera, Vermeer, La Tour and Rembrandt could never have existed without him. And the art of Delacroix, Courbet and Manet would have been utterly different. The influential Bernard Berenson agreed: With the exception of Michelangelo, no other Italian painter exercised so great an influence.


          


          Modern tradition
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          Many large museums of art, for example those in Detroit and New York, contain rooms where dozens of paintings by as many artists display the characteristic look of the work of Caravaggio  nighttime setting, dramatic lighting, ordinary people used as models, honest description from nature. In modern times, painters like the Norwegian Odd Nerdrum and the Hungarian Tibor Csernus make no secret of their attempts to emulate and update him, and the contemporary American artist Doug Ohlson pays homage to Caravaggio's influence on his own work. Filmmaker Derek Jarman turned to the Caravaggio legend when creating his movie Caravaggio; and Dutch art forger Han van Meegeren used genuine Caravaggios when creating his ersatz Old Masters.


          Only about 50 works by Caravaggio survive. One, The Calling of Saints Peter and Andrew, was recently authenticated and restored. It had been in storage in Hampton Court, mislabeled as a copy. At least a couple of his paintings have been or may have been lost in recent times. Richard Francis Burton writes of a "picture of St. Rosario (in the museum of the Grand Duke of Tuscany), showing a circle of thirty men turpiter ligati" which is not known to have survived. Furthermore, a painting of an Angel was destroyed during the bombing of Dresden, though there are black and white photographs of the work.


          


          Chronology of major works
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              	General
            


            
              	Name, symbol, number

              	carbon, C, 6
            


            
              	Chemical series

              	nonmetals
            


            
              	Group, period, block

              	14, 2, p
            


            
              	Appearance

              	black (graphite)

              colorless (diamond)

              [image: ]
            


            
              	Standard atomic weight

              	12.0107(8)gmol1
            


            
              	Electron configuration

              	1s2 2s2 2p2
            


            
              	Electrons per shell

              	2, 4
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	(graphite) 1.9-2.3 gcm3
            


            
              	Density (near r.t.)

              	(diamond) 3.5-3.53 gcm3
            


            
              	Density (near r.t.)

              	( fullerene) 1.69 gcm3
            


            
              	Heat of fusion

              	(graphite)? 100 kJmol1
            


            
              	Heat of fusion

              	(diamond)? 120 kJmol1
            


            
              	Heat of vaporization

              	715 kJmol1
            


            
              	Specific heat capacity

              	(25 C) (graphite)

              8.517 Jmol1K1
            


            
              	Specific heat capacity

              	(25 C) (diamond)

              6.115 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure(graphite)
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	

                    	2839

                    	3048

                    	3289

                    	3572

                    	3908
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	(graphite) hexagonal
            


            
              	Oxidation states

              	4, 3 , 2, 1 , 0, -1, -2, -3, -4

              (mildly acidic oxide)
            


            
              	Electronegativity

              	2.55 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 1086.5 kJmol1
            


            
              	2nd: 2352.6 kJmol1
            


            
              	3rd: 4620.5 kJmol1
            


            
              	Atomic radius

              	70 pm
            


            
              	Atomic radius (calc.)

              	67 pm
            


            
              	Covalent radius

              	77 pm
            


            
              	Van der Waals radius

              	170 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	diamagnetic
            


            
              	Electrical resistivity

              	(graphite) 1.375*10-5 m
            


            
              	Thermal conductivity

              	(300 K) (graphite)

              (80230)Wm1K1
            


            
              	Thermal conductivity

              	(300 K) (diamond)

              (9002320)Wm1K1
            


            
              	Thermal diffusivity

              	(300 K) (diamond)

              (5031300) mm/ s
            


            
              	Mohs hardness

              	(graphite) 1-2
            


            
              	Mohs hardness

              	(diamond) 10.0
            


            
              	CAS registry number

              	7440-44-0
            


            
              	Selected isotopes
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                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	
                      DP

                      15

                    
                  


                  
                    	12 C

                    	98.9%

                    	12 C is stable with 6 neutrons
                  


                  
                    	13 C

                    	1.1%

                    	13 C is stable with 7 neutrons
                  


                  
                    	14 C

                    	trace

                    	5730 y

                    	beta-

                    	0.156

                    	14N
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          Carbon (pronounced /ˈkɑrbən/) is a chemical element with the symbol C and atomic number 6. It is a group 14, nonmetallic, tetravalent element, that presents several allotropic forms of which the best known are graphite (the thermodynamically stable form under normal conditions), diamond, and amorphous carbon. There are three naturally occurring isotopes: 12C and 13C are stable, and 14C is radioactive, decaying with a half-life of about 5700 years. Carbon is one of the few elements known to man since antiquity. The name "carbon" comes from Latin language carbo, coal, and in some Romance languages, the word carbon can refer both to the element and to coal.


          It is the fourth most abundant element in the universe by mass after hydrogen, helium, and oxygen. It is present in all known lifeforms, and in the human body it is the second most abundant element by mass (about 18.5%) after oxygen. This abundance, together with the unique diversity of organic compounds and their unusual polymer-forming ability at the temperatures commonly encountered on Earth, make this element the chemical basis of all known life.


          The physical properties of carbon vary widely with the allotropic form. For example, diamond is highly transparent, while graphite is opaque and black. Diamond is among the hardest materials known, while graphite is soft enough to form a streak on paper. Diamond has a very low electric conductivity, while graphite is a very good conductor. Also, diamond has the highest thermal conductivity of all known materials under normal conditions. All the allotropic forms are solids under normal conditions.


          All forms of carbon are highly stable, requiring high temperature to react even with oxygen. The most common oxidation state of carbon in inorganic compounds is +4, while +2 is found in carbon monoxide and other transition metal carbonyl complexes. The largest sources of inorganic carbon are limestones, dolomites and carbon dioxide, but significant quantities occur in organic deposits of coal, peat, oil and methane clathrates. Carbon forms more compounds than any other element, with almost ten million pure organic compounds described to date, which in turn are a tiny fraction of such compounds that are theoretically possible under standard conditions.


          


          Characteristics


          Carbon exhibits remarkable properties, some paradoxical. Its different forms or allotropes (see below) include the hardest naturally occurring substance (diamond) and also one of the softest substances ( graphite) known. Moreover, it has a great affinity for bonding with other small atoms, including other carbon atoms, and is capable of forming multiple stable covalent bonds with such atoms. Because of these properties, carbon is known to form nearly ten million different compounds, the large majority of all chemical compounds. Moreover, carbon has the highest melting/ sublimation point of all elements. At atmospheric pressure it has no actual melting point as its triple point is at 10 MPa (100 bar) so it sublimates above 4000 K. Carbon sublimes in a carbon arc which has a temperature of about 5800K. Thus irrespective of its allotropic form, carbon remains solid at higher temperatures than the highest melting point metals such as tungsten or rhenium. Although thermodynamically prone to oxidation, carbon resists oxidation more effectively than elements such as iron and copper that are weaker reducing agents at room temperature.
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          Carbon compounds form the basis of all life on Earth and the carbon-nitrogen cycle provides some of the energy produced by the Sun and other stars. Although it forms an extraordinary variety of compounds, most forms of carbon are comparatively unreactive under normal conditions. At standard temperature and pressure, it resists all but the strongest oxidizers. It does not react with sulfuric acid, hydrochloric acid, chlorine or any alkalis. At elevated temperatures carbon reacts with oxygen to form carbon oxides, and will reduce such metal oxides as iron oxide to the metal. This exothermic reaction is used in the iron and steel industry to control the carbon content of steel:

          Fe3O4 + 4C(s)  3Fe(s) + 4CO(g)

          with sulfur to form carbon disulfide and with steam in the coal-gas reaction

          C(s) + H2O(g)  CO(g) + H2(g).

          Carbon combines with some metals at high temperatures to form metallic carbides, such as the iron carbide cementite in steel, and tungsten carbide, widely used as an abrasive and for making hard tips for cutting tools.


          The system of carbon allotropes spans a range of extremes:


          
            
              	Synthetic diamond nanorods are the hardest materials known.

              	Graphite is one of the softest materials known.
            


            
              	Diamond is the ultimate abrasive.

              	Graphite is a very good lubricant.
            


            
              	Diamond is an excellent electrical insulator.

              	Graphite is a conductor of electricity.
            


            
              	Diamond is the best known thermal conductor

              	Some forms of graphite are used for thermal insulation (i.e. firebreaks and heatshields)
            


            
              	Diamond is highly transparent.

              	Graphite is opaque.
            


            
              	Diamond crystallizes in the cubic system.

              	Graphite crystallizes in the hexagonal system.
            


            
              	Amorphous carbon is completely isotropic.

              	Carbon nanotubes are among the most anisotropic materials ever produced.
            

          


          


          Allotropes


          Atomic carbon is a very short-lived specie and therefore, carbon is stabilized in various multi-atomic structures with different molecular configurations called allotropes. The three relatively well-known allotropes of carbon are amorphous carbon, graphite, and diamond. Once considered exotic, fullerenes are nowadays commonly synthesized and used in research; they include buckyballs, carbon nanotubes, carbon nanobuds and nanofibers,. Several other exotic allotropes have also been discovered, such as aggregated diamond nanorods, lonsdaleite, glassy carbon, carbon nanofoam and linear acetylenic carbon.


          
            	The amorphous form, is an assortment of carbon atoms in a non-crystalline, irregular, glassy state, which is essentially graphite but not held in a crystalline macrostructure. It is present as a powder, and is the main constituent of substances such as charcoal, lampblack ( soot) and activated carbon.

          


          
            	At normal pressures carbon takes the form of graphite, in which each atom is bonded trigonally to three others in a plane composed of fused hexagonal rings, just like those in aromatic hydrocarbons. The resulting network is 2-dimensional, and the resulting flat sheets are stacked and loosely bonded through weak Van der Waals forces. This gives graphite its softness and its cleaving properties (the sheets slip easily past one another). Because of the delocalization of one of the outer electrons of each atom to form a -cloud, graphite conducts electricity, but only in the plane of each covalently bonded sheet. This results in a lower bulk electrical conductivity for carbon than for most metals. The delocalization also accounts for the energetic stability of graphite over diamond at room temperature.
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            	At very high pressures carbon forms the more compact allotrope diamond, having nearly twice the density of graphite. Here, each atom is bonded tetrahedrally to four others, thus making a 3-dimensional network of puckered six-membered rings of atoms. Diamond has the same cubic structure as silicon and germanium and, thanks to the strength of the carbon-carbon bonds is the hardest naturally occurring substance in terms of resistance to scratching. Contrary to the popular belief that " diamonds are forever", they are in fact thermodynamically unstable under normal conditions and transform into graphite. But due to a high activation energy barrier, the transition into graphite is so extremely slow at room temperature as to be unnoticeable. Under some conditions, carbon crystallizes as Lonsdaleite, a form similar to diamond but forming a hexagonal crystal lattice.

          


          
            	Fullerenes have a graphite-like structure, but instead of purely hexagonal packing, they also contain pentagons (or even heptagons) of carbon atoms, which bend the sheet into spheres, ellipses or cylinders. The properties of fullerenes (split into buckyballs, buckytubes and nanobuds) have not yet been fully analyzed and represents an intense are of research in nanomaterials. The name "fullerene" is given after Richard Buckminster Fuller, developer of some geodesic domes, which resemble the structure of fullerenes. The buckyballs are fairly large molecules formed completely of carbon bonded trigonally, forming spheroids (the best-known and simplest is the soccerball-shaped structure C60 buckminsterfullerene). Carbon nanotubes are structurally similar to buckyballs, except that each atom is bonded trigonally in a curved sheet that forms a hollow cylinder. Nanobuds were first published in 2007 and are hybrid bucky tube/buckyball materials (buckyballs are covalently bonded to the outer wall of a nanotube) that combine the properties of both in a single structure.

          


          
            	Of the other discovered allotropes, aggregated diamond nanorods have been synthesised in 2005 and are believed to be the hardest substance known yet. Carbon nanofoam is a ferromagnetic allotrope discovered in 1997. It consists of a low-density cluster-assembly of carbon atoms strung together in a loose three-dimensional web, in which the atoms are bonded trigonally in six- and seven-membered rings. It is among the lightest known solids, with a density of about 2 kg/m. Similarly, glassy carbon contains a high proportion of closed porosity. But unlike normal graphite, the graphitic layers are not stacked like pages in a book, but have a more random arrangement. Linear acetylenic carbon has the chemical structure -(C:::C)n- .Carbon in this modification is linear with sp orbital hybridisation, and is a polymer with alternating single and triple bonds. This type of carbyne is of considerable interest to nanotechnology as its Young's modulus is forty times that of the hardest known material - diamond.

          


          



          


          Occurrence
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          Carbon is the fourth most abundant chemical element in the universe by mass after hydrogen, helium, and oxygen. Carbon is abundant in the Sun, stars, comets, and in the atmospheres of most planets. Some meteorites contain microscopic diamonds that were formed when the solar system was still a protoplanetary disk. Microscopic diamonds may also be formed by the intense pressure and high temperature at the sites of meteorite impacts.
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          In combination with oxygen in carbon dioxide, carbon is found in the Earth's atmosphere (in quantities of approximately 810 gigatonnes) and dissolved in all water bodies (approximately 36000 gigatonnes). Around 1900 gigatonnes are present in the biosphere. Hydrocarbons (such as coal, petroleum, and natural gas) contain carbon as well  coal "reserves" (not "resources") amount to around 900 gigatonnes, and oil reserves around 150 gigatonnes. With smaller amounts of calcium, magnesium, and iron, carbon is a major component of very large masses carbonate rock ( limestone, dolomite, marble etc.).


          Coal is a significant commercial source of mineral carbon; anthracite containing 92-98% carbon and the largest source (4000 Gt, or 80% of coal, gas and oil reserves) of carbon in a form suitable for use as fuel.


          Graphite is found in large quantities in New York and Texas, the United States, Russia, Mexico, Greenland, and India.


          Natural diamonds occur in the mineral kimberlite, found in ancient volcanic "necks," or "pipes". Most diamond deposits are in Africa, notably in South Africa, Namibia, Botswana, the Republic of the Congo, and Sierra Leone. There are also deposits in Arkansas, Canada, the Russian Arctic, Brazil and in Northern and Western Australia.


          Carbon is also found in abundance in the Sun, stars, comets, and atmospheres of most planets. Diamonds are now also being recovered from the ocean floor off the Cape of Good Hope. About 30% of all industrial diamonds used in the U.S. are now made synthetically.


          According to studies from the Massachusetts Institute of Technology, an estimate of the global carbon budget is:


          
            
              	Biosphere, oceans, atmosphere
            


            
              	0.45 x 1018 kilograms (3.7 x 1018 moles)
            


            
              	Crust
            


            
              	Organic carbon

              	13.2 x 1018 kg
            


            
              	Carbonates

              	62.4 x 1018 kg
            


            
              	Mantle
            


            
              	1200 x 1018 kg
            

          


          Carbon-14 is formed in upper layers of the troposphere and the stratosphere, at altitudes of 915 km, by a reaction that is precipitated by cosmic rays. Thermal neutrons are produced that collide with the nuclei of nitrogen-14, forming carbon-14 and a proton.


          


          Isotopes


          Isotopes of carbon are atomic nuclei that contain six protons plus a number of neutrons (varying from 2 to 16). Carbon has two stable, naturally occurring isotopes. The isotope carbon-12 (12C) forms 98.93% of the carbon on Earth, while carbon-13 (13C) forms the remaining 1.07%. The concentration of 12C is further increased in biological materials because biochemical reactions discriminate against 13C. In 1961 the International Union of Pure and Applied Chemistry (IUPAC) adopted the isotope carbon-12 as the basis for atomic weights. Identification of carbon in NMR experiments is done with the isotope 13C.


          Carbon-14 (14C) is a naturally occurring radioisotope which occurs in trace amounts on Earth of up to 1 part per trillion (0.0000000001%), mostly confined to the atmosphere and superficial deposits, particularly of peat and other organic materials. This isotope decays by 0.158 MeV - emission. Because of its relatively short half-life of 5730 years, 14C is virtually absent in ancient rocks, but is created in the upper atmosphere (lower stratosphere and upper troposphere) by interaction of nitrogen with cosmic rays. The abundance of 14C in the atmosphere and in living organisms is almost constant, but decreases predictably in their bodies after death. This principle is used in radiocarbon dating, discovered in 1949, which has been used extensively to determine the age of carbonaceous materials with ages up to about 40,000 years.


          There are 15 known isotopes of carbon and the shortest-lived of these is 8C which decays through proton emission and alpha decay and has a half-life of 1.98739x10-21 s. The exotic 19C exhibits a nuclear halo, which means its radius is appreciably larger than would be expected if the nucleus was a sphere of constant density.


          


          Formation in stars


          Formation of the carbon atomic nucleus requires a nearly simultaneous triple collision of alpha particles (helium nuclei) within the core of a giant or supergiant star. This happens in conditions of temperature and helium concentration that the rapid expansion and cooling of the early universe prohibited, and therefore no significant carbon was created during the Big Bang. Instead, the interiors of stars in the horizontal branch transform three helium nuclei into carbon by means of this triple-alpha process. In order to be available for formation of life as we know it, this carbon must then later be scattered into space as dust, in supernova explosions, as part of the material which later forms second- and third-generation star systems which have planets accreted from such dust. The Solar System is one such third-generation star system.


          One of the fusion mechanisms powering stars is the carbon-nitrogen cycle.


          Rotational transitions of various isotopic forms of carbon monoxide (e.g. 12CO, 13CO, and C18O) are detectable in the submillimeter regime, and are used in the study of newly forming stars in molecular clouds.


          


          Carbon cycle
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          Under terrestrial conditions, conversion of one element to another is very rare. Therefore, the amount of carbon on Earth is effectively constant. Thus, processes that use carbon must obtain it somewhere and dispose of it somewhere else. The paths that carbon follows in the environment make up the carbon cycle. For example, plants draw carbon dioxide out of their environment and use it to build biomass, as in carbon respiration or the Calvin cycle, a process of carbon fixation. Some of this biomass is eaten by animals, whereas some carbon is exhaled by animals as carbon dioxide. The carbon cycle is considerably more complicated than this short loop; for example, some carbon dioxide is dissolved in the oceans; dead plant or animal matter may become petroleum or coal, which can burn with the release of carbon, should bacteria not consume it.


          


          Compounds


          


          Inorganic compounds


          Commonly carbon-containing compounds which are associated with minerals or which do not contain hydrogen or fluorine, are treated separately from classical organic compounds; however the definition is not rigid (see reference articles above). Among these are the simple oxides of carbon. The most prominent oxide is carbon dioxide (CO2). This was once the principal constituent of the paleoatmosphere, but is a minor component of the Earth's atmosphere today. Dissolved in water, it forms carbonic acid (H2CO3), but as most compounds with multiple single-bonded oxygens on a single carbon it is unstable. Through this intermediate, though, resonance-stabilized carbonate ions are produced. Some important minerals are carbonates, notably calcite. Carbon disulfide (CS2) is similar.


          The other common oxide is carbon monoxide (CO). It is formed by incomplete combustion, and is a colorless, odorless gas. The molecules each contain a triple bond and are fairly polar, resulting in a tendency to bind permanently to hemoglobin molecules, displacing oxygen, which has a lower binding affinity. Cyanide (CN), has a similar structure, but behaves much like a halide ion ( pseudohalogen). For example it can form the nitride cyanogen molecule ((CN)2), similar to diatomic halides. Other uncommon oxides are carbon suboxide (C3O2), the unstable dicarbon monoxide (C2O), and even carbon trioxide (CO3).


          With reactive metals, such as tungsten, carbon forms either carbides (C4), or acetylides (C22) to form alloys with high melting points. These anions are also associated with methane and acetylene, both very weak acids. With an electronegativity of 2.5, carbon prefers to form covalent bonds. A few carbides are covalent lattices, like carborundum (SiC), which resembles diamond.


          


          Organic compounds
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          Carbon has the ability to form very long chains with interconnecting C-C bonds. This property is called catenation. Carbon-carbon bonds are strong, and stable. This property allows carbon to form an almost infinite number of compounds; in fact, there are more known carbon-containing compounds than all the compounds of the other chemical elements combined except those of hydrogen (because almost all organic compounds contain hydrogen too).


          The simplest form of an organic molecule is the hydrocarbona large family of organic molecules that are composed of hydrogen atoms bonded to a chain of carbon atoms. Chain length, side chains and functional groups all affect the properties of organic molecules. By IUPAC's definition, all the other organic compounds are functionalized compounds of hydrocarbons.
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          Carbon occurs in all organic life and is the basis of organic chemistry. When united with hydrogen, it forms various flammable compounds called hydrocarbons which are important to industry as chemical feedstock for the manufacture of petrochemicals and as fossil fuels.


          When combined with oxygen and hydrogen, carbon can form many groups of important biological compounds including sugars, celluloses, lignans, chitins, alcohols, fats, and aromatic esters, carotenoids and terpenes. With nitrogen it forms alkaloids, and with the addition of sulfur also it forms antibiotics, amino acids and proteins. With the addition of phosphorus to these other elements, it forms DNA and RNA, the chemical codes of life, and adenosine triphosphate (ATP), the most important energy-transfer molecules in all living cells.


          


          History and etymology


          The English name carbon comes from the Latin carbo for coal and charcoal, and hence comes French charbon, meaning charcoal. In German, Dutch and Danish, the names for carbon are Kohlenstoff, koolstof and kulstof respectively, all literally meaning coal-substance.


          
            [image: Carl Wilhelm Scheele]

            
              Carl Wilhelm Scheele
            

          


          
            [image: Antoine Lavoisier in his youth]

            
              Antoine Lavoisier in his youth
            

          


          Carbon was discovered in prehistory and was known in the forms of soot and charcoal to the earliest human civilizations. Diamonds were known probably as early as 2500 BCE in China, while carbon in the forms of charcoal was made around Roman times by the same chemistry as it is today, by heating wood in a pyramid covered with clay to exclude air.


          In 1722, Ren A. F. de Raumur demonstrated that iron was transformed into steel through the absorption of some substance, now known to be carbon. In 1772, Antoine Lavoisier showed that diamonds are a form of carbon, when he burned samples of carbon and diamond then showed that neither produced any water and that both released the same amount of carbon dioxide per gram. Carl Wilhelm Scheele showed that graphite, which had been thought of as a form of lead, was instead a type of carbon. In 1786, the French scientists Claude Louis Berthollet, Gaspard Monge and C. A. Vandermonde then showed that this substance was carbon. In their publication they proposed the name carbone (Latin carbonum) for this element. Antoine Lavoisier listed carbon as an element in his 1789 textbook.


          A new allotrope of carbon, fullerene, that was discovered in 1985 includes nanostructured forms such as buckyballs and nanotubes. Their discoverers received the Noble Prize in Chemistry in 1996. The resulting renewed interest in new forms, lead to the discovery of further exotic allotropes, including glassy carbon, and the realization that " amorphous carbon" is not strictly amorphous.



          


          Applications
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          Carbon is essential to all known living systems, and without it life as we know it could not exist (see alternative biochemistry). The major economic use of carbon not in living or formerly living material (such as food and wood) is in the form of hydrocarbons, most notably the fossil fuel methane gas and crude oil (petroleum). Crude oil is used by the petrochemical industry to produce, amongst others, gasoline and kerosene, through a distillation process, in refineries. Cellulose is natural carbon-containing polymer produced by plants in the form of cellulose, cotton, linen, hemp. Commercially valuable carbon polymers of animal origin include wool, cashmere and silk. Plastics are made from synthetic carbon polymers, often with oxygen and nitrogen atoms included at regular intervals in the main polymer chain. The raw materials for many of these synthetic substances come from crude oil.


          The uses of carbon and its compounds are extremely varied. It can form alloys with iron, of which the most common is carbon steel. Graphite is combined with clays to form the 'lead' used in pencils used for writing and drawing. It is also used as a lubricant and a pigment, as a moulding material in glass manufacture, in electrodes for dry batteries and in electroplating and electroforming, in brushes for electric motors and as a neutron moderator in nuclear reactors.


          Charcoal is used as a drawing material in artwork, for grilling, and in many other uses including iron smelting. Wood, coal and oil are used as fuel for production of energy and space heating. Gem quality diamond is used in jewelry, and Industrial diamonds are used in drilling, cutting and polishing tools for machining metals and stone. Plastics are made from fossil hydrocarbons, and carbon fibre, made by pyrolysis of synthetic polyester fibres is used to reinforce plastics to form advanced, lightweight composite materials. Carbon fibre is made by pyrolysis of extruded and stretched filaments of polyacrylonitrile (PAN) and other organic substances. The crystallographic structure and mechanical properties of the fibre depend on the type of starting material, and on the subsequent processing. Carbon fibres made from PAN have structure resembling narrow filaments of graphite, but thermal processing may re-order the structure into a continuous rolled sheet. The result is fibers with higher specific tensile strength than steel.


          Carbon black is used as the black pigment in printing ink, artist's oil paint and water colours, carbon paper, automotive finishes, indian ink and laser printer toner. Carbon black is also used as a filler in rubber products such as tyres and in plastic compounds. Activated charcoal) is used as an absorbent and adsorbent in filter material in applications as diverse as gas masks, water purification and kitchen extractor hoods and in medicine to absorb toxins, poisons, or gases from the digestive system. Carbon is used in chemical reduction at high temperatures. coke is used to reduce iron ore into iron. Case hardening of steel is achieved by heating finished steel components in carbon powder. Carbides of silicon, tungsten, boron and titanium, are among the hardest known materials, and are used as abrasives in cutting and grinding tools. Carbon compounds make up most of the materials used in clothing, such as natural and synthetic textiles and leather, and almost all of the interior surfaces in the built environment other than glass, stone and metal.


          


          Production


          


          Graphite Production


          Commercially viable natural deposits of graphite occur in many parts of the world, but the most important sources economically are in South Korea and Austria. Graphite deposits are of metamorphic origin, found in association with quartz, mica and feldspars in schists, gneisses and metamorphosed sandstones and limestone as lenses or veins, sometimes of a metre or more in thickness. Deposits of graphite in Borrowdale, Cumberland, England were at first of sufficient size and purity that, until the 1800s, pencils were made simply by sawing blocks of natural graphite into strips before encasing the strips in wood. Today, smaller deposits of graphite are obtained by crushing the parent rock and floating the lighter graphite out on water.


          


          Precautions


          Pure carbon has extremely low toxicity and can be handled and even ingested safely in the form of graphite or charcoal. It is resistant to dissolution or chemical attack, even in the acidic contents of the digestive tract, for example. Consequently if it gets into body tissues it is likely to remain there indefinitely. Carbon black was probably one of the first pigments to be used for tattooing, and tzi the Iceman was found to have tattoos that survived during his life and for 5200 years after his death. However, inhalation of coal dust or soot ( carbon black) in large quantities can be dangerous, irritating lung tissues and causing the congestive lung disease coalworker's pneumoconiosis. Similarly, diamond dust used as an abrasive can do harm if ingested or inhaled. Microparticles of carbon are produced in diesel engine exhaust fumes, and may accumulate in the lungs In these examples, the harmful effects may result from contamination of the carbon particles, with organic chemicals or heavy metals for example, rather than from the carbon itself.


          Carbon may also burn vigorously and brightly in the presence of air at high temperatures, as in the Windscale fire, which was caused by sudden release of stored Wigner energy in the graphite core. Large accumulations of coal, which have remained inert for millennia in the absence of oxygen, may spontaneously combust when exposed to air, for example in coal mine waste tips.


          The great variety of carbon compounds include such lethal poisons as tetrodotoxin, the lectin ricin from seeds of the castor oil plant Ricinus communis, cyanide (CN-) and carbon monoxide; and such essentials to life as glucose and protein.
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          In chemistry, a carbonate is a salt or ester of carbonic acid.


          


          Applications


          Soda water (also known as Seltzer water) is water with CO2 dissolved under pressure. The taste of soda water was discovered by the 18th century chemist Joseph Priestley.


          To test for the presence of the carbonate anion in a salt, the addition of dilute mineral acid (e.g. hydrochloric acid) will yield carbon dioxide gas.


          Carbonate-containing salts are industrially and mineralogically ubiquitous. The term "carbonate" is also commonly used to refer to one of these salts or carbonate minerals. Most common is calcite, or calcium carbonate, the chief constituent of limestone. The process of removing carbon dioxide from these salts by heating is called calcination.


          The term is also used as a verb, to describe the process of raising carbonate and bicarbonate concentrations in water, see also carbonated water, either by the introduction under pressure of carbon dioxide gas into the water, or by dissolving carbonate or bicarbonate salts into the water.


          


          Chemical properties


          The carbonate ion is a polyatomic anion with the empirical formula CO32 and a molecular mass of 60.01 daltons; it consists of one central carbon atom surrounded by three identical oxygen atoms in a trigonal planar arrangement. The carbonate ion carries a negative two formal charge and is the conjugate base of the hydrogen carbonate ion, HCO3, which is the conjugate base of H2CO3, carbonic acid.


          A carbonate salt forms when a positively charged ion attaches to the negatively charged oxygen atoms of the ion, forming an ionic compound. Most carbonate salts are insoluble in water at standard temperature and pressure, with solubility constants of less than 1108. Exceptions include sodium, potassium and ammonium carbonates.


          In aqueous solution, carbonate, bicarbonate, carbon dioxide, and carbonic acid exist together in a dynamic equilibrium. In strongly basic conditions, the carbonate ion predominates, while in weakly basic conditions, the bicarbonate ion is prevalent. In more acid conditions, aqueous carbon dioxide, CO2(aq), is the main form, which, with water, H2O, is in equilibrium with carbonic acid - the equilibrium lies strongly towards carbon dioxide. Thus sodium carbonate is basic, sodium bicarbonate is weakly basic, while carbon dioxide itself is a weak acid.


          Carbonated water is formed by dissolving CO2 in water under pressure. When the partial pressure of CO2 is reduced, for example when a can of soda is opened, the equilibrium for each of the forms of carbonate (carbonate, bicarbonate, carbon dioxide, and carbonic acid) shifts until the concentration of CO2 in the solution is equal to the solubility of CO2 at that temperature and pressure. In living systems an enzyme, carbonic anhydrase, speeds the interconversion of CO2 and carbonic acid.


          In organic chemistry a carbonate can also refer to a functional group within a larger molecule that contains a carbon atom bound to three oxygen atoms, one which is double bonded. The VSEPR shape of the carbonate ion is trigonal planar or triplanar


          


          Acid-base chemistry


          The carbonate ion (CO32) is a strong base. It is a conjugate base of the weakly acidic bicarbonate ( IUPAC name hydrogen carbonate HCO3), itself a strong conjugate base of the still weakly acidic carbonic acid. As such in aqueous solution, the carbonate ion seeks to reclaim hydrogen atoms.


          It works as a buffer in the blood as follows: when pH is too low, the concentration of hydrogen ions is too high, so you exhale CO2. This will cause the equation to shift left, essentially decreasing the concentration of H+ ions, causing a more basic pH.


          When pH is too high, the concentration of hydrogen ions in the blood is too low, so the kidneys excrete bicarbonate (HCO3). This causes the equation to shift right, essentially increasing the concentration of hydrogen ions, causing a more acidic pH.


          


          Carbonate salts
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          History


          It is generally thought that the presence of carbonates in rock is unequivocal evidence for the presence of liquid water. Recent observations of the Planetary nebula NGC 6302 shows evidence for carbonates in space , where aqueous alteration similar to that on Earth is unlikely. Other minerals have been proposed which would fit the observations.


          Significant carbonate deposits have not been found on Mars via remote sensing or in situ missions, even though Martian meteorites contain small amounts and groundwater may have existed at both Gusev and Meridiani Planum.
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              	IUPAC name

              	Carbon dioxide
            


            
              	Other names

              	Carbonic acid gas; carbonic anhydride; dry ice (solid)
            


            
              	Identifiers
            


            
              	CAS number

              	[124-38-9]
            


            
              	PubChem

              	
            


            
              	EINECS number

              	
            


            
              	RTECS number

              	FF6400000
            


            
              	SMILES

              	C(=O)=O
            


            
              	InChI

              	1/CO2/c2-1-3
            


            
              	Properties
            


            
              	Molecular formula

              	CO2
            


            
              	Molar mass

              	44.0095(14) g/mol
            


            
              	Appearance

              	colorless gas
            


            
              	Density

              	1,600 g/L, solid; 1.98 g/L, gas
            


            
              	Melting point

              	
                57 C (216 K) (under pressure)

              
            


            
              	Boiling point

              	
                78 C (195 K), ( sublimes)

              
            


            
              	Solubility in water

              	1.45 g/L
            


            
              	Acidity (pKa)

              	6.35 and 10.33
            


            
              	Viscosity

              	0.07 c P at 78 C
            


            
              	Dipole moment

              	zero
            


            
              	Structure
            


            
              	Molecular shape

              	linear
            


            
              	Related compounds
            


            
              	Related oxides

              	carbon monoxide; carbon suboxide; dicarbon monoxide; carbon trioxide
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Carbon dioxide (chemical formula: CO2) is a chemical compound composed of two oxygen atoms covalently bonded to a single carbon atom. It is a gas at standard temperature and pressure and exists in Earth's atmosphere in this state. It is currently at a globally averaged concentration of approximately 383 ppm by volume in the Earth's atmosphere, although this varies both by location and time. Carbon dioxide is an important greenhouse gas because it transmits visible light but absorbs strongly in the infrared.


          Carbon dioxide is produced by all animals, plants, fungi and microorganisms during respiration and is used by plants during photosynthesis. This is to make sugars which may either be consumed again in respiration or used as the raw material for plant growth. It is, therefore, a major component of the carbon cycle. Carbon dioxide is generated as a byproduct of the combustion of fossil fuels or vegetable matter, among other chemical processes. Inorganic carbon dioxide is output by volcanoes and other geothermal processes such as hot springs.


          Carbon dioxide has no liquid state at pressures below 5.1 atm, but is a solid at temperatures below -78 C. In its solid state, carbon dioxide is commonly called dry ice.


          CO2 is an acidic oxide: an aqueous solution turns litmus from blue to pink.


          


          Chemical and physical properties
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            	Carbon dioxide is a colorless, odorless gas. When inhaled at concentrations much higher than usual atmospheric levels, it can produce a sour taste in the mouth and a stinging sensation in the nose and throat. These effects result from the gas dissolving in the mucous membranes and saliva, forming a weak solution of carbonic acid. This sensation can also occur during an attempt to stifle a burp after drinking a carbonated beverage. Amounts above 5,000 ppm are considered very unhealthy, and those above about 50,000 ppm (equal to 5% by volume) are considered dangerous to animal life.

          


          At standard temperature and pressure, the density of carbon dioxide is around 1.98 kg/m, about 1.5 times that of air. The carbon dioxide molecule (O=C=O) contains two double bonds and has a linear shape. It has no electrical dipole, and as it is fully oxidized, it is moderately reactive and is non-flammable, but will support the combustion of metals such as magnesium.
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          At 78.51 C or -109.3 F, carbon dioxide changes directly from a solid phase to a gaseous phase through sublimation, or from gaseous to solid through deposition. Solid carbon dioxide is normally called "dry ice", a generic trademark. It was first observed in 1825 by the French chemist Charles Thilorier. Dry ice is commonly used as a cooling agent, and it is relatively inexpensive. A convenient property for this purpose is that solid carbon dioxide sublimes directly into the gas phase leaving no liquid. It can often be found in groceries and laboratories, and it is also used in the shipping industry. The largest non-cooling use for dry ice is blast cleaning.


          Liquid carbon dioxide forms only at pressures above 5.1 atm; the triple point of carbon dioxide is about 518 kPa at 56.6 C (See phase diagram, above). The critical point is 7.38 MPa at 31.1 C.


          An alternative form of solid carbon dioxide, an amorphous glass-like form, is possible, although not at atmospheric pressure. This form of glass, called carbonia, was produced by supercooling heated CO2 at extreme pressure (4048 GPa or about 400,000 atmospheres) in a diamond anvil. This discovery confirmed the theory that carbon dioxide could exist in a glass state similar to other members of its elemental family, like silicon (silica glass) and germanium. Unlike silica and germania glasses, however, carbonia glass is not stable at normal pressures and reverts back to gas when pressure is released.


          


          


          History of human understanding


          Carbon dioxide was one of the first gases to be described as a substance distinct from air. In the seventeenth century, the Flemish chemist Jan Baptist van Helmont observed that when he burned charcoal in a closed vessel, the mass of the resulting ash was much less than that of the original charcoal. His interpretation was that the rest of the charcoal had been transmuted into an invisible substance he termed a "gas" or "wild spirit" (spiritus sylvestre).


          The properties of carbon dioxide were studied more thoroughly in the 1750s by the Scottish physician Joseph Black. He found that limestone (calcium carbonate) could be heated or treated with acids to yield a gas he called "fixed air." He observed that the fixed air was denser than air and did not support either flame or animal life. He also found that when bubbled through an aqueous solution of lime ( calcium hydroxide), it would precipitate calcium carbonate. He used this phenomenon to illustrate that carbon dioxide is produced by animal respiration and microbial fermentation. In 1772, English chemist Joseph Priestley published a paper entitled Impregnating Water with Fixed Air in which he described a process of dripping sulfuric acid (or oil of vitriol as Priestley knew it) on chalk in order to produce carbon dioxide, and forcing the gas to dissolve by agitating a bowl of water in contact with the gas.


          Carbon dioxide was first liquefied (at elevated pressures) in 1823 by Humphry Davy and Michael Faraday. The earliest description of solid carbon dioxide was given by Charles Thilorier, who in 1834 opened a pressurized container of liquid carbon dioxide, only to find that the cooling produced by the rapid evaporation of the liquid yielded a "snow" of solid CO2.


          


          Isolation


          Carbon dioxide may be obtained from air distillation. However, this yields only very small quantities of CO2. A large variety of chemical reactions yield carbon dioxide, such as the reaction between most acids and most metal carbonates. For example, the reaction between sulfuric acid and calcium carbonate (limestone or chalk) is depicted below:


          
            	H2SO4 + CaCO3  CaSO4 + H2CO3

          


          The H2CO3 then decomposes to water and CO2. Such reactions are accompanied by foaming or bubbling, or both. In industry such reactions are widespread because they can be used to neutralize waste acid streams.


          The production of quicklime (CaO) a chemical that has widespread use, from limestone by heating at about 850 C also produces CO2:


          
            	CaCO3  CaO + CO2

          


          The combustion of all carbon containing fuels, such as methane (natural gas), petroleum distillates ( gasoline, diesel, kerosene, propane), but also of coal and wood, will yield carbon dioxide and, in most cases, water. As an example the chemical reaction between methane and oxygen is given below.


          
            	CH4 + 2 O2  CO2 + 2 H2O

          


          Iron is reduced from its oxides with coke in a blast furnace, producing pig iron and carbon dioxide:


          
            	2 Fe2O3 + 3 C  4 Fe + 3 CO2

          


          Yeast metabolizes sugar to produce carbon dioxide and ethanol, also known as alcohol, in the production of wines, beers and other spirits:


          
            	C6H12O6  2 CO2 + 2 C2H5OH

          


          All aerobic organisms produce CO2 when they oxidize carbohydrates, fatty acids, and proteins in the mitochondria of cells. The large number of reactions involved are exceedingly complex and not described easily. Refer to ( cellular respiration, anaerobic respiration and photosynthesis). Photoautotrophs (i.e. plants, cyanobacteria) use another modus operandi: Plants absorb CO2 from the air, and, together with water, react it to form carbohydrates:


          
            	nCO2 + nH2O  (CH2O)n + nO2

          


          Carbon dioxide is soluble in water, in which it spontaneously interconverts between CO2 and H2CO3 ( carbonic acid). The relative concentrations of CO2, H2CO3, and the deprotonated forms HCO3- ( bicarbonate) and CO32-(carbonate) depend on the pH. In neutral or slightly alkaline water (pH > 6.5), the bicarbonate form predominates (>50%) becoming the most prevalent (>95%) at the pH of seawater, while in very alkaline water (pH > 10.4) the predominant (>50%) form is carbonate. The bicarbonate and carbonate forms are very soluble, such that air-equilibrated ocean water (mildly alkaline with typical pH = 8.2  8.5) contains about 120 mg of bicarbonate per liter.


          


          Industrial production


          Carbon dioxide is manufactured mainly from six processes:


          
            	As a byproduct in ammonia and hydrogen plants, where methane is converted to CO2;


            	From combustion of wood and fossil fuels;


            	As a byproduct of fermentation of sugar in the brewing of beer, whisky and other alcoholic beverages;


            	From thermal decomposition of limestone, CaCO3, in the manufacture of lime, CaO;


            	As a byproduct of sodium phosphate manufacture;


            	Directly from natural carbon dioxide springs, where it is produced by the action of acidified water on limestone or dolomite.

          


          


          Uses
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              Carbon dioxide bubbles in a soft drink.
            

          


          Carbon dioxide is used by the food industry, the oil industry, and the chemical industry. It is used in many consumer products that require pressurized gas because it is inexpensive and nonflammable, and because it undergoes a phase transition from gas to liquid at room temperature at an attainable pressure of approximately 60 bar (870 psi, 59 atm), allowing far more carbon dioxide to fit in a given container than otherwise would. Life jackets often contain canisters of pressured carbon dioxide for quick inflation. Aluminium capsules are also sold as supplies of compressed gas for airguns, paintball markers, for inflating bicycle tires, and for making seltzer. Rapid vaporization of liquid carbon dioxide is used for blasting in coal mines. High concentrations of carbon dioxide can also be used to kill pests, such as the Common Clothes Moth.


          Carbon dioxide is used to produce carbonated soft drinks and soda water. Traditionally, the carbonation in beer and sparkling wine comes about through natural fermentation, but some manufacturers carbonate these drinks artificially. A candy called Pop Rocks is pressurized with carbon dioxide gas at about 40 bar (600 psi). When placed in the mouth, it dissolves (just like other hard candy) and releases the gas bubbles with an audible pop.


          Leavening agents produce carbon dioxide to cause dough to rise. Baker's yeast produces carbon dioxide by fermentation of sugars within the dough, while chemical leaveners such as baking powder and baking soda release carbon dioxide when heated or if exposed to acids.


          


          Carbon dioxide is the most commonly used compressed gas for pneumatic systems in portable pressure tools and combat robots.


          Carbon dioxide extinguishes flames, and some fire extinguishers, especially those designed for electrical fires, contain liquid carbon dioxide under pressure. Carbon dioxide also finds use as an atmosphere for welding, although in the welding arc, it reacts to oxidize most metals. Use in the automotive industry is common despite significant evidence that welds made in carbon dioxide are brittler than those made in more inert atmospheres, and that such weld joints deteriorate over time because of the formation of carbonic acid. It is used as a welding gas primarily because it is much less expensive than more inert gases such as argon or helium.


          Liquid carbon dioxide is a good solvent for many lipophilic organic compounds, and is used to remove caffeine from coffee. First, the green coffee beans are soaked in water. The beans are placed in the top of a column seventy feet (21 meters) high. The carbon dioxide fluid at about 93 degrees Celsius enters at the bottom of the column. The caffeine diffuses out of the beans and into the carbon dioxide.


          Carbon dioxide has begun to attract attention in the pharmaceutical and other chemical processing industries as a less toxic alternative to more traditional solvents such as organochlorides. It's used by some dry cleaners for this reason. (See green chemistry.)


          Plants require carbon dioxide to conduct photosynthesis, and greenhouses may enrich their atmospheres with additional CO2 to boost plant growth, since its low present-day atmosphere concentration is just above the "suffocation" level for green plants. A photosynthesis-related drop in carbon dioxide concentration in a greenhouse compartment can kill green plants. At high concentrations, carbon dioxide is toxic to animal life, so raising the concentration to 10,000 ppm (1%) for several hours can eliminate pests such as whiteflies and spider mites in a greenhouse.


          It has been proposed that carbon dioxide from power generation be bubbled into ponds to grow algae that could then be converted into biodiesel fuel. In medicine, up to 5% carbon dioxide is added to pure oxygen for stimulation of breathing after apnea and to stabilize the O2/CO2 balance in blood.


          A common type of industrial gas laser is the carbon dioxide laser.


          Carbon dioxide can also be combined with limonene oxide from orange peels or other epoxides to create polymers and plastics.


          Carbon dioxide is used in enhanced oil recovery where it is injected into or adjacent to producing oil wells, usually under supercritical conditions. It acts as both a pressurizing agent and, when dissolved into the underground crude oil, significantly reduces its viscosity, enabling the oil to flow more rapidly through the earth to the removal well. In mature oil fields, extensive pipe networks are used to carry the carbon dioxide to the injection points.


          In the chemical industry, carbon dioxide is used for the production of urea, carbonates and bicarbonates, and sodium salicylate.


          Liquid and solid carbon dioxide are important refrigerants, especially in the food industry, where they are employed during the transportation and storage of ice cream and other frozen foods. Solid carbon dioxide is called "dry ice" and is used for small shipments where refrigeration equipment is not practical.


          Liquid carbon dioxide (industry nomenclature R744 / R-744) was used as a refrigerant prior to the discovery of R-12 and is likely to enjoy a renaissance due to environmental concerns. Its physical properties are highly favorable for cooling, refrigeration, and heating purposes, having a high volumetric cooling capacity. Due to its operation at pressures of up to 130 bars, CO2 systems require highly resistant components that have been already developed to serial production in many sectors. In car air conditioning, in more than 90% of all driving conditions, R744 operates more efficiently than systems using R-134a. Its environmental advantages ( GWP of 1, non-ozone depleting, non-toxic, non-flammable) could make it the future working fluid to replace current HFCs in cars, supermarkets, hot water heat pumps, among others. Some applications: Coca-Cola has fielded CO2-based beverage coolers and the US Army is interested in CO2 refrigeration and heating technology.


          By the end of 2007, the global car industry is expected to decide on the next-generation refrigerant in car air conditioning. CO2 is one discussed option.(see The Cool War)


          


          In the Earth's atmosphere
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          Carbon dioxide in earth's atmosphere is considered a trace gas currently occurring at an average concentration of about 385 parts per million by volume or 582 parts per million by mass. The mass of the Earth atmosphere is 5.141018 kg , so the total mass of atmospheric carbon dioxide is 3.01015 kg (3,000 gigatonnes). Its concentration varies seasonally (see graph at right) and also considerably on a regional basis: in urban areas it is generally higher and indoors it can reach 10 times the background atmospheric concentration.


          Carbon dioxide is a greenhouse gas; see greenhouse effect for more.


          Due to human activities such as the combustion of fossil fuels and deforestation, the concentration of atmospheric carbon dioxide has increased by about 35% since the beginning of the age of industrialization. In 1999, 2,244,804,000 metric tons of CO2 were produced in the U.S. as a result of electric energy generation. This is an output rate of 0.6083 kg (1.341 pounds) per kWh.


          Five hundred million years ago carbon dioxide was 20 times more prevalent than today, decreasing to 4-5 times during the Jurassic period and then maintained a slow decline until the industrial revolution, with a particularly swift reduction occurring 49 million years ago.


          Up to 40% of the gas emitted by some volcanoes during subaerial volcanic eruptions is carbon dioxide. According to the best estimates, volcanoes release about 130-230 million tonnes (145-255 million tons) of CO2 into the atmosphere each year. Carbon dioxide is also produced by hot springs such as those at the Bossoleto site near Rapolano Terme in Tuscany, Italy. Here, in a bowl-shaped depression of about 100 m diameter, local concentrations of CO2 rise to above 75% overnight, sufficient to kill insects and small animals, but warm rapidly when sunlit and disperse by convection during the day Locally high concentrations of CO2, produced by disturbance of deep lake water saturated with CO2 are thought to have caused 37 fatalities at Lake Monoun, Cameroon in 1984 and 1700 casualties at Lake Nyos, Cameroon in 1986. However, emissions of CO2 by human activities are currently more than 130 times greater than the quantity emitted by volcanoes, amounting to about 27 billion tonnes per year (30 billion tons).


          


          In the oceans


          There is about 50 times as much carbon dissolved in the oceans in the form of CO2 and CO2 hydration products as exists in the atmosphere. The oceans act as an enormous carbon sink, having "absorbed about one-third of all human-generated CO2 emissions to date." Generally, gas solubility decreases as water temperature increases. Accordingly carbon dioxide is released from ocean water into the atmosphere as ocean temperatures rise.


          


          Biological role


          Carbon dioxide is an end product in organisms that obtain energy from breaking down sugars, fats and amino acids with oxygen as part of their metabolism, in a process known as cellular respiration. This includes all plants, animals, many fungi and some bacteria. In higher animals, the carbon dioxide travels in the blood from the body's tissues to the lungs where it is exhaled. In plants using photosynthesis, carbon dioxide is absorbed from the atmosphere.


          


          Role in photosynthesis


          Plants remove carbon dioxide from the atmosphere by photosynthesis, also called carbon assimilation, which uses light energy to produce organic plant materials by combining carbon dioxide and water. Free oxygen is released as gas from the decomposition of water molecules, while the hydrogen is split into its protons and electrons and used to generate chemical energy via photophosphorylation. This energy is required for the fixation of carbon dioxide in the Calvin cycle to form sugars. These sugars can then be used for growth within the plant through respiration.


          Even when vented, carbon dioxide must be introduced into greenhouses to maintain plant growth, as the concentration of carbon dioxide can fall during daylight hours to as low as 200 ppm (a limit of C3 carbon fixation photosynthesis). Plants can potentially grow up to 50 percent faster in concentrations of 1,000 ppm CO2 when compared with ambient conditions.


          Plants also emit CO2 during respiration, so it is only during growth stages that plants are net absorbers. For example a growing forest will absorb many tons of CO2 each year, however a mature forest will produce as much CO2 from respiration and decomposition of dead specimens (e.g. fallen branches) as used in biosynthesis in growing plants. Regardless of this, mature forests are still valuable carbon sinks, helping maintain balance in the Earth's atmosphere. Additionally, and crucially to life on earth, phytoplankton photosynthesis absorbs dissolved CO2 in the upper ocean and thereby promotes the absorption of CO2 from the atmosphere.


          


          Toxicity


          Carbon dioxide content in fresh air varies between 0.03% (300 ppm) and 0.06% (600 ppm), depending on the location (see graphical map of CO2 in real-time).


          A person's exhaled breath is approximately 4.5% carbon dioxide by volume.


          It is dangerous when inhaled in high concentrations (greater than 5% by volume, or 50,000 ppm). The current threshold limit value (TLV) or maximum level that is considered safe for healthy adults for an eight-hour work day is 0.5% (5,000 ppm). The maximum safe level for infants, children, the elderly and individuals with cardio-pulmonary health issues is significantly less.


          These figures are valid for pure carbon dioxide. In indoor spaces occupied by people the carbon dioxide concentration will reach higher levels than in pure outdoor air. Concentrations higher than 1,000 ppm will cause discomfort in more than 20% of occupants, and the discomfort will increase with increasing CO2 concentration. The discomfort will be caused by various gases coming from human respiration and perspiration, and not by CO2 itself. At 2,000 ppm the majority of occupants will feel a significant degree of discomfort, and many will develop nausea and headaches. The CO2 concentration between 300 and 2,500 ppm is used as an indicator of indoor air quality.


          Acute carbon dioxide toxicity is sometimes known as by the names given to it by miners: blackdamp (also called choke damp or stythe). Miners would try to alert themselves to dangerous levels of carbon dioxide in a mine shaft by bringing a caged canary with them as they worked. The canary would inevitably die before CO2 reached levels toxic to people. Carbon dioxide caused a great loss of life at Lake Nyos in Cameroon in 1986, when an upwelling of CO2-laden lake water quickly blanketed a large surrounding populated area.. The heavier carbon dioxide forced out the life-sustaining oxygen near the surface, killing nearly two thousand people.


          Carbon dioxide ppm levels (CDPL) are a surrogate for measuring indoor pollutants that may cause occupants to grow drowsy, get headaches, or function at lower activity levels. To eliminate most Indoor Air Quality complaints, total indoor CDPL must be reduced to below 600. NIOSH considers that indoor air concentrations that exceed 1,000 are a marker suggesting inadequate ventilation. ASHRAE recommends they not exceed 1,000 inside a space. OSHA limits concentrations in the workplace to 5,000 for prolonged periods. The U.S. National Institute for Occupational Safety and Health limits brief exposures (up to ten minutes) to 30,000 and considers CDPL exceeding 40,000 as " immediately dangerous to life and health." People who breathe 50,000 for more than half an hour show signs of acute hypercapnia, while breathing 70,000  100,000 can produce unconsciousness in only a few minutes. Accordingly, carbon dioxide, either as a gas or as dry ice, should be handled only in well-ventilated areas.


          


          Human physiology


          CO2 is carried in blood in three different ways. (The exact percentages vary depending whether it is arterial or venous blood).


          
            	Most of it (about 70%  80%) is converted to bicarbonate ions HCO3 by the enzyme carbonic anhydrase in the red blood cells, by the reaction CO2 + H2O  H2CO3  H+ + HCO3.

          


          
            	5%  10% is dissolved in the plasma

          


          
            	5%  10% is bound to hemoglobin as carbamino compounds

          


          The CO2 bound to hemoglobin does not bind to the same site as oxygen. Instead, it combines with the N-terminal groups on the four globin chains. However, because of allosteric effects on the hemoglobin molecule, the binding of CO2 decreases the amount of oxygen that is bound for a given partial pressure of oxygen.


          Hemoglobin, the main oxygen-carrying molecule in red blood cells, can carry both oxygen and carbon dioxide, although in quite different ways. The decreased binding to carbon dioxide in the blood due to increased oxygen levels is known as the Haldane Effect, and is important in the transport of carbon dioxide from the tissues to the lungs. Conversely, a rise in the partial pressure of CO2 or a lower pH will cause offloading of oxygen from hemoglobin. This is known as the Bohr Effect.


          Carbon dioxide may be one of the mediators of local autoregulation of blood supply. If its levels are high, the capillaries expand to allow a greater blood flow to that tissue.


          Bicarbonate ions are crucial for regulating blood pH. A person's breathing rate influences the level of CO2 in their blood. Breathing that is too slow or shallow can cause respiratory acidosis, while breathing that is too rapid may lead to hyperventilation, which may cause respiratory alkalosis.


          Although the body requires oxygen for metabolism, low oxygen levels do not stimulate breathing. Rather, breathing is stimulated by higher carbon dioxide levels. As a result, breathing low-pressure air or a gas mixture with no oxygen at all (such as pure nitrogen) may lead to loss of consciousness. This is especially perilous for high-altitude fighter pilots. It is also why flight attendants instruct passengers, in case of loss of cabin pressure, to apply the oxygen mask to themselves first before helping others  otherwise one risks going unconscious without being aware of the imminent peril.


          According to a study by the United States Department of Agriculture, an average person's respiration generates approximately 450 liters (roughly 900 grams) of carbon dioxide per day.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Carbon_dioxide"
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          The Carboniferous is a geologic period and system that extends from the end of the Devonian period, about 359.2  2.5 Ma (million years ago), to the beginning of the Permian period, about 299.0  0.8 Ma ( ICS, 2004).


          The Carboniferous was a time of glaciation, low sea level and mountain building; a minor marine extinction event occurred in the middle of the period.


          


          Subdivisions


          The Carboniferous is usually broken into Pennsylvanian (later) and Mississippian (earlier) Epochs. The Faunal stages from youngest to oldest, together with some of their subdivisions, are:


          Late Pennsylvanian: Gzhelian (most recent)


          
            	Noginskian/Virgilian(pars)

          


          Late Pennsylvanian: Kasimovian


          
            	Klazminskian


            	Dorogomilovksian/Virgilian(pars)


            	Chamovnicheskian/Cantabrian/Missourian


            	Krevyakinskian/Cantabrian/Missourian

          


          Middle Pennsylvanian: Moscovian


          
            	Myachkovskian/Bolsovian/Desmoinesian


            	Podolskian/Desmoinesian


            	Kashirskian/Atokan


            	Vereiskian/Bolsovian/Atokan

          


          Early Pennsylvanian: Bashkirian/Morrowan


          
            	Melekesskian/Duckmantian


            	Cheremshanskian/Langsettian


            	Yeadonian


            	Marsdenian


            	Kinderscoutian

          


          Late Mississippian: Serpukhovian


          
            	Alportian


            	Chokierian/Chesterian/Elvirian


            	Arnsbergian/Elvirian


            	Pendleian

          


          Middle Mississippian: Visean


          
            	Brigantian/St Genevieve/Gasperian/Chesterian


            	Asbian/Meramecian


            	Holkerian/Salem


            	Arundian/Warsaw/Meramecian


            	Chadian/Keokuk/Osagean(pars)/Osage(pars)

          


          Early Mississippian: Tournaisian (oldest)


          
            	Ivorian/Osagean(pars)/Osage(pars)


            	Hastarian/Kinderhookian/Chouteau

          


          


          Paleogeography


          A global drop in sea level at the end of the Devonian reversed early in the Carboniferous; this created the widespread epicontinental seas and carbonate deposition of the Mississippian. There was also a drop in south polar temperatures; southern Gondwanaland was glaciated throughout the period, though it is uncertain if the ice sheets were a holdover from the Devonian or not. These conditions apparently had little effect in the deep tropics, where lush coal swamps flourished within 30 degrees of the northernmost glaciers.
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          A mid-Carboniferous drop in sea-level precipitated a major marine extinction, one that hit crinoids and ammonites especially hard. This sea-level drop and the associated unconformity in North America separate the Mississippian period from the Pennsylvanian period.


          The Carboniferous was a time of active mountain-building, as the supercontinent Pangaea came together. The southern continents remained tied together in the supercontinent Gondwana, which collided with North America-Europe ( Laurussia) along the present line of eastern North America. This continental collision resulted in the Hercynian orogeny in Europe, and the Alleghenian orogeny in North America; it also extended the newly-uplifted Appalachians southwestward as the Ouachita Mountains. In the same time frame, much of present eastern Eurasian plate welded itself to Europe along the line of the Ural mountains. Most of the Mesozoic supercontinent of Pangea was now assembled, although North China (which would collide in the Latest Carboniferous), and South China continents were still separated from Laurasia. The Late Carboniferous Pangaea was shaped like an "O".


          There were two major oceans in the Carboniferous Panthalassa and Paleo-Tethys, which was inside the "O" in the Carboniferous Pangaea. Other minor oceans were shrinking and eventually closed - Rheic Ocean (closed by the assembly of South and North America), the small, shallow Ural Ocean (which was closed by the collision of Baltica and Siberia continents, creating the Ural Mountains) and Proto-Tethys Ocean (closed by North China collision with Siberia/ Kazakhstania.


          


          Climate


          The early part of the Carboniferous was mostly warm; in the later part of the Carboniferous, the climate cooled. Glaciations in Gondwana, triggered by Gondwana's southward movement, continued into the Permian and because of the lack of clear markers and breaks, the deposits of this glacial period are often referred to as Permo-Carboniferous in age.


          


          Rocks and coal


          Carboniferous rocks in Europe and eastern North America largely consist of a repeated sequence of limestone, sandstone, shale and coal beds, known as " cyclothems" in the U.S. and "coal measures" in Britain. In North America, the early Carboniferous is largely marine limestone, which accounts for the division of the Carboniferous into two periods in North American schemes. The Carboniferous coal beds provided much of the fuel for power generation during the Industrial Revolution and are still of great economic importance.


          The large coal deposits of the Carboniferous primarily owe their existence to two factors. The first of these is the appearance of bark-bearing trees (and in particular the evolution of the bark fibre lignin). The second is the lower sea levels that occurred during the Carboniferous as compared to the Devonian period. This allowed for the development of extensive lowland swamps and forests in North America and Europe. Some hypothesize that large quantities of wood were buried during this period because animals and decomposing bacteria had not yet evolved that could effectively digest the new lignin. Those early plants made extensive use of lignin. They had bark to wood ratios of 8 to 1, and even as high as 20 to 1. This compares to modern values less than 1 to 4. This bark, which must have been used as support as well as protection, probably had 38% to 58% lignin. Lignin is insoluble, too large to pass through cell walls, too heterogeneous for specific enzymes, and toxic, so that few organisms other than Basidiomycetes fungi can degrade it. It can not be oxidized in an atmosphere of less than 5% oxygen. It can linger in soil for thousands of years and inhibits decay of other substances. Probably the reason for its high percentages is protection from insect herbivory in a world containing very effective insect herbivores, but nothing remotely as effective as modern insectivores and probably much fewer poisons than currently. In any case coal measures could easily have made thick deposits on well drained soils as well as swamps. The extensive burial of biologically-produced carbon led to a buildup of surplus oxygen in the atmosphere; estimates place the peak oxygen content as high as 35%, compared to 21% today. This oxygen level probably increased wildfire activity, as well as resulted in insect and amphibian gigantism--creatures whose size is constrained by respiratory systems that are limited in their ability to diffuse oxygen.


          In eastern North America, marine beds are more common in the older part of the period than the later part and are almost entirely absent by the late Carboniferous. More diverse geology existed elsewhere, of course. Marine life is especially rich in crinoids and other echinoderms. Brachiopods were abundant. Trilobites became quite uncommon. On land, large and diverse plant populations existed. Land vertebrates included large amphibians.


          


          Life


          


          Marine Invertebrates


          In the oceans the most important marine invertebrate groups are the foraminifera, corals, bryozoa, brachiopods, ammonoids, and echinoderms (especially crinoids).


          For the first time foraminifera take a prominent part in the marine faunas. The large spindle-shaped genus Fusulina and its relatives were abundant in what is now Russia, China, Japan, North America; other important genera include Valvulina, Endothyra, Archaediscus, and Saccammina (the latter common in Britain and Belgium). Some Carboniferous genera are still extant.


          The microscopic shells of Radiolaria are found in cherts of this age in the Culm of Devonshire and Cornwall, and in Russia, Germany and elsewhere.


          Sponges are known from spicules and anchor ropes, and include various forms such as the Calcispongea Cotyliscus and Girtycoelia, and the unusual colonial glass sponge Titusvillia.


          Both reef-building and solitary corals diversify and flourish; these include both rugose (e.g. Canina, Corwenia, Neozaphrentis), heterocorals, and tabulate (e.g. Chaetetes, Chladochonus, Michelinia) forms.


          Conularids were well represented by Conularia


          Bryozoa are abundant in some regions; the Fenestellids including Fenestella, Polypora, and the remarkable Archimedes, so named because it is in the shape of an Archimedean screw.


          Brachiopods are also abundant; they include Productids, some of which (e.g. Gigantoproductus) reached very large (for brachiopods) size and had very thick shells, while others like Chonetes were more conservative in form. Athyridids, Spiriferids, Rhynchonellids, are Terebratulids are also very common. Inarticulate forms include Discina and Crania. Some species and genera had a very wide distribution with only minor variations.


          Annelids such as Spirorbis and Serpulites are common fossils in some horizons.


          Among the mollusca, the bivalves continue to increase in numbers and importance. Typical genera include Aviculopecten, Posidonomya, Nucula, Carbonicola, Edmondia, and Modiola


          Conocardium is a common rostroconch.


          Gastropods are also numerous, including the genera Murchisonia, Euomphalus, Naticopsis.


          Nautiloid cephalopods are represented by tightly coiled nautilids, with straight-shelled and curved-shelled forms becoming increasingly rare. Goniatite Ammonoids are common.


          Trilobites are rare, represented only by the proetid group. Ostracods such as Cythere, Kirkbya, and Beyrichia are abundant.


          Amongst the echinoderms, the crinoids were the most numerous. Dense submarine thickets of long-stemmed crinoids appear to have flourished in shallow seas, and their remains were consolidated into thick beds of rock. Prominent genera include Cyathocrinus, Woodocrinus, and Actinocrinus. Echinoids such as Archaeocidaris and Palaeechinus were also present. The Blastoids, which included the Pentreinitidae and Codasteridae and superficially resembled crinoids in the possession of long stalks attached to the sea-bed, attain their maximum development at this time.


          


          Fish


          Many fish inhabited the Carboniferous seas; predominantly Elasmobranchs (sharks and their relatives). These included some, like Psammodus, with crushing pavement-like teeth adapted for grinding the shells of brachiopods, crustaceans, and other marine organisms. Other sharks had piercing teeth, such as the Symmoriida; some, the petalodonts, had peculiar cycloid cutting teeth. Most of the sharks were marine, but the Xenacanthida invaded fresh waters of the coal swamps. Among the bony fish, the Palaeonisciformes found in coastal waters also appear to have migrated to rivers. Sarcopterygian fish were also prominent, and one group, the Rhizodonts, reached very large size.


          Most species of Carboniferous marine fish have been described largely from teeth, fin spines and dermal ossicles, with smaller freshwater fish preserved whole.


          Freshwater fish were abundant, and include the genera Ctenodus, Uronemus, Acanthodes, Cheirodus, and Gyracanthus.


          


          Plants
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          Early Carboniferous land plants were very similar to those of the preceding Late Devonian, but new groups also appeared at this time.


          The main Early Carboniferous plants were the Equisetales (Horse-tails), Sphenophyllales (vine-like plants), Lycopodiales (Club mosses), Lepidodendrales (scale trees), Filicales (Ferns), Medullosales (informally included in the " seed ferns", an artificial assemblage of a number of early gymnosperm groups) and the Cordaitales. These continued to dominate throughout the period, but during late Carboniferous, several other groups, Cycadophyta (cycads), the Callistophytales (another group of "seed ferns"), and the Voltziales (related to and sometimes included under the conifers), appeared.


          The Carboniferous lycophytes of the order Lepidodendrales, which are cousins (but not ancestors) of the tiny club-moss of today, were huge trees with trunks 30 meters high and up to 1.5 meters in diameter. These included Lepidodendron (with its fruit cone called Lepidostrobus), Halonia, Lepidophloios and Sigillaria. The roots of several of these forms are known as Stigmaria.


          The fronds of some Carboniferous ferns are almost identical with those of living species. Probably many species were epiphytic. Fossil ferns and "seed ferns" include Pecopteris, Cyclopteris, Neuropteris, Alethopteris, and Sphenopteris; Megaphyton and Caulopteris were tree ferns.


          The Equisetales included the common giant form Calamites, with a trunk diameter of 30 to 60 cm and a height of up to 20 meters. Sphenophyllum was a slender climbing plant with whorls of leaves, which was probably related both to the calamites and the lycopods.


          Cordaites, a tall plant (6 to over 30 meters) with strap-like leaves, was related to the cycads and conifers; the catkin-like inflorescence, which bore yew-like berries, is called Cardiocarpus. These plants were thought to live in swamps and mangroves. True coniferous trees ( Walchia, of the order Voltziales) appear later in the Carboniferous, and preferred higher drier ground.


          


          Freshwater and Lagoonal Invertebrates


          Freshwater Carboniferous invertebrates include various bivalve molluscs that lived in brackish or fresh water, such as Anthracomya, Naiadiles, and Carbonicola; diverse crustaceans such as Bairdia, Carbonia, Estheria, Acanthocaris, Dithyrocaris, and Anthrapalaemon.


          The Eurypterids were also diverse, and are represented by such genera as Eurypterus, Glyptoscorpius, Anthraconectes, Megarachne (originally misinterpreted as a giant spider) and the specialised very large Hibbertopterus. Many of these were amphibious.


          Frequently a temporary return of marine conditions resulted in marine or brackish water genera such as Lingula, Orbiculoidea, and Productus being found in the thin beds known as marine bands.


          


          Terrestrial Invertebrates


          
            [image: Meganeura.]

            
              Meganeura.
            

          


          Fossil remains of air-breathing insects, myriapods and arachnids are known from the late Carboniferous, but so far not from the early Carboniferous. Their diversity when they do appear however show that these arthropods were both well developed and numerous. Their large size can be attributed to the moistness of the environment (mostly swampy fern forests) and the fact that there was a 36% higher oxygen concentration in Earth's atmosphere than today, requiring less effort for respiration and allowing arthropods to grow larger. Among the insect groups are the huge predatory Protodonata (griffinflies), among which was Meganeura, a giant dragonfly and with a wingspan of ca. 75 cm the largest flying insect ever to roam the planet. Further groups are the Syntonopterodea (relatives of present-day mayflies), the abundant and often large sap-sucking Palaeodictyopteroidea, the diverse herbivorous " Protorthoptera", and numerous basal Dictyoptera (ancestors of cockroaches). Many insects have been obtained from the coalfields of Saarbruck and Commentry, and from the hollow trunks of fossil trees in Nova Scotia. Some British coalfields have yielded good specimens: Archaeoptitus, from the Derbyshire coalfield, had a spread of wing extending to more than 35 cm; some specimens ( Brodia) still exhibit traces of brilliant wing colors. In the Nova Scotian tree trunks land snails ( Archaeozonites, Dendropupa) have been found.


          


          Tetrapods


          
            [image: Pederpes, the most primitive Mississippian tetrapod]

            
              Pederpes, the most primitive Mississippian tetrapod
            

          


          Carboniferous amphibians were diverse and common by the middle of the period, more so than they are today; some were as long as 6 meters, and those fully terrestrial as adults had scaly skin. They included a number of basal tetrapod groups classified in early books under the Labyrinthodontia. These had long bodies, a head covered with bony plates and generally weak or undeveloped limbs. The largest were over 2 meters long. They were accompanied by an assemblage of smaller amphibians included under the Lepospondyli, often only about 15 cm long. Some Carboniferous amphibians were aquatic and lived in rivers ( Loxomma, Eogyrinus, Proterogyrinus); others may have been semi-aquatic ( Ophiderpeton, Amphibamus) or terrestrial ( Dendrerpeton, Hyloplesion, Tuditanus, Anthracosaurus).


          
            [image: Hylonomus.]

            
              Hylonomus.
            

          


          One of the greatest evolutionary innovations of the Carboniferous was the amniote egg, which allowed for the further exploitation of the land by certain tetrapods. These included the earliest Sauropsid reptiles ( Hylonomus), and the earliest known synapsid ( Archaeothyris). These small lizard-like animals quickly gave rise to many descendants. The amniote egg allowed these ancestors of all later birds, mammals, and reptiles to reproduce on land by preventing the desiccation, or drying-out, of the embryo inside. By the end of the Carboniferous period, the amniotes had already diversified into a number of groups, including protorothyridids, captorhinids, aeroscelids, and several families of pelycosaurs.


          


          Extinction events
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              Extinction intensity through time: apparent percentage of marine animal genera becoming extinct during any given time interval.
            

          


          In the middle Carboniferous, an extinction event occurred that was probably caused by climate change. A less intense extinction event also occurred at the end of Carboniferous.
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              	IUPAC name

              	Carbon monoxide
            


            
              	Other names

              	Carbonic oxide,

              Coal gas
            


            
              	Identifiers
            


            
              	CAS number

              	[630-08-0]
            


            
              	RTECS number

              	FG3500000
            


            
              	Properties
            


            
              	Molecular formula

              	CO
            


            
              	Molar mass

              	28.0101 g/mol
            


            
              	Appearance

              	Colourless, odorless gas
            


            
              	Density

              	0.789 g/cm, liquid

              1.250 g/L at 0C, 1 atm.

              1.145 g/L at 25C, 1 atm.

              ( lighter than air)
            


            
              	Melting point

              	
                -205 C (68 K)

              
            


            
              	Boiling point

              	
                -192 C (81 K)

              
            


            
              	Solubility in water

              	0.0026 g/100 mL (20 C)
            


            
              	Dipole moment

              	0.112 D (3.741031 Cm)
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	EU classification

              	Highly flammable (F+)

              Repr. Cat. 1

              Toxic (T)
            


            
              	NFPA 704
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              	R-phrases

              	R12, R23, R33, R48, R61
            


            
              	S-phrases

              	S9, S16, S33, S45, S53
            


            
              	Flash point

              	Flammable gas
            


            
              	Related compounds
            


            
              	Related oxides

              	carbon dioxide; carbon suboxide; dicarbon monoxide; carbon trioxide
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Carbon monoxide, with the chemical formula CO, is a colorless, odorless, and tasteless gas. It consists of one carbon atom covalently bonded to one oxygen atom. There are 2 covalent bonds and a dative covalent bond between the oxygen and carbon atom which comes from the oxygen.


          Carbon monoxide is produced from the partial combustion of carbon-containing compounds, notably in internal-combustion engines. Carbon monoxide forms in preference to the more usual carbon dioxide when there is a reduced availability of oxygen present during the combustion process. Carbon monoxide has significant fuel value, burning in air with a characteristic blue flame, producing carbon dioxide. Despite its serious toxicity, CO plays a highly useful role in modern technology, being a precursor to a myriad of products.


          


          Production


          Carbon monoxide is so fundamentally important that many methods have been developed for its production.


          Producer gas is formed by combustion of carbon in oxygen at high temperatures when there is an excess of carbon. In an oven, air is passed through a bed of coke. The initially produced CO2 equilibrates with the remaining hot carbon to give CO. The reaction of O2 with carbon to give CO is described as the Boudouard equilibrium. Above 800 C, CO is the predominant product:


          
            	O2 + 2 C  2 CO


            	H = -221 kJ/mol

          


          The downside of this method is if done with air it leaves a mixture that is mostly nitrogen.


          Synthesis gas or Water gas is produced via the endothermic reaction of steam and carbon:


          
            	H2O + C  H2 + CO


            	H = 131 kJ/mol

          


          CO also is a byproduct of the reduction of metal oxide ores with carbon, shown in a simplified form as follows:


          
            	MO + C  M + CO


            	H = 131 kJ/mol

          


          Since CO is a gas, the reduction process can be driven by heating, exploiting the positive (favorable) entropy of reaction. The Ellingham diagram shows that CO formation is favored over CO2 in high temperatures.


          CO is the anhydride of formic acid. As such it is conveniently produced by the dehydration of formic acid, for example with sulfuric acid. Another laboratory preparation for carbon monoxide entails heating an intimate mixture of powdered zinc metal and calcium carbonate.


          
            	Zn + CaCO3  ZnO + CaO + CO

          


          Another lab style of generate CO is reacting Sucrose and Sodium Hydroxide in a closed system.


          


          Structure


          The CO molecule is characterized by a bond length of 0.1128 nm. Formal charge and electronegativity difference cancel each other out. The result is a small dipole moment with its negative end on the carbon atom, though in actuality, the six shared electrons are likely to be pulled closer to oxygen than carbon. This distance is consistent with a partial triple bond. The molecule has a small dipole moment and can be represented by three resonance structures:


          
            	[image: ]

          


          The leftmost resonance form is the most important.


          Dinitrogen is isoelectronic to carbon monoxide, which means that these molecules have the same number of electrons and similar bonding. The physical properties of N2 and CO are similar, although CO is more reactive.


          


          Principal chemical reactions


          


          Industrial uses


          Carbon monoxide is a major industrial gas that has many applications in bulk chemicals manufacturing.


          High volume aldehydes are produced by the hydroformylation reaction of alkenes, CO, and H2. In one of many applications of this technology, hydroformylation is coupled to the Shell Higher Olefin Process to give precursors to detergents.


          Methanol is produced by the hydrogenation of CO. In a related reaction, the hydrogenation of CO is coupled to C-C bond formation, as in the Fischer-Tropsch process where CO is hydrogenated to liquid hydrocarbon fuels. This technology allows coal to be converted to petrol.


          In the Monsanto process, carbon monoxide and methanol react in the presence of a homogeneous rhodium catalyst and HI to give acetic acid. This process is responsible for most of the industrial production of acetic acid.


          Carbon monoxide is a principle component of syngas, which is often used for industrial power. Carbon monoxide(CO) is too used in industrial scale operations for purify Nickel, it is a precursor for an corrosion process called Mond Process.


          


          Coordination chemistry


          
            [image: The HOMO of CO is a σ MO]

            
              The HOMO of CO is a  MO
            

          


          
            [image: The LUMO of CO is a π* antibonding MO]

            
              The LUMO of CO is a * antibonding MO
            

          


          Most metals form coordination complexes containing covalently attached carbon monoxide. Only those in lower oxidation states will complex with carbon monoxide ligands. This is because there must be sufficient electron density to facilitate back donation from the metal dxz-orbital, to the * molecular orbital from CO. The lone pair on the carbon atom in CO, also donates electron density to the dxy on the metal to form a sigma bond. In nickel carbonyl, Ni(CO)4 forms by the direct combination of carbon monoxide and nickel metal at room temperature. For this reason, nickel in any tubing or part must not come into prolonged contact with carbon monoxide (corrosion). Nickel carbonyl decomposes readily back to Ni and CO upon contact with hot surfaces, and this method was once used for the industrial purification of nickel in the Mond process.


          In nickel carbonyl and other carbonyls, the electron pair on the carbon interacts with the metal; the carbon monoxide donates the electron pair to the metal. In these situations, carbon monoxide is called the carbonyl ligand. One of the most important metal carbonyls is iron pentacarbonyl, Fe(CO)5:


          [image: Iron pentacarbonyl]


          Many metal-CO complexes are prepared by decarbonylation of organic solvents, not from CO. For instance, iridium trichloride and triphenylphosphine react in boiling methoxyethanol or DMF) to afford IrCl(CO)(PPh3)2.


          


          Organic and main group chemistry


          In the presence of strong acids and water, carbon monoxide reacts with olefins to form carboxylic acids in a process known as the Koch-Haaf reaction. In the Gattermann-Koch reaction, arenes are converted to benzaldehyde derivatives in the presence of AlCl3 and HCl. Organolithium compounds, e.g. butyl lithium react with CO, but this reaction enjoys little use.


          Although CO reacts with carbocations and carbanions, it is relatively unreactive toward organic compounds without the intervention of metal catalysts.


          With main group reagents, CO undergoes several noteworthy reactions. Chlorination of CO is the industrial route to the important compound phosgene. With borane CO forms an adduct, H3BCO, which is isoelectronic with the acylium cation [H3CCO]+. CO reacts with sodium to give products resulting from C-C coupling such as Na2C2O2 (sodium acetylenediolate), and potassium to give K2C2O2 (potassium acetylenediolate) and K2C6O6 (potassium rhodizonate).


          


          Carbon monoxide in the atmosphere


          
            [image: MOPITT 2000 global carbon monoxide]

            
              MOPITT 2000 global carbon monoxide
            

          


          Carbon monoxide, though thought of as a pollutant today, has always been present in the atmosphere, chiefly as a product of volcanic activity. It occurs dissolved in molten volcanic rock at high pressures in the earth's mantle. Carbon monoxide contents of volcanic gases vary from less than 0.01% to as much as 2% depending on the volcano. It also occurs naturally in bushfires. Because natural sources of carbon monoxide are so variable from year to year, it is extremely difficult to accurately measure natural emissions of the gas.


          Carbon monoxide has an indirect radiative forcing effect by elevating concentrations of methane and tropospheric ozone through chemical reactions with other atmospheric constituents (e.g., the hydroxyl radical, OH.) that would otherwise destroy them. Through natural processes in the atmosphere, it is eventually oxidized to carbon dioxide. Carbon monoxide concentrations are both short-lived in the atmosphere and spatially variable.


          Anthropogenic CO from automobile and industrial emissions may contribute to the greenhouse effect and global warming. In urban areas carbon monoxide, along with aldehydes, reacts photochemically to produce peroxy radicals. Peroxy radicals react with nitrogen oxide to increase the ratio of NO2 to NO, which reduces the quantity of NO that is available to react with ozone. Carbon monoxide is also a constituent of tobacco smoke.


          


          Role in physiology and food


          Carbon monoxide is used in modified atmosphere packaging systems in the US, mainly with fresh meat products such as beef and pork. The CO combines with myoglobin to form carboxymyoglobin, a bright cherry red pigment. Carboxymyoglobin is more stable than the oxygenated form of myoglobin, oxymyoglobin, which can become oxidized to the brown pigment, metmyoglobin. This stable red colour can persist much longer than in normally packaged meat, giving the appearance of freshness. Typical levels of CO used are 0.4% to 0.5%.


          The technology was first given generally recognized as safe status by the FDA in 2002 for use as a secondary packaging system. In 2004 the FDA approved CO as primary packaging method, declaring that CO does not mask spoilage odour. Despite this ruling, the technology remains controversial in the US for fears that it is deceptive and masks spoilage.


          One reaction in the body produces CO. Carbon monoxide is produced naturally as a breakdown of heme (which is one of hemoglobin moieties), a substrate for the enzyme heme oxygenase. The enzymatic reaction results in breakdown of heme to CO, biliverdin and Fe3+ radical. The endogenously produced CO may have important physiological roles in the body (eg as a neurotransmitter or a blood vessels relaxant). In addition CO regulates inflammatory reactions in a manner that prevents the development of several diseases such atherosclerosis or severe malaria.


          CO is a nutrient for methanogenic bacteria, a building block for acetyl coenzyme A. This theme is the subject for the emerging field of bioorganometallic chemistry. In bacteria, CO is produced via the reduction of carbon dioxide via the enzyme carbon monoxide dehydrogenase, an Fe-Ni-S-containing protein.


          A haeme-based CO-sensor protein, CooA, is known. The scope of its biological role is still unclear, it is apparently part of a signaling pathway in bacteria and archaea, but its occurrence in mammals is not established.


          CO is also currently being studied in several research laboratories throughout the world for its anti-inflammatory and cytoprotective properties that can be used therapeutically to prevent the development of a series of pathologic conditions such as ischemia reperfusion injury, transplant rejection, atherosclerosis, sepsis, severe malaria or autoimmunity. There are yet no clinical applications of CO in humans.


          


          History


          Carbon monoxide was first prepared by the French chemist de Lassone in 1776 by heating zinc oxide with coke. He mistakenly concluded that the gaseous product was hydrogen as it burned with a blue flame. The gas was identified as a compound containing carbon and oxygen by the English chemist William Cumberland Cruikshank in the year 1800.


          The toxic properties of CO were first thoroughly investigated by the French physiologist Claude Bernard around 1846. He poisoned dogs with the gas, and noticed that their blood was more rutilant in all the vessels. 'Rutilant' is a French word, but also has an entry in English dictionaries, meaning ruddy, shimmering, or golden. However, it was translated at the time as crimson, scarlet, and now is famously known as 'cherry pink'.


          During World War II, carbon monoxide was used to keep motor vehicles running in parts of the world where gasoline was scarce. External charcoal or wood burners were fitted, and the carbon monoxide produced by gasification was piped to the carburetor. The CO in this case is known as " wood gas". Carbon monoxide was also reportedly used on a small scale during the Holocaust at some Nazi extermination camps, and in the Action T4 " euthanasia" program.


          Toxicity


          Carbon monoxide is a significantly toxic gas and has no odor or colour. It is the most common type of fatal poisoning in many countries. Exposures can lead to significant toxicity of the central nervous system and heart. Following poisoning, long-term sequelae often occur. Carbon monoxide can also have severe effects on the baby of a pregnant woman. Symptoms of mild poisoning include headaches and dizziness at concentrations less than 100 ppm. Concentrations as low as 667 ppm can cause up to 50% of the body's hemoglobin to be converted to carboxy-haemoglobin (HbCO). Carboxy-haemoglobin is quite stable but this change is reversible. Carboxy-haemoglobin is ineffective for delivering oxygen, resulting in some body parts not receiving oxygen needed. As a result, exposures of this level can be life-threatening. In the United States, OSHA limits long-term workplace exposure levels to 50 ppm.


          The mechanisms by which carbon monoxide produces toxic effects are not yet fully understood, but haemoglobin, myoglobin, and mitochondrial cytochrome oxidase are thought to be compromised. Treatment largely consists of administering 100% oxygen or hyperbaric oxygen therapy, although the optimum treatment remains controversial. Domestic carbon monoxide poisoning can be prevented by the use of household carbon monoxide detectors.
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              	Carbon tetrachloride
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              	IUPAC name

              	Carbon tetrachloride

              Tetrachloromethane
            


            
              	Other names

              	Benziform, Carbon chloride, Methane tetrachloride, Perchloromethane, Carbon tet, Benzinoform, Tetraform, Tetrasol, Freon 10, Halon 104, UN 1846
            


            
              	Identifiers
            


            
              	CAS number

              	[56-23-5]
            


            
              	PubChem

              	
            


            
              	EINECS number

              	
            


            
              	KEGG

              	
            


            
              	ChEBI

              	
            


            
              	RTECS number

              	FG4900000
            


            
              	SMILES

              	C(Cl)(Cl)(Cl)Cl
            


            
              	InChI

              	1/CCl4/c2-1(3,4)5
            


            
              	Properties
            


            
              	Molecular formula

              	CCl4
            


            
              	Molar mass

              	153.82 g/mol
            


            
              	Appearance

              	Colorless liquid
            


            
              	Density

              	
                1.5842 g/cm3, liquid


                1.831 g.cm-3 at -186 C (solid)

                1.809 g.cm-3 at -80 C (solid)


              
            


            
              	Melting point

              	
                -22.92 C (250 K)

              
            


            
              	Boiling point

              	
                76.72 C (350 K)

              
            


            
              	Solubility in water

              	0.8 g/L at 25 C
            


            
              	log P

              	2.64
            


            
              	Vapor pressure

              	11.94 kPa at 20 C
            


            
              	kH

              	365 kJ.mol-1 at 24.8 C
            


            
              	Structure
            


            
              	Crystal structure

              	Monoclinic
            


            
              	Molecular shape

              	Tetrahedral
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	EU classification

              	Toxic (T), Carc. Cat. 2B, Dangerous for the environment (N)
            


            
              	NFPA 704
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              	R-phrases

              	R23/24/25, R40, R48/23, R59, R52/53
            


            
              	S-phrases

              	(S1/2), S23, S36/37, S45, S59, S61
            


            
              	Flash point

              	Not flammable
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Carbon tetrachloride, also known by many other names (see Table) is the chemical compound with the formula CCl4. It is a reagent in synthetic chemistry and was formerly widely used in fire extinguishers and as a precursor to refrigerants. It is a colorless liquid with a "sweet" smell that can be detected at low levels.


          Both carbon tetrachloride and tetrachloromethane are acceptable names under IUPAC nomenclature. Colloquially, it is called "carbon tet".


          


          History and synthesis


          The production of carbon tetrachloride has steeply declined since the 1980's due to environmental concerns and the decreased demand for CFCs, which were derived from carbon tetrachloride. In 1992, production in the U.S.-Europe-Japan was estimated at 720,000,000 kg.


          Carbon tetrachloride was originally synthesised in 1839 by reaction of chloroform with chlorine, from the french chemist Henri Victor Regnault, but now it is mainly synthesized from methane:


          
            	CH4 + 4 Cl2  CCl4 + 4 HCl

          


          The production often utilizes by-products of other chlorination reactions, such as the syntheses of dichloromethane and chloroform. Higher chlorocarbons are also subjected to "chlorinolysis:"


          
            	C2Cl6 + Cl2  2 CCl4

          


          Prior to the 1950's, carbon tetrachloride was manufactured by the chlorination of carbon disulfide at 105 to 130 C:


          
            	CS2 + 3Cl2  CCl4 + S2Cl2

          


          


          Properties


          In the carbon tetrachloride molecule, four chlorine atoms are positioned symmetrically as corners in a tetrahedral configuration joined to a carbon atom, in the centre, by single covalent bonds. Because of this symmetrical geometry, the molecule has no net dipole moment; that is, CCl4 is non-polar. As a solvent, it is well suited to dissolving other non-polar compounds, fats and oils. It is somewhat volatile, giving off vapors having a smell characteristic of other chlorinated solvents, somewhat similar to the tetrachloroethylene smell reminiscent of dry cleaners' shops.


          Solid tetrachloromethane has 2 allotropes: crystaline II below -47.5 C (225.6 K) and crystaline I above -47.5 C.


          At -47.3 C it has monoclinic crystal structure with space group C2/c and lattice constants a = 20.3, b = 11.6, c = 19.9 (.10-1 nm),  = 111.


          


          Uses


          In the early 20th century, carbon tetrachloride was widely used as a dry cleaning solvent, as a refrigerant, and in fire extinguishers. However, once it became apparent that carbon tetrachloride exposure had severe adverse health effects, safer alternatives such as tetrachloroethylene were found for these applications, and its use in these roles declined from about 1940 onward. Carbon tetrachloride persisted as a pesticide to kill insects in stored grain, but in 1970, it was banned in consumer products in the United States.


          Prior to the Montreal Protocol, large quantities of carbon tetrachloride were used to produce the freon refrigerants R-11 ( trichlorofluoromethane) and R-12 ( dichlorodifluoromethane). However, these refrigerants are now believed to play a role in ozone depletion and have been phased out. Carbon tetrachloride is still used to manufacture less destructive refrigerants.


          Carbon tetrachloride has also been used in the detection of neutrinos. Carbon tetrachloride is one of the most potent hepatotoxins, and is widly used in scientific research to evaluate hepatoprotective agents 7,8


          


          Reactivity


          Carbon tetrachloride has practically no flammability at lower temperatures. Under high temperatures in air, it forms poisonous phosgene.


          Because it has no C-H bonds, carbon tetrachloride does not easily undergo free-radical reactions. Hence it is a useful solvent for halogenations either by the elemental halogen, or by a halogenation reagent such as N-bromosuccinimide.


          In organic chemistry, carbon tetrachloride serves as a source of chlorine in the Appel reaction.


          


          Solvent


          It is used as a solvent in synthetic chemistry research, but because of its adverse health effects, it is no longer commonly used, and chemists generally try to substitute it with other solvents. It is sometimes useful as a solvent for infrared spectroscopy because there are no significant absorption bands > 1600 cm-1. Because carbon tetrachloride does not have any hydrogen atoms, it was historically used in proton NMR spectroscopy. However, carbon tetrachloride is toxic, and its dissolving power is low. Its use has been largely superseded by deuterated solvents, which offer superior solvating properties and allow for deuterium lock by the spectrometer.


          


          Safety


          Exposure to high concentrations of carbon tetrachloride (including vapor) can affect the central nervous system, degenerate the liver and kidneys and may result (after prolonged exposure) in coma and even death. Chronic exposure to carbon tetrachloride can cause liver and kidney damage and could result in cancer More information can be found in Material safety data sheets.


          Carbon tetrachloride is also both ozone-depleting and a greenhouse gas. However, since 1992 its atmospheric concentrations have been in decline for the reasons described above (see also the atmospheric time-series figure).


          
            [image: Time-series of atmospheric concentrations of CCl4 (Walker et al., 2000).]

            
              Time-series of atmospheric concentrations of CCl4 (Walker et al., 2000).
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              Structure of a carboxylic acid
            

          


          
            [image: The 3D structure of the carboxyl group]

            
              The 3D structure of the carboxyl group
            

          


          
            [image: A space-filling model of the carboxyl group]

            
              A space-filling model of the carboxyl group
            

          


          Carboxylic acids are organic acids characterized by the presence of a carboxyl group, which has the formula -C(=O)OH, usually written -COOH or -CO2H. Carboxylic acids are Brnsted-Lowry acids  they are proton donors. Salts and anions of carboxylic acids are called carboxylates.


          The simplest series of carboxylic acids are the alkanoic acids, R-COOH, where R is a hydrogen or an alkyl group. Compounds may also have two or more carboxylic acid groups per molecule.


          


          Physical properties


          
            [image: Carboxylic acid dimers]

            
              Carboxylic acid dimers
            

          


          Carboxylic acids are polar, and form hydrogen bonds with each other. At high temperatures, in vapor phase, carboxylic acids usually exist as dimeric pairs. Lower carboxylic acids (1 to 4 carbons) are miscible with water, whereas higher carboxylic acids are very much less-soluble due to the increasing hydrophobic nature of the alkyl chain. They tend to be rather soluble in less-polar solvents such as ethers and alcohols.


          Carboxylic acids are widespread in nature and are typically weak acids, meaning that they only partially dissociate into H+ cations and RCOO anions in aqueous solution. For example, at room temperature, only 0.02% of all acetic acid molecules are dissociated in water.


          Since the carboxylic acids are weak acids, in water, both forms exist in an equilibrium:


          
            	RCOOH  RCOO + H+

          


          The acidity of carboxylic acids can be explained by either the stability of the acid or the stability of the conjugate base using inductive effects or resonance effects.


          


          Stability of the acid


          Using inductive effects, the acidity of carboxylic acids can be rationalized by the two electronegative oxygen atoms distorting the electron clouds surrounding the O-H bond, weakening it. The weak O-H bond causes the acid molecule to be less stable, and causing the hydrogen atom to be labile, thus it dissociates easily to give the H+ ion. Since the acid is unstable, the equilibrium will lie on the right.


          Additional electronegative atoms or groups, such as chlorine or hydroxyl, substituted on the R-group have a similar, though lesser effect. The presence of these groups increases the acidity through inductive effects. For example, trichloroacetic acid (three -Cl groups) is a stronger acid than lactic acid (one -OH group), which in turn is stronger than acetic acid (no electronegative constituent).


          


          Stability of the conjugate base


          
            [image: Resonance stabilization of carboxylic acids]

            
              Resonance stabilization of carboxylic acids
            

          


          The acidity of a carboxylic acid can also be explained by resonance effects. The result of the dissociation of a carboxylic acid is a resonance stabilized product in which the negative charge is shared (delocalized) between the two oxygen atoms. Each of the carbon-oxygen bonds has what is called a partial double-bond characteristic. Since the conjugate base is stabilized, the above equilibrium lies on the right.


          


          Spectroscopy


          Carboxylic acids are most readily identified as such by infrared spectrometry. They exhibit a sharp C=O stretch between 1680 and 1725 cm1, and the characteristic O-H stretch of the carboxyl group appears as a broad peak in the 2500 to 3000 cm1 region.


          In 1H NMR spectrometry, the hydroxyl hydrogen appears in the 10-13 ppm region, though it is often either broadened or not observed due to exchange with any traces of water.


          Synthesis


          
            	Carboxylic acids can be produced by oxidation of primary alcohols and aldehydes with strong oxidants such as Potassium Dichromate, Jones reagent, potassium permanganate, or sodium chlorite.


            	They may also be produced by the oxidative cleavage of olefins by potassium permanganate or potassium dichromate. In particular, any alkyl group on a benzene ring will be fully oxidized to a carboxylic acid, regardless of its chain length. This is the basis for the industrial synthesis of benzoic acid from toluene.


            	Carboxylic acids can also be obtained by the hydrolysis of nitriles, esters, or amides, with the addition of acid or base.


            	They can also be prepared from the action of a Grignard reagent on carbon dioxide, though this method is not used in industry.

          


          Carboxylic acids may also form from the following reactions:


          
            	Disproportionation of an aldehyde in the Cannizzaro reaction


            	Rearrangement of diketones in the benzilic acid rearrangement


            	Halogenation followed by hydrolysis of methyl ketones in the haloform reaction


            	Hydroformylation of an alkene followed by hydrolysis in the Koch reaction


            	Less-common reactions involving the generation of benzoic acids are the von Richter reaction from nitrobenzenes and the Kolbe-Schmitt reaction from phenols.

          


          


          Reactions


          
            	Carboxylic acids react with bases to form carboxylate salts, in which the hydrogen of the hydroxyl (-OH) group is replaced with a metal cation. Thus, acetic acid found in vinegar reacts with sodium bicarbonate (baking soda) to form sodium acetate, carbon dioxide, and water:

          


          
            	CH3COOH + NaHCO3  CH3COONa + CO2 + H2O

          


          
            	Carboxylic acids also react with alcohols and amines to give esters and amides. Like other alcohols and phenols, the hydroxyl group on carboxylic acids may be replaced with a chlorine atom using thionyl chloride to give acyl chlorides.

          


          
            	As with all carbonyl compounds, the protons on the -carbon are labile due to keto-enol tautomerization. Thus the -carbon is easily halogenated in the Hell-Volhard-Zelinsky halogenation.

          


          
            	The Arndt-Eistert synthesis inserts an -methylene group into a carboxylic acid.


            	The Curtius rearrangement converts carboxylic acids to isocyanates.


            	The Schmidt reaction converts carboxylic acids to amines.


            	Carboxylic acids are decarboxylated in the Hunsdiecker reaction.


            	The Dakin-West reaction converts an amino acid to the corresponding amino ketone.


            	In the Barbier-Wieland degradation (1912), the alpha-methylene group in an aliphatic carboxylic acid is removed in a sequence of reaction steps, effectively a chain-shortening .


            	The addition of a carboxyl group to a compound is known as carboxylation; the removal of one is decarboxylation. Enzymes that catalyze these reactions are known as carboxylases ( EC 6.4.1) and decarboxylases (EC 4.1.1).

          


          


          Nomenclature and examples


          The carboxylate anion R-COO is usually named with the suffix -ate, so acetic acid, for example, becomes acetate ion. In IUPAC nomenclature, carboxylic acids have an -oic acid suffix (e.g., octadecanoic acid). In common nomenclature, the suffix is usually -ic acid (e.g., stearic acid).


          
            
              Straight-Chained, Saturated Carboxylic Acids
            

            
              	Carbon atoms

              	Common name

              	IUPAC name

              	Chemical formula

              	Common location or use
            


            
              	1

              	Formic acid

              	Methanoic acid

              	HCOOH

              	Insect stings
            


            
              	2

              	Acetic acid

              	Ethanoic acid

              	CH3COOH

              	Vinegar
            


            
              	3

              	Propionic acid

              	Propanoic acid

              	CH3CH2COOH

              	
            


            
              	4

              	Butyric acid

              	Butanoic acid

              	CH3(CH2)2COOH

              	Rancid butter
            


            
              	5

              	Valeric acid

              	Pentanoic acid

              	CH3(CH2)3COOH

              	
            


            
              	6

              	Caproic acid

              	Hexanoic acid

              	CH3(CH2)4COOH

              	
            


            
              	7

              	Enanthic acid

              	Heptanoic acid

              	CH3(CH2)5COOH

              	
            


            
              	8

              	Caprylic acid

              	Octanoic acid

              	CH3(CH2)6COOH

              	
            


            
              	9

              	Pelargonic acid

              	Nonanoic acid

              	CH3(CH2)7COOH

              	
            


            
              	10

              	Capric acid

              	Decanoic acid

              	CH3(CH2)8COOH

              	
            


            
              	12

              	Lauric acid

              	Dodecanoic acid

              	CH3(CH2)10COOH

              	Coconut oil
            


            
              	16

              	Palmitic acid

              	Hexadecanoic acid

              	CH3(CH2)14COOH

              	
            


            
              	18

              	Stearic acid

              	Octadecanoic acid

              	CH3(CH2)16COOH

              	
            

          


          Other carboxylic acids include:


          
            	Short-chain unsaturated monocarboxylic acids

              
                	Acrylic acid (2-propanoic acid)  CH2=CHCOOH, used in polymer synthesis

              

            


            	
              Fatty acids  medium to long-chain saturated and unsaturated monocarboxylic acids, with even number of carbons

              
                	Docosahexaenoic acid  nutritional supplement


                	Eicosapentaenoic acid  nutritional supplement

              

            

          


          
            	Amino acids  the building blocks of proteins

          


          
            	Keto acids  acids of biochemical significance that contain a ketone group

              
                	Pyruvic acid


                	Acetoacetic acid

              

            

          


          
            	Aromatic carboxylic acids

              
                	Benzoic acid  C6H5COOH; sodium benzoate, the sodium salt of benzoic acid is used as a food preservative


                	Salicylic acid  found in many skin care products

              

            

          


          
            	Dicarboxylic acids  containing two carboxyl groups

              
                	Aldaric acid  a family of sugar acids


                	Oxalic acid  found in many foods


                	Malonic acid


                	Malic acid  found in apples


                	Succinic acid  a component of the citric acid cycle


                	Glutaric acid


                	Adipic acid  the monomer used to produce nylon

              

            

          


          
            	Tricarboxylic acids  containing three carboxyl groups

              
                	Citric acid  found in citrus fruits

              

            

          


          
            	Alpha hydroxy acids  containing a hydroxy group

              
                	Lactic acid (2-hydroxypropanoic acid)  found in sour milk

              

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Carboxylic_acid"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Carcinus maenas
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Arthropoda

                  


                  
                    	Subphylum:

                    	Crustacea

                  


                  
                    	Class:

                    	Malacostraca

                  


                  
                    	Order:

                    	Decapoda

                  


                  
                    	Suborder:

                    	Pleocyemata

                  


                  
                    	Infraorder:

                    	Brachyura

                  


                  
                    	Family:

                    	Portunidae

                  


                  
                    	Genus:

                    	Carcinus

                  


                  
                    	Species:

                    	C. maenas

                  

                

              
            


            
              	Binomial name
            


            
              	Carcinus maenas

              (Linnaeus, 1758)
            

          


          Carcinus maenas is a common littoral crab, and an important invasive species. It is listed among the 100 "world's worst invasive alien species".


          C. maenas is known by different names around the world. In the British Isles, it is generally referred to simply as the shore crab. In North America and South Africa, it bears the name green crab or European green crab. In Australia and New Zealand, it is referred to as either the European green crab or European shore crab.


          


          Description


          
            [image: Fossil Carcinus maenas remains from the Eemian age, found in the Netherlands]

            
              Fossil Carcinus maenas remains from the Eemian age, found in the Netherlands
            

          


          C. maenas has a carapace up to 60 mm long and 90mm wide, with five short teeth along the rim behind each eye, and three undulations between the eyes. The undulations, which protrude beyond the eyes are the simplest means of distinguishing C. maenas from the closely-related C. aestuarii, which can also be an invasive species. In C. aestuarii, the carapace lacks any bumps and extends forward beyond the eyes. Another character for distinguishing the two species is the form of the first and second pleopods (collectively the gonopods), which are straight and parallel in C. aestuarii, but curve outwards in C. maenas.


          The colour of C. maenas varies greatly, from green to brown, grey or red. This variation has a genetic component but is largely due to local environmental factors. In particular, individuals which delay moulting become redcoloured rather than green. Red individuals are stronger and more aggressive, but are less tolerant of environmental stresses, such as low salinity or hypoxia.


          


          Native and introduced range


          
            [image: Rough map of the distribution of Carcinus maenas. Blue areas are the native range; red areas are the introduced or invasive range. Black dots represent single sightings that did not lead to invasion, and green areas are the potential range of the species.]

            
              Rough map of the distribution of Carcinus maenas. Blue areas are the native range; red areas are the introduced or invasive range. Black dots represent single sightings that did not lead to invasion, and green areas are the potential range of the species.
            

          


          C. maenas is native to European and North France coasts as far as the Baltic Sea in the east, and Iceland and central Norway in the north, and is one of the most common crabs throughout much of its range. In the Mediterranean Sea, it is replaced by the closely-related species Carcinus aestuarii.


          C. maenas was first observed on the east coast of North America in Massachusetts in 1817, and may now be found from Nova Scotia to Virginia.


          In Australia, C. maenas was first reported in the late 18th century, in Port Phillip Bay, Victoria. It has since spread along the coast of Victoria, reaching New South Wales in 1971, South Australia in 1976 and Tasmania in 1993. One specimen was found in Western Australia in 1965, but C. maenas has not been seen in the area since.


          C. maenas first reached South Africa in 1983, in the Table Docks area near Cape Town. Since then, it has spread at least as far as Saldanha Bay in the north and Camps Bay in the south, over 100km apart.


          In 1989, C. maenas was found in San Francisco Bay, California, on the Pacific coast of the United States. Until 1993, it was not able to extend its range, but reached Oregon in 1997, the state of Washington in 1998 and British Columbia in 1999.


          In 2003, C. maenas was discovered in Patagonia.


          Other appearances that have not, however, led to invasions have been recorded in Brazil, Panama, Hawaii, Madagascar, the Red Sea, Pakistan, Sri Lanka and Myanmar; Japan has been invaded by a related crab, either C. aestuarii or a hybrid of C. aestuarii and C. maenas.


          It is believed, based on the ecological conditions, that C. maenas could eventually extend its range to colonise the Pacific coast of North America from Baja California to Alaska. Similar ecological conditions are to be found on many of the world's coasts, with the only large potential area not to have been invaded yet being New Zealand; the New Zealand government has taken action, including the release of a Marine Pest Guide in an effort to prevent colonisation by C. maenas.


          


          Ecology
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              A young Carcinus maenas showing the common green colour
            

          


          C. maenas can live in all types of protected and semi-protected marine and estuarine habitats, including habitats with mud, sand, or rock substrates, submerged aquatic vegetation, and emergent marsh, although soft bottoms are preferred. C. maenas is euryhaline, meaning that it can tolerate a wide range of salinities (from 4 to 52 )and survive in temperatures from 0 C to 30C. The wide salinity range allows C. maenas to survive in the lower salinities found in estuaries.


          A molecular biological study using the COI gene found genetic differentiation between the North Sea and the Bay of Biscay, and even more strongly between the populations in Iceland and the Faroe Islands and those elsewhere. This suggests that C. maenas is unable to cross deeper water.


          Females can produce up to 185,000 eggs and larvae develop offshore in several stages before their final moult to juvenile crabs in the intertidal zone. Young crabs live in meadows of kelp, for instance Posidonia oceanica, until they reach adulthood.


          C. maenas is a predator and feeds on many organisms, particularly bivalve molluscs (such as clams, oysters, and mussels), polychaetes and small crustaceans. They are primarily nocturnal, although activity also depends on the tide, and crabs can be active at any time of day.


          C. maenas has the ability to disperse by a variety of mechanisms including: ballast water, ships' hulls, packing materials ( seaweeds) used to ship live marine organisms, bivalves moved for aquaculture, rafting, migration of crab larvae on ocean currents, and the movement of submerged aquatic vegetation for coastal zone management initiatives. Thresher et al. found that in Australia C. maenas dispersed mainly by rare long-distance events, possibly caused by human actions.


          In California, preferential predation of C. maenas on native clams ( Nutricola spp.) resulted in the decline of the native clams and an increase of a previously introduced clam (the amethyst gem clam, Gemma gemma). C. maenas has been implicated in the destruction of the soft-shell clam (Mya arenaria) fisheries on the east coast of the United States and Canada and the reduction of populations of other commercially important bivalves (such as scallops, Argopecten irradians, and northern quahogs, Mercenaria mercenaria). The prey of C. maenas includes the young of bivalves and fish, although the effect of its predation on winter flounder, Pseudopleuronectes americanus is minimal. C. maenas can, however, have substantial negative impacts on local commercial and recreational fisheries by preying on the young of species such as oysters and the Dungeness crab, or competing with them for resources.


          


          Control


          Due to its potentially harmful effects on ecosystems, various efforts have been made to control introduced populations of C. maenas around the world. In Edgartown, Massachusetts, a bounty was levied in 1995 for catching C. maenas, in order to protect local shellfish, and 10 tons were caught.


          There is evidence that the native blue crab in eastern North America, Callinectes sapidus, is able to control populations of C. maenas; numbers of the two species are negatively correlated, and C. maenas is not found in Chesapeake Bay, where Callinectes sapidus is most frequent. On the west coast of North America, C. maenas appears to be limited to upper estuarine habitats in part by predation by native rock crabs (Cancer antennarius and Cancer productus) and competition for shelter with a native shore crab, Hemigrapsus oregonensis. Host specificity testing has recently been conducted on Sacculina carcini, a parasitic barnacle, as a potential biological control agent of C. maenas. In the laboratory, Sacculina settled on, infected, and killed native California crabs, including the Dungeness crab, Cancer magister, and the shore crabs Hemigrapsus nudus, Hemigrapsus oregonensis and Pachygrapsus crassipes. Dungeness crabs were the most vulnerable of the tested native species to settlement and infection by the parasite. Although Sacculina did not mature in any of the native crabs, developing reproductive sacs were observed inside a few Cancer magister and Hemigrapsus oregonensis. Any potential benefits of using Sacculina to control C. maenas on the west coast of North America would need to be weighed against these potential non-target impacts.


          C. maenas has also caused significant problems in the Republic of Ireland where predation of bottom-cultured mussels has been recorded in several counties ( Kerry, Wexford, Waterford), and a number of control programmes have been instigated by mussel producers. "Hard-eye" shrimp creels are typically used to fish C. maenas in Ireland; the creels are baited, deployed and fished in 24-hour cycles, being typically deployed in strings along the boundaries of mussel beds in order to lure the crabs out of the mussel beds. Some producers pay levies for the removal of crabs, but in most cases, C. maenas catches are sold for processing into food products. This is, however, a small market and the relatively low value of C. maenas (500 per tonne) and high transport costs (refrigerated lorry 170 per tonne) means that fishing C. maenas is uneconomical unless it forms part of a control programme to protect more valuable shellfish beds.


          


          Fishery


          C. maenas is fished on a small scale in the north-east Atlantic Ocean, with approximately 1200 tonnes being caught annually, mostly in France and the United Kingdom. In the north-west Atlantic, C. maenas was the subject of fishery in the 1960s, and again since 1996, with up to 86tonnes being caught annually.
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          A card game is any game using playing cards, either traditional or game-specific. Countless card games exist, including families of related games (such as poker). Some games have formally standardized rules, while rules for others can vary by region, culture, and person.


          


          The deck


          A card game is played with a deck of cards intended for that game that are identical in size and shape. Each card has two sides, the face and the back. The backs of the cards in a deck are indistinguishable. The faces of the cards in a deck may all be unique, or may include duplicates, depending on the game. In either case, any card is readily identifiable by its face. The set of cards that make up the deck are known to all of the players using that deck.


          Although many games have special decks of cards, the standard deck contains 52 cards in four suits (clubs, diamonds, hearts, and spades) and thirteen ranks running from two (deuce) to ten, jack, queen, king, and ace. In addition to games that use the standard deck, there are also games that use some modification of the standard deck, for example removing all cards of rank lower than some rank (as in a pinochle deck), adding a special card ( joker) to the standard deck, or rearranging the ranks of the cards (i.e. "ace-low" or "deuce-high"). Many European regions have their own variants of the standard deck having different names and imagery for suits, or having a different set of ranks in the cards.


          There are also some card games that require multiple standard decks. In this scenario, a "deck" refers to a set of 52 cards or a single deck, while a "pack" or "shoe" (blackjack) refers to the collection of "decks" as a whole.


          


          The deal


          
            [image: Card game, 1895]

            
              Card game, 1895
            

          


          In games where cards are distributed among players, 'deal' is the act of that distribution. Dealing is done either clockwise or counterclockwise. If this is omitted from the rules, then it is assumed to be:


          
            	clockwise for games from North America, North and West Europe and Russia;


            	counterclockwise for South and East Europe, Asia, South America and also for Swiss games.

          


          A player is chosen to deal. That person takes all of the cards in the pack, arranges them so that they are in a uniform stack, and shuffles them. There are various techniques of shuffling, all intended to put the cards into a random order. During the shuffle, the dealer holds the cards so that he or she and the other players cannot see any of their faces.


          After the shuffle, the dealer sometimes offers the deck to another player to cut the deck. If the deal is clockwise, this is the player to the dealer's right; if counterclockwise, it is the player to the dealer's left. The invitation to cut is made by placing the pack, face downward, on the table near the player who is to cut: who then lifts the upper portion of the pack clear of the lower portion and places it alongside. The formerly lower portion is then replaced on top of the formerly upper portion.


          The dealer then deals the cards. This is done by dealer holding the pack, face down, in one hand, and removing cards from the top of it with his or her other hand to distribute to the players, placing them face down on the table in front of the players to whom they are dealt. The rules of the game will specify the details of the deal. It normally starts with the player next to the dealer in the direction of play and continues in the same direction around the table. The cards may be dealt one at a time, or in groups. Dependent on the rules all or a determined amount of cards are dealt out. The undealt cards, if any, are left face down in the middle of the table, forming the talon, skat, or stock. The player who received the first card from the deal may be known as eldest hand, or forehand.


          Throughout the shuffle, cut, and deal, the dealer should prevent the players from seeing the faces of any of the cards. The players should not try to see any of the faces. Should a player accidentally see a card, other than one's own, proper etiquette would be to admit this. It is also dishonest to try to see cards as they are dealt, or to take advantage of having seen a card. Should a card accidentally become exposed, (visible to all), then, normally, any player can demand a redeal (all the cards are gathered up, and the shuffle, cut, and deal are repeated).


          When the deal is complete, all players pick up their cards, or hand, and hold them in such a way that the faces can be seen by the holder of the cards but not the other players, or vice versa depending on the game. It is helpful to fan one's cards out so that if they have corner indices all their values can be seen at once. In most games, it is also useful to sort one's hand, rearranging the cards in a way appropriate to the game. For example, in a trick taking game it may be easier to have all one's cards of the same suit together, whereas in a rummy game one might sort them by rank or by potential combinations.


          


          The rules


          A new card game starts in a small way, either as someone's invention, or as a modification of an existing game. Those playing it may agree to change the rules as they wish. The rules that they agree on become the "house rules" under which they play the game. A set of house rules may be accepted as valid by a group of players wherever they play. It may also be accepted as governing all play within a particular house, caf, or club.


          When a game becomes sufficiently popular, so that people often play it with strangers, there is a need for a generally accepted set of rules. This is often met by a particular set of house rules becoming generally recognised. For example, when whist became popular in 18th-century England, players in the Portland Club agreed on a set of house rules for use on its premises. Players in some other clubs then agreed to follow the "Portland Club" rules, rather than go to the trouble of codifying and printing their own sets of rules. The Portland Club rules eventually became generally accepted throughout England.


          There is nothing "official" about this process. If you decide to play whist seriously, it would be sensible to learn the Portland Club rules, so that you can play with other people who already know these rules. But if you only play whist with your family, you are likely to ignore these rules, and just use what rules you choose. If you play whist seriously with a group of friends, you are still perfectly free, as a group, to devise your own set of rules, should you want to.


          It is sometimes said that the "official" or "correct" sets of rules governing a card game are those "in Hoyle". Edmond Hoyle was an 18th-century Englishman who published a number of books about card games. His books were popular, especially his treatise on how to become a good whist player. After (and even before) his death, many publishers have taken advantage of his popularity by placing his name on their books of rules. The presence of his name on a rule book has no significance at all. The rules given in the book may be no more than the opinion of the author.


          If there is a sense in which a card game can have an "official" set of rules, it is when that card game has an "official" governing body. For example, the rules of tournament bridge are governed by the World Bridge Federation, and by local bodies in various countries such as the American Contract Bridge League in the U.S., and the English Bridge Union in England. The rules of skat are governed by The International Skat Players Association and in Germany by the Deutsche Skatverband which publishes the Skatordnung. The rules of French tarot are governed by the Fdration Franaise de Tarot. But there is no compulsion to follow the rules put out by these organisations. If you and your friends decide to play a game by a set of rules unknown to the game's official body, you are doing nothing illegal.


          Many widely-played card games, such as Canasta and Pinochle, have no official regulating body.


          


          Rule infractions


          An infraction is any action which is against the rules of the game, such as playing a card when it is not one's turn to play and the accidental exposure of a card.


          In many official sets of rules for card games, the rules specifying the penalties for various infractions occupy more pages than the rules specifying how to play correctly. This is tedious, but necessary for games that are played seriously. Players who intend to play a card game at a high level generally ensure before beginning that all agree on the penalties to be used. When playing privately, this will normally be a question of agreeing house rules. In a tournament there will probably be a tournament director who will enforce the rules when required and arbitrate in cases of doubt.


          If a player breaks the rules of a game deliberately, this is cheating. Most card players would refuse to play cards with a known cheat. The rest of this section is therefore about accidental infractions, caused by ignorance, clumsiness, inattention, etc.


          As the same game is played repeatedly among a group of players, precedents build up about how a particular infraction of the rules should be handled. For example, "Sheila just led a card when it wasn't her turn. Last week when Jo did that, we agreed ... etc.". Sets of such precedents tend to become established among groups of players, and to be regarded as part of the house rules. Sets of house rules become formalised, as described in the previous section. Therefore, for some games, there is a "proper" way of handling infractions of the rules. But for many games, without governing bodies, there is no standard way of handling infractions.


          In many circumstances, there is no need for special rules dealing with what happens after an infraction. As a general principle, the person who broke a rule should not benefit by it, and the other players should not lose by it. An exception to this may be made in games with fixed partnerships, in which it may be felt that the partner(s) of the person who broke a rule should also not benefit. The penalty for an accidental infraction should be as mild as reasonable, consistent with there being no possible benefit to the person responsible.


          


          Types of card games


          


          Trick-taking games


          The object of a trick-taking game is to take (or avoid taking) tricks, or groups of cards played simultaneously or in turn.


          


          Matching games


          The object of Rummy, and various other melding or matching games, is to play groups of matching cards before your opponent(s). Non-Rummy examples of match-type games include the children's games Go Fish and Old Maid.


          


          Solitaire (or Patience) games


          Solitaire games are designed to be played by one player. Most games begin with a specific layout of cards, called a tableau, and the object is then either to construct a more elaborate final layout (such as Grandfather's Clock) or to clear the tableau by moving all cards to one or more "discard" or "foundation" piles (as in Klondike, Freecell and Pyramid).


          


          Shedding games


          In a shedding game, players start with a hand of cards, and the object of the game is to be the first player to discard all cards from one's hand. Examples include Dai Hin Min and Crazy Eights. Some matching-type games are also shedding-type games; some variants of Rummy such as Phase 10, as well as the children's game Old Maid, fall into both categories.


          


          Accumulating games


          The object of an accumulating game is to acquire all cards in the deck. Examples include most "war"-type games, and games involving slapping a discard pile.


          


          Fishing games


          Fishing games are combination matching-shedding games that share a common element; players "fish" for needed cards by taking them from another's hand, asking other players for those cards, or drawing from a central "pool" of untaken cards. Go Fish is a classic example.


          


          Multi-genre games


          Many games borrow elements from more than one type of game. The most common combination is that of matching and shedding, as in some variants of Rummy, Old Maid and Go Fish. However, many multi-genre games involve different stages of play for each hand. The most common combination is a "trick-and-meld" game, such as Pinochle or Belote. Other multi-stage, multi-genre games include Poke, Skitgubbe and Tichu.


          


          Collectible card games (CCGs)


          Collectible card games are defined by the use of non-standard decks, the contents of which are accumulated by the player through purchase or trade for desireable cards. Magic: The Gathering and Yu-Gi-Oh! are well-known collectible card games. Such games are also created to capitalize on the popularity of other forms of entertainment, such as Pokmon and The X-Men which both have had CCGs created around them.


          


          Casino or gambling card games


          These games revolve around wagers of money. Though virtually any game in which there are winning and losing outcomes can be wagered on, these games are specifically designed to make the wagering process a strategic part of the game. Some of these games involve players wagering against each other, such as poker, while in others, like blackjack, players wager against the house.


          


          Other card games


          Many other card games have been designed and published on a commercial or amateur basis. In some cases, the game uses the standard 52-card deck, but the object is unique. In Eleusis, for example, players play single cards, and are told whether the play was legal or illegal, in an attempt to discover the underlying rules made up by the dealer.


          Most of these games however typically use a specially-made deck of cards designed specifically for the game (or variations of it). The decks are thus usually proprietary, as with Apples to Apples, but other times, as in 1000 Blank White Cards, the cards are created by the game's players.


          


          Fictional card games


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Card_game"
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              	Motto: Y ddraig goch ddyry cychwyn

              (The red dragon will lead the way)
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Location of the city of Cardiff (Light Green) within Wales (Dark Green)
              
            


            
              	Coordinates:
            


            
              	Sovereign state

              	United Kingdom
            


            
              	Constituent country

              	Wales
            


            
              	Region

              	South Wales
            


            
              	Historic county

              	Glamorgan
            


            
              	Government
            


            
              	- Cardiff Council Leader

              	Rodney Berman
            


            
              	- Welsh Assembly

              	
                
                  
                    List
                  


                  
                    Cardiff West

                    Cardiff South and Penarth

                    Cardiff North

                    Cardiff Central
                  

                

              
            


            
              	- UK Parliament

              	
                
                  
                    List
                  


                  
                    Cardiff West

                    Cardiff South and Penarth

                    Cardiff North

                    Cardiff Central
                  

                

              
            


            
              	-European Parliament

              	Wales
            


            
              	Area
            


            
              	-City

              	2.6sqmi(6.652km)
            


            
              	- Urban

              	54.1sqmi(140km)
            


            
              	Population (2001*; otherwise 2006 local gov. est.)
            


            
              	-City

              	317,500
            


            
              	- Density

              	11,375.2/sqmi(4,392/km)
            


            
              	- Urban

              	327,706 *
            


            
              	- Demonym

              	Cardiffian
            


            
              	- Ethnicity

              	
                91.57% White

                1.99% Mixed 3.96% S. Asian 1.28% Black 1.20% Chinese or other.

              
            


            
              	Time zone

              	GMT ( UTC0)
            


            
              	-Summer( DST)

              	BST ( UTC+1)
            


            
              	Post codes

              	CF3, CF5, CF10, CF11, CF14, CF15, CF23, CF24
            


            
              	Area code(s)

              	029
            


            
              	Vehicle code

              	CA-CO
            


            
              	Police Force

              	South Wales Police
            


            
              	Fire Service

              	South Wales Fire and Rescue Service
            


            
              	Ambulance Serivce

              	Welsh Ambulance Service
            


            
              	Website: http://www.cardiff.gov.uk/
            

          


          Cardiff (English: Cardiff IPA: /'kɑːdɪf/, Welsh: Caerdydd ) is the capital and the largest city and county in Wales. As well as being the political capital, it is Wales's capital of business, education, sport, tourism, culture, media and government. According to recent local government estimates, the population of the unitary authority area is 317,500.


          The city of Cardiff is the county town of the historic county of Glamorgan (and later South Glamorgan). Cardiff is part of the Eurocities network of the largest European cities. Cardiff Urban Area covers a slightly larger area, including Dinas Powys, Penarth and Radyr. It was a small town until the early 19th century and came to prominence as a major port for the transport of coal following the arrival of industry in the region. Cardiff was made a city in 1905, and proclaimed capital of Wales in 1955. Since the 1990s Cardiff has seen significant development with a new waterfront area at Cardiff Bay which contains the new Welsh Assembly Building, and the city centre is currently undergoing a major redevelopment. International sporting venues in the city include the Millennium Stadium (rugby union and football) and SWALEC Stadium (cricket). Cardiff is a significant tourist centre with 11.7million visitors in 2006.


          Cardiff is home to the biggest media sector in the United Kingdom outside London, being home to a number of television studios and radio stations, such as the BBC, ITV, HTV, S4C as well as independent broadcasters.


          


          History


          


          Origins of the name
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              The front wall of Cardiff Castle, showing part of the original Roman fort from which the city may have derived its name
            

          


          The name Cardiff and its Welsh equivalent Caerdydd are both believed by most modern experts to derive from post-Roman Brythonic words meaning "the fort on the Taff". "Dydd" or "Diff" are both modifications of " Taff", the river on which Cardiff Castle stands, with the T mutating to D in Welsh. According to a leading modern authority on toponymy, the Welsh pronunciation of "Caerdyff" as "Caerdydd" shows the colloquial alternation of Welsh "-f" and "-dd".


          In the past, antiquarians such as William Camden suggested that the name Cardiff might derive from a name "Caer-Didi" ("the Fort of Didius") given in honour of Aulus Didius Gallus, governor of a nearby province at the time when the Romans established a fort at Cardiff. Although some modern websites repeat this theory as fact, it is refuted by modern scholars on linguistic grounds, with Professor Gwynedd Pierce of Cardiff University recently describing it as "rubbish".


          


          Roman period to the Middle Ages


          The history of what is now Cardiff began with a Roman fort on the site, built in 75 CE. As Roman rule in Britannia ended near the start of the 5th century the fort was abandoned.
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              John Speed's map of Cardiff from 1610
            

          


          In 1091 Robert Fitzhamon began work on the castle keep within the walls of the old Roman fort. Cardiff Castle has been at the heart of the city ever since. The castle was substantially altered and extended during the Victorian period by John Crichton-Stuart, 3rd Marquess of Bute, and the architect William Burges. Original Roman work can, however, still be distinguished in the wall facings.


          Soon a little town grew up in the shadow of the castle, made up primarily of settlers from England. Cardiff had a population of between 1,500 and 2,000 in the Middle Ages, a relatively normal size for a Welsh town in this period. By the end of the 13th century, Cardiff was the only town in Wales with a population exceeding 2,000, but it was relatively small compared to most other notable towns in the Kingdom of England.
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              View of Caerdiffe (Cardiff) Castle
            

          


          Cardiff was a busy port in the Middle Ages, in 1327, it was declared a Staple port. In the early 12th century a wooden palisade was erected around the city to protect it.


          In 1404 Owain Glyndwr burned Cardiff and took Cardiff Castle. As the town was still very small, most of the buildings were made of wood and the town was reduced to ashes. However, the town was rebuilt not long after and began to flourish once again.


          


          County town of Glamorganshire


          In 1536, the Act of Union between England and Wales led to the creation of the shire of Glamorgan. Cardiff was made the county town. Around this same time the Herbert family became the most powerful family in the area. In 1538, Henry VIII closed the Dominican and Franciscan friaries in Cardiff, the remains of which were used as building materials. A writer around this period described Cardiff: "The River Taff runs under the walls of his honours castle and from the north part of the town to the south part where there is a fair quay and a safe harbour for shipping."


          Cardiff had become a Free Borough in 1542. In 1573, it was made a head port for collection of customs duties. In 1581, Elizabeth I granted Cardiff its first royal charter. By 1602 Pembrokeshire historian George Owen described Cardiff as "the fayrest towne in Wales yett not the welthiest. The town gained a second Royal Charter in 1608. During the Second English Civil War, St. Fagans just to the west of the town, played host to the Battle of St. Fagans. The battle, between a Royalist rebellion and a New Model Army detachment, was a decisive victory for the Parliamentarians and allowed Oliver Cromwell to conquer Wales. It is the last major battle to occur in Wales, with a total death toll of about 200 (mostly Royalist) soldiers killed.


          In the ensuing century Cardiff was at peace. In 1766, John Stuart, 1st Marquess of Bute married into the Herbert family and was later created Baron Cardiff. In 1778, he began renovations on Cardiff Castle. In the 1790s a racecourse, printing press, bank and coffee room all opened, and Cardiff gained a stagecoach service to London. Despite these improvements, Cardiff's position in the Welsh urban hierarchy had declined over the 18th century. Iolo Morgannwg called it "an obscure and inconsiderable place", and the 1801 census found the population to be only 1,870, making Cardiff only the twenty-fifth largest town in Wales, well behind Merthyr and Swansea.


          


          Building of the docks


          In 1793, John Crichton-Stuart, 2nd Marquess of Bute was born. He would spend his life building the Cardiff docks and would later be called "the creator of modern Cardiff". In 1815, a twice-weekly boat service between Cardiff and Bristol was established. In 1821, the Cardiff Gas Works was established.


          The town grew rapidly from the 1830s onwards, when the Marquess of Bute built a dock which eventually linked to the Taff Vale Railway. Cardiff became the main port for exports of coal from the Cynon, Rhondda, and Rhymney valleys, and grew at a rate of nearly 80% per decade between 1840 and 1870. Much of the growth was due to migration from within and outside Wales: in 1851, a quarter of Cardiff's population were English-born and more than 10% had been born in Ireland. By the 1881 census, Cardiff had overtaken both Merthyr and Swansea to become the largest town in Wales. Cardiff's new status as the premier town in South Wales was confirmed when it was chosen as the site of the University College South Wales and Monmouthshire in 1893.


          Cardiff faced a challenge in the 1880s when David Davies of Llandinam and the Barry Railway Company promoted the development of rival docks at Barry. Barry docks had the advantage of being accessible in all tides, and David Davies claimed that his venture would cause "grass to grow in the streets of Cardiff". From 1901 coal exports from Barry surpassed those from Cardiff, but the administration of the coal trade remained centred on Cardiff, in particular its Coal Exchange, where the price of coal on the British market was determined and the first million-pound deal was struck in 1907. The city also strengthened its industrial base with the decision of Guest, Keen and Nettlefolds, owners of the Dowlais Ironworks in Merthyr, to build a new steelworks close to the docks at East Moors in 1890.


          


          City and capital city status


          King Edward VII granted Cardiff city status on 28 October 1905, and the city acquired a Roman Catholic Cathedral in 1916. In subsequent years an increasing number of national institutions were located in the city, including the National Museum of Wales, Welsh national war memorial, and the University of Wales registry - although it was denied the National Library of Wales, partly because the library's founder, Sir John Williams, considered Cardiff to have "a non-Welsh population".


          After a brief post-war boom, Cardiff docks entered a prolonged decline in the interwar period. By 1936, their trade was less than half its value in 1913, reflecting the slump in demand for Welsh coal. Bomb damage during the Cardiff Blitz in World War II included the devastation of Llandaff Cathedral, and in the immediate postwar years the city's link with the Bute family came to an end.


          The city was proclaimed capital city of Wales on 20 December 1955, by a written reply by the Home Secretary Gwilym Lloyd George. Caernarfon had also vied for this title. Cardiff therefore celebrated two important anniversaries in 2005. The Encyclopedia of Wales notes that the decision to recognise the city as the capital of Wales "had more to do with the fact that it contained marginal Conservative constituencies than any reasoned view of what functions a Welsh capital should have". Although the city hosted the Commonwealth Games in 1958, Cardiff only became a centre of national administration with the establishment of the Welsh Office in 1964, which later prompted the creation of various other public bodies such as the Arts Council of Wales and the Welsh Development Agency, most of which were based in Cardiff.


          The East Moors Steelworks closed in 1978 and Cardiff lost population during the 1980s, consistent with a wider pattern of counter urbanisation in Britain. However, it recovered and was one of the few cities (outside London) where population grew during the 1990s. During this period the Cardiff Bay Development Corporation was promoting the redevelopment of south Cardiff; an evaluation of the regeneration of Cardiff Bay published in 2004 concluded that the project had "reinforced the competitive position of Cardiff" and "contributed to a massive improvement in the quality of the built environment", although it had failed "to attract the major inward investors originally anticipated".


          In the 1999 devolution referendum, Cardiff voters rejected the establishment of the National Assembly for Wales by 55.4% to 44.2% on a 47% turnout, which Denis Balsom partly ascribed to a general preference in Cardiff and some other parts of Wales for a 'British' rather than exclusively 'Welsh' identity. The relative lack of support for the Assembly locally, and difficulties between the Welsh Office and Cardiff Council in acquiring the original preferred venue, Cardiff City Hall, encouraged other local authorities to bid to house the Assembly. However, the Assembly eventually located at Crickhowell House in Cardiff Bay in 1999; in 2005, a new debating chamber on an adjacent site, designed by Richard Rogers, was opened.


          The city was county town of Glamorgan until the council reorganisation in 1974 paired Cardiff and the now Vale of Glamorgan together as the new county of South Glamorgan. Further local government restructuring in 1996 resulted in Cardiff city's district council becoming a unitary authority, the City and County of Cardiff, with the addition of Creigiau and Pentyrch.


          


          Governance


          


          Local government
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              Cardiff's City Hall
            

          


          Since local government reorganisation in 1996, Cardiff has been governed by The City and County Council of Cardiff, which is based at County Hall in Atlantic Wharf, Cardiff Bay. Voters elect 75 councillors every four years, with the next elections due to be held in 2012.


          Since the 2004 local elections, no individual political party has held a majority on Cardiff County Council. The Liberal Democrats have 35 councillors, the Conservatives have 17, Labour have 13, Plaid Cymru have 7 and three councillors sit as Independents. The Leader of the Council, Cllr Rodney Berman, is from the Liberal Democrats.

          The Liberal Democrats and Plaid Cymru have formed a partnership administration to run the council.


          


          National Assembly for Wales
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              The Senedd building.
            

          


          The National Assembly for Wales has been based in Cardiff Bay since its formation in 1999. The building which is now known as the Senedd (Welsh for Legislature, Parliament or Senate) was opened on 1 March 2006, by The Queen. The executive and civil servants of the Welsh Assembly Government are based in Cardiff's Cathays Park while the Assembly Members, the Assembly Parliamentary Service and Ministerial support staff are based in Cardiff Bay. Cardiff elects four constituency Assembly Members (AMs) to the Assembly, with the individual constituencies for the Assembly being the same as for the UK Parliament. All of the city's residents have an extra vote for the South Wales Central region which increases proportionality to the Assembly. The most recent Welsh Assembly elections were held on 3 May 2007.


          


          Political representation


          Cardiff is presently split into four parliamentary constituencies which form the electoral basis for elections to the United Kingdom Parliament and the National Assembly for Wales.


          The constituencies and their representatives are:


          
            	Cardiff Central: MP Jenny Willott, AM Jenny Randerson (Both Liberal Democrat)


            	Cardiff North: MP Julie Morgan (Labour), AM Jonathan Morgan (Conservative)


            	Cardiff South and Penarth: MP Alun Michael, AM Lorraine Barrett (Both Labour)


            	Cardiff West: MP Kevin Brennan, AM Rhodri Morgan (Both Labour)

          


          The South Wales Central Assembly Region elects four Assembly Members to serve the area covered by Cardiff, Rhondda-Cynon-Taf and the Vale of Glamorgan local authority areas. These are currently:


          
            	David Melding (Conservative)


            	Andrew R. T. Davies (Conservative)


            	Leanne Wood (Plaid Cymru)


            	Christopher Franks (Plaid Cymru)

          


          Famous politicians who have represented Cardiff constituencies include:


          
            	Lord Callaghan


            	George Thomas, 1st Viscount Tonypandy

          


          Cardiff is part of the Wales constituency in European Parliament elections - the current MEP is Glenys Kinnock, who has represented the constituency since 1999.


          


          Geography


          Cardiff is a relatively flat city bounded by hills on the outskirts to the east, north and west. Its geographic features were influential in its development as the world's largest coal port, most notably its proximity and easy access to the coal fields of the south Wales valleys.


          


          Cardiff is built on reclaimed marshland on a bed of Triassic stones; this reclaimed marshland stretches from Chepstow to the Ely Estuary, which is the natural boundary of Cardiff and the Vale of Glamorgan. Triassic landscapes are usually shallow and low-lying which accounts and explains Cardiff's flatness. The classic Triassic marl, sand and conglomerate rocks are used predominantly throughout Cardiff as building materials. Many of these Triassic rocks have a purple complexion, especially the coastal marl found near Penarth. One of the Triassic rocks used in Cardiff is "Radyr Stone", a freestone which as it name suggests is quarried in the Radyr district. Cardiff has also imported some materials for buildings: Devonian sandstones (the Old Red Sandstone) from the Brecon Beacons has been used. Most famously, the buildings of Cathays Park, the civic centre in the centre of the city, are built of Portland stone which was imported from Dorset. A widely used building stone in Cardiff is the surreal yellow-grey Liassic limestone rock of the Vale of Glamorgan, including the very rare "Sutton Stone", a conglomerate of lias limestone and carboniferous limestone that is, apart from Radyr Stone, the only free-stone in south-east Wales (freestones can be cut to a perfectly smooth surface).


          Cardiff is bordered to the west by the rural district of the Vale of Glamorgan, which is also known as The Garden of Cardiff, to the east by the city of Newport, to the north by the South Wales Valleys and to the south by the Severn Estuary and Bristol Channel. The River Taff winds through the centre of the city and together with the River Ely flows into the freshwater lake of Cardiff Bay. A third river, the Rhymney flows through the east of the city entering directly into the Severn Estuary.


          Cardiff is situated near the Glamorgan Heritage Coast, stretching westward from Penarth and Barry (which are commuter towns of Cardiff), with its striped yellow-blue Jurassic "lias" limestone cliffs that thrust outwards towards the Bristol Channel. The Glamorgan coast is the only part of the Celtic Sea that has exposed Jurassic ( blue lias) geology. This west facing stretch of coast, which takes the brunt of brutal Atlantic westerlies and has reefs, sandbanks and serrated cliffs aplenty (like Cornwall) was a ship graveyard during the age of sail; ships sailing up to Cardiff during the industrial era often never made it as far as Cardiff as most were wrecked around this hostile coastline during brutal west/south-westerly gales. Consequently, just like its Celtic cousin in Cornwall, smuggling, deliberate shipwrecking and attacks on ships became a way of life for many people living in the small coastal villages of the Vale.
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              	Bristol Channel
            


            
              	Llantwit Major, Cardiff International Airport

              	Penarth, Dinas Powys
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          Cityscape
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              Modern-day Cardiff Bay
            

          


          Roughly speaking, "Inner Cardiff" can be considered to consist of the following wards: Penylan, Plasnewydd, Gabalfa, Roath, Cathays, Adamsdown and Splott ward on the north and east of the city centre, and Butetown, Grangetown, Riverside and Canton to the south and west. The inner-city areas to the south of the A4161 road known as the "Southern Arc" are, with the exception of affluent and trendy Cardiff Bay, some of the poorest districts of Wales with low levels of economic activity and high ethnic minority populations. On the other hand Gabalfa, Plasnewydd and Cathays north of the 'arc' have very large student populations, and Pontcanna north of Riverside and alongside Canton is a favourite for young professionals and media types. Penylan which lies to the north east side of Roath Park is an affluent area popular with those with older children and the retired.
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              Capital Tower, Cardiff
            

          


          "Suburban Cardiff" can be broken down into three distinct areas. To the west lie Ely, Caerau and Fairwater which contain some of the largest housing estates in the United Kingdom. With the exception of some of the outlying privately built estates at Michaelston Super Ely and 1930s developments near Waun-Gron Road, this is an economically disadvantaged area with high numbers of unemployed households. Culverhouse Cross is a more affluent western area of the city. Radyr, Llandaff, Llandaff North, Whitchurch & Tongwynlais, Rhiwbina, Heath, Llanishen, Lisvane, and Cyncoed which lie in an arc from the north west to the north east of the centre can be considered the main middle class suburbs of the city. In particular, Cyncoed, Radyr and Lisvane contain some of the most expensive housing in Wales. Further to the east lie the wards of Pontprennau & Old St Mellons, Rumney, Pentwyn, Llanrumney and Trowbridge. The latter three are again largely of public housing stock, although new private housing is being built in Trowbridge in considerable number. Pontprennau is the newest 'suburb' of Cardiff, whilst Old St Mellons has a history going back to the Norman Conquest in the 11th century.


          To the north west of the city lies a region that may be called "Rural Cardiff" containing the villages of St. Fagans, Creigiau, Pentyrch, Tongwynlais and Gwaelod-y-garth. St. Fagans, home to the Museum of Welsh Life, is protected from further development.
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          Climate


          Cardiff has a temperate climate where summers and winters are generally mild. More specifically Cardiff has an oceanic climate, with prevailing winds blowing in from the south-west over the Atlantic Ocean.


          Cardiff has a relatively dry climate compared with most of Wales, with an average rainfall of 1,065millimetres(41.9in). It is also a relatively mild city, with an average January temperature of 4.5C (40.1F) and an average July temperature of 16C (61F)


          


          Demography


          
            
              	Year

              	Population of Cardiff
            


            
              	1801

              	6,342
            


            
              	1851

              	26,630
            


            
              	1861

              	48,965
            


            
              	1871

              	71,301
            


            
              	1881

              	93,637
            


            
              	1891

              	142,114
            


            
              	1901

              	172,629
            


            
              	1911

              	209,804
            


            
              	1921

              	227,753
            


            
              	1931

              	247,270
            


            
              	1941

              	257,112
            


            
              	1951

              	267,356
            


            
              	1961

              	278,552
            


            
              	1971

              	290,227
            


            
              	1981

              	274,500
            


            
              	1991

              	272,557
            


            
              	2001

              	292,150
            


            
              	2006

              	317,500*
            


            
              	
                
                  source: Vision of Britain except * ,

                  which refers to the local authority

                  area and is estimated by the

                  Office for National Statistics
                

              
            

          


          Following a period of decline during the 1970s and 1980s, Cardiff's population is growing. The local authority area had an estimated population of more than 317,500 in 2006, compared to a 2001 Census figure of 305,353. According to Census 2001 data, Cardiff was the 14th largest settlement in the United Kingdom, and the 21st largest urban area.


          Official estimates derived from the census regarding the city's total population have been disputed. The city council has published two articles that argue the 2001 census seriously under reports the population of Cardiff and, in particular, the ethnic minority population of some inner city areas.


          Cardiff has a ethnically diverse population due to its past trading connections, post-war immigration and the large numbers of foreign students who attend university in the city. The ethnic make-up of Cardiff's population at the time of the 2001 census was: 91.6% white, 2% mixed race, 4% South Asian, 1.3% Black, 1.2% Other ethnic origin. According to a report published in 2005, over 30,000 people from an ethnic minority live in Cardiff, around 8.4% of the city's total - many of these communities live in Butetown, where ethnic minorities make up around a third of the total population. This diversity, and especially that of the city's long-established African and Arab communities, has been celebrated in a number of cultural exhibitions and events, along with a number of books which have been published on this subject.
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          Religion


          Since 1922 Cardiff has included the suburban cathedral 'village' of Llandaff, whose bishop is currently Archbishop of Wales. There is also a Roman Catholic cathedral in the city. Since 1916 Cardiff has been the seat of a Catholic archbishop, but there appears to have been a fall in the estimated Catholic population, with estimated numbers in 2006 being around 25,000 less than in 1980.. Likewise, the Jewish population of the city has also appeared to have fallenthere are currently two synagogues in Cardiff, one in Cyncoed and one in Moira Terrace, as opposed to seven at the turn of the 20th century. There are a significant number of nonconformist chapels, an early-20th century Greek Orthodox church and eleven mosques.


          In the 2001 census 66.9% of the city's population described themselves as Christian, below the Welsh and UK average, while 3.7% described themselves as Muslim, significantly above the Welsh average but in line with the UK average. The proportion of people declaring themselves to be Hindu, Sikh and Jewish were all considerably higher than the Welsh averages, but less than the UK figures. 18.8% stated they had no religion, while 8.6% did not state a religion.


          


          Islam


          Cardiff has one of the longest-established Muslim populations in the UK, started by Yemeni sailors who settled in the city during the 19th century. The first mosque in the UK (on the site of what is now known as the Al-Manar Islamic Centre) opened in 1860 in the Cathays district of Cardiff. Cardiff is now home to over 11,000 Muslims from many different nationalities and backgrounds.


          


          Hinduism


          The city has been home to a sizable Hindu community since Indian immigrants settled there during the 1950s and 1960s. The first Hindu temple in the city was opened in Grangetown on April 6, 1979 on the site of an abandoned printing press (which itself was the former site of a synagogue). The 25th anniversary of the temple's founding was celebrated in September 2007 with a parade of over 3000 people through the city centre, including Hindus from across the United Kingdom and members of Cardiff's other religious communities. Today, there are over 2000 Hindus in Cardiff, worshiping at three temples across the city.


          


          Economy


          As the capital city of Wales, Cardiff is the main engine of growth in the Welsh economy. The economy of Cardiff and adjacent areas makes up nearly 20% of Welsh GDP and 40% of the citys workforce are daily in-commuters from the surrounding south Wales area.
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          Industry has played a major part in Cardiff's development for many centuries. The main catalyst for its transformation from a small town into a big city was the demand for coal required in making iron and later steel, brought to the sea by packhorse from Merthyr Tydfil. This was first achieved by the construction of a 25-mile (40km) long canal from Merthyr (510 feet above sea-level) to the Taff Estuary at Cardiff. Eventually the Taff Vale Railway replaced the canal barges and massive marshalling yards sprang up as new docks were developed in Cardiff - all prompted by the soaring world-wide demand for coal from the South Wales valleys.


          At its peak, Cardiff's port, known as Tiger Bay, became the busiest port in the world andfor some timethe world's most important coal port. In the years leading up to the First World War, more than 10 million tonnes of coal was exported annually from Cardiff. In 1907, Cardiff's Coal Exchange was the first host to a business deal for a million pounds Sterling. After a period of decline, Cardiff's port has started to grow again - over 3 million tonnes of cargo passed through through the docks in 2007.


          Today, Cardiff is the principal finance and business services centre in Wales, and as such there is a strong representation of finance and business services in the local economy. This sector, combined with the Public Administration, Education and Health sectors, have accounted for around 75% of Cardiff's economic growth since 1991. The city was recently placed seventh overall in the top 50 European cities in the fDI 2008 Cities of the Future list published by the Foreign Direct Invester (FDI) magazine, and also ranked seventh in terms of attracting foreign investment. Notable companies such as Legal & General, Admiral Insurance, HBOS, Zurich, ING Direct, The AA, Principality Building Society, 118118, British Gas, Brains, SWALEC Energy and BT, all operate large national or regional headquarters and contact centres in the city, some of them based in Cardiff's office towers such as Capital Tower and Brunel House. Other major employers include NHS Wales and the National Assembly for Wales. On 1 March 2004, Cardiff was granted Fairtrade City status.


          


          Cardiff is the one of the most popular tourist destination cities in the United Kingdom, with one survey recording just under 12 million visitors in 2006. One result of this is that one in five employees in Cardiff are based in the distribution, hotels and restaurants sector, highlighting the growing retail and tourism industries in the city. There are a large number of hotels of varying sizes and standards in the city, providing almost 9,000 available bed spaces.
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          The majority of Cardiff's shopping portfolio is in the city centre around Queen Street and St. Mary's Street, with large suburban retail parks located in Cardiff Bay, Culverhouse Cross, Newport Road and Pontprennau, together with markets in the city centre, Splott and Leckwith. Cardiff is also home to the oldest record shop in the world in Spillers Records, which was established in 1894. A major 675 million regeneration programme for Cardiff's St. David's Centre is currently underway which, when completed in 2009, will provide a total of 1,400,000square feet (130,000m) of shopping space, making it one of the largest shopping centres in the United Kingdom.


          Cardiff is home to the Welsh media and the UK's largest film, TV & multimedia sector outside London with BBC Wales, S4C and ITV Wales all having studios in the city. In particular, there is a large independent TV production industry sector of over 600 companies, employing around 6000 employees and with a turnover estimated at 350m.


          Cardiff is currently enjoying several regeneration projects such as extension to the St David's Centre and surrounding areas of the city centre, and the $1.4billion International Sports Village in Cardiff Bay which will play a part in London 2012 Olympics. It features the only Olympic-size swimming pool in Wales, the Cardiff International Pool, which opened on 12 January 2008.


          


          Landmarks and attractions
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          Cardiff has many landmark buildings such as the Millennium Stadium, Pierhead Building and the National Assembly for Wales. However Cardiff is also famous for Cardiff Castle, St David's Hall, Llandaff Cathedral, the Wales Millennium Centre. A prominent future landmark in Cardiff Bay, Bay Pointe which is set to include Wales' tallest building, has been granted planning permission.


          Cardiff Castle is a major tourist attraction in the city and is situated in the heart of the city centre, near the main shopping area of Queen Street and St. Mary's Street. The National History Museum at St Fagans in Cardiff is a large open air museum housing dozens of buildings from throughout Welsh history that have been moved to the site in Cardiff.


          The Civic Centre in Cathays Park comprises a collection of Edwardian buildings such as the City Hall, National Museum and Gallery of Wales, Cardiff Crown Court, and buildings forming part of Cardiff University, together with more modern civic buildings. These buildings surround a small green space containing the Welsh National War Memorial and a number of other smaller memorials.


          Other major tourist attractions are the Cardiff Bay regeneration sites which include the recently opened Wales Millennium Centre and the Senedd, and many other cultural and sites of interest including the Cardiff Bay Barrage and the famous Coal Exchange. The New Theatre was founded in 1906 and completely refurbished in the 1980s. Until the opening of the Wales Millennium Centre in 2004, it was the premier venue in Wales for touring theatre and dance companies. Other venues which are popular for concerts and sporting events include Cardiff International Arena, St David's Hall and the Millennium Stadium.


          In total, Cardiff has over 1,000 listed buildings. These range from the more prominent buildings such as the castles, to smaller buildings, houses and structures.


          Cardiff has walks of special interest for tourists and ramblers alike, such as the Centenary Walk, which runs for 2.3miles (3.7km) within Cardiff city centre. This route passes through many of Cardiff's landmarks and historic buildings.
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          Castles
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          Complementing Cardiff Castle is a second castle north of the city, called Castell Coch (Welsh: "Red Castle"). The current castle is an elaborately decorated Victorian folly designed by Burges for the Marquess and built in the 1870s. However, the Victorian castle stands on the footings of a much older medieval castle possibly built by Ifor Bach, a regional baron with links to Cardiff Castle also. The exterior has become a popular location for film and television productions.


          Situated on the narrowest part of the south Wales coastal plain, Cardiff had a crucial strategic importance in the wars between the Normans (who had occupied lowland Wales) and the Welsh who maintained their hold on the uplands. As a result Cardiff claims to have the largest concentration of castles of any city in the world. As well as Cardiff Castle and Castell Coch, the remains of Twmpath Castle, the Llandaff Bishop's Palace and Saint Fagans Castle are still in existence, whilst the site of Treoda (or Whitchurch Castle) has now been built over.


          


          Culture and recreation


          Cardiff many cultural sites varying from the historical Cardiff Castle and out of town Castell Coch to the more modern Wales Millennium Centre and Cardiff Bay. Cardiff was a finalist in the European Capital of Culture 2008. In recent years Cardiff has grown in stature as a tourist destination, with recent accolades including Cardiff being voted the eighth favourite UK city by readers of the Guardian. The city was also listed as one of the top 10 destinations in the UK on the official British tourist boards website Visit Britain, and US travel guide Frommers have listed Cardiff as one of 13 top destinations worldwide for 2008.


          


          Language


          Cardiff has a chequered linguistic history with Welsh, English, Latin and Norse dominating at different times. Although it was the Romans who established the "castle on the Taff" it was the Vikings who began developing the maritime trade from which Cardiff was to derive its prosperity. The Vikingswho controlled the Bristol Channelused Cardiff as a raiding base, a port and a trading post. Many street-names in Cardiff are of Viking origin including Dumballs Road and the oldest street in the city, Womanby Street (Womanby Street is a corruption of the original Norse name Humandaby Street). Welsh was the majority language in Cardiff from the 13th century until the city's explosive growth in the Victorian era. As late as 1850, five of the twelve Anglican churches within the current city boundaries conducted their services exclusively in the Welsh language, while only two worshipped exclusively in English.


          A substantial Irish population settled in Cardiff during the 19th century. They were drawn to Cardiff by the work available on major building and engineering projects in the docks and the city itself. The intermingling of the Irish, together with migrants from the West Country, the Midlands and rural Mid Wales is credited with having formed the distinctive flat-vowelled "Cardiff accent" (Roots to Cardiff exhibition, 2007). By 1891 the percentage of Welsh speakers had dropped to 27.9% and only Lisvane, Llanedeyrn and Creigiau remained as majority Welsh-speaking communities. The Welsh language became grouped around a small cluster of chapels and churches, the most notable of which is Tabernacl in the city centre, one of four UK churches chosen to hold official services to commemorate the new millennium. Following the establishment of the city's first Welsh School (Ysgol Gymraeg Bryntaf) in the 1950s, Welsh has slowly regained some ground.


          Aided by Welsh-medium education and migration from other parts of Wales, the number of Welsh speakers in Cardiff rose by 14,451 between 1991 and 2001; Welsh is now spoken by 11% of Cardiffians. The highest percentage of Welsh speakers is in Pentyrch, where 15.9% of the population speak the language.


          In additional to English and Welsh, the diversity of Cardiff's population (including foreign students) means that a large number of languages are spoken within the city. One study has found that Cardiff has speakers of at least 94 languages, with Somali, Urdu, Bengali and Arabic being the most commonly spoken foreign languages.


          


          Festivals


          The Big Weekend Festival is held annually in the city centre during the summer and plays host to free musical performances (from artists such as Jimmy Cliff, Cerys Matthews, the Fun Loving Criminals, Soul II Soul and The Magic Numbers), fairground rides and cultural events such as a Children's Festival that takes place in the grounds of Cardiff Castle. The annual Cardiff Festival claims to be the UK's largest free outdoor festival, attracting over 250,000 visitors in 2007.


          Cardiff hosted the National Eisteddfod in 1883, 1899, 1938, 1960 and 1978, and is set to host it again in 2008. Cardiff is unique in Wales in having two permanent stone circles used by the Gorsedd of Bards during Eisteddfodau. The original circle stands in Gorsedd Gardens in front of the National Museum while its 1978 replacement is situated in Bute Park.


          Since 1983, Cardiff has hosted the BBC Cardiff Singer of the World competition, a world renowned event on the opera calendar which is held every two years. The city also hosts smaller events such as The Cardiff Design Festival, which began showcasing the best of Welsh design during the summer of 2005, and has since grown into a diverse range of designers exhibiting their work. Cardiff also hosts the Sŵn festival, a multiple venue music festival organised by BBC Radio 1 DJ Huw Stevens. The Cardiff Chinese New Year Celebrations, organised by Cardiff Chinese Community Services, are held annually at the Red Dragon Centre in Cardiff Bay.


          


          Parks
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          Cardiff is known for its extensive parkland, with parks and other such green spaces covering around 10% of the city's total area. Cardiff's main park, Bute Park (which was formerly the castle grounds) extends northwards from the top of one of Cardiff's main shopping street (Queen Street); when combined with the adjacent Llandaff Fields and Pontcanna Fields to the north west it produces a massive open space skirting the River Taff. Other popular parks include Roath Park in the north, donated to the city by the 3rd Marquess of Bute in 1887 and which includes a very popular boating lake; Victoria Park, Cardiff's first official park; and Thompson's Park, formerly home to an aviary removed in the 1970s.


          In 2006 Cardiff won the prestigious Entente Florale award for large cities due to the beauty of its parks and floral displays.


          


          Music and nightlife


          The Cardiff music scene is established and wide-ranging. It is the home to the BBC National Orchestra of Wales and Welsh National Opera. It has produced several leading acts itself and, as a capital city, has acted as a springboard for numerous Welsh bands to go and become famous both nationally and internationally. Acts who hail from Cardiff include Charlotte Church, Shirley Bassey, Catatonia, Super Furry Animals, The Oppressed, Kids In Glass Houses, Los Campesinos, The Hot Puppies, Pagan Wanderer Lu, Budgie, and Shakin' Stevens. Also, performers such as The Automatic, Jem, Funeral for a Friend, Lostprophets, Bullet for My Valentine, Stereophonics and Manic Street Preachers all have links with the city.


          Cardiff has a strong nightlife and is home to many bars, pubs and clubs. Most clubs and bars are situated in the city centre, especially St. Mary's Street, and more recently Cardiff Bay has built up a strong night scene, with many modern bars & restaurants. The Brewery Quarter on St. Mary's Street is a recently developed venue for bars and restaurant with a central courtyard. Charles Street is also a popular part of the city.


          


          Shopping


          Cardiff is one of the top ten retail destinations in the UK, with three main shopping arcades; St. David's Centre, Queens Arcade and the Capitol Centre. The current expansion of St. David's Centre as part of the St. David's 2 project is allowing a huge piece of land between The Hayes and Charles Street to be demolished and redeveloped, bringing around 200 shops, flats and a John Lewis department store to the city. As well as these modern shopping arcades, the city is also home to many Victorian shopping centres, such as High Street Arcade, Castle Arcade, Wyndham Arcade, Royal Arcade and Morgan Arcade.


          There are two main shopping streets in the city centre. Queen Street is home to the main chain stores such as Topshop, Topman, Boots, Gap, Dorothy Perkins, Primark, and Zara to name a few. The second main street, St. Mary Street, is home to Wales' oldest and largest department store, Howells, together with smaller independent stores. Also of note is the Hayes, home to Spillers Records, the world's oldest record shop.


          Cardiff has a number of markets, including the vast Victorian indoor Cardiff Central Market and the newly-established Riverside Community Market, which specialises in locally-produced organic produce. Several out-of-town retail parks exist, such as Newport Road, Culverhouse Cross, Cardiff Gate and Cardiff Bay.


          There have been a number of issues relating to city centre shopping, most recently the cost of parking in the city centre and the experimental banning of private cars on St. Mary's Street. Both have been heavily criticised by some sectors of the media, public and retailers.


          Sport
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          The city has a regional rugby union team, the Cardiff Blues, who play at their Cardiff Arms Park stadium. The city also has a rugby league team named the Cardiff Demons, as well as several amateur rugby clubs.


          Cardiff's main professional football club, Cardiff City F.C. (nicknamed the Bluebirds), currently play in the English Coca-Cola Football League Championship. Their present stadium is Ninian Park, however a new stadium is currently under construction, which is due to be opened in 2009 and will be shared with the Cardiff Blues. Cardiff has numerous smaller clubs who play in the Welsh Football System.


          Cardiff is also home to a county cricket side, Glamorgan CCC. The team play at the city centre's SWALEC Stadium, which has undergone a multi-million pound improvement in order to host a Test Match as part of the 2009 Ashes series.


          Cardiff's professional ice-hockey team, the Cardiff Devils, play in their temporary arena in Cardiff Bay. The capital is the one of the centres of British Baseball, and hosts the annual England-Wales international game every four years, usually at Roath Park.
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          The Wales Empire Swimming Pool was demolished in 1998 to make way for the Welsh national stadium, the Millennium Stadium. The replacement pool, the Cardiff International Pool was opened on 12 January 2008 in Cardiff Bay as part of the International Sports Village, and is the only Olympic-standard swimming pool in Wales.


          The city also features an international sporting venue, the 74,500 capacity Millennium Stadium, where the Welsh rugby team and the Welsh national football team plays. The Millennium Stadium also doubles up as a venue for other concerts and events such as motorsport's World Rally Championship as part of Wales Rally GB, with the first ever indoor special stages of the World Rally Championship being held at the Millennium Stadium in September 2005. It has continued to host this annual event.


          


          Notable people


          Many notable people have hailed from Cardiff, ranging from historical figures such as the 12th century Welsh leader Ifor Bach and the 17th century pirate Henry Morgan to more recent figures such as Roald Dahl, Michael Aspel, and Griff Rhys Jones. In particular, the city has been home to many sports stars such as Ryan Giggs, Tanni Grey-Thompson, Colin Jackson and John Toshack (the current manager of the Wales national football team) as well as many Premier League, Football League and international footballers.


          Cardiff is also well-known for its musicians such as Ivor Novello, after whom the Ivor Novello Awards are named. Shirley Bassey is familiar to many as the singer of three James Bond movie theme tunes, whilst Charlotte Church is famous as a crossover classical/pop singer, and Shakin' Stevens was one of the top selling male artists in the UK during the 1980s. A number of Cardiff-based bands, such as Catatonia and Super Furry Animals were popular during the 1990s.


          


          Transport


          Cardiff is the major transport hub in Wales and is the focus for many arterial road and rail routes that connect the city to the rest of Wales and England.


          The M4 is the principal motorway in the region that connects Cardiff with Bridgend, Swansea and Carmarthen to the west, and Bristol, Swindon, Reading and London to the east. Cardiff is served by junctions 30 to 33 inclusive of the M4, plus junction 29a leading onto the A48(M). The A470 is another major road within the city that provides an important link with the Heads of the Valleys road, Mid and North Wales. The A4232 (also known as the Peripheral Distributor Road or PDR) when completed, will form part of the Cardiff ring-road system along with the M4 motorway between junctions 30 and 33.


          As with many other cities car traffic has caused congestion problems and as such the council has designated bus lanes to improve transport into and out of the city centre. The council has also revealed plans to introduce congestion charging, as in London, but only once there has been significant investment in the city's public transport network.


          There are several road and rail bridges that cross the River Taff in Cardiff. These include the Clarence Road Bridge, a comparatively modern bridge which replaced a swing bridge. The original bridge was named after the Duke of Clarence.
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          Much of Cardiff's central shopping zone is pedestrianised, and further pedestrianisation is planned as part of the current St David's 2 regeneration scheme.


          The Taff Trail is a walking and cycle path running for 55miles (88.5km) between Cardiff Bay and Brecon in the Brecon Beacons National Park. It runs through Bute Park, Sophia Gardens and many other green areas within Cardiff. It is possible to cycle the entire distance of the Trail almost completely off-road, as it largely follows the River Taff and many of the old disused railways of the Glamorganshire valleys. On Sundays in summer the Beacons Bike Bus enables cyclists to take their bikes into the Beacons and then ride back to Cardiff along the Trail.
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          Cardiff has a comprehensive bus network, with council-owned Cardiff Bus providing the vast majority of routes in the city and as well as Newport, Penarth, Barry, Cardiff International Airport and Llantwit Major. Veolia Transport Cymru and Stagecoach in South Wales also provide services in the city. Cardiff Bus has introduced "bendy buses" on the popular 17 and 18 routes to Canton, Ely and Caerau and on the Cardiff Bay route. Its hub is Cardiff Central Bus Station.


          National Express provides direct services to most cities in the UK, including high frequency services to nearby Swansea and Merthyr Tydfil, as well as major English and Scottish cities. Megabus also operates frequent discounted services to London.
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          Cardiff has a suburban rail system under the name of Valley Lines, which is operated by Arriva Trains Wales. There are eight lines which serve 20 stations in the city, 26 in the wider urban area (including Taffs Well, Penarth and Dinas Powys) and more than 60 in the South Wales valleys and the Vale of Glamorgan. The council is investigating converting the Cardiff City Line, Coryton Line and Butetown Branch Line into light rail line and extending them in the near future.


          Cardiff Central railway station is the largest railway station in Wales with 7 platforms, and one of the busiest in the UK. It provides direct services to major cities such as Newport, Bristol, Birmingham, London, Manchester, Nottingham, Southampton, Portsmouth, Newcastle-upon-Tyne, Edinburgh and Glasgow, as well as serving as an interchange for services from West Wales. There is also a regular shuttle service to Holyhead (for ferries to Ireland) and Wrexham in North Wales.


          Cardiff Queen Street railway station is the second busiest in Wales and is the hub for routes via the Valley Lines services that connect the South Wales valleys and the Cardiff suburbs with the city centre. It is located at the eastern end of the city centre, and also provides services to Cardiff Bay.
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          Two waterbus firms operate half-hourly services from Bute Park in the city centre to Cardiff Bay and onwards to Penarth. Throughout the summer (March to October), boats also depart from Cardiff Bay to take visitors to Flat Holm Island. The Paddle Steamer Waverley and MV Balmoral sail from Britannia Quay (in Roath Basin) to various destinations in the Bristol Channel.


          Domestic and international air links to Cardiff and South & West Wales are provided from Cardiff International Airport (CWL), the only international airport in Wales. The airport is situated in the village of Rhoose, 10miles (16km) west of the city. There are regular bus services linking the airport with the Cardiff Central Bus Station as well as a train service from Rhoose Cardiff International Airport railway station to Cardiff Central.


          


          Education
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          Cardiff is home to four major institutions of higher education: Cardiff University, founded by Royal Charter in 1883 as the University College of South Wales and Monmouthshire, is a " red brick" university and member of the Russell Group of leading research led universities; University of Wales Institute, Cardiff (UWIC) gained university status in 1992; The Royal Welsh College of Music & Drama is a conservatoire established in 1949 and is based in the grounds of Cardiff Castle. The University of Glamorgan has a Cardiff campus, Atrium, which is home to the Cardiff School of Creative & Cultural Industries. The total number of higher education students in the city is around 30,000. The city also has two further education colleges: Coleg Glan Hafren and St. David's College, although further education is offered at most high schools in the city.


          Cardiff has eighty-six state primary schools (two bilingual, ten Welsh medium), eleven infant schools, ten junior schools and twenty state secondary schools, of which two are Welsh medium. There are also a number of independent schools in the city, including Llandaff Cathedral School, Kings Monkton and Howell's School, a single-sex girls' school (until sixth form). Notable schools include Whitchurch High School (the largest in Wales), Fitzalan High School (which is one of the most multi-cultural state schools in the UK), and Ysgol Gyfun Gymraeg Glantaf, which is the largest Welsh medium secondary in the country.


          As well as academic institutions, Cardiff is also home to other educational and learning organisations such as Techniquest, a hands-on science discovery centre that now has franchises throughout Wales, and is part of the Wales Gene Park in collaboration with Cardiff University, NHS Wales and the Welsh Development Agency (WDA). Cardiff is also home of the largest regional office of the International Baccalaureate Organisation (IB). This office is home to the organisation's curriculum and assessment centre, which is responsible for overseeing the creation and grading of various IB assessments.


          


          Health


          There are seven NHS hospitals in the city, the largest of which is the University Hospital of Wales, which is also known as 'The Heath' or 'UHW', is the third largest hospital in the UK and deals with most accidents and emergencies. The University Dental Hospital, which provides emergency dental treatment, is also located on this site. Llandough Hospital is located in the south of the city.


          The city's newest hospital, St. David's Hospital (built behind the former building) is located in the Canton area and provides services for the elderly and children. Cardiff Royal Infirmary is located on Newport Road, near the city centre. The majority of this hospital was closed in 1999 but with the West Wing remaining open for clinic services, genitourinary medicine and rehabilitation treatment. Rookwood Hospital and Whitchurch Hospital are also located within the city, along with Llandaff and Velindre Hospital (which is run by a separate NHS trust). In addition BUPA has a hospital in the city which is located in Pentwyn.


          


          International relations


          Cardiff has twinning arrangements with:
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          A total of thirty countries have a diplomatic presence in Cardiff. Many of these nations, such as Germany, Italy, Switzerland, Denmark, Canada, Thailand and the Czech Republic are represented by honourary consulates. The Republic of Ireland has a permanent consulate, and the British Embassy of the United States operates a satellite office.


          


          Telecommunications


          029 is the current telephone dialling code for Cardiff, having previously been 0222 and then 01222. However it is vastly misconceived (in the city but on a larger scale in South Wales) to be 02920 because initially, at the time of the new dialing code system, all numbers began with 20. Currently all newly issued numbers begin with 21. The code includes the neighbouring towns of Penarth, Dinas Powys and Caerphilly.


          The city's dialling code was changed on 22 April 2000 from 01222 to 029 in the Big Number Change along with London, Coventry, Portsmouth, Southampton and Northern Ireland in response to the rapid growth of telecommunications in the late 1990s and the impending exhaustion of numbers. This measure increased the numbers of digits in the subscriber telephone number from 6 to 8, therefore vastly increasing the possible telephone numbers available.


          Ofcom has allocated the range of telephone numbers from (029) 2018 0000 to (029) 2018 0999 to be used for drama purposes in television and radio. These numbers will not be allocated to telephone companies in the foreseeable future.
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              Aleph-0, the smallest infinite cardinal
            

          


          In mathematics, cardinal numbers, or cardinals for short, are a generalized kind of number used to denote the size of a set, known as its cardinality. For finite sets the cardinality is given by a natural number, being simply the number of elements in the set. There are also transfinite cardinal numbers to describe the sizes of infinite sets. On one hand, a proper subset A of an infinite set S may have the same cardinality as S. On the other hand, perhaps also counterintuitively, not all infinite sets have the same cardinality. There is a formal characterization that explains how some infinite sets have cardinalities that are strictly smaller than other infinite sets.


          The cardinal numbers are: [image: 0, 1, 2, 3, \cdots, n, \cdots�; \aleph_0, \aleph_1, \aleph_2, \cdots, \aleph_{\alpha}, \cdots ]. That is, they are the natural numbers (finite cardinals) followed by the aleph numbers (infinite cardinals). The aleph numbers are indexed by ordinal numbers. The natural numbers and aleph numbers are subclasses of the ordinal numbers. If the axiom of choice fails, the situation becomes more complicated  there are additional infinite cardinals which are not alephs.


          Concepts of cardinality are embedded in most branches of mathematics and are essential to their study. Cardinality is also an area studied for its own sake as part of set theory, particularly in trying to describe the properties of large cardinals.


          


          History


          The notion of cardinality, as now understood, was formulated by Georg Cantor, the originator of set theory, in 18741884.


          Cantor first established cardinality as an instrument to compare finite sets; e.g. the sets {1,2,3} and {2,3,4} are not equal, but have the same cardinality, namely three.


          Cantor identified the fact that one-to-one correspondence is the way to tell that two sets have the same size, called "cardinality", in the case of finite sets. Using this one-to-one correspondence, he applied the concept to infinite sets; e.g. the set of natural numbers N = {0, 1, 2, 3, ...}. He called these cardinal numbers transfinite cardinal numbers, and defined all sets having a one-to-one correspondence with N to be denumerable (countably infinite) sets.


          Naming this cardinal number [image: \aleph_0], aleph-null, Cantor proved that any unbounded subset of N has the same cardinality as N, even if this might appear at first to run contrary to intuition. He also proved that the set of all ordered pairs of natural numbers is denumerable (which implies that the set of all rational numbers is denumerable), and later proved that the set of all algebraic numbers is also denumerable. Each algebraic number z may be encoded as a finite sequence of integers which are the coefficients in the polynomial equation of which it is the solution, i.e. the ordered n-tuple [image: (a_0, a_1, ..., a_n),\; a_i \in \mathbb{Z},] together with a pair of rationals (b0,b1) such that z is the unique root of the polynomial with coefficients (a0,a1,...,an) that lies in the interval (b0,b1).


          In his 1874 paper, Cantor proved that there exist higher-order cardinal numbers by showing that the set of real numbers has cardinality greater than that of N. His original presentation used a complex argument with nested intervals, but in an 1891 paper he proved the same result using his ingenious but simple diagonal argument. This new cardinal number, called the cardinality of the continuum, was termed c by Cantor.


          Cantor also developed a large portion of the general theory of cardinal numbers; he proved that there is a smallest transfinite cardinal number ([image: \aleph_0], aleph-null) and that for every cardinal number, there is a next-larger cardinal [image: (\aleph_1, \aleph_2, \aleph_3, \cdots)].


          His continuum hypothesis is the proposition that c is the same as [image: \aleph_1], but this has been found to be independent of the standard axioms of mathematical set theory; it can neither be proved nor disproved under the standard assumptions.


          


          Motivation


          In informal use, a cardinal number is what is normally referred to as a counting number, provided that 0 is included: 0, 1, 2, .... They may be identified with the natural numbers beginning with 0. The counting numbers are exactly what can be defined formally as the finite cardinal numbers. Infinite cardinals only occur in higher-level mathematics and logic.


          More formally, a non-zero number can be used for two purposes: to describe the size of a set, or to describe the position of an element in a sequence. For finite sets and sequences it is easy to see that these two notions coincide, since for every number describing a position in a sequence we can construct a set which has exactly the right size, e.g. 3 describes the position of 'c' in the sequence <'a','b','c','d',...>, and we can construct the set {a,b,c} which has 3 elements. However when dealing with infinite sets it is essential to distinguish between the two  the two notions are in fact different for infinite sets. Considering the position aspect leads to ordinal numbers, while the size aspect is generalized by the cardinal numbers described here.


          The intuition behind the formal definition of cardinal is the construction of a notion of the relative size or "bigness" of a set without reference to the kind of members which it has. For finite sets this is easy; one simply counts the number of elements a set has. In order to compare the sizes of larger sets, it is necessary to appeal to more subtle notions.


          A set Y is at least as big as, or greater than or equal to a set X if there is an injective (one-to-one) mapping from the elements of X to the elements of Y. A one-to-one mapping identifies each element of the set X with a unique element of the set Y. This is most easily understood by an example; suppose we have the sets X = {1,2,3} and Y = {a,b,c,d}, then using this notion of size we would observe that there is a mapping:


          
            	1  a


            	2  b


            	3  c

          


          which is one-to-one, and hence conclude that Y has cardinality greater than or equal to X. Note the element d has no element mapping to it, but this is permitted as we only require a one-to-one mapping, and not necessarily a one-to-one and onto mapping. The advantage of this notion is that it can be extended to infinite sets.


          We can then extend this to an equality-style relation. Two sets X and Y are said to have the same cardinality if there exists a bijection between X and Y. By the Schroeder-Bernstein theorem, this is equivalent to there being both a one-to-one mapping from X to Y and a one-to-one mapping from Y to X. We then write |X| = |Y|. The cardinal number of X itself is often defined as the least ordinal a with |a| = |X|. This is called the von Neumann cardinal assignment; for this definition to make sense, it must be proved that every set has the same cardinality as some ordinal; this statement is the well-ordering principle. It is however possible to discuss the relative cardinality of sets without explicitly assigning names to objects.


          The classic example used is that of the infinite hotel paradox, also called Hilbert's paradox of the Grand Hotel. Suppose you are an innkeeper at a hotel with an infinite number of rooms. The hotel is full, and then a new guest arrives. It's possible to fit the extra guest in by asking the guest who was in room 1 to move to room 2, the guest in room 2 to move to room 3, and so on, leaving room 1 vacant. We can explicitly write a segment of this mapping:


          
            	1  2


            	2  3


            	3  4


            	...


            	n  n+1


            	...

          


          In this way we can see that the set {1,2,3,...} has the same cardinality as the set {2,3,4,...} since a bijection between the first and the second has been shown. This motivates the definition of an infinite set being any set which has a proper subset of the same cardinality; in this case {2,3,4,...} is a proper subset of {1,2,3,...}.


          When considering these large objects, we might also want to see if the notion of counting order coincides with that of cardinal defined above for these infinite sets. It happens that it doesn't; by considering the above example we can see that if some object "one greater than infinity" exists, then it must have the same cardinality as the infinite set we started out with. It is possible to use a different formal notion for number, called ordinals, based on the ideas of counting and considering each number in turn, and we discover that the notions of cardinality and ordinality are divergent once we move out of the finite numbers.


          It can be proved that the cardinality of the real numbers is greater than that of the natural numbers just described. This can be visualized using Cantor's diagonal argument; classic questions of cardinality (for instance the continuum hypothesis) are concerned with discovering whether there is some cardinal between some pair of other infinite cardinals. In more recent times mathematicians have been describing the properties of larger and larger cardinals.


          Since cardinality is such a common concept in mathematics, a variety of names are in use. Sameness of cardinality is sometimes referred to as equipotence, equipollence, or equinumerosity. It is thus said that two sets with the same cardinality are, respectively, equipotent, equipollent, or equinumerous.


          


          Formal definition


          Formally, assuming the axiom of choice, the cardinality of a set X is the least ordinal  such that there is a bijection between X and . This definition is known as the von Neumann cardinal assignment. If the axiom of choice is not assumed we need to do something different. The oldest definition of the cardinality of a set X (implicit in Cantor and explicit in Frege and Principia Mathematica) is as the set of all sets which are equinumerous with X: this does not work in ZFC or other related systems of axiomatic set theory because this collection is too large to be a set, but it does work in type theory and in New Foundations and related systems. However, if we restrict from this class to those equinumerous with X that have the least rank, then it will work (this is a trick due to Dana Scott: it works because the collection of objects with any given rank is a set).


          Formally, the order among cardinal numbers is defined as follows: |X|  |Y| means that there exists an injective function from X to Y. The CantorBernsteinSchroeder theorem states that if |X|  |Y| and |Y|  |X| then |X| = |Y|. The axiom of choice is equivalent to the statement that given two sets X and Y, either |X|  |Y| or |Y|  |X|.


          A set X is Dedekind-infinite if there exists a proper subset Y of X with |X| = |Y|, and Dedekind-finite if such a subset doesn't exist. The finite cardinals are just the natural numbers, i.e., a set X is finite if and only if |X| = |n| = n for some natural number n. Any other set is infinite. Assuming the axiom of choice, it can be proved that the Dedekind notions correspond to the standard ones. It can also be proved that the cardinal [image: \aleph_0] (aleph-0, where aleph is the first letter in the Hebrew alphabet, represented [image: \aleph]) of the set of natural numbers is the smallest infinite cardinal, i.e. that any infinite set has a subset of cardinality [image: \aleph_0.] The next larger cardinal is denoted by [image: \aleph_1] and so on. For every ordinal  there is a cardinal number [image: \aleph_{\alpha},] and this list exhausts all infinite cardinal numbers.


          


          Cardinal arithmetic


          We can define arithmetic operations on cardinal numbers that generalize the ordinary operations for natural numbers. It can be shown that for finite cardinals these operations coincide with the usual operations for natural numbers. Furthermore, these operations share many properties with ordinary arithmetic.


          


          Successor cardinal


          If the axiom of choice holds, every cardinal  has a successor + > , and there are no cardinals between  and its successor. For finite cardinals, the successor is simply +1. For infinite cardinals, the successor cardinal differs from the successor ordinal.


          


          Cardinal addition


          If X and Y are disjoint, addition is given by the union of X and Y. If the two sets are not already disjoint, then they can be replaced by disjoint sets, i.e. replace X by X{0} and Y by Y{1}.


          
            	[image: |X| + |Y| = | X \cup Y|.]

          


          Zero is an additive identity  + 0 = 0 +  = .


          Addition is associative ( + ) +  =  + ( + ).


          Addition is commutative  +  =  + .


          Addition is non-decreasing in both arguments:


          
            	[image: (\kappa \le \mu) \rightarrow ((\kappa + \nu \le \mu + \nu) \mbox{ and } (\nu + \kappa \le \nu + \mu)).]

          


          If the axiom of choice holds, addition of infinite cardinal numbers is easy. If either  or  is infinite, then


          
            	 +  = max{,}.

          


          


          Subtraction


          If the axiom of choice holds and given an infinite cardinal  and a cardinal , there will be a cardinal  such that  +  =  if and only if   . It will be unique (and equal to ) if and only if  < .


          


          Cardinal multiplication


          The product of cardinals comes from the cartesian product.


          
            	[image: |X|\cdot|Y| = |X \times Y|]

          


          0 = 0 = 0.


           = 0 [image: \rightarrow] ( = 0 or  = 0).


          One is a multiplicative identity 1 = 1 = .


          Multiplication is associative () = ().


          Multiplication is commutative  = .


          Multiplication is non-decreasing in both arguments:    [image: \rightarrow] (   and   ).


          Multiplication distributes over addition: ( + ) =  +  and ( + ) =  + .


          If the axiom of choice holds, multiplication of infinite cardinal numbers is also easy. If either  or  is infinite and both are non-zero, then


          
            	[image: \kappa\cdot\mu = \max\{\kappa, \mu\}.]

          


          


          Division


          If the axiom of choice holds and given an infinite cardinal  and a non-zero cardinal , there will be a cardinal  such that    =  if and only if   . It will be unique (and equal to ) if and only if  < .


          


          Cardinal exponentiation


          Exponentiation is given by


          
            	[image: |X|^{|Y|} = \left|X^Y\right|]

          


          where XY is the set of all functions from Y to X.


          
            	0 = 1 (in particular 00 = 1), see empty function.


            	If 1  , then 0 = 0.


            	1 = 1.


            	1 = .


            	 +  = .


            	 = ().


            	() = .


            	If  and  are both finite and greater than 1, and  is infinite, then  = .


            	If  is infinite and  is finite and non-zero, then  = .

          


          Exponentiation is non-decreasing in both arguments:


          
            	(1   and   ) [image: \rightarrow] (  ) and


            	(  ) [image: \rightarrow] (  ).

          


          Note that 2|X| is the cardinality of the power set of the set X and Cantor's diagonal argument shows that 2|X| > |X| for any set X. This proves that no largest cardinal exists (because for any cardinal , we can always find a larger cardinal 2). In fact, the class of cardinals is a proper class.


          If the axiom of choice holds and 2   and 1   and at least one of them is infinite, then:


          
            	Max (, 2)    Max (2, 2).

          


          Using Knig's theorem, one can prove  < cf() and  < cf(2) for any infinite cardinal , where cf() is the cofinality of .


          Neither roots nor logarithms can be defined uniquely for infinite cardinals.


          The logarithm of an infinite cardinal number  is defined as the least cardinal number  such that   2. Logarithms of infinite cardinals are useful in some fields of mathematics, for example in the study of cardinal invariants of topological spaces, though they lack some of the properties that logarithms of positive real numbers possess.


          


          The continuum hypothesis


          The continuum hypothesis (CH) states that there are no cardinals strictly between [image: \aleph_0] and [image: 2^{\aleph_0}.] The latter cardinal number is also often denoted by c; it is the cardinality of the continuum (the set of real numbers). In this case [image: 2^{\aleph_0} = \aleph_1.] The generalized continuum hypothesis (GCH) states that for every infinite set X, there are no cardinals strictly between |X| and 2|X|. The continuum hypothesis is independent from the usual axioms of set theory, the Zermelo-Fraenkel axioms together with the axiom of choice ( ZFC).
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          Armand Jean du Plessis de Richelieu, Cardinal-Duc de Richelieu ( September 10, 1585  December 4, 1642), was a French clergyman, noble, and statesman.


          Consecrated as a bishop in 1607, he later entered politics, becoming a Secretary of State in 1616. Richelieu soon rose in both the Church and the state, becoming a cardinal in 1622, and King Louis XIII's chief minister in 1624. He remained in office until his death in 1642; he was succeeded by Jules Cardinal Mazarin.


          The Cardinal de Richelieu was often known by the title of the King's "Chief Minister" or "First Minister". As a result, he is sometimes considered to be the world's first Prime Minister, in the modern sense of the term. He sought to consolidate royal power and crush domestic factions. By restraining the power of the nobility, he transformed France into a strong, centralized state. His chief foreign policy objective was to check the power of the Austro-Spanish Habsburg dynasty. Although he was a cardinal, he did not hesitate to make alliances with Protestant rulers in attempting to achieve this goal. His tenure was marked by the Thirty Years' War that engulfed Europe.


          As an advocate for Samuel de Champlain and of the retention of Qubec, he founded the Compagnie des Cent-Associs and saw the Treaty of Saint-Germain-en-Laye return Quebec to French rule under Champlain, after the settlement had been captured by the Kirkes in 1629. This in part allowed the colony to eventually develop into the heartland of Francophone culture in North America.


          Richelieu was also famous for his patronage of the arts; most notably, he founded the Acadmie franaise, the learned society responsible for matters pertaining to the French language. Richelieu is also known by the sobriquet l'minence rouge ("the Red Eminence"), from the red shade of a cardinal's vestments and the style "eminence" as a cardinal.


          He is also a leading character in The Three Musketeers by Alexandre Dumas, pre and its subsequent film adaptations, portrayed as a main antagonist, and a powerful ruler, even more powerful than the king himself.


          


          Early life


          Born in Paris, Richelieu was the fourth of five children and the last of three sons. His family, although belonging only to the lesser nobility of Poitou, was somewhat prominent: his father, Franois du Plessis, seigneur de Richelieu, was a soldier and courtier who served as the Grand Provost of France; his mother, Susanne de La Porte, was the daughter of a famous jurist. When he was five years old, his father died fighting in the French Wars of Religion, leaving the family in debt; with the aid of royal grants, however, the family was able to avoid financial difficulties. At the age of nine, young Richelieu was sent to the College of Navarre in Paris to study philosophy. Thereafter, he began to train for a military career.


          King Henry III had rewarded Richelieu's father for his participation in the Wars of Religion by granting his family the bishopric of Luon. The family appropriated most of the revenues of the bishopric for private use; they were, however, challenged by clergymen who desired the funds for ecclesiastical purposes. In order to protect the important source of revenue, Richelieu's mother proposed to make her second son, Alphonse, the bishop of Luon. Alphonse, who had no desire to become a bishop, instead became a Carthusian. Thus, it became necessary that the younger Richelieu join the clergy. He was not at all averse to the prospect of becoming a bishop; he was a frail and sickly child who preferred to pursue academic interests.


          In 1606, King Henry IV nominated Richelieu to become Bishop of Luon. As Richelieu had not yet reached the official minimum age, it was necessary that he journey to Rome to obtain a special dispensation from the Pope. The agreement of the Pope having been secured, Richelieu was consecrated bishop in April 1607. Soon after he returned to his diocese in 1608, Richelieu was heralded as a reformer; he became the first bishop in France to implement the institutional reforms prescribed by the Council of Trent between 1545 and 1563.


          At about this time, Richelieu became a friend of Franois Leclerc du Tremblay (better known as "Pre Joseph" or "Father Joseph"), a Capuchin friar, who would later become a close confidant. Because of his closeness to Richelieu, and the grey colour of his robes, Father Joseph was also nicknamed l'minence grise ("the Grey Eminence"). Later, Richelieu often used him as an agent during diplomatic negotiations.


          


          Rise to power


          
            [image: The young King Louis XIII was only a figurehead during his early reign; power actually rested with his mother, Marie de M�dicis.]
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          In 1614, the clergymen of Poitou elected Richelieu as one of their representatives to the States-General. There, he was a vigorous advocate of the Church, arguing that it should be exempt from taxes and that bishops should have more political power. He was the most prominent clergyman to support the adoption of the decrees of the Council of Trent throughout France; the Third Estate (commoners) was his chief opponent in this endeavour. At the end of the assembly, the First Estate (the clergy) chose him to deliver the address enumerating its petitions and decisions. Soon after the dissolution of the States-General, Richelieu entered the service of King Louis XIII's wife, Anne of Austria, as her almoner.


          Richelieu advanced politically by faithfully serving Concino Concini, the most powerful minister in the kingdom. In 1616, Richelieu was made Secretary of State, and was given responsibility for foreign affairs. Like Concini, the Bishop was one of the closest advisors of Louis XIII's mother, Marie de Mdicis. The Queen had become Regent of France when the nine-year old Louis ascended the throne; although her son reached the legal age of majority in 1614, she remained the effective ruler of the realm. However, her policies, and those of Concini, proved unpopular with many in France. As a result, both Marie and Concini became the targets of intrigues at court; their most powerful enemy was Charles de Luynes. In April 1617, in a plot arranged by Luynes, King Louis XIII ordered that Concini be arrested, and killed should he resist; Concini was consequently assassinated, and Marie de Mdicis overthrown. His patron having died, Richelieu also lost power; he was dismissed as Secretary of State, and was removed from the court. In 1618, the King, still suspicious of the Bishop of Luon, banished him to Avignon. There, Richelieu spent most of his time writing; he composed a catechism entitled L'Instruction du chrtien.


          In 1619, Marie de Mdicis escaped from her confinement in the Chteau de Blois, becoming the titular leader of an aristocratic rebellion. The King and the duc de Luynes recalled Richelieu, believing that he would be able to reason with the Queen. Richelieu was successful in this endeavour, mediating between her and her son. Complex negotiations bore fruit when the Treaty of Angoulme was ratified; Marie de Mdicis was given complete freedom, but would remain at peace with the King. The Queen was also restored to the royal council.


          After the death of the King's favourite, the duc de Luynes, in 1621, Richelieu began to rise to power quickly. Next year, the King nominated Richelieu for a cardinalate, which Pope Gregory XV accordingly granted on 19 April 1622. Crises in France, including a rebellion of the Huguenots, rendered Richelieu a nearly indispensable advisor to the King. After he was appointed to the royal council of ministers in April 1624, he intrigued against the chief minister, Charles, duc de La Vieuville. In August of the same year, La Vieuville was arrested on charges of corruption, and Cardinal Richelieu took his place as the King's principal minister.


          


          Chief minister


          Cardinal Richelieu's policy involved two primary goals: centralization of power in France and opposition to the Habsburg dynasty (which ruled in both Austria and Spain). Shortly after he became Louis' principal minister, he was faced with a crisis in the Valtellina, a valley in Lombardy (northern Italy). In order to counter Spanish designs on the territory, Richelieu supported the Protestant Swiss canton of Grisons, which also claimed the strategically important valley. The Cardinal deployed troops to Valtellina, from which the Pope's garrisons were driven out. Richelieu's decision to support a Protestant canton against the Pope won him many enemies in predominantly Catholic France.


          
            [image: Henri Motte's stylised depiction of Cardinal Richelieu at the Siege of La Rochelle.]
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          In order to further consolidate power in France, Richelieu sought to suppress the influence of the feudal nobility. In 1626, he abolished the position of Constable of France and ordered all fortified castles to be razed, excepting only those needed to defend against invaders. Thus, he stripped the princes, dukes, and lesser aristocrats of important defences that could have been used against the King's armies during rebellions. As a result, Richelieu was hated by most of the nobility.


          Another obstacle to the centralization of power was religious division in France. The Huguenots, one of the largest political and religious factions in the country, controlled a significant military force, and were in rebellion. Moreover, the King of England, Charles I, declared war on France in an attempt to aid the Huguenot faction. In 1627, Richelieu ordered the army to besiege the Huguenot stronghold of La Rochelle; the Cardinal personally commanded the besieging troops. English troops under the Duke of Buckingham led an expedition to help the citizens of La Rochelle, but failed abysmally. The city, however, remained firm for over a year before capitulating in 1628.


          Although the Huguenots suffered a major defeat at La Rochelle, they continued to fight, led by Henri, duc de Rohan. Protestant forces, however, were defeated in 1629; Rohan submitted to the terms of the Peace of Alais. As a result, religious toleration for Protestants, which had first been granted by the Edict of Nantes in 1598, was permitted to continue; however, the Cardinal abolished their political rights and protections. Rohan was not executed (as were leaders of rebellions later in Richelieu's tenure); in fact, he later became a commanding officer in the French army.
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          Habsburg Spain exploited the French conflict with the Huguenots to extend its influence in northern Italy. It funded the Huguenot rebels in order to keep the French army occupied, meanwhile expanding its Italian dominions. Richelieu, however, responded aggressively; after La Rochelle capitulated, he personally led the French army to northern Italy to restrain Spain.


          In the next year, Richelieu's position was seriously threatened by his former patron, Marie de Mdicis. Marie believed that the Cardinal had robbed her of her political influence; thus, she demanded that her son dismiss the chief minister. Louis XIII was not, at first, averse to such a course of action, as he personally disliked Richelieu. The persuasive statesman convinced his master of the wisdom in his plans, however. On November 11, 1630, Marie de Mdicis and the King's brother, Gaston, duc d'Orlans, secured the King's agreement for the dismissal. Richelieu, however, was aware of the plan, and quickly convinced the King to repent. This day, known as the Day of the Dupes, was the only one on which Louis XIII took a step toward dismissing his minister. Thereafter, the King was unwavering in his political support for him; the courtier was created duc de Richelieu and was made a Peer of France.


          Meanwhile, Marie de Mdicis was exiled to Compigne. Both Marie and the duc d'Orlans continued to conspire against Richelieu, but their schemes came to nothing. The nobility, also, remained powerless. The only important rising was that of Henri, duc de Montmorency in 1632; Richelieu, ruthless in suppressing opposition, ordered the duke's execution. Richelieu's harsh measures were designed to intimidate his enemies. He also ensured his political security by establishing a large network of spies in France as well as in other European countries.


          


          Thirty Years' War


          Before Richelieu's ascent to power, most of Europe had become involved in the Thirty Years' War. In 1629, the Habsburg Holy Roman Emperor Ferdinand II humbled many of his Protestant opponents in Germany, thereby greatly increasing his power. Richelieu, alarmed by Ferdinand's influence, incited Sweden to attack. He also agreed to aid the Swedes with financial subsidies. France was not openly at war with the Empire, so aid was given secretly. In the meantime, France and Spain continued to remain hostile over the latter kingdom's ambitions in northern Italy. At that time Northern Italy was a major strategic asset in Europe's balance of powers, being a terrestrial link between the Habsburgs' two branches in Germany and Spain. Had the imperial armies dominated this region, France's very existence would have been endangered, being circled by Habsburg territories. The Spanish Habsburgs were trying to get papal approval for a "universal monarchy. When, in 1630, French ambassadors in Regensburg agreed to make peace with Habsburg Spain, Richelieu refused to uphold them. The agreement would have prohibited French interference in the hostilities in Germany. Thus, Richelieu advised Louis XIII to refuse to ratify the treaty.


          Because he openly aligned France with Protestant powers, Richelieu was denounced by many as a traitor to the Roman Catholic Church. Military hostilities, at first, were disastrous for the French, with many victories going to Spain and the Empire. Neither side, however, could obtain a decisive advantage, and the conflict lingered on until after Richelieu's death.


          Military expenses put a considerable strain on the King's revenues. In response, Richelieu raised the gabelle (a tax on salt) and the taille (a tax on land). The taille was enforced to provide funds to raise armies and wage war. The clergy, nobility, and high bourgeoisie were either exempt or could easily avoid payment, so the burden fell on the poorest segment of the nation. To collect taxes more efficiently, and to keep corruption to a minimum, Richelieu bypassed local tax officials, replacing them with intendants  officials in the direct service of the Crown. Richelieu's financial scheme, however, caused unrest among the peasants; there were several uprisings between 1636 and 1639. Richelieu crushed the revolts violently, and dealt with the rebels harshly.


          


          Last years


          Towards the end of his life, Richelieu alienated many people, including Pope Urban VIII. Richelieu was displeased by the Pope's refusal to name him the papal legate in France; in turn, the Pope did not approve of the administration of the French church, or of French foreign policy. However, the conflict was largely healed when the Pope granted a cardinalate to Jules Mazarin, one of Richelieu's foremost political allies, in 1641. Despite troubled relations with the Roman Catholic Church, Richelieu did not support the complete repudiation of papal authority in France, as was advocated by the Gallicanists.
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          As he neared his death, Richelieu faced a plot that threatened to remove him from power. The cardinal had introduced a young man named Henri Coiffier de Ruz, marquis de Cinq-Mars to Louis XIII's court. The Cardinal had been a friend of Cinq-Mars' father. More importantly, Richelieu hoped that Cinq-Mars would become Louis' favourite, so that he could indirectly exercise greater influence over the monarch's decisions. Cinq-Mars had become the royal favourite by 1639, but, contrary to Cardinal Richelieu's belief, he was not easy to control. The young marquis realized that Richelieu would not permit him to gain political power. In 1641, he participated in the comte de Soissons' failed conspiracy against Richelieu, but was not discovered. Next year, he schemed with leading nobles (including the King's brother, the duc d'Orlans) to raise a rebellion; he also signed a secret agreement with the King of Spain, who promised to aid the rebels. Richelieu's spy service, however, discovered the plot, and the Cardinal received a copy of the treaty. Cinq-Mars was promptly arrested and executed; although Louis approved the use of capital punishment, he grew more distant from Richelieu as a result.


          In the same year, however, Richelieu's health was already failing. He suffered greatly from eye strain and headaches, among other ailments. As he felt his death approaching, he named as his successor one of his most faithful followers, Jules Cardinal Mazarin. Although Mazarin was originally a representative of the Holy See, he had left the Pope's service to join that of the King of France. Mazarin succeeded Richelieu when the latter died. Richelieu is interred at the church of the Sorbonne.


          


          Arts and culture
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          Richelieu was a famous patron of the arts. Himself an author of various religious and political works (most notably his Political Testament), he funded the literary careers of many writers. He was a lover of the theatre, which was not considered a respectable art form during that era. Among the individuals he patronized was the famous playwright Pierre Corneille. Richelieu was also the founder and patron of the Acadmie franaise, the pre-eminent French literary society. The institution had previously been in informal existence; in 1635, however, Cardinal Richelieu obtained official letters patent for the body. The Acadmie franaise includes forty members, promotes French literature, and continues to be the official authority on the French language. Richelieu served as the Acadmie's "protector"; since 1672, that role has been fulfilled by the French head of state.


          In 1622, Richelieu was elected the proviseur or principal of the Sorbonne. He presided over the renovation of the college's buildings, and over the construction of its famous chapel, where he is now entombed. As he was Bishop of Luon, his statue stands outside the Luon cathedral.


          Richelieu oversaw the construction of his own palace in Paris, the Palais-Cardinal. The palace, renamed the Palais Royal after Richelieu's death, now houses the French Constitutional Council, the Ministry of Culture, and the Conseil d'tat. The architect of the Palais-Cardinal, Jacques Lemercier, also received a commission to build a chteau and a surrounding town in Indre-et-Loire; the project culminated in the construction of the Chteau Richelieu and the town of Richelieu. To the chteau, he added one of the largest art collections in Europe. Most notably, he owned Slaves (sculptures by the Italian Michelangelo Buonarroti), as well as paintings by Peter Paul Rubens, Nicolas Poussin and Titian.


          


          Legacy


          Richelieu's tenure was a crucial period of reform for France. Earlier, the nation's political structure was largely feudal, with powerful nobles and a wide variety of laws in different regions. Parts of the nobility periodically conspired against the King, raised private armies, and allied themselves with foreign powers. This system gave way to centralized power under Richelieu. Local and even religious interests were subordinated to those of the whole nation, and of the embodiment of the nation  the King. Equally critical for France was Richelieu's foreign policy, which helped restrain Habsburg influence in Europe. Richelieu did not survive until the end of the Thirty Years' War. However, the conflict ended in 1648, with France emerging in a far better position than any other power, and the Holy Roman Empire entering a period of decline.


          Richelieu's successes were extremely important to Louis XIII's successor, King Louis XIV. He continued Richelieu's work of creating an absolute monarchy; in the same vein as the Cardinal, he enacted policies that further suppressed the once-mighty aristocracy, and utterly destroyed all remnants of Huguenot political power with the Edict of Fontainebleau. Moreover, Louis took advantage of his nation's success during the Thirty Years' War to establish French hegemony in continental Europe. Thus, Richelieu's policies were the requisite prelude to Louis XIV becoming the most powerful monarch, and France the most powerful nation, in all of Europe during the late seventeenth century.


          Richelieu is also notable for the authoritarian measures he employed to maintain power. He censored the press, established a large network of internal spies, forbade the discussion of political matters in public assemblies such as the Parlement de Paris (a court of justice), and had those who dared to conspire against him prosecuted and executed. The Canadian historian and philosopher John Ralston Saul has referred to Richelieu as the "father of the modern nation-state, modern centralised power [and] the modern secret service."


          Richelieu's motives are the focus of much debate among historians; some see him as a patriotic supporter of the monarchy, while others view him as a power-hungry cynic. (Voltaire even argued that Richelieu started wars to make himself indispensable to the King.) The latter image gained further currency due to Alexandre Dumas' The Three Musketeers, of which Richelieu is a major character and one of the main villains. The novel, and subsequent film adaptations, depicts Richelieu as a power-hungry, unscrupulous, and avaricious minister.


          Despite such arguments, Richelieu remains an honoured personality in France, particularly for his stubborn refusal to let courtly intrigues and foreign interests dominate the government. He has given his name to a battleship and a battleship class. The French government planned to use his name for an aircraft carrier but the ship was finally named after Charles de Gaulle.


          His legacy is also important for the world at large; his ideas of a strong nation-state and aggressive foreign policy helped create the modern system of international politics. The notions of national sovereignty and international law can be traced, at least in part, to Richelieu's policies and theories, especially as enunciated in the Treaty of Westphalia that ended the Thirty Years' War.


          One aspect of his legacy which has remained less renowned is his involvement with Samuel de Champlain, and his fledgling colony along the St. Lawrence River. The retention and promotion of Qubec under Richelieu allowed it  and through the settlement's strategic location, the St-Lawrence - Great Lakes gateway into the North American interior  to develop into a French empire in North Americaparts of which would eventually become modern Canada and Louisiana.


          


          Tomb


          During the French Revolution, Richelieu's body was removed from its tomb for reburial elsewhere, and the mummified front of his head, having been removed and replaced during the original embalming process, was stolen. It ended up in the possession of Nicholas Armez of Brittany by 1796, and he occasionally exhibited the well-preserved face. His nephew, Louis-Philippe Armez, inherited it and also occasionally exhibited it and lent it out for study. In 1866, Napoleon III persuaded Armez to return the face to the government for reinterrment with the rest of Richelieu's body (Murphy, 1995).


          


          Honours


          Many sites and landmarks were named to honour Cardinal Richelieu. They include:


          
            	Richelieu, Indre et Loire, a town founded by the Cardinal.


            	Avenue Richelieu, located in Shawinigan, Quebec, Canada;


            	The provincial electoral district of Richelieu, Quebec;


            	Richelieu River, in Montrgie, Quebec.


            	A wing of the Louvre Museum, Paris, France.


            	The Paris Mtro station Richelieu-Drouot (partly named after the Boulevard de Richelieu).

          


          Popular culture


          
            	Nigel de Brulier in the films The Iron Mask (1929) and its first remake The Man in the Iron Mask (1939), and in the 1935 film version of The Three Musketeers.


            	George Arliss in the film Cardinal Richelieu (1935)


            	Vincent Price in the film The Three Musketeers (1948)


            	Edgar Barrier in the 1950 film Cyrano de Bergerac. The role was especially created for this film version; Richelieu is never seen or heard in the play, though he is alluded to.


            	Christopher Logue in the film The Devils, directed by Ken Russell (1971) Oddly enough, Richelieu is depicted in this film as wheelchair-bound. The film's character also bears absolutely no physical resemblance with the actual Richelieu.


            	Charlton Heston in the films The Three Musketeers (1973) and The Four Musketeers (1974)


            	Aleksander Trofimov in D'Artagnan and Three Musketeers (1978)


            	Richelieu is a major figure in the cartoon Dogtanian and the Three Muskehounds. He was voiced by Rafael de Penagos (in the original spanish version) and Kerry Mahan (in the English-language version).


            	The Cardinal is also a recurring character in the japanese cartoon adaptation of Dumas' novels. He was voiced by Nobuo Tanaka.


            	Umberto Eco's novel The Island of the Day Before (1995) (L'isola del giorno prima, 1994), a story about a 17th-century nobleman marooned across the international date line


            	Tim Curry in the film The Three Musketeers (1993) This film, in a major departure from both history and Alexandre Dumas' work, depicts Richelieu as trying to overthrow and assassinate Louis XIII.


            	Michael Praed in the television series The Secret Adventures of Jules Verne (2000)


            	Stephen Rea in the film The Musketeer (2001)


            	Peter Keleghan in season 2, episode 5 ("Steeped in Blood") of the television series Slings and Arrows (2005)


            	The Cardinal is a major supporting and adversarial character in the 1632 series of novels by Eric Flint.


            	In the first series of Monty Python's Flying Circus, a surrealist-comic courtroom scene featured Michael Palin playing Cardinal Richelieu as a character witness for the defendant; the character was subsequently shown to be a Cardinal Richelieu impersonator.


            	Michael Shallard in the Doctor Who audio drama The Church and the Crown.


            	Mentioned by John Cleese in The Alan Parsons Project's song "Chomolungma".

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cardinal_Richelieu"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Caribbean Sea


        
          

          
            [image: Map of Central America and the Caribbean]

            
              Map of Central America and the Caribbean
            

          


          
            [image: Map of the Caribbean:blue = Caribbean Oceangreen = Antilles]

            
              Map of the Caribbean:

              blue = Caribbean Ocean

              green = Antilles
            

          


          The Caribbean Sea (pronounced /kəˈrɪbiən/ or /ˌkrɨˈbiːən/) is a tropical sea in the Western Hemisphere, part of the Atlantic Ocean, southeast of the Gulf of Mexico. A mediterranean sea, it covers most of the Caribbean Plate and is bounded on the south by South America, on the west and south by Mexico and Central America, and on the north and east by the Antilles: the Greater Antilles islands of Cuba, Hispaniola, Jamaica, and Puerto Rico lie to the north, and a plethora of Lesser Antilles bound the sea on the east. The entire area of the Caribbean Sea, the numerous islands of the West Indies, and adjacent coasts, are collectively known as the Caribbean.


          The Caribbean Sea is one of the largest salt water seas and has an area of about 2,754,000 km (1,063,000 square miles). The sea's deepest point is the Cayman Trough, between Cuba and Jamaica, at 7,686 m (25,220 ft) below sea level. The Caribbean coastline has many gulfs and bays: the Gulf of Gonve, Gulf of Venezuela, Gulf of Darien, Golfo de los Mosquitos and Gulf of Honduras.


          


          History
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          The name "Caribbean" is derived from the Caribs, one of the dominant American Indian groups in the region at the time of European contact during the late 15th century. After the discovery of the West Indies by Christopher Columbus in 1492, the Spanish term Antillas was commonly assigned to the lands; stemming from this, "Sea of the Antilles" is a common alternative name for the Caribbean Sea in various European languages. During the first century of development, the Spanish dominance was undisputed.


          
            [image: Tulum, Maya city on the coast of the Caribbean in the state of Quintana Roo (Mexico).]

            
              Tulum, Maya city on the coast of the Caribbean in the state of Quintana Roo (Mexico).
            

          


          The Caribbean Sea was an unknown body of water to the populations of Eurasia until 1492 when Christopher Columbus first sailed into Caribbean waters while trying to find a route to India. At that time the Western Hemisphere in general was unknown to Europeans. Following the discovery of the islands by Columbus, the area was quickly colonized by several Western Civilizations. Following the colonization of the Caribbean islands, the Sea became a busy area for European-based marine trading and transport, and this commerce eventually attracted piracy.


          Today the area is home to 22 island territories and borders 12 continental countries. Because of an abundance of sunshine, year-round tropical temperatures moderated by the almost constant trade winds, and the great variety of scenic destinations to visit, during the second half of the 20th century on into the 21st, the Caribbean Sea became a popular place for tourism, and this trend has favored the increasing development of the cruise industry in the area (see Cruising and Cruise ship).


          


          Geology


          The Caribbean Sea is an oceanic sea largely situated on the Caribbean Plate. Estimates of the sea's age range from 20,000 years to 570 million years. The Caribbean sea floor is divided into five basins separated from each other by underwater ridges and mountain ranges. Atlantic Ocean enters the Caribbean through the Anegada Passage lying between the Lesser Antilles and Virgin Islands and the Windward Passage located between Cuba and Haiti. The deepest points of the sea lie in Cayman Trough with depths reaching approximately 7,686 m (25,220 ft). Despite this, the Caribbean Sea is considered a relatively shallow sea in comparison to other bodies of water.


          The Caribbean sea floor is also home to two oceanic trenches: the Hispaniola Trench and Puerto Rico Trench, which put the area at a higher risk of earthquakes. Underwater earthquakes pose a threat of generating tsunamis which could have a devastating effect on the Caribbean islands. Scientific data reveals that over the last 500 years the area has seen a dozen earthquakes above 7.5 magnitude.


          


          Ecology
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          The Caribbean is home to about 29% of the world's coral reefs covering about 20,000square miles(50,000km), most of which are located off the Caribbean Islands and the Central American coast. Currently, unusually warm Caribbean waters are endangering the Caribbean coral reefs. Coral Reefs support some of the most diverse habitats in the world, but are fragile ecosystems. When tropical waters exceed 85F (29C) for an extended period of time, microscopic plants called zooxanthellae die off. These plant provide food for the coral and give them their colour. The resultant bleaching of the coral reefs kills them, and ruins the ecosystem. Up to 42% of the coral colonies have gone completely white, while 95% have undergone at least some bleaching. The habitats supported by the reefs are critical to such tourist activities such as fishing and diving, and provide an annual economic value to Caribbean nations of $3.1-$4.6 billion. Continued destruction of the reefs could severely damage the region's economy. A Protocol of the Convention for the Protection and Development of the Marine Environment of the Wider Caribbean Region came in effect in 1986 to protect the various endangered marine life of the Caribbean through forbidding human activities that would advance the continued destruction of such marine life in various areas. Currently this protocol has been ratified by 15 countries. Also several charitable organizations have been formed to preserve the Caribbean marine life, such as Caribbean Conservation Corporation which seeks to study and protect sea turtles while educating others about them.


          


          Weather
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          The Caribbean weather is influenced by the Gulf Stream and Humboldt Current ocean currents. The tropical location of the sea helps the water to maintain a warm temperature ranging from the low of 70 to mid-80 degrees Fahrenheit by the season.


          The Caribbean is a focal area for many hurricanes within the Western Hemisphere. A series of low pressure systems develop off the West coast of Africa and make their way across the Atlantic Ocean. While most of these systems do not become tropical storms, some do. The tropical storms can develop into Atlantic hurricanes, often in the low pressure areas of the eastern Caribbean. The Caribbean hurricane season as a whole lasts from June to December, with the majority of hurricanes occurring during August and September. On average around 9 tropical storms form each year, with 5 reaching hurricane strength. According to the National Hurricane Centre 385 hurricanes occurred in the Caribbean between 1494 and 1900.


          Every year hurricanes represent a potential threat to the islands of the Caribbean, due to the extremely destructive nature of these powerful weather systems. Coral reefs can easily be damaged by violent wave action, and can be destroyed when a hurricane dumps sand or mud onto the a reef. When this happens, the coral organisms are smothered and the reef dies and ultimately breaks apart.


          


          Economy and human activity


          
            [image: A Caribbean beach in Isla Margarita, Venezuela.]

            
              A Caribbean beach in Isla Margarita, Venezuela.
            

          


          The Caribbean region has seen a significant increase in human activity since the colonization period. The sea is one of the largest oil production areas in the world, producing approximately 170 million tons per year. The area also generates a large fishing industry for the surrounding countries, accounting for half a million metric tons of fish a year.


          Human activity in the area also accounts for a significant amount of pollution, Pan American Health Organization estimating in 1993 that only about 10% of the sewage from the Central American and Caribbean Island countries is properly treated before being released into the Sea.


          The Caribbean region supports a large tourist industry. The Caribbean Tourism Organization calculates that about 12 million people a year visit the area, including (in 19911992) about 8 million Cruise Ship tourists.


          


          Popular culture


          The Caribbean is the setting for countless literary efforts often related to piracy and swashbuckling. One memorable work of pulp fiction has in its title a geographic feature unique in its way to the islands: Fear Cay, the eleventh Doc Savage adventure by Lester Dent. Many James Bond adventures were set there. It is also well known as the location of the Pirates of the Caribbean films, featuring Port Royal
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          Johann Carl Friedrich Gauss (IPA: /ˈɡaʊs/, Audio, German: Gau, Latin: Carolus Fridericus Gauss) ( 30 April 1777  23 February 1855) was a German mathematician and scientist who contributed significantly to many fields, including number theory, statistics, analysis, differential geometry, geodesy, electrostatics, astronomy, and optics. Sometimes known as the princeps mathematicorum (Latin, usually translated as "the Prince of Mathematicians", although Latin princeps also can simply mean "the foremost") and "greatest mathematician since antiquity", Gauss had a remarkable influence in many fields of mathematics and science and is ranked as one of history's most influential mathematicians.


          Gauss was a child prodigy, of whom there are many anecdotes pertaining to his astounding precocity while a mere toddler, and made his first ground-breaking mathematical discoveries while still a teenager. He completed Disquisitiones Arithmeticae, his magnum opus, in 1798 at the age of 21, though it would not be published until 1801. This work was fundamental in consolidating number theory as a discipline and has shaped the field to the present day.


          


          Early years (1777-1798)
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          Gauss was born in Braunschweig, in the Duchy of Braunschweig-Lneburg (now part of Lower Saxony, Germany), as the only son of poor working-class parents. There are several stories of his early genius, all of them open to doubt; according to one, his gifts became very apparent at the age of three when he corrected, in his head, an error his father had made on paper while calculating finances.


          Another famous story, and one that has evolved in the telling, has it that in primary school his teacher, J.G. Bttner, tried to occupy pupils by making them add a list of integers. The young Gauss reputedly produced the correct answer within seconds, to the astonishment of his teacher and his assistant Martin Bartels. Gauss' presumed method, which supposes the list of numbers was from 1 to 100, was to realise that pairwise addition of terms from opposite ends of the list yielded identical intermediate sums: 1 + 100 = 101, 2 + 99 = 101, 3 + 98 = 101, and so on, for a total sum of 50  101 = 5050 (see arithmetic series and summation). However the method, the list of numbers and the incident itself are all apocryphal. Some, such as Joseph Rotman in his book A first course in Abstract Algebra, question whether this incident ever happened.


          His father had wanted him to follow in his footsteps and become a mason. He was not supportive of Gauss's schooling in mathematics and science. Gauss was primarily supported by his mother in this effort and by the Duke of Braunschweig, who awarded Gauss a fellowship to the Collegium Carolinum (now Technische Universitt Braunschweig), which he attended from 1792 to 1795, from where he moved to the University of Gttingen from 1795 to 1798. While in university, Gauss independently rediscovered several important theorems; his breakthrough occurred in 1796 when he was able to show that any regular polygon with a number of sides which is a Fermat prime (and, consequently, those polygons with any number of sides which is the product of distinct Fermat primes and a power of 2) can be constructed by compass and straightedge. This was a major discovery in an important field of mathematics; construction problems had occupied mathematicians since the days of the Ancient Greeks, and the discovery ultimately led Gauss to choose mathematics instead of philology as a career. Gauss was so pleased by this result that he requested that a regular heptadecagon be inscribed on his tombstone. The stonemason declined, stating that the difficult construction would essentially look like a circle.


          The year 1796 was most productive for both Gauss and number theory. He discovered a construction of the heptadecagon on March 30. He invented modular arithmetic, greatly simplifying manipulations in number theory. He became the first to prove the quadratic reciprocity law on April 8. This remarkably general law allows mathematicians to determine the solvability of any quadratic equation in modular arithmetic. The prime number theorem, conjectured on May 31, gives a good understanding of how the prime numbers are distributed among the integers. Gauss also discovered that every positive integer is representable as a sum of at most three triangular numbers on July 10 and then jotted down in his diary the famous words, " Heureka! num =  +  + ." On October 1 he published a result on the number of solutions of polynomials with coefficients in finite fields, which ultimately led to the Weil conjectures 150 years later.


          


          Middle years (1799-1830)


          In his 1799 doctorate in absentia, A new proof of the theorem that every integral rational algebraic function of one variable can be resolved into real factors of the first or second degree, Gauss proved the fundamental theorem of algebra which states that every non-constant single-variable polynomial over the complex numbers has at least one root. Mathematicians including Jean le Rond d'Alembert had produced false proofs before him, and Gauss's dissertation contains a critique of d'Alembert's work. Ironically, by today's standard, Gauss's own attempt is not acceptable, owing to implicit use of the Jordan curve theorem. However, he subsequently produced three other proofs, the last one in 1849 being generally considered rigorous. His attempts clarified the concept of complex numbers considerably along the way.


          Gauss also made important contributions to number theory with his 1801 book Disquisitiones Arithmeticae (Latin, Arithmetical Investigations), which contained a clean presentation of modular arithmetic and the first proof of the law of quadratic reciprocity. In that same year, Italian astronomer Giuseppe Piazzi discovered the dwarf planet Ceres, but could only watch it for a few days.
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          Gauss predicted correctly the position at which it could be found again, and it was rediscovered by Franz Xaver von Zach on December 31, 1801 in Gotha, and one day later by Heinrich Olbers in Bremen. Zach noted that "without the intelligent work and calculations of Doctor Gauss we might not have found Ceres again." Though Gauss had been up to that point supported by the stipend from the Duke, he doubted the security of this arrangement, and also did not believe pure mathematics to be important enough to deserve support. Thus he sought a position in astronomy, and in 1807 was appointed Professor of Astronomy and Director of the astronomical observatory in Gttingen, a post he held for the remainder of his life.


          The discovery of Ceres by Piazzi on January 1, 1801 led Gauss to his work on a theory of the motion of planetoids disturbed by large planets, eventually published in 1809 under the name Theoria motus corporum coelestium in sectionibus conicis solem ambientum (theory of motion of the celestial bodies moving in conic sections around the sun). Piazzi had only been able to track Ceres for a couple of months, following it for three degrees across the night sky. Then it disappeared temporarily behind the glare of the Sun. Several months later, when Ceres should have reappeared, Piazzi could not locate it: the mathematical tools of the time were not able to extrapolate a position from such a scant amount of datathree degrees represent less than 1% of the total orbit.


          Gauss, who was 23 at the time, heard about the problem and tackled it. After three months of intense work, he predicted a position for Ceres in December 1801- just about a year after its first sightingand this turned out to be accurate within a half-degree. In the process, he so streamlined the cumbersome mathematics of 18th century orbital prediction that his work- published a few years later as Theory of Celestial Movement- remains a cornerstone of astronomical computation. It introduced the Gaussian gravitational constant, and contained an influential treatment of the method of least squares, a procedure used in all sciences to this day to minimize the impact of measurement error. Gauss was able to prove the method in 1809 under the assumption of normally distributed errors (see GaussMarkov theorem; see also Gaussian). The method had been described earlier by Adrien-Marie Legendre in 1805, but Gauss claimed that he had been using it since 1795.
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          Gauss was a prodigious mental calculator. Reputedly, when asked how he had been able to predict the trajectory of Ceres with such accuracy he replied, "I used logarithms." The questioner then wanted to know how he had been able to look up so many numbers from the tables so quickly. "Look them up?" Gauss responded. "Who needs to look them up? I just calculate them in my head!"


          In 1818 Gauss, putting his calculation skills to practical use, carried out a geodesic survey of the state of Hanover, linking up with previous Danish surveys. To aid in the survey, Gauss invented the heliotrope, an instrument that uses a mirror to reflect sunlight over great distances, to measure positions.


          Gauss also claimed to have discovered the possibility of non-Euclidean geometries but never published it. This discovery was a major paradigm shift in mathematics, as it freed mathematicians from the mistaken belief that Euclid's axioms were the only way to make geometry consistent and non-contradictory. Research on these geometries led to, among other things, Einstein's theory of general relativity, which describes the universe as non-Euclidean. His friend Farkas Wolfgang Bolyai with whom Gauss had sworn "brotherhood and the banner of truth" as a student had tried in vain for many years to prove the parallel postulate from Euclid's other axioms of geometry. Bolyai's son, Jnos Bolyai, discovered non-Euclidean geometry in 1829; his work was published in 1832. After seeing it, Gauss wrote to Farkas Bolyai: "To praise it would amount to praising myself. For the entire content of the work... coincides almost exactly with my own meditations which have occupied my mind for the past thirty or thirty-five years." This unproved statement put a strain on his relationship with Jnos Bolyai (who thought that Gauss was "stealing" his idea), but it is now generally taken at face value. Letters by Gauss years before 1829 reveal him obscurely discussing the problem of parallel lines. Waldo Dunnington, a life-long student of Gauss, successfully proves in Gauss, Titan of Science that Gauss was in fact in full possession of non-Euclidian geometry long before it was published by Jnos, but that he refused to publish any of it because of his fear of controversy.
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          The survey of Hanover later led to the development of the Gaussian distribution - also called normal distribution - for describing measurement errors. Moreover, it fueled Gauss's interest in differential geometry, a field of mathematics dealing with curves and surfaces. This led in 1828 to an important theorem, the Theorema Egregium (remarkable theorem in Latin), establishing an important property of the notion of curvature. Informally, the theorem says that the curvature of a surface can be determined entirely by measuring angles and distances on the surface. That is, curvature does not depend on how the surface might be embedded in 3-dimensional space.


          


          Later years and death (1831-1855)


          
            [image: Grave of Gauss at Albanifriedhof]

            
              Grave of Gauss at Albanifriedhof
            

          


          In 1831 Gauss developed a fruitful collaboration with the physics professor Wilhelm Weber, leading to new knowledge in magnetism (including finding a representation for the unit of magnetism in terms of mass, length and time) and the discovery of Kirchhoff's circuit laws in electricity. They constructed the first electromagnetic telegraph in 1833, which connected the observatory with the institute for physics in Gttingen. Gauss ordered a magnetic observatory to be built in the garden of the observatory, and with Weber founded the magnetischer Verein (magnetic club in German), which supported measurements of earth's magnetic field in many regions of the world. He developed a method of measuring the horizontal intensity of the magnetic field which has been in use well into the second half of the 20th century and worked out the mathematical theory for separating the inner ( core and crust) and outer ( magnetospheric) sources of Earth's magnetic field.


          Gauss died in Gttingen, Hanover (now part of Lower Saxony, Germany) in 1855 and is interred in the cemetery Albanifriedhof there. Two individuals gave eulogies at his funeral, Gauss's son-in-law Heinrich Ewald and Wolfgang Sartorius von Waltershausen, who was Gauss's close friend and biographer. His brain was preserved and was studied by Rudolf Wagner who found its weight to be 1,492 grams and the cerebral area equal to 219,588 square centimeters (236.363 square feet). Highly developed convolutions were also found, which in the early 20th century was suggested as the explanation of his genius.


          


          Family


          Gauss's personal life was overshadowed by the early death of his first wife, Johanna Osthoff, in 1809, soon followed by the death of one child, Louis. Gauss plunged into a depression from which he never fully recovered. He married again, to Johanna's best friend named Friederica Wilhelmine Waldeck but commonly known as Minna. This second marriage does not seem to have been very happy as it was plagued by Minna's continuous illness. When his second wife died in 1831 after a long illness, one of his daughters, Therese, took over the household and cared for Gauss until the end of his life. His mother lived in his house from 1817 until her death in 1839.


          Gauss had six children. With Johanna (17801809), his children were Joseph (18061873), Wilhelmina (18081846) and Louis (18091810). Of all of Gauss's children, Wilhelmina was said to have come closest to his talent, but she died young. With Minna Waldeck he also had three children: Eugene (18111896), Wilhelm (18131879) and Therese (18161864). Eugene emigrated to the United States about 1832 after a falling out with his father, eventually settling in St. Charles, Missouri, where he became a well-respected member of the community. Wilhelm also settled in Missouri, starting as a farmer and later becoming wealthy in the shoe business in St. Louis. Therese kept house for Gauss until his death, after which she married.


          Gauss eventually had conflicts with his sons, two of whom migrated to the United States. He did not want any of his sons to enter mathematics or science for "fear of sullying the family name". His conflict with Eugene was particularly bitter. Gauss wanted Eugene to become a lawyer, but Eugene wanted to study languages. They had an argument over a party Eugene held, which Gauss refused to pay for. The son left in anger and emigrated to the United States, where he was quite successful. It took many years for Eugene's success to counteract his reputation among Gauss's friends and colleagues. See also the letter from Robert Gauss to Felix Klein on September 3, 1912.


          


          Personality


          Gauss was an ardent perfectionist and a hard worker. According to Isaac Asimov, Gauss was once interrupted in the middle of a problem and told that his wife was dying. He is purported to have said, "Tell her to wait a moment till I'm done." This anecdote is briefly discussed in Waldo Dunnington's Gauss, Titan of Science where it is suggested that it is an apocryphal story.


          He was never a prolific writer, refusing to publish works which he did not consider complete and above criticism. This was in keeping with his personal motto pauca sed matura (few, but ripe). A study of his personal diaries reveals that he had in fact discovered several important mathematical concepts years or decades before they were published by his contemporaries. Mathematical historian Eric Temple Bell estimated that had Gauss made known all of his discoveries, mathematics would have been advanced by 50 years.


          A criticism of Gauss is that he did not support the younger mathematicians who followed him. He rarely, if ever, collaborated with other mathematicians and was considered aloof and austere by many. Though he did take in a few students, Gauss was known to dislike teaching. It is said that he attended only a single scientific conference, which was in Berlin in 1828. However, several of his students became influential mathematicians, among them Richard Dedekind, Bernhard Riemann, and Friedrich Bessel. Before she died, Sophie Germain was recommended by Gauss to receive her honorary degree.


          Gauss usually declined to present the intuition behind his often very elegant proofs-he preferred them to appear "out of thin air" and erased all traces of how he discovered them. This is fully, however briefly, explained by Gauss himself in his "Disquisitiones Arithmeticae", where he states that all analysis (i.e. the paths one travelled to reach the solution of a problem) must be suppressed for sake of brevity.


          Gauss was deeply religious and conservative. He supported monarchy and opposed Napoleon, whom he saw as an outgrowth of revolution.


          


          Commemorations


          


          The CGS unit for magnetic induction was named gauss in his honour.


          From 1989 until the end of 2001, his portrait and a normal distribution curve as well as some prominent buildings of Gttingen were featured on the German ten-mark banknote. The other side of the note features the heliotrope and a triangulation approach for Hanover. Germany has issued three stamps honouring Gauss, as well. A righteous stamp (no. 725), was issued in 1955 on the hundredth anniversary of his death; two other stamps, no. 1246 and 1811, were issued in 1977, the 200th anniversary of his birth.


          In 2007, his bust was introduced to the Walhalla temple.


          Places, vessels and events named in honour of Gauss:


          
            	Gauss crater on the Moon


            	Asteroid 1001 Gaussia.


            	The ship Gauss, used in the Gauss expedition to the Antarctic.


            	Gaussberg, an extinct volcano discovered by the above mentioned expedition


            	Gauss Tower, an observation tower


            	In Canadian junior high schools, an annual national mathematics competition administered by the Centre for Education in Mathematics and Computing is named in honour of Gauss.


            	In University of California, Santa Cruz, in Crown College, a dormitory building is named after Gauss.


            	The Gauss Haus, an NMR centre at the University of Utah.


            	The Carl-Friedrich-Gau School for Mathematics, Computer Science, Business Administration, Economics, and Social Sciences of University of Braunschweig

          


          


          Writings


          
            	1799: Doctoral dissertation on the Fundamental theorem of algebra, with the title: Demonstratio nova theorematis omnem functionem algebraicam rationalem integram unius variabilis in factores reales primi vel secundi gradus resolvi posse ("New proof of the theorem that every integral algebraic function of one variable can be resolved into real factors [i.e. polynomials] of the first or second degree")


            	1801: Disquisitiones Arithmeticae, online at


            	1809: Theoria Motus Corporum Coelestium in sectionibus conicis solem ambientium (Theorie der Bewegung der Himmelskrper, die die Sonne in Kegelschnitten umkreisen), online at English translation by C. H. Davis, reprinted 1963, Dover, New York.


            	1821, 1823 und 1826: Theoria combinationis observationum erroribus minimis obnoxiae. Drei Abhandlungen betreffend die Wahrscheinlichkeitsrechnung als Grundlage des Gau'schen Fehlerfortpflanzungsgesetzes. English translation by G. W. Stewart, 1987, Society for Industrial Mathematics.


            	1827: Disquisitiones generales circa superficies curvas (Allgemeine Untersuchung ber gekrmmte Flchen), Commentationes Societatis Regiae Scientiarum Gottingesis Recentiores. Volumen VI, S. 99-146


            	1843/44: Untersuchungen ber Gegenstnde der Hheren Geodsie. Erste Abhandlung, Abhandlungen der Kniglichen Gesellschaft der Wissenschaften in Gttingen. Zweiter Band, S. 3-46


            	1846/47: Untersuchungen ber Gegenstnde der Hheren Geodsie. Zweite Abhandlung, Abhandlungen der Kniglichen Gesellschaft der Wissenschaften in Gttingen. Dritter Band, S. 3-44


            	Mathematisches Tagebuch 17961814, Ostwaldts Klassiker, Harri Deutsch Verlag 2005, mit Anmerkungen von Neumamn, ISBN 978-3-8171-3402-1 (es gibt auch engl. bers. mit Anmerkungen von Jeremy Gray, Expositiones Math. 1984)

          


          Die Gesammelten Werke von Gau are online here: . This includes German translations of Latin texts and commentaries by various authorities


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Carl_Friedrich_Gauss"
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          Carl Gustav Jung (IPA: [ˈkarl ˈgʊstaf ˈjʊŋ]) ( July 26, 1875, Kesswil  June 6, 1961, Ksnacht) was a Swiss psychiatrist, an influential thinker and the founder of analytical psychology.


          Jung's unique approach to psychology has been influential in countercultural movements in Europe, the United States and elsewhere since the 1930s. He emphasized understanding the psyche through exploring the worlds of dreams, art, mythology, world religion and philosophy. Although he was a theoretical psychologist and practicing clinician, much of his life's work was spent exploring other realms, including Eastern and Western philosophy, alchemy, astrology, sociology, as well as literature and the arts. His most notable ideas include the concept of archetypes, the collective unconscious and synchronicity.


          Jung emphasized the importance of balance and harmony. He cautioned that modern people rely too heavily on science and logic and would benefit from integrating spirituality and appreciation of unconscious realms.


          


          Biography


          


          Early years


          Carl Jung was born Karl Gustav II Jung on July 26, 1875 in Kesswil, in the Swiss canton (state) of Thurgau, as the fourth but only surviving child of Paul Achilles Jung and Emilie Preiswerk. His father, Paul Jung, was a poor rural pastor in the Swiss Reformed Church while his mother, Emilie, came from a wealthy, established Swiss family.
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          When Carl was six months old, Paul Jung acquired a position at a better parish in Laufen and the family moved there. Meanwhile, the tension between Paul and Emilie was growing. An eccentric and depressed woman, Emilie spent much of the time in her own separate bedroom, enthralled by the spirits that she said visited her at night. Emilie left Laufen for several months of hospitalization near Basel for an unknown physical ailment. Young Carl was taken by his father to live with Emilie's unmarried sister in Basel, but was later brought back to the pastor's residence. Emilie's continuing bouts of absence and often depressed mood influenced his attitude towards women  one of "innate unreliability", a view that he later called the "handicap I started off with". After three years of living in Laufen, Paul Jung requested a transfer and was called to Kleinhningen in 1879. The relocation brought Emilie in closer contact to her family and lifted her melancholy and despondent mood.


          A very solitary and introverted child, Jung was convinced from childhood that he had two personalities  a modern Swiss citizen and a personality more at home in the eighteenth century. "Personality No. 1", as he termed it, was a typical schoolboy living in the era of the time, while No. 2 was a dignified, authoritative and influential man from the past. Although Jung was close to both parents he was rather disappointed in his father's academic approach to faith.


          A number of childhood memories had made a life-long impression on him. As a boy he carved a tiny mannequin into the end of the wooden ruler from his pupil's pencil case and placed it inside the case. He then added a stone which he had painted into upper and lower halves and hid the case in the attic. Periodically he would come back to the mannequin, often bringing tiny sheets of paper with messages inscribed on them in his own secret language. This ceremonial act, he later reflected, brought him a feeling of inner peace and security. In later years he discovered that similarities existed in this memory and the totems of native peoples like the collection of soul-stones near Arlesheim, or the tjurungas of Australia. This, he concluded, was an unconscious ritual that he did not question or understand at the time, but which was practiced in a strikingly similar way in faraway locations that he as a young boy had no way of consciously knowing about. His findings on psychological archetypes and the collective unconscious were inspired in part by this experience.


          Shortly before the end of his first year at the Humanistisches Gymnasium in Basel, at age 12, he was pushed unexpectedly by another boy. He was knocked to the ground so hard that he was for a moment unconscious. The thought then came to him that "now you won't have to go to school any more." From then on, whenever he started off to school or began homework, he fainted. He remained at home for the next six months until he overheard his father speaking worriedly to a visitor of his future ability to support himself, as they suspected he had epilepsy. With little money in the family, this brought the boy to reality and he realized the need for academic excellence. He immediately went into his father's study and began poring over Latin grammar. He fainted three times, but eventually he overcame the urge and did not faint again. This event, Jung later recalled, "was when I learned what a neurosis is."


          


          Adolescence and early adulthood


          Jung wanted to study archaeology at a university, but his family was not wealthy enough to send him further afield than Basel, where they did not teach this subject, so instead Jung studied medicine at the University of Basel from 1894 to 1900. The formerly introverted student became much more lively here. In 1903, Jung married Emma Rauschenbach, from one of the richest families in Switzerland.


          Towards the end of studies, his reading of Krafft-Ebing persuaded him to specialize in psychiatric medicine. He later worked in the Burghlzli, a psychiatric hospital in Zrich.


          


          In 1906, he published Studies in Word Association and later sent a copy of this book to famed psychoanalyst Sigmund Freud, after which a close friendship between these two men followed for some 6 years (see section on Jung and Freud). In 1912 Jung published Wandlungen und Symbole der Libido (known in English as The Psychology of the Unconscious) resulting in a theoretical divergence between Jung and Freud and consequently a break in their friendship, both stating that the other was unable to admit he could possibly be wrong. After this falling-out, Jung went through a pivotal and difficult psychological transformation, which was exacerbated by news of the First World War. Henri Ellenberger called Jung's experience a "creative illness" and compared it to Freud's period of what he called neurasthenia and hysteria.


          


          Later life


          Following World War I, Jung became a worldwide traveler, facilitated by his wife's inherited fortune as well as the funds he received through psychiatric fees, book sales, and honoraria. He visited Northern Africa shortly after, and New Mexico and Kenya in the mid-1920s. In 1938, he delivered the Terry Lectures, Psychology and Religion, at Yale University. It was at about this stage in his life that Jung visited India. His experience in India led him to become fascinated and deeply involved with Eastern philosophies and religions, helping him form key concepts, including integrating spirituality into daily life and appreciation of the unconscious.


          Jung's marriage with Emma produced five children and lasted until Emma's death in 1955, but he had more or less open relationships with other women. The most well-known women with whom Jung is believed to have had extramarital affairs were patient and friend Sabina Spielrein and Toni Wolff. Jung continued to publish books until the end of his life, including a work showing his late interest in flying saucers. He also enjoyed a friendship with an English Catholic priest, Father Victor White, who corresponded with Jung after he had published his controversial Answer to Job.


          Jung's work on himself and his patients convinced him that life has a spiritual purpose beyond material goals. Our main task, he believed, is to discover and fulfill our deep innate potential, much as the acorn contains the potential to become the oak, or the caterpillar to become the butterfly. Based on his study of Christianity, Hinduism, Buddhism, Gnosticism, Taoism, and other traditions, Jung perceived that this journey of transformation is at the mystical heart of all religions. It is a journey to meet the self and at the same time to meet the Divine. Unlike Sigmund Freud, Jung thought spiritual experience was essential to our well-being.


          Jung died in 1961 in Zrich, after a short illness.


          


          Relationship with Freud
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          Jung was thirty when he sent his work Studies in Word Association to Sigmund Freud in Vienna. The first conversation between Jung and Freud lasted over 13 hours. Half a year later, the then 50 year-old Freud reciprocated by sending a collection of his latest published essays to Jung in Zrich, which marked the beginning of an intense correspondence and collaboration that lasted more than six years and ended shortly before World War I in May 1910, when Jung resigned as the chairman of the International Psychoanalytical Association.


          Today Jung's and Freud's theories influence different schools of psychiatry, but, more importantly, they influenced each other during intellectually formative years of their lives. In 1906 psychoanalysis as an institution was still in its early developmental stages. Jung, who had become interested in psychiatry as a student by reading Psychopathia Sexualis by Richard von Krafft-Ebing, professor in Vienna, now worked as a doctor under the psychiatrist Eugen Bleuler in the Burghlzli and became familiar with Freud's idea of the unconscious through Freud's The Interpretation of Dreams (1900) and was a proponent of the new "psycho-analysis". At the time, Freud needed collaborators and pupils to validate and spread his ideas. The Burghlzli was a renowned psychiatric clinic in Zrich at which Jung was an up-and-coming young doctor whose researches had already given him a worldwide reputation.


          In 1908, Jung became editor of the newly founded Yearbook for Psychoanalytical and Psychopathological Research. The following year, Jung traveled with Freud and Sandor Ferenczi to the U.S. to spread the news of psychoanalysis and in 1910, Jung became chairman for life of the International Psychoanalytical Association. While Jung worked on his Wandlungen und Symbole der Libido (Psychology of the Unconscious), tensions grew between Freud and Jung, due in a large part to their disagreements over the nature of libido and religion. In 1912 these tensions came to a peak because Jung felt severely slighted after Freud visited his colleague Ludwig Binswanger in Kreuzlingen without paying him a visit in nearby Zrich, an incident Jung referred to as the Kreuzlingen gesture. Shortly thereafter, Jung again traveled to the U.S.A. and gave the Fordham lectures, which were published as The Theory of Psychoanalysis, and while they contain some remarks on Jung's dissenting view on the nature of libido, they represent largely a "psychoanalytical Jung" and not the theory Jung became famous for in the following decades.


          In November 1912, Jung and Freud met in Munich for a meeting among prominent colleagues to discuss psychoanalytical journals.. At a talk about a new psychoanalytic essay on Amenhotep IV, Jung expressed his views on how it related to actual conflicts in the psychoanalytic movement. While Jung spoke, Freud suddenly fainted and Jung carried him to a couch.


          Jung and Freud personally met for the last time in September 1913 for the Fourth International Psychoanalytical Congress, also in Munich. Jung gave a talk on psychological types, the introverted and the extraverted type, in analytical psychology. This constituted the introduction of some of the key concepts which came to distinguish Jung's work from Freud's in the next half century.


          In the following years Jung experienced considerable isolation in his professional life, exacerbated through World War I. His Seven Sermons to the Dead (1917) reprinted in his autobiography Memories, Dreams, Reflections (see bibliography) can also be read as expression of the psychological conflicts which beset Jung around the age of forty after the break with Freud.


          Jung's primary disagreement with Freud stemmed from their differing concepts of the unconscious. Jung saw Freud's theory of the unconscious as incomplete and unnecessarily negative. According to Jung (though not according to Freud), Freud conceived the unconscious solely as a repository of repressed emotions and desires. Jung agreed with Freud's model of the unconscious, what Jung called the ' personal unconscious,' but he also proposed the existence of a second, far deeper form of the unconscious underlying the personal one. This was the collective unconscious, where the archetypes themselves resided, represented in mythology by a lake, or body of water, and in some cases a jug or other container. Freud had actually mentioned a collective level of psychic functioning but saw it primarily as an appendix to the rest of the psyche.


          


          Nazism


          Although Jung had many friends and respected colleagues who were Jewish, there were allegations that he was a Nazi sympathizer. Jung was editor of the Zentralblatt fr Psychotherapie, a publication that eventually endorsed Mein Kampf as required reading for all psychoanalysts. Jung claimed it was done to save psychoanalysis and preserve it during the war, believing that psychoanalysis would not otherwise survive, because the Nazis considered it to be a "Jewish science." He also claimed he did it with the help and support of his Jewish friends and colleagues. This after-the-fact explanation, however, has been challenged on the basis of available documents. There is another school of thought: that Jung wrote the article for the journal, and the reference of Mein Kampf was added after the article had been submitted.


          On the other hand, there are writings that show that Jung's sympathies were against, rather than for, Nazis. He voiced his opinions about Hitler and stated that the situation of the crazy passion was becoming dangerous.


          Jung served as president of the Nazi-dominated International General Medical Society for Psychotherapy, created by Matthias Gring. One of his first acts as president was to modify the constitution so that German Jewish doctors could maintain their membership as individual members even though they were excluded from all German medical societies. In 1934, when he presented his paper "A Review of the Complex Theory" in his presidential address, he did not discount the importance of Freud and credited him with as much influence as he could possibly give to an old mentor. Later in the war, Jung resigned.


          In addition, in 1943 he aided the U.S. Office of Strategic Services by analyzing the psychology of Nazi leaders. See also ongoing discussion in relation to "post-Jungian" interpretation.


          In an interview with Carol Baumann in 1948, published in the Bulletin of Analytical Psychology Club of New York, December 1949, Jung explicitly denies rumors regarding any sympathy for the Nazi movement, saying:


          
            	It must be clear to anyone who has read any of my books that I have never been a Nazi sympathizer and I never have been anti-Semitic, and no amount of misquotation, mistranslation, or rearrangement of what I have written can alter the record of my true point of view. Nearly every one of these passages [referring to a list of quotations cited against him] has been tampered with, either by malice or by ignorance. Furthermore, my friendly relations with a large group of Jewish colleagues and patients over a period of many years in itself disproves the charge of anti-Semitism.

          


          A full response from Jung discounting the rumors can be found in C.G Jung Speaking, Interviews and Encounters, Princeton University Press, 1977.


          


          Influence


          Jung has had an enduring influence on psychology as well as wider society. He has influenced psychotherapy (see analytical psychology, also called Jungian psychology).


          
            	The concept of introversion and extraversion


            	The concept of the complex


            	The Myers-Briggs Type Indicator (MBTI) and Socionics were both inspired by Jung's psychological types theory.


            	Archetype concept as an element of the archaic common substratum of the mind, or the Collective Unconscious.


            	Synchronicity as an alternative to the Causality Principle, an idea which has even influenced modern physicists.

          


          


          Spirituality as a cure for alcoholism


          Jung's influence can sometimes be found in more unexpected quarters. For example, Jung once treated an American patient ( Rowland H.), suffering from chronic alcoholism. After working with the patient for some time and achieving no significant progress, Jung told the man that his alcoholic condition was near to hopeless, save only the possibility of a spiritual experience. Jung noted that occasionally such experiences had been known to reform alcoholics where all else had failed.


          Rowland took Jung's advice seriously and set about seeking a personal spiritual experience. He returned home to the United States and joined a Christian evangelical movement known as the Oxford Group. He also told other alcoholics what Jung had told him about the importance of a spiritual experience. One of the alcoholics he told was Ebby Thacher, a long-time friend and drinking buddy of Bill Wilson, later co-founder of Alcoholics Anonymous (AA). Thacher told Wilson about Jung's ideas. Wilson, who was finding it impossible to maintain sobriety, was impressed and sought out his own spiritual experience. The influence of Jung thus indirectly found its way into the formation of Alcoholics Anonymous, the original 12-step program, and from there into the whole 12-step recovery movement, although AA as a whole is not Jungian and Jung had no role in the formation of that approach or the 12 steps.


          The above claims are documented in the letters of Carl Jung and Bill W., excerpts of which can be found in Pass It On, published by Alcoholics Anonymous. Although the detail of this story is disputed by some historians, Jung himself made reference to its substance -- including the Oxford Group participation of the individual in question -- in a talk that was issued privately in 1954 as a transcript from shorthand taken by an attendee (Jung reportedly approved the transcript), later recorded in Volume 18 of his Collected Works, The Symbolic Life ("For instance, when a member of the Oxford Group comes to me in order to get treatment, I say, 'You are in the Oxford Group; so long as you are there, you settle your affair with the Oxford Group. I can't do it better than Jesus.'" Jung goes on to state that he has seen similar cures among Catholics.)


          


          Influences on culture


          


          Literature


          
            	Jung had a 16-year long friendship with the author Laurens van der Post from which a number of books and a film were created about Jung's life.


            	Herman Hesse, author of works such as Siddhartha and Der Steppenwolf, was treated by a student of Jung, Dr. Joseph Lang. This began for Hesse a long preoccupation with psychoanalysis, through which he came to know Jung personally.


            	James Joyce in his Finnegans Wake, asks "Is the Co-education of Animus and Anima Wholly Desirable?" his answer perhaps being contained in his line "anama anamaba anamabapa". The book also ridicules Jung's analytical psychology and Freud's psychoanalysis by referring to "psoakoonaloose". Jung had been unable to help Joyce's daughter, Lucia, who Joyce claimed was a girl "yung and easily freudened". Lucia was diagnosed as schizophrenic and was eventually permanently institutionalized.


            	Joyce's A Portrait of the Artist as a Young Man can be read as an ironic parody of Jung's "four stages of eroticism". See Hiromi Yoshida, Joyce & Jung: The "Four Stages of Eroticism" in A Portrait of the Artist as a Young Man (New York: Peter Lang, 2007).


            	Jung's differentiation of the psychological functions of sensation, intuition, thinking and feeling inspired the categorization of two of the four delineating factors in the Myers-Briggs (MBTI) personality test. These are the "N" (intuition) vs. "S" (sensing) and "T" (thinking) vs. "F" (feeling) groupings.


            	Jung's influence on noted Canadian novelist Robertson Davies is apparent in many of Davies' fictional works, in particular The Cornish Trilogy and his novel The Manticore base their designs on Jungian concepts.


            	Jung appears as a character in the novel Possessing the Secret of Joy by Alice Walker. He appears as the therapist of Tashi, the novel's protagonist. He is usually called "Mzee" but is identified by Alice Walker in the afterword.


            	In the novel " Pilgrim", by Timothy Findley, Jung has a fictional main role where he is treating a suicide who believes he has lived many lifetimes.


            	Jung appears as a character in the 2006 novel, The Interpretation of Murder, by Jed Rubenfeld. The novel also features Jung's contemporaries Sigmund Freud, Abraham Brill and Sandor Ferenczi.

          


          


          Art


          
            	The visionary Swiss painter Peter Birkhuser was treated by a student of Jung, Marie-Louise von Franz, and corresponded with Jung regarding the translation of dream symbolism into works of art.


            	American Abstract Expressionist Jackson Pollock underwent Jungian analysis. Archetypal images crept into his work as he moved from representational forms to his classic "drip paintings."


            	Jungian influences on art also include the work of composer Michael Tippett. Jung's influence here helps us to understand transpersonal art.

          


          


          Television and film


          
            	Dr. Niles Crane on the popular television sitcom Frasier is a devoted Jungian psychiatrist, while his brother Dr. Frasier Crane is a Freudian psychiatrist. This is mentioned a number of times in the series, and from time to time forms a point of argument between the two brothers. One memorable scene had Niles filling in for Frasier on Frasier's call-in radio program, in which Niles introduces himself as the temporary substitute saying, "...and while my brother is a Freudian, I am a Jungian, so there'll be no blaming Mother today."


            	Jung and his ideas are mentioned often, and sometimes play an integral role, in the television series Northern Exposure. Jung even makes an appearance in one of the character's dreams.


            	An episode of the popular cartoon series Martin Mystery takes Carl Jung's interpretation of The Shadow as an explanation for what a doppelgnger is.


            	"The duality of man, the Jungian thing" is offered as an explanation by Sgt. Joker (played by Matthew Modine) in the film Full Metal Jacket when asked why he wears both a peace sign and a helmet inscribed with "Born To Kill".


            	Television programmes have been devoted to Jung; for example, in the autumn of 1984, an edition of the BBC documentary Sea of Faith was on Jung.


            	The 2005 movie Batman Begins features The Scarecrow, a psychologist with a morbid interest in psychopharmacology and fear. Facing questions raised by a victim repeating his criminal name, he replies "Patients suffering delusional episodes often focus their paranoia on an external tormentor... usually one conforming to Jungian archetypes."


            	The 1988 OVA Top wo Nerae! ( Gunbuster in the US) features a character named "Jung Freud", named, obviously, for Jung and Sigmund Freud.


            	An episode from season 8 of Charmed was named 'Jung and the Restless' within the episode, the charmed ones go inside their dreams to find their true desires.

          


          


          Music


          
            	An opera, The Dream Healer, based on the book Pilgrim by Timothy Findley, centres on Jung's efforts to bridge the known and unknown aspects of the human mind.


            	Jung appears on the cover of The Beatles' album Sgt. Pepper's Lonely Hearts Club Band.


            	Peter Gabriel's song "Rhythm of the Heat" ( Security, 1982), tells about Jung's visit to Africa, during which he joined a group of tribal drummers and dancers and became overwhelmed by the fear of losing control of himself. At the time Jung was exploring the concept of the collective unconscious and was afraid he would come under control of the music as the drummers and dancers let the music control them in fulfillment of their ritual objectives. Gabriel learned about Jung's journey to Africa from the essay Symbols and the Interpretation of Dreams ( ISBN 0-691-09968-5). In the song Gabriel tries to capture the powerful feelings the African tribal music evoked in Jung by means of intense use of tribal drumbeats. The original song title was Jung in Africa.


            	British rapper The Streets refers to Jung in the song " The Irony of It All", saying "I like to get deep sometimes and think about Einstein and Carl Jung."


            	British pop band The Police's final album, Synchronicity, contains numerous allusions to Jung and the album cover prominently depicts bassist Sting reading a copy of Jung's work.


            	The band Saigon Kick makes a reference to Jung in I Love You, saying "I may not have the mind of Jung."


            	Australian band TISM uses a play on the name in the title of "Jung Talent Time" on the album "Machiavelli and the Four Seasons".


            	The American progressive rock band, Tool, used Jungian concepts in some of the work for their album, Aenima. The song 46&2 talks specifically of the archetype of the shadow, and in one boot-legged recording, of unknown date and place, the vocalist, Maynard James Keenan, introduces the song by asking the crowd if they were familiar with Jung's work, before explaining that they formed the basis for the song. Along with the reference to the anima archetype, the song's symbology of water, which is often used to represent the unconscious, and the notion of transformation through the flushing of detritus all speak to the influence of Jungian thought..
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          Frederick Carlton ("Carl") Lewis (born July 1, 1961) is a retired American track and field athlete who won 10 Olympic medals including 9 golds, and 10 World Championships medals, of which 8 were golds, in a career that spanned from 1979 when he first achieved a world ranking to 1996 when he last won an Olympic title and subsequently retired. He currently lives in Los Angeles and is pursuing an acting career.


          Lewis was a dominant sprinter and long jumper who topped the world rankings in the 100 m, 200 m and long jump events frequently from 1981 to the early 1990s, was named Athlete of the Year by Track and Field News in 1982, 1983 and 1984, and set world records in the 100 m, 4 x 100 m and 4 x 200 m relays. He has held the indoor long jump world record since 1984. His 65 consecutive victories in the long jump achieved over a span of 10 years is one of the sports longest undefeated streaks. As a measure of his competitive accomplishments, his only two losses in the Olympics and World Championships prior to 1993 were to a world record (long jump in 1991) and a low-altitude world best (200 m in 1988).


          His lifetime accomplishments have led to numerous accolades, including being voted "Sportsman of the Century" by the International Olympic Committee and being named "Olympian of the Century" by the American sports magazine Sports Illustrated. He also helped transform track and field from its nominal amateur status to its current professional status, thus enabling athletes to have more lucrative and longer-lasting careers. In 2003 revelations of failed drug tests by Lewis before the 1988 Seoul Olympics put the validity of some of his achievements into question.


          


          Athletic career


          


          Emergence as a competitive athlete


          At age 13, Lewis started to compete in the long jump, and while attending Willingboro High School, he emerged as a promising athlete. As a junior, he was one of the top long jumpers in New Jersey, and by his senior year he was one of the top long jumpers in the world. Many colleges tried to recruit him, and he chose to enroll at the University of Houston where Tom Tellez was coach. Tellez would remain Lewis coach for his entire career. Days after graduating from high school in 1979, Lewis broke the high school long jump record with a leap of 8.13 m (26 ft 8 in).


          Lewis immediately decided to make a living off his athletic abilities, even though track and field was nominally an amateur sport. Upon meeting Tellez for the first time after arriving at the University of Houston in the fall of 1979, Lewis said, I want to be a millionaire and I dont ever want a real job. At years end, Lewis achieved his first world ranking as tabulated by Track and Field News, an American publication and self-described Bible of the Sport. He was 5th in the world in the long jump. (All subsequent ranking references are according to Track and Field News.)


          Lewis qualified for the American team for the 1980 Olympics in the long jump and as a member of the 4 x 100 m relay team. Though his focus was on the long jump, he was now starting to emerge as a sprint talent. The Olympic boycott meant that Lewis did not compete in Moscow. At years end, Lewis was ranked 6th in the world in the long jump and 7th in the 100 m.


          


          Breakthrough in 1981 and 1982


          In 1981, Lewis started to emerge as a dominant sprinter and long jumper. From this year until 1992, Lewis would top the 100 m ranking six times (seven if Ben Johnson's 1987 top ranking is ignored), and rank no lower than third. His dominance in the long jump would be even greater, as hed top the rankings nine times during the same period, and rank second in the other years. He won his first of six National Collegiate Athletic Association (NCAA) titles for the University of Houston and won his first national titles in the 100 m and long jump. Since it was exceedingly rare for an athlete to compete in both a track and a field event and to dominate both, comparisons started to be made to Jesse Owens, who had famously dominated sprint and long jump events in the 1930s.


          At the start of 1981, Lewis best legal long jump was his high school record from 1979. On June 20, Lewis improved his personal best by almost half a meter by leaping 8.62 m (28 ft 3 in) at the TAC Championships while still a teenager. Lewis had vaulted himself to being the number two long jumper in history, behind only Bob Beamon, and holder of the low-altitude record.


          While marks set at the thinner air of high altitude are eligible for world records, some purists feel that there is some taint to the assistance that altitude gives to athletes. Some feel altitude records should be discarded the same way records with an aiding wind over 2 m/s are. The advantage is chiefly in sprinting and jumping events, as the benefits of lower air resistance are offset by the relative lack of oxygen when longer distances are involved. Lewis was determined to set his records at sea level venues to avoid the taint of assisted records. In response to a question about him skipping a 1982 long jump competition at altitude, he said, I want the record and I plan to get it, but not at altitude. I dont want that (A) [for altitude] after the mark. When he was gaining prominence in the early 1980s, all the extant mens sprint records and the long jump record had been set at the high altitude of Mexico City.


          In the 100 m, Lewis became the fastest sprinter in the world in 1981. His relatively modest best from 1979 (10.67 s) improved to a world-class 10.21 the next year. But 1981 saw him run 10.00 s at the Southwest Conference Championships in Dallas on May 16, a time that was the third-fastest in history and stood as the low-altitude record. For the first time, Lewis was ranked number one in the world, in both the 100 m and the long jump. Additionally, he won the James E. Sullivan Award as the top amateur athlete in the United States. His loss to Larry Myricks at the TAC Indoor Championships in February would stand as his last loss in the long jump for more than a decade.


          In 1982, Lewis continued his dominance, and for the first time, it seemed someone might challenge Bob Beamons world record of 8.90 m in the long jump set at the 1968 Olympics, a mark often described as one of the greatest athletic achievements ever. Before Lewis, 28 ft [8.53 m] had been exceeded on two occasions by two people: Beamon and 1980 Olympic champion Lutz Dombrowski. During 1982, Lewis cleared 8.53 m five times outdoors, twice more indoors, going as far as 8.76 m (28 ft 9 in) at Indianapolis on July 24. He also ran 10.00 s in the 100 m, the worlds fastest time, matching his low-altitude record from 1981. [ibid, p. 20] He achieved his 10.00 s clocking the same weekend he leapt 8.61 m twice, and the day he recorded his new low-altitude record 8.76 m at Indianapolis, he had three fouls with his toe barely over the board, two of which seemed to exceed Beamons record, the third which several observers said reached 30 ft (about 9.15 m).


          He repeated his number one ranking in the 100 m and long jump, and would add a number six rank in the 200 m. Additionally, he was named Athlete of the Year by Track and Field News. By the end of 1982, Lewis was recognized as a superstar in the sport but had yet to compete in a major international competition. He would get that chance the next year.


          [bookmark: 1983_and_the_inaugural_World_Championships]


          1983 and the inaugural World Championships


          For the first time, the International Association of Athletics Federations (IAAF), the governing body of track and field, organized a World Championships, an event which would prove to be one of the biggest sporting events of the year worldwide. The championships boasted a record number of participating countries for a sporting event (154), more than even the Olympics which had been plagued by politically motivated boycotts in its two previous celebrations and which would suffer another one in 1984. Lewis emergence as a star in track and field couldnt have been better timed, as this was a huge new venue to showcase his talents to the world. Further, though he missed the experience of competing at the 1980 Olympics owing to the American boycott, he would get an opportunity to gain the experience of a near-equivalent sporting event via the Championships, all the better to learn to handle the pressure of an Olympic Games.


          At the World Championships, Lewis chief rival in the long jump was predicted to be the man who last beat him: Larry Myricks. But though Myricks had joined Lewis in surpassing 28 feet [8.53 m] the year before, he failed to qualify for the American team, and Lewis won at Helsinki with relative ease. His winning leap of 8.55 m defeated silver medallist Jason Grimes by 26 cm.


          Things were much the same in the 100 m. There, Calvin Smith who had earlier that year set a new world record in the 100 m at altitude with a 9.93 s performance, could only watch from behind as Lewis beat him 10.07 s to 10.21 s. Smith would win the 200 m title, an event which Lewis had not entered, but even there he was partly in Lewis shadow as Lewis had set an American record in that event earlier that year. He won the 200 m June 19 at the TAC/Mobil Championships in 19.75 s, the second-fastest time in history and the low-altitude record, only 0.03 s behind Pietro Menneas 1979 mark. Lewis' run was notable for the fact that he eased off 10 - 15 m before the line, with both arms raised in celebration. A reasonable estimate puts that run as 19.60 - 19.65s if he'd run the race at normal pace to the finish line. Finally, Lewis ran the anchor in the 4 x 100 m relay, winning in 37.86 s, a new world record and the first in Lewis career.


          As with most athletes, for Lewis the ultimate goal at Helsinki was to win gold medals, not to set world records. There is an oft-repeated adage in track and field on this matter, which can be paraphrased: You keep the medals, you borrow the records. There were also practical reasons to focus on medals over records: With the relatively challenging conditions at a World Championships and Olympic games and with far more fans and media attention than at other meets, not to mention multiple qualifying rounds during which a single miscue could mean disqualification, an athlete attempting success, especially in multiple events, would be discouraged from going all-out in one and thus risk failure or injury, unless it was required in order to qualify or win the event. Further, a world record typically occurs when conditions are perfect, which is never a guarantee on any given day. This partly explains why Lewis year-best performances in the 100 m and long jump were not at the World Championships, but at other meets. These marks were impressive, as he became the first person to run a sub-10 second 100 m at low-altitude with a 9.97 s clocking at Modesto May 14. His gold at the World Championships and his other fast times earned him the number one ranking in the world that year, despite Calvin Smiths world record. At the TAC Championships on June 19, he set a new low-altitude record in the long jump, 8.79 m, and earned the world number one ranking in that event, but only a number two ranking in the 200 m despite his low-altitude record 19.75 s set at the same meet. Because Smith had won gold at Helsinki and titles won usually outweigh marks set for the rankers at Track and Field News, he was given the nod. But Lewis got the ultimate honour that year, being named Athlete of the Year again by the magazine.


          Lewis had proved himself in Helsinki: Now a bigger event loomed, the Olympic Games, and a bigger goal: four golds to match Jesse Owens' feat from the 1936 Olympics.
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          1984 Olympics and the quest to equal Jesse Owens


          Lewis was one of the biggest sporting celebrities in the world by the start of 1984, but owing to track and fields relatively low profile in America, Lewis was not nearly as well known there. Though America annually produces the strongest or one of the strongest track and field teams in the world, it is chiefly during the Olympic Games that the general public there pays much attention to its track stars. In 1984, not only was Lewis an established star in the sport, the summer Olympics were being held in America for the first time in over half a century. The 1984 Olympic games in Los Angeles would make Lewis a household name in America.


          Given Lewis stated goal to become rich and famous, and his willingness to seek publicity and speak his mind, he and agent Joe Douglas, founder and manager of the Santa Monica Track Club of which Lewis was a member, openly discussed his wish to match Jesse Owens' feat of winning four gold medals at a single Olympic Games and to cash in afterwards with the lucrative endorsement deals which surely would follow. As it turned out, his first goal would prove to be far easier accomplished than his latter goal, at least in America.


          Lewis started his quest to match Owens with a convincing win in the 100 m, running 9.99 s to handily defeat his nearest competitor, fellow American Sam Graddy, by .20 s. In his next event, the long jump, Lewis won with relative ease. His third gold medal came in the 200 m, where he again won handily in a time of 19.80 s, a new Olympic record. And finally, he won his fourth gold when the 4 x 100 m relay team he anchored finished in a time of 37.83 s, a new world record eclipsing the record he helped set the year before at the World Championships.


          Lewis had achieved what he had set out to do. He had matched Jesse Owens legendary feat of winning four gold medals at the 1936 Olympics, and he had done so with relative ease. Though some events at the Olympics had been reduced in quality by the Soviet-led boycott, it was not likely that Lewis would have been challenged by any of the missing athletes in his events. However, Lewis had also expected to win lucrative endorsement deals, but few if any were forthcoming in America. Though no single reason or incident can account for this, an ominous sign for Lewis that he would not be easily embraced by the American public emerged with the controversy surrounding the long jump competition (see the Controversies section below).


          At years end, Lewis was again awarded the top ranks in the 100 m and the long jump and was additionally ranked number one in the 200 m. And for the third year in a row, he was awarded the Athlete of the Year title by Track and Field News.


          Carl Lewis was also drafted in the 10th round of the 1984 NBA Draft by the Chicago Bulls (the draft where the Bulls selected Michael Jordan with the number 3 pick). He never played a game in the NBA.


          


          Ben Johnson emerges as a challenger


          After the Los Angeles Olympics, Lewis continued to dominate track and field, especially in the long jump, an event he would not lose at for seven more years, but others started to challenge his dominance in the 100 m sprint. His low-altitude record had been surpassed by fellow American Mel Lattany with a time of 9.96 s shortly before the 1984 Olympics, but his biggest challenger would prove to be Canadian Ben Johnson, the bronze medalist behind Lewis at the 1984 Olympics. Johnson would beat Lewis once in 1985, but Lewis also lost to others, while winning most of his races. Lewis retained his number one rank that year, Johnson would place second. In 1986, Johnson defeated Lewis convincingly at the Goodwill Games in Moscow, clocking a new low-altitude record of 9.95 s. At years end, Johnson was ranked number one, while Lewis slipped to number three having lost more races than he won. He even seemed vulnerable in the long jump, an event he didnt lose at in 1986, or the year before, though he competed sparingly. Lewis ended up ranked second behind Soviet Robert Emmiyan, who had the longest legal jump of the year at 8.61 m.
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          1987 World Championships


          The 1987 World Championships in Athletics in Rome would be Lewis opportunity to regain the momentum he seemed to have lost the previous two years.


          The second World Championships would prove to the world that rumours of Lewis decline were greatly exaggerated. But they would also prove that Lewis was beatable, even when he was in top form. To focus on his strongest event, the long jump, Lewis skipped the 200 m and made sure to take all his attempts. This was not to answer critics from the 1984 long jump controversy (see below); this was because historys second 29 ft long-jumper was in the field. Robert Emmiyan had leaped 8.86 m (29 ft 1 in) at altitude in May, just 4 cm short of Bob Beamons record. But Emmiyan could only manage an 8.53 m leap that day, and Lewis won with a mark of 8.67 m, clearing 8.60 m four times. In the 4 x 100 m relay, Lewis anchored the gold-medal team to time of 37.90 s, the third-fastest of all time.


          But the event which was most talked about and which caused the most drama was the 100 m final. Johnson had run under 10.00 s three times that year before Rome, while Lewis had not managed to get under the 10.00 s barrier at all. But Lewis looked strong in the heats of the 100 m, setting a Championship record in the semi-final while running into a wind with a 10.03 s effort. In the final, however, Johnson took control and sped to the finish line in a time which stunned observers: 9.83 s, a new world record. Lewis, second with 9.93 s, had tied the existing world record, but was beaten.


          While Johnson basked in the glory of his achievement, Lewis started to explain away his defeat. He first claimed that Johnson had false-started, then he alluded to a stomach virus which had weakened him, and finally, without naming names, said There are a lot of people coming out of nowhere. I dont think they are doing it without drugs. He added, I could run 9.8 or faster in the 100 if I could jump into drugs right away. This was the start of Lewis calling on the sport of track and field to be cleaned up in terms of the illegal use of performance-enhancing drugs. Cynics noted that the problem had been in the sport for many years, and it only become a cause for Lewis once he was actually defeated. In response to the accusations, Johnson replied "When Carl Lewis was winning everything, I never said a word against him. And when the next guy comes along and beats me, I wont complain about that either".


          


          The 1988 Olympics: turmoil and vindication


          Lewis not only lost the most publicized showdown in track and field in 1987, he also lost his father. When William McKinley Lewis Jr. died, Lewis placed the gold medal he won for the 100 m in 1984 in his hand to be buried with him. "Don't worry, he told his mother. I'll get another one. Lewis would repeatedly refer to his father as a motivating factor for the 1988 season. A lot happened to me last year, especially the death of my father. That caused me to rededicate myself to being the very best I possibly can be this season, he said, after defeating Johnson in Zrich August 17.


          The defeat of Johnson shortly before the Olympics was part of a year-long grudge match between the two athletes. The Johnson camp had angrily defended their star against the drug accusations Lewis had thrown out, but they also were scrambling to get Johnson ready after he suffered a hamstring injury during the indoor season. When Lewis defeated Johnson in their first meeting since Romes World Championships, the drama for the Olympics only heightened. Lewis had run 9.93 s, the identical time he ran finishing second to Johnson the previous year. Johnson ran 10.00 s, indicating he was recovering well from his injury, but not answering the question whether hed be ready for the Olympic final a bit more than a month away.


          


          The 100 m final at the 1988 Olympics was one of the most-hyped sports stories of the year; its dramatic outcome would rank as one of the top sports stories of the century, according to some. The quarterfinal rounds saw Johnson almost not qualifying as he eased up too early, allowing two to pass him. But his time stood as the fastest of the time qualifiers and he advanced to the semi-finals. In the semi-finals the next day, Lewis ran 9.97 s into a wind, and Johnson did likewise with a time of 10.03 s. In the final, Johnson had the fastest start and was soon in the lead. Lewis, not known for his starts, lagged in third by 30 m, but passed Canadian Desai Williams around 60 m. In the end, Lewis was unable to get any closer to Johnson, who had a 2 m lead. Johnson won in 9.79 s, a new world record, Lewis set a new American record with a clocking of 9.92 s. Johnson repeated the old track adage about the primacy of titles over records, They can break my record, but they cant take my gold medal away, but in this case he was wrong. Three days later, he tested positive for steroids, his medal was taken away and Lewis was awarded gold. Additionally, Lewis time was recognized as the new Olympic record.


          The rest of the Olympics were a mixed bag for Lewis, at least in comparison to his 1984 Olympic triumphs. Robert Emmiyan withdrew from the long jump competition citing an injury, and Lewis main challengers were rising American long jump star Mike Powell and long-time rival Larry Myricks. Unlike in 1984, Lewis did not win the competition on his initial leap. After three rounds, he was in first, but by only 7 cm over Powell. But after a controversy about jumping order, Lewis leapt 8.72 m, a low-altitude Olympic best, and none of his competitors could match it. The Americans swept the medals in the event for the first time in 84 years. [ibid, p. 41] In the 200 m, Lewis dipped under his Olympic record from 1984, running 19.79 s, but did so in second place to Joe DeLoach, who claimed the new record and Olympic gold in 19.75 s. [ibid, p. 13] In the final event he was entered in, the 4 x 100 m relay, Lewis never even made it to the track as the American team fumbled an exchange in one of the heats and were disqualified. [ibid, p. 32]


          Though not matching his results from the 1984 Olympics in terms of gold medals, Lewis nevertheless achieved a career milestone in winning the 100 m gold: His 9.92 s performance would be the first time he set an outdoor world record. "Would be" because despite Johnson's disqualification for steroid use at the 1988 Olympics in Seoul, his world record from the 1987 World Championships still stood. After Johnson admitted to long-term steroid use while under oath during a 1989 inquiry, he was stripped of his gold medal and world record from that 1987 performance and Lewis was deemed to be the world record holder for his 1988 Olympic performance. Lewis was also deemed to have tied the then existing world record (9.93 s) for his 1987 World Championship performance, and again at the Zrich meet where he defeated Johnson. From January 1, 1990, Lewis was, for the first time, the world record holder in the 100 m. But Lewis did not hold the mantle of world record holder in the 100 m for very long, as fellow American Leroy Burrell ran 9.90 s on June 14, 1991 to break the mark Lewis set at Seoul. Lewis had lost his ranking as number one sprinter the past two years and while still remaining undefeated in the long jump, it seemed the sprinting world had caught up and passed him by. Lewis, however, responded by putting in the greatest 100 m and long jump performances of his life at that summers World Championships.


          


          The 1991 World Championships: Lewis greatest performances


          Tokyo was the venue for the 1991 World Championships. In the 100 m final, Lewis faced the two men who ranked number one in the world the past two years: Burrell and Jamaican Raymond Stewart. In what would be the deepest 100 metres race ever, with six men finishing in under ten seconds, Lewis not only defeated his opponents, he reclaimed the world record with a clocking of 9.86 s. Though previously a world-record holder in this event, this was the first time he had crossed the line with WR beside his name on the giant television screens, and the first time he could savour his achievement at the moment it occurred. He could be seen with tears in his eyes afterwards. "The best race of my life," Lewis said. "The best technique, the fastest. And I did it at thirty." He additionally anchored the 4 x100 m relay team to another world record, 37.50 s, the third time that year he had anchored a 4 x 100 m squad to a world record. Though the 100 m record has long since been broken, and other 100 m races rival the 1991 Tokyo final as the greatest 100 m race ever, the long jump final at the same championships is considered by some to have been one of greatest competitions ever in any sport.


          Lewis was up against his main rival of the last few years, Mike Powell, the silver medalist in the event from the 1988 Olympics and the top-ranked long jumper of 1990. Lewis had to that point not lost a long jump competition in a decade, winning 65 consecutive meets. Powell had been unable to defeat Lewis, despite sometimes putting in jumps near world-record territory, only to see them ruled fouls. Or, as with other competitors such as Larry Myricks, putting in leaps which Lewis himself had only rarely surpassed, only to see Lewis surpass them on his next or final attempt. Lewis started his competition in dramatic fashion with a jump of 8.68 m (28 feet, 5  inches), a World Championship record, and a mark bested by only three others beside Lewis all-time. Powell, jumping first, had faltered in the first round, but came up with an 8.54 m to grab second place in the second round. Myricks was also in the competition, but he didnt challenge the leaders.


          Lewis jumped 8.83 m (28-11), a wind-aided leap, in the third round, a mark which would have won every long jump competition in history save two, but which ultimately would not be the winning mark today, nor even Lewis best of the day. Powell then put together a long foul, estimated to be around 8.80 m. Lewis responded to Powell by putting in yet another huge jump. The wind gauge indicated that it was a wind-aided jump, so it could not be considered a record, but it would still count in the competition. The result: 8.91 m (29-2). Lewis had surpassed Bob Beamons immortal 8.90 m world record leap with the greatest leap ever under all conditions.


          In the fifth round, it was Powells turn to respond. This time, his jump was not a foul, and with a wind gauge measurement of 0.3 m/s, well within the legal allowable for a record. The crowd exploded when the distance was revealed: 8.95 m (29-4), a new world record, beating the 23-year-old mark set by Bob Beamon.


          Lewis still had two jumps left, though he was suddenly no longer chasing Beamon, but Powell. He leaped 8.87 m (29-1), which was a new personal best under legal wind conditionsindeed, it was done with the wind in his facethen he took his final jump and leaped 8.84 m (29-0). Despite the enormous pressure of having to best a world record, Lewis achieved the third and fifth greatest legal long jumps in history, and the second and third longest at low altitude, behind only Powells record leap. Lewis had put in the greatest series of jumps in history, even surpassing the old world record with a wind-aided jump, but lost the competition. So great was the competition that, 16 years later, Powells record still stands, and Lewis legal jumps rank as 3rd and 5th all-time, their marks ranked one-two-three all-time at low-altitude.


          Lewis reaction to what was one of the greatest competitions ever in the sport in part explains why he never was truly appreciated by many for his remarkable athletic achievements, as he only grudgingly acknowledged the achievement of Powell. "He just did it," Lewis said of Powell's winning jump. "It was that close, and it was the best of his life, and he may never do it again." While this ended up being true for Powell (at least under legal wind conditions), it was also true for Lewis himself.


          As for his efforts at the 1991 World Championships, Lewis said, This has been the greatest meet that Ive ever had. Track and Field News was prepared to go even further than that, suggesting that after these Championships, [I]t had become hard to argue that he is not the greatest athlete ever to set foot on track or field.


          Lewis credits his outstanding 1991 results in part to the vegan diet he adopted in 1990.


          Lewis' 1991 outstanding results earned him the ABC's Wide World of Sports Athlete of the Year, an award he shared with gymnastics star Kim Zmeskal.


          


          The 1992 Olympics and beyond


          After the heights reached in 1991, Lewis started to lose his dominance in both the sprints and the long jump. Though he anchored a world record 1:19.11 in the rarely run 4 x 200 m relay with the Santa Monica Track Club early in 1992, he failed to qualify for the Olympic team in the 100 m or 200 m. In the latter race, he finished fourth at the Olympic trials behind rising star Michael Johnson who set a personal best of 19.79 s. It was the first time the two had ever met on the track. Lewis did, however, qualify for the long jump, finishing second behind Powell, and was eligible for the 4 x 100 m relay team.


          At the 1992 Olympics in Barcelona, Lewis made most of his opportunities, leaping 8.67 m in the first round of the long jump, beating Powell who did a final-round 8.64 m, 3 cm short of victory. In the 4 x 100 m relay, Lewis anchored yet another world record, this time in 37.40 s, a time which has since only been matched, not yet beaten. In this race, Lewis covered the final leg in 8.85 seconds. The fastest officially recorded anchor leg in history. Bob Hayes anchored the American 4 x 100 m team at the 1964 Olympics in a hand timed 8.6 seconds which is arguably the fastest a human being has ever covered the distance.


          Lewis competed at the 4th World Championships in Stuttgart in 1993, but finished fourth in the 100 m, and did not compete in the long jump. He did, however, earn his first World Championship medal in the 200 m, a bronze with his 19.99 s performance. That medal would prove to be his final Olympic or World Championship medal in a running event. Injuries kept Lewis largely sidelined for next few years, then he made a comeback for the 1996 season.


          


          Lewis and the 1996 Olympics


          Lewis qualified for American Olympic team for the fifth time in the long jump, the only time an American man has achieved such a feat. And though he finished eighth in the 100 m final at the Olympic Trials, the fact that he was on the Olympic team meant that he could be considered for the relay team. [ibid, p. 10] At the 1996 Atlanta Olympics, world-record holder Powell and the leading long-jumper in the world, Ivn Pedroso, were injured, affecting their performances. Lewis, on the other hand, was in good form. Even if not in the league of some of his past performances, his third-round leap of 8.50 m was good enough to win gold, and by a margin of 21 cm over second-place James Beckford of Jamaica. He thus became one of only three Olympic athletes to win the same individual event four times. Additionally, Lewis ninth gold medal tied him with Finnish running great Paavo Nurmi who had more gold medals than any other track and field athlete, save for Ray Ewry who had 10, if the 1906 Intercalated Games are included.


          But, again, controversy struck when as Track and Field News put it, Lewis pissy attitude in the whole relay hoo-hah a few days later served only to take the luster off his final gold.


          After Lewis unexpected long jump gold, it was noted that he could surpass Nurmi as the track and field athlete with most golds at the Olympics if he was entered on the 4 x 100 m relay team. This was because any member of the American Olympic mens track team could be used, even if they never ran the event. Lewis said, If they asked me, Id run it in a second. But they havent asked me to run it. He further suggested on Larry King Live that viewers phone the United States Olympic Committee to let them know what they thought of the situation. The fact that Lewis had skipped the mandatory relay training camp and demanded to run only the anchor leg added to the debate. The final decision was not to add Lewis to the team. As Olympic team coach Erv Hunt said, The basis of their [the relay teams] opinion was We want to run, we worked our butts off and we deserve to be here. [ibid, p. 31] In the end, the American relay team finished second to the Canadian team, the first time an American 4 x 100 m mens relay team had ever been defeated in an Olympic final when they ran a clean race. Since the Canadian team was anchored by Donovan Bailey, who had days earlier set a new world record in the 100 m, and the Canadians ran the fastest time ever recorded in America, there is doubt that the addition of Lewis to the team would have made a difference in the final result. Amid the American hype, Canada was indeed being overlooked, despite having Worlds silver medalist Bruny Surin to back up the new WR holder Bailey, said Track and Field News. [ibid., p. 30] But the controversy was unquestionably a distraction for the team, and whether Lewis presence would have made a difference is irresolvable.


          Lewis retired from the sport in 1997.


          In 1999, he was voted "Sportsman of the Century" by the International Olympic Committee, elected "World Athlete of the Century" by the International Association of Athletics Federations and named "Olympian of the Century" by the American sports magazine Sports Illustrated.


          


          Controversies


          


          Lost World Record opportunities


          Despite going ten years without a defeat in the long jump, winning four Olympic and two world championship gold medals in the event, and rewriting the all time lists in the long jump, Lewis never officially broke the world record in this event, (although he did break the indoor world record). However, as already mentioned, several knowledgeable observers feel that he did indeed break Bob Beamon's record at the 1982 USOC Sports Festival but was not given credit for this due to official error. The August 1982 of Track & Field News magazine, under the heading, "Lewis Wuz Robbed", asked, "Did Carl Lewis lose a sure World Record - and perhaps history's first 30-foot long jump - because of a foul called erroneously by an official? Did Mike Conley lose a 57-8 triple jump - an American Record and the second longest ever - for the same reason? T&FN believes they did." 28 foot long jumper Jason Grimes estimated Lewis's fourth jump at "definitely 30 feet". Lewis said, "I figured it at 30-2." Boston Globe reporter Joe Concannon wrote, "Had it been measured, it would have been history's first 30-foot jump." When Lewis went to look at the plasticine indicator board after his fourth long jump of the evening was called a foul by the official, there were no marks present (as there would have been with a foul). The officials told him - as they would tell Conley in the triple jump the next evening - that the toe of his shoe had been slightly over the end of the takeoff board. As T&FN reported, "The problem is that under the rules, neither Lewis' jump nor Conley's was a foul. The IAAF rule says, 'It shall be counted as a failure if any competitor touches the ground beyond the takeoff line with any part of the body...' And of course it would be impossible to touch the ground without leaving a mark on the plasticine. So, how could two jumps which left no mark in the plasticine be called 'fouls'? The answer is simply this; the officials did not know the rules. The officials firmly believe that the rules define a foul as one in which the jumper's shoe breaks the plane of the take-off line at the end of the take-off board. But in fact, there is nothing in the rules for the horizontal jumps which makes any mention of 'breaking the plane of the takeoff line.'" Officials erred further in not measuring Lewis's jump, even though it was declared a foul. Had they done so, Lewis could have later filed an appeal to have the mark instated. The Athlete's Congress (TAC) Rule 36 in effect at the time stated, "The Field Judges shall measure, judge and record each trial of each competitor in all field events." Thus not one but two official errors probably cost Lewis a world record in the long jump.


          The loss of a second world record opportunity was due to Lewis's own actions. At the U.S. National Championships in June 1983, Lewis won the 200 meters in a time of 19.75 seconds, only 0.03 seconds slower than Pietro Mennea's 19.72 world record. In the last 15 meters of Lewis' race, he threw his arms up in the air and smiled. As Track & Field News magazine noted, "The slowing and the lack of a dip at the finish line most assuredly cost him his first WR [world record]."


          Lewis was only 21 years of age at both of these track meets and felt that he could jump farther and run faster in the future; yet although he came close on other occasions over the years, he never did; and he therefore never broke the world record in either the long jump or the 200 meters.


          [bookmark: 1984_Olympic_long_jump_final]


          1984 Olympic long jump final


          Lewis had already won gold in the 100 m at the 1984 Los Angeles Olympics when he ran down the runway in his first attempt in the long jump. He still had qualifying heats and finals in both the 200 m and 4 x 100 m to prepare for and compete in his quest to match Jesse Owens' feat of four golds at a single Olympics. When his first leap was measured, it was 8.54 m. He made one more attempt, but it was a foul. He then decided to skip the four jumps he had remaining in the competition, as he was certain that no one else in the field would surpass his first-round jump. Indeed, the best silver medallist Gary Honey of Australia could manage was 8.24 m, 30 cm behind Lewis. Track aficionados generally agreed that Lewis decision was the correct one under the circumstances. Lewis goal here was to win four gold medals; records were welcome but secondary. Besides, the conditions that day were slightly cool, meaning a record was unlikely and Lewis risked injury with more superfluous attempts when he had many rounds to compete in elsewhere. But the public had been repeatedly told by the media of Lewis quest to surpass Bob Beamons legendary long jump record of 8.90 m, and Lewis himself had often stated it was a goal of his to surpass the mark. A television ad with Beamon himself appeared before the final, featuring the record-holder saying, I hope you make it, kid. So, when Lewis decided not to make any more attempts to try to break the record, he was roundly booed. When asked about those boos, Lewis said, "I was shocked at first. But after I thought about it, I realized that they were booing because they wanted to see more of Carl Lewis. I guess that's flattering."


          


          Behaviour


          Lewis self-congratulatory conduct did not impress several other track stars. "He rubs it in too much," said Edwin Moses, twice Olympic gold medalist in the 400 m hurdles. "A little humility is in order. That's what Carl lacks." Further, Lewis agent Joe Douglas compared him to pop star Michael Jackson, a comparison which did not go over well. Douglas said he was inaccurately quoted, but the impression that Lewis was aloof and egotistical was firmly planted in the publics perception by the end of the 1984 Olympic games.


          Additionally, rumours that Lewis was a homosexual circulated, and though Lewis denied the rumours, it probably hurt his marketability as well. Lewis look at the Games, with a flat-top haircut and flamboyant clothing, added fuel to the reports. Rumours of homosexuality were also fueled when Lewis posed in an advertisement for Pirelli tyres dressed in red stiletto shoes. "It doesn't matter what Carl Lewis' sexuality is," high jumper Dwight Stones said. "Madison Avenue perceives him as homosexual." Coke had offered a lucrative deal to Lewis before the Olympics, an offer Lewis and Douglas turned down, confident hed be worth more after the Olympics. But Coke rescinded the offer after the Games. Nike had Lewis under contract for several years already, despite questions about how it affected his amateur status, and he was appearing on Nike television ads, in print and on billboards. After the Games and faced with Lewis new negative image, Nike dropped him. "If you're a male athlete, I think the American public wants you to look macho," said Don Coleman, a Nike representative. "They started looking for ways to get rid of me," Lewis said. "Everyone there was so scared and so cynical they didn't know what to do." Lewis himself would lay the blame on some inaccurate reporting, especially the Carl bashing, as he put it, typified by a Sports Illustrated article before the Olympics.


          Some of the resentment towards Lewis stemmed from the ambivalence over the amateur/professional status with which track and field was then struggling. In Europe and Asia, large appearance fees were a given and accepted, and Lewis was enormously popular. And, his endorsement fees there meant he profited handsomely by his athletic achievements despite the lack of endorsements in the United States. In America, by contrast, it was seen to be unseemly to "cash in" on what was supposedly an amateur sport, even while many professional athletes did exactly that. It was perhaps not until the appearance of the National Basketball Association stars at the 1992 Olympics that this ambivalence finally ended. Lewis had always been one of the highest-profile athletes in the movement towards professionalism at the Olympics and in formerly amateur events. Amateurism is the strongest form of discrimination in sports," said Lewis. "Because it discriminates against the underprivileged, it discriminates against the poor. If we want sports to go back to the wealthy, let's make it amateur again."


          Some athletes who subsequently profited from these once-amateur sports feel they owe a debt to Lewis. I don't know if the generation of runners today, with huge appearance fees, fully appreciate what the generations before them did to build the sport and the market, former 100 m record-holder and Olympic gold medallist Donovan Bailey said in 2006. I ran into Carl Lewis recently in Toronto, and I thanked him.


          


          Performance-enhancing drug use


          In 2003, Dr. Wade Exum, the United States Olympic Committee's director of drug control administration from 1991 to 2000, gave copies of documents to Sports Illustrated which revealed that some 100 American athletes who failed drug tests and should have been prevented from competing in the Olympics were nevertheless cleared to compete. Among those athletes was Carl Lewis.


          It was revealed that Lewis tested positive three times before the 1988 Olympics for pseudoephedrine, ephedrine, and phenylpropanolamine, banned stimulants and bronchiodilators also found in cold medication, and had been banned from the Seoul Olympics and from competition for six months. The USOC accepted his claim of inadvertent use and overturned the decision. Fellow Santa Monica Track Club teammates Joe DeLoach and Floyd Heard were also found to have the same banned stimulants in their systems, and were cleared to compete for the same reason.


          The positive results occurred at the Olympic Trials in July 1988 where athletes were required to declare on the drug-testing forms "over-the-counter medication, prescription drugs and any other substances you have taken by mouth, injection or by suppository."


          "Carl did nothing wrong. There was never intent. He was never told, you violated the rules," said Martin D. Singer, Lewis' lawyer, who also said that Lewis had inadvertently taken the banned stimulants in an over-the-counter herbal remedy. "The only thing I can say is I think it's unfortunate what Wade Exum is trying to do," said Lewis. "I don't know what people are trying to make out of nothing because everyone was treated the same, so what are we talking about? I don't get it."


          The World Anti-Doping Agency's chairman, Dick Pound, dismissed the defence of "no intent", saying that in some instances an "automatic forgiveness" was given to athletes by the US officials. Dick Pound commented that "It's got to be pretty embarrassing to the USOC, to have their secretary-general writing in the letter, where he advises an athlete of a positive A sample, 'I have to send you this, but we already decided this was inadvertent.' That whole process turned into a joke."


          Former athletes and officials came out against the USOC cover-up. "For so many years I lived it. I knew this was going on, but there's absolutely nothing you can do as an athlete. You have to believe governing bodies are doing what they are supposed to do. And it is obvious they did not", said former American sprint queen and 1984 Olympic champion, Evelyn Ashford.


          


          Personal best marks


          
            	100 m: 9.86 s (1991)


            	200 m: 19.75 s (1983)


            	Long jump: 8.87 m (29 ft 1 in) 1991, w 8.91 m (29 ft 2 in) 1991


            	4x100 m relay: 37.40 s (United States - Marsh; Burrell; Mitchell; Lewis - 1992; current world record)


            	4x200 m relay: 1:18.68 min (Santa Monica Track Club - Marsh; Burrell; Heard; Lewis - 1994; current world record)

          


          


          Hollywood career


          Lewis has appeared in numerous films and television productions. Among them, he played himself in cameos in Perfect Strangers and the little seen Speed Zone!, and was also seen in Material Girls.


          


          Trivia


          
            	Carl Lewis is the only man to defend a 100 meter Olympic title successfully. Archie Hahn, 1904 Olympic champion, also won the 1906 Olympic 100 m title, but the Intercalated Games are not recognized by the IOC as being official.

          


          
            	He is also the only man to defend long jump Olympic title successfully, four times. No other long jumper has ever won twice at the Olympic games.

          


          
            	Lewis mother, the former Evelyn Lawler, was an Olympian who competed at the 1952 Olympics in Helsinki in the 80 m hurdles.

          


          
            	Carl's sister Carol Lewis was also an Olympian, finishing 9th in the long jump at the 1984 Olympics, and earning a bronze medal in the same event at the 1983 World Championships. She additionally set two American records in the long jump in 1985. She has been a television broadcast colour announcer for a number of years.

          


          
            	The Chicago Bulls drafted Carl Lewis in the 1984 NBA Draft as the 208th overall pick, even though he hadn't played high school or college basketball. Lewis never played in the NBA. On the NBA's website he's included in a section named "draft oddities" explaining this was an honorary draft capitalizing on his popularity after the Los Angeles Olympics. There's a poll on the same page where Lewis is second to Lucy Harris, the only woman to be drafted by the NBA, as the most unusual pick in the history of the NBA Draft.

          


          
            	Though he did not play football in college, Carl Lewis was drafted as a wide receiver in the 12th round of the 1984 NFL Draft by the Dallas Cowboys but he did not play.

          


          
            	Singing the Star-Spangled Banner at a New Jersey Nets home basketball game against the Chicago Bulls on January 21, 1993, Lewis gave a notoriously bad rendition of the song when his voice began to crack at the line "and the rockets red glare." After promising "I'll make up for it," he never did. The explanation given for the performance was being hoarse after singing at the White House inauguration ceremony for President Clinton the day before. His performance at the game became even more famous after ESPN SportsCenter's Charlie Steiner was unable to contain himself from laughing after a replay of the "highlight," which Steiner said must have been written by " Francis Scott Off-Key". One can also hear this 'Lewis soundbite' repeatedly made fun of on Jim Rome's daily radio program as well as occasional plays on The Howard Stern Show. In footage of the pregame festivities, Michael Jordan can be seen hanging his head in disgust at Lewis' performance.

          


          
            	Lewis also made an appearance on " The Weakest Link."

          


          
            	Lewis is a crystal collector.

          


          
            	In 2007, Carl became an official supporter of Ronald McDonald House Charities and is a member of their celebrity board, called the Friends of RMHC.

          


          
            	The Formula One motor racing driver Lewis Hamilton, born a few months after Carl Lewis's success in 1984 Olympics, was named after the athlete.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Carl_Lewis"
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          Carl Linnaeus (Carl Linn, Latinized as Carolus Linnaeus, also known after his ennoblement as Carl von Linn , May 23 new style (13 May old style), 1707  January 10, 1778) was a Swedish botanist, physician and zoologist who laid the foundations for the modern scheme of Binomial nomenclature. He is known as the father of modern taxonomy, and is also considered one of the fathers of modern ecology (see History of ecology).


          Linnaeus was born in the countryside of Smland, in southern Sweden. His father was the first in his ancestry to adopt a permanent last name; prior to that, ancestors had used the patronymic naming system of Scandinavian countries. His father adopted the Latin-form name Linnaeus after a giant linden tree on the family homestead. Linnaeus got most of his higher education at Uppsala University and began giving lectures of botany there in 1730. He lived abroad between 17351738 where he studied and also published a first edition of his Systema Naturae in the Netherlands. He then returned to Sweden where he became professor of botany at Uppsala. In the 1740s he was sent on several journeys through Sweden to find and classify plants and animals. In the 1750s and 60s he continued to collect and classify animals, plants and mineralia; publishing several volumes. At the time of his death, he was widely renowned throughout Europe as one of the most acclaimed scientists of the time.


          The French philosopher Jean-Jacques Rousseau sent him the message: "Tell him I know no greater man on earth." The German writer Johann Wolfgang von Goethe wrote: "With the exception of Shakespeare and Spinoza, I know no one among the no longer living who has influenced me more strongly." Swedish author August Strindberg wrote: "Linnaeus was in reality a poet who happened to become a naturalist".


          The author abbreviation used to indicate Linnaeus as the authority for species names is simply L.


          


          Name


          The name of this scientist comes in different variants: 'Carl Linnaeus', 'Carolus Linnaeus' and 'Carl von Linn', sometimes just 'Carl Linn'. There is often confusion about his real Swedish name, as opposed to the Latinized form 'Carolus Linnaeus' he used most when he published his scientific works in Latin.


          In Linnaeus' time, most Swedes had no surnames. Linnaeus' grandfather was named Ingemar Bengtsson (son of Bengt), following the long-standing Scandinavian tradition of sons' bearing, as surnames, their fathers' given names with -son appended; Linnaeus' father was known as Nils Ingemarsson (son of Ingemar). Only for registration purposes, for example when matriculating at a university, one needed a surname. In the academic world, Latin was the language of choice, so when Linnaeus' father went to the University of Lund, he coined himself a Latin surname: Linnaeus, referring to a large linden (lime) tree, the warden tree of the family property Linnagrd (linn being an archaic form of Swedish lind, the linden). Nils Ingemarsson Linnaeus gave his son the name Carl. So the Swedish name of the boy was Carl Linnaeus.


          When Carl Linnaeus enrolled in private school as student at the University of Lund, he was registered as 'Carolus Linnaeus'. This Latinized form was the name he used when he published his works in Latin. After he was ennobled, in 1761, he took the name Carl von Linn. 'Linn' is thus a shortened version of 'Linnaeus', 'von' is added to signify his ennoblement.
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          When referring to or citing the author Linnaeus, it is appropriate to use 'Carl Linnaeus', 'Carolus Linnaeus' or just 'Linnaeus'. 'Carl von Linn' seems to be less suitable, especially for the works he published before 1762. On the title page of the second edition of Species Plantarum (1762) the author's name is still printed as 'Carolus Linnaeus' (or rather the genitive form 'Caroli Linnaei') but from then on, his name is quite consistently printed as 'Carolus v. Linne' or 'Carl von Linn'. Stafleu uses 'Carl Linnaeus' as the author's name for all his works. In Sweden and the other Scandinavian countries, he is commonly known by his ennobled name Carl von Linn.


          The adjectival form of his name is usually 'Linnaean', but the prestigious Linnean Society of London has a journal The Linnean, awards the Linnean Medal, and so on.


          


          Biography


          


          Early life
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          Linnaeus was born on the farm Rshult, located in lmhult Municipality, in the province of Smland in southern Sweden, on May 23, 1707. He was groomed as a youth to be a churchman, walking in his father's path, but showed little enthusiasm for it. In 1717 he was sent to the primary school at the city Vxj, and in 1724 he passed to the gymnasium there, but with meager results in the clerical faculty. Instead his interest in botany made an impression on a local physician, who realized there might be a future in the field for the young Linnaeus, and on his recommendation Linnaeus's father sent his son to study at the closest university, Lund University. Linnaeus studied in Lund and tried to make something of the botanical garden there, but because it had been neglected, it was suggested to him that he would have better prospects at the University of Uppsala; Linnaeus left for Uppsala within a year.


          His time in Uppsala was financially rough, until he became acquainted with the renowned scientist Olof Celsius, uncle of astronomer Anders Celsius, who came up with the temperature scale that was given his name. Celsius, impressed with Linnaeus's knowledge and botanical collections, offered him board and lodging.


          During this period, he came upon a work which ultimately led to the establishment of his artificial system of plant classification. This was a review of Sbastien Vaillant's Sermo de Structura Florum (Leiden, 1718), a thin quarto in French and Latin. Through this, he became convinced of the importance of the stamens and pistils, about which he wrote a short treatise on the sexes of plants in 1729. This caught the attention of Olof Rudbeck the Younger (1660-1740), the professor of botany in the university, who subsequently appointed Linnaeus his adjunct. In 1730, Linnaeus began giving lectures in the faculty.


          In 1732 the Academy of Sciences at Uppsala financed Linnaeus on an expedition to Lappland in northernmost Sweden, then virtually unknown. The result of this was first The Florula Lapponica (the first work to use the Sexual System) and later the Flora Lapponica published in 1737. His journey to sub-Arctic Lapland is notable for exotic and adventurous episodes.
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          Travel and research


          In 1735 Linnaeus moved to the Netherlands, where he was to spend the next three years. Here he earned his only academic degree, at the University of Harderwijk, in 6 days. This degree in Medicine consisted of a three day printing job of his botanical notes in Latin. He met with Albertus Seba, a drugist, and the botanist Jan Frederik Gronovius and showed him a draft of his work on taxonomy, the Systema Naturae. This was published in the Netherlands the same year, as an eleven page work. Linnaeus stayed in the Netherlands for 12 months, until he made a journey to London in 1736, where he visited Oxford University and met several highly regarded people, such as the physicist Hans Sloane, the botanist Philip Miller and the professor of botany J. J. Dillenius. The journey lasted a few months, after which he returned to Amsterdam, and continued the printing of his Genera Plantarum, the starting point of his taxonomy.
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          In 1737 Linnaeus spent a year studying and working on the Heemstede garden of George Clifford, a wealthy Amsterdam banker introduced to him by Herman Boerhaave. Clifford had many business connections with Dutch merchants and collected plants from around the world. His garden was famous. Linnaeus published the description of Clifford's garden as Hortus Cliffortianus. In 1738, the work was done, and he started his journey back home. On his way he stayed in Leiden for a year, during which he had his Classes Plantarum printed; then travelling to Paris, before setting sail for Stockholm.


          


          Back in Sweden


          Returning to Sweden in 1738, he practiced medicine (specializing in the treatment of syphilis) and lectured in Stockholm before being awarded a professorship at Uppsala in 1741. At Uppsala, in the University's botanical garden, he arranged the plants according to his system of classification; he then made three more expeditions to various parts of Sweden and inspired a generation of students. Linnaeus continued to revise his Systema Naturae, which grew from a slim pamphlet into a multivolume work, as his ideas were changing and more and more plant and animal specimens were sent to him from every corner of the globe. His pride in his work was very much evident; he thought of himself as a second Adam. He liked to say ' Deus creavit, Linnaeus disposuit, ' Latin for, "God created, Linnaeus organized". This self-perception was further shown by the artwork on the cover of his Systema Naturae, which depicts a man giving Linnaean names to new creatures as they are created in the Garden of Eden.
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          Arriving in Stockholm, he settled as a physician. In September 1739 Linnaeus married Sara Elisabeth Morea (Moraus) and the marriage took place at her family farm Sveden outside Falun; Sara he had met on one of his first scientific journeys to the county of Dalarna already five years earlier 1734. In 1739 he was one of the founders of the Royal Swedish Academy of Sciences (Kungliga vetenskapsakademin). In 1741 he ascended to the chair of medicine at Uppsala and moved there. The position was soon exchanged for the chair of botany.


          In 1743-44, Linnaeus designed today's thermometer scale by reversing that invented by Anders Celsius (1701-1744)--originally 100 was the melting point of ice and 0 waters boiling point. Throughout the 1740s he conducted numerous field trips to many locations in Sweden to classify plants and animals: in 1741 to the Stora Alvaret on land and also to Gotland; in 1746 to Vstergtland; and in 1749 to Scania including visits to the Kullaberg. The reports of each travel were published in the Swedish language to be accessible for the general public. Apart from containing many important reports of common life of that time, they have in recent years been appreciated for their fine treatment of the Swedish language, indeed putting Linnaeus as one of the foremost Swedish writers of the 18th century.
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          When not on travels, Linnaeus worked on his classifications, extending them to the kingdom of animals and the kingdom of minerals. The last may seem somewhat odd, but the theory of evolution was still a long time away. Linnaeus was only attempting a convenient way of categorizing the elements of the natural world.


          The Swedish king, Adolf Fredrik, ennobled Linnaeus in 1757, and after the privy council finally had confirmed the ennoblement (in 1761 after a few years of discussions) Linnaeus took the surname von Linn, later often signing just Carl Linn.


          In some portraits of Linnaeus, including three with this article, he is shown bearing a sprig of Twinflower, one of his favorite plants, afterwards named in his honour, Linnaea borealis. It is the only species in its genus, and, as it is circumboreal, it can be encountered in cool northern regions of both the Old World and the New.


          


          Last years
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          After his ennoblement, he continued teaching and writing. His reputation had spread over the world, and he corresponded with many different people. For example, Catherine II of Russia sent him seeds from her country. He also corresponded with Joannes A. Scopoli, "the Linnaeus of the Austrian Empire", who was a doctor and a botanist in Idrija, Duchy of Carniola (nowadays Slovenia). Scopoli communicated all of his research, findings, and descriptions (for example, olm and dormouse, two little animals which were not known to Linnaeus) to him for several years, but because of the great distance they were never able to meet. Linnaeus named for him the solanaceous genus Scopolia from which scopolamine is derived.


          Of Linnaeus' children, five reached adult age: four girls and one boy. Only the boy, Carolus Linnaeus the Younger, was allowed to study. He did not have the same passion as his father, but managed to make a reputation in botany. At the father's death, the son succeeded him as professor; however, he died only five years later. The son is commonly referred to as filius (abbreviated "L. f.") to distinguish him from his famous father.


          Linnaeus' last years were troubled by weak health, and he suffered from gout and tooth aches. A stroke in 1774 greatly weakened him, and two years later he suffered another, losing the use of his right side. He died in January 1778 in Uppsala, during a ceremony in Uppsala Cathedral. He was buried in the cathedral.


          


          Linnaean taxonomy


          Linnaeus's prime contribution to taxonomy was to establish conventions for the naming of living organisms that became universally accepted in the scientific worldthe work of Linnaeus represents the starting point of binomial nomenclature. In addition Linnaeus developed, during the great 18th century expansion of natural history knowledge, what became known as the Linnaean taxonomy; the system of scientific classification now widely used in the biological sciences.


          The Linnaean system classified nature within a hierarchy, starting with three kingdoms. Kingdoms were divided into Classes and they, in turn, into Orders, which were divided into Genera (singular: genus), which were divided into Species (singular: species). Below the rank of species he sometimes recognized taxa of a lower (unnamed) rank (for plants these are now called "varieties").


          His groupings were based upon shared physical characteristics. Only his groupings for animals remain to this day, and the groupings themselves have been significantly changed since Linnaeus' conception, as have the principles behind them. Nevertheless, Linnaeus is credited with establishing the idea of a hierarchical structure of classification which is based upon observable characteristics. While the underlying details concerning what are considered to be scientifically valid 'observable characteristics' has changed with expanding knowledge (for example, DNA sequencing, unavailable in Linnaeus' time, has proven to be a tool of considerable utility for classifying living organisms and establishing their relationships to each other), the fundamental principle remains sound.


          Linnaeus is regarded by some contemporary humanities scholars as "The Father of Scientific racism". The charge is that, through his works he bound observable differences in 'race' with uncorroborated discriminatory stereotypes that precisely elevated the European 'race' above the "darker" races. It also made divisions that were biologically and taxonomically unsound, leading (some speculate) to the institution of scientific racism, which persists today.


          


          Mankind


          Linnaeus presented a concept of ' race' as applied to humans, also including mythological creatures. Within Homo sapiens he proposed five taxa of a lower (unnamed) rank. These categories were Africanus, Americanus, Asiaticus, Europeanus, and Monstrosus. They were based on place of origin at first, and later on skin colour. Each race had certain characteristics that he considered endemic to individuals belonging to it. Native Americans were choleric, red, straightforward, eager and combative. Africans were phlegmatic, black, slow, relaxed and negligent. Asians were melancholic, yellow, inflexible, severe and avaricious. Europeans were sanguine and pale, muscular, swift, clever and inventive. The "monstrous" humans included such entities as the "agile and fainthearted" dwarf of the Alps, the Patagonian giant, and the monorchid Hottentot.


          In addition, in Amoenitates academicae (1763), he defined Homo anthropomorpha as a catch-all term for a variety of human-like mythological creatures, including the troglodyte, satyr, hydra, and phoenix. He claimed that these creatures not only actually existed but were in reality inaccurate descriptions of real-world ape-like creatures.


          He also, in Systema Natur, defined Homo ferus as "four-footed, mute, hairy". Included in this classification were Juvenis lupinus hessensis ( wolf boys), who he thought were raised by animals, Juvenis hannoveranus ( Peter of Hanover) and Puella campanica ( Wild-girl of Champagne).


          Linnaeus' scientifical research took science on a path that diverged from what had been taught by religious authorities. The Lutheran Archbishop of Uppsala had accused him of "impiety." In a letter to Johann Georg Gmelin dated February 25, 1747, Linnaeus wrote:


          
            
              	
                
                  	Original Latin

                


                Non placet, quod Hominem inter ant[h]ropomorpha collocaverim, sed homo noscit se ipsum. Removeamus vocabula. Mihi perinde erit, quo nomine utamur. Sed quaero a Te et Toto orbe differentiam genericam inter hominem et Simiam, quae ex principiis Historiae naturalis. Ego certissime nullam novi. Utinam aliquis mihi unicam diceret! Si vocassem hominem simiam vel vice versa omnes in me conjecissem theologos. Debuissem forte ex lege artis.

              

              	

              	
                
                  	English Translation

                


                It does not please (you) that I've placed humans among the Anthropomorpha, but man is getting to know himself. Let's not quibble over words. It will be the same to me whatever name is applied. But I seek from you and from the whole world a generic difference between men and simians from the principles of Natural History. I certainly know of none. If only someone might tell me a single one! If I would have called man a simian or vice versa I would have brought together all the theologians against me. Perhaps I ought to have, in accordance with the law of the discipline [of Natural History].

              
            

          


          Students


          Carolus imbued his students with his own thoroughness in an atmosphere of enthusiasm, trained them to close and accurate observation, and then sent them to various parts of the globe. Some of the notable students and expeditions include Pehr Kalm's visit to North America 17481751; Daniel Solander, traveling first with James Cook's expedition to the Pacific in 1768, then in 1771 to Iceland, the Faroes and Orkney; Fredric Hasselquist, who visited Palestine and parts of Asia Minor; and Carl Peter Thunberg, journeying to Japan, South Africa, Java, and Sri Lanka.


          


          Honours


          


          In honour of Carl von Linn, the Swedish 100 kronor bill has an illustration of him.
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              	Born

              	November 9, 1934(1934-11-09)

              Brooklyn, New York, U.S.
            


            
              	Died

              	December 20, 1996 (aged62)

              Seattle, Washington, U.S.

            


            
              	Residence

              	Ithaca, New York, U.S.
            


            
              	Nationality

              	American
            


            
              	Fields

              	Astronomy and planetary science
            


            
              	Institutions

              	Cornell University

              Harvard University
            


            
              	Alma mater

              	University of Chicago
            


            
              	Knownfor

              	Search for Extra-Terrestrial Intelligence (SETI)

              Cosmos: A Personal Voyage

              Voyager Golden Record

              Pioneer plaque

              Contact
            


            
              	Notable awards

              	Oersted Medal (1990)

              NASA Distinguished Public Service Medal (twice)

              Pulitzer Prize for General Non-Fiction (1978)

              NAS Public Welfare Medal (1994)
            

          


          Carl Edward Sagan ( November 9, 1934  December 20, 1996) was an American astronomer, astrochemist and highly successful popularizer of astronomy, astrophysics and other natural sciences. He pioneered exobiology and promoted the Search for Extra-Terrestrial Intelligence (SETI).


          He is world-famous for writing popular science books and for co-writing and presenting the award-winning 1980 television series Cosmos: A Personal Voyage, which has been seen by more than 600 million people in over 60 countries, making it the most widely watched PBS program in history. A book to accompany the program was also published. He also wrote the novel Contact, the basis for the 1997 Robert Zemeckis film of the same name starring Jodie Foster. During his lifetime, Sagan published more than 600 scientific papers and popular articles and was author, co-author, or editor of more than 20 books. In his works, he frequently advocated skeptical inquiry, secular humanism, and the scientific method.


          


          Education and scientific career


          Carl Sagan was born in Brooklyn, New York to a Jewish family. His father, Sam Sagan, was a garment worker; his mother, Rachel Molly Gruber, was a housewife. Carl was named in honour of Rachel's biological mother, Chaiya Clara, "the mother she never knew", in Sagan's words. Sagan graduated from Rahway High School in Rahway, New Jersey in 1951. He attended the University of Chicago, where he received a B.A. with general and special honours (1954), a B.S. (1955) and a M.S. (1956) in physics, before earning a Ph.D. degree (1960) in astronomy and astrophysics. During his time as an undergraduate, Sagan spent some time working in the laboratory of the geneticist H. J. Muller. From 1960 to 1962 he was a Miller Fellow at the University of California, Berkeley. From 1962 to 1968, he worked at the Smithsonian Astrophysical Observatory in Cambridge, Massachusetts.


          Sagan lectured annually at Harvard University until 1968, when he moved to Cornell University. He became a full Professor at Cornell in 1971 and directed the Laboratory for Planetary Studies there. From 1972 to 1981 he was Associate Director of the Centre for Radio Physics and Space Research at Cornell.


          Sagan was a leader in the U.S. space program since its inception. From the 1950s onward, he worked as an adviser to NASA. One of his many duties during his tenure at the space agency included briefing the Apollo astronauts before their flights to the Moon. Sagan contributed to most of the robotic spacecraft missions that explored the solar system, arranging experiments on many of the expeditions. He conceived the idea of adding an unalterable and universal message on spacecraft destined to leave the solar system that could be understood by any extraterrestrial intelligence that might find it. Sagan assembled the first physical message that was sent into space: a gold- anodized plaque, attached to the space probe Pioneer 10, launched in 1972. Pioneer 11, also carrying the plaque, was launched the following year. He continued to refine his designs throughout his lifetime; the most elaborate message he helped to develop and assemble was the Voyager Golden Record that was sent out with the Voyager space probes in 1977.


          At Cornell, Sagan taught a course on critical thinking until his death in 1996 from a rare bone marrow disease. The course had only a limited number of seats. Although hundreds of students applied each year, only about 20 were chosen to attend each semester. The course was discontinued immediately after Sagan's death, but was later resumed by Professor Yervant Terzian in 2000.


          


          Scientific achievements


          Carl Sagan was central to the discovery of the high surface temperatures of the planet Venus. In the early 1960s, no one knew for certain the basic conditions of Venus' surface and Sagan listed the possibilities in a report later depicted for popularization in a Time-Life book, Planets; his own view was that the planet was dry and very hot, as opposed to the balmy paradise others had imagined. He had investigated radio emissions from Venus and concluded that there was a surface temperature of 500C (932F). As a visiting scientist to NASA's Jet Propulsion Laboratory, he contributed to the first Mariner missions to Venus, working on the design and management of the project. Mariner 2 confirmed his views on the conditions of Venus in 1962.


          Sagan was among the first to hypothesize that Saturn's moon Titan and Jupiter's moon Europa may possess oceans, a subsurface ocean, as in the case of Europa, or lakes, thus making the hypothesized water ocean on Europa potentially habitable for life. Europa's subsurface ocean was later indirectly confirmed by the spacecraft Galileo. Sagan also helped solve the mystery of the reddish haze seen on Titan, revealing that it is composed of complex organic molecules constantly raining down to the moon's surface.


          He furthered insights regarding the atmospheres of Venus and Jupiter as well as seasonal changes on Mars. Sagan established that the atmosphere of Venus is extremely hot and dense with crushing pressures. He also perceived global warming as a growing, man-made danger and likened it to the natural development of Venus into a hot, life-hostile planet through greenhouse gases. Sagan and his Cornell colleague Edwin Ernest Salpeter speculated about life in Jupiter's clouds, given the planet's dense atmospheric composition rich in organic molecules. He studied the observed colour variations on Mars surface, concluding that they were not seasonal or vegetation changes as most believed, but shifts in surface dust caused by windstorms.


          Sagan is best known, however, for his research on the possibilities of extraterrestrial life, including experimental demonstration of the production of amino acids from basic chemicals by radiation.


          He is also the 1994 recipient of the Public Welfare Medal, the highest award of the National Academy of Sciences for "distinguished contributions in the application of science to the public welfare."


          


          Scientific advocacy
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          Sagan was a proponent of the search for extraterrestrial life. He urged the scientific community to listen with radio telescopes for signals from intelligent extraterrestrial lifeforms. So persuasive was he that by 1982, he was able to get a petition advocating SETI published in the journal Science, signed by 70 scientists, including seven Nobel Prize winners. This was a tremendous turnaround in the respectability of this controversial field. Sagan also helped Dr. Frank Drake write the Arecibo message, a radio message beamed into space from the Arecibo radio telescope on November 16, 1974, aimed at informing extraterrestrials about Earth.


          Sagan was chief technology officer of the professional planetary research journal Icarus for twelve years. He co-founded the Planetary Society, the largest space-interest group in the world, with over 1,000,000 members in more than 149 countries, and was a member of the SETI Institute Board of Trustees. Sagan served as Chairman of the Division for Planetary Science of the American Astronomical Society, as President of the Planetology Section of the American Geophysical Union, and as Chairman of the Astronomy Section of the American Association for the Advancement of Science.


          At the height of the Cold War, Sagan became involved in public awareness efforts for the effects of nuclear war when a mathematical climate model suggested that a substantial nuclear exchange could upset the delicate balance of life on Earth. He was the last of five authors  the "S" of the "TTAPS" report as the research paper came to be known. He eventually co-authored the scientific paper hypothesising a global nuclear winter following nuclear war. He also co-authored the book A Path Where No Man Thought: Nuclear Winter and the End of the Arms Race, a comprehensive examination of the phenomenon of nuclear winter.


          Sagan erroneously warned in January 1991 that so much smoke from the Kuwaiti oil fires "might get so high as to disrupt agriculture in much of South Asia...." He acknowledged the error in The Demon-Haunted World: "as events transpired, it was pitch black at noon and temperatures dropped 4-6 C over the Persian Gulf, but not much smoke reached stratospheric altitudes and Asia was spared."


          In his later years Sagan advocated the creation of an organized search for near Earth objects that would impact the Earth. ( Head, Tom (2006). Conversations With Carl Sagan. University Press of Mississippi, 86-87. ISBN 1578067367. ) When others suggested creating large nuclear bombs that could be used to alter the orbit of an NEO that was predicted to hit the Earth, Sagan proposed the Deflection Dilemma: If we create the ability to deflect an asteroid away from the Earth, then we also create the ability to deflect an asteroid towards the Earth - providing an evil power with a true doomsday bomb. ("David Morrison - Taking a Hit: Asteroid Impacts & Evolution". [ Valley Astronomy Lectures]. 2007- 10-03. ) (Sagan, Carl & Ostro, "Long-Range Consequences of Interplanetary Collisions", Issues in Science and Technology Vol X(Number 4))


          


          Social concerns


          Sagan believed that the Drake equation suggested that a large number of extraterrestrial civilizations would form, but that the lack of evidence of such civilizations pointed out by the Fermi paradox suggests technological civilizations tend to destroy themselves rather quickly. This stimulated his interest in identifying and publicizing ways that humanity could destroy itself, with the hope of avoiding such a cataclysm and eventually becoming a spacefaring species. Sagan's deep concern regarding the potential destruction of human civilization in a nuclear holocaust was conveyed in a memorable cinematic sequence in the final episode of Cosmos, called "Who Speaks for Earth?". Following his marriage to his third wife (novelist Ann Druyan) in June 1981, Sagan became more politically active  particularly in regard to the escalation of the nuclear arms race under President Ronald Reagan.


          In March 1983, hoping to blunt the momentum of the nuclear freeze movement, Reagan announced the Strategic Defense Initiative  a multi-billion dollar project to develop a comprehensive defense against attack by nuclear missiles, which was quickly dubbed the "Star Wars" program. Sagan spoke out against the project, arguing that it was technically impossible to develop a system with the level of perfection required, and far more expensive to build than for an enemy to defeat through decoys and other means  and that its construction would seriously destabilize the nuclear balance between the United States and the Soviet Union, making further progress toward nuclear disarmament impossible.


          When Soviet leader Mikhail Gorbachev declared a unilateral moratorium on the testing of nuclear weapons, which would begin on August 6, 1985  the 40th anniversary of the atomic bombing of Hiroshima  the Reagan administration dismissed the dramatic move as nothing more than propaganda, and refused to follow suit. In response, American anti-nuclear and peace activists staged a series of protest actions at the Nevada Test Site, beginning on Easter Sunday of 1986 and continuing through 1987. Hundreds of people, including such notable figures as Daniel Ellsberg and Martin Sheen, engaged in acts of civil disobedience and were arrested. Carl Sagan, who had been arrested for participating in an anti-war protest during the Vietnam War, was himself arrested on two separate occasions as he climbed over a chain-link fence at the Test Site.


          


          Popularization of science


          Sagan's capability to convey his ideas allowed many people to better understand the cosmos  simultaneously emphasizing the value and worthiness of the human race, and the relative insignificance of the earth in comparison to the universe. He delivered the 1977/1978 Christmas Lectures for Young People at the Royal Institution. He hosted and, with Ann Druyan, co-wrote and co-produced the highly popular thirteen-part PBS television series Cosmos: A Personal Voyage modeled on Jacob Bronowski's The Ascent of Man.
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          Cosmos covered a wide range of scientific subjects including the origin of life and a perspective of our place in the universe. The series was first broadcast by the Public Broadcasting Service in 1980, winning an Emmy and a Peabody Award. According to the NASA Office of Space Science, it has been since broadcast in more than 60 countries and seen by over 500 million people.


          Sagan also wrote books to popularize science, such as Cosmos, which reflected and expanded upon some of the themes of A Personal Voyage, and became the best-selling science book ever published in English; The Dragons of Eden: Speculations on the Evolution of Human Intelligence, which won a Pulitzer Prize; and Broca's Brain: Reflections on the Romance of Science. Sagan also wrote the best-selling science fiction novel Contact, but did not live to see the book's 1997 motion picture adaptation, which starred Jodie Foster and won the 1998 Hugo Award.


          From Cosmos and his frequent appearances on The Tonight Show, Sagan became associated with the catch phrase "billions and billions." Sagan never actually used the phrase in Cosmos series, however his frequent use of term billions, and distinctive delivery with emphasis on the b, made him a favorite target of performers and comedy routines of Johnny Carson, Gary Kroeger, Mike Myers, Bronson Pinchot, Harry Shearer and others. Sagan took this in good humor, and his final book was entitled Billions and Billions and opened with a tongue-in-cheek discussion of this catch phrase. The indefinite and fictitious number Sagan has arisen in popular culture to indicate a count greater than 4billion.


          He wrote a sequel to Cosmos, Pale Blue Dot: A Vision of the Human Future in Space, which was selected as a notable book of 1995 by The New York Times. He appeared on PBS' Charlie Rose program in January 1995. Sagan also wrote an introduction for the bestselling book by Stephen Hawking, A Brief History of Time.


          Sagan caused mixed reactions among other professional scientists. On the one hand, there was general support for his popularization of science, his efforts to increase scientific understanding among the general public, and his positions in favour of scientific skepticism and against pseudoscience; most notably his debunking of the book Worlds in Collision by Immanuel Velikovsky. However, for as popular as this debunking was with science writers and the public, many of its arguments were flawed, as astronomer Robert Jastrow and Sagan's student, astronomer David Morrison, have explained. Concerning Sagan's great odds against a collision of 1 in 30,000 per 1000 years, using his statistical approach and Velikovsky's actual scenario, e.g., no grazing encounters, S. F. Kogan (Velikovsky's older daughter) showed the odds would be drastically reduced to 1 in 12 per 1000 years. Furthermore, Sagan's Appendix 3 on the cooling of Venus has nothing to do with cooling, but instead is a trivial identity that merely equates the heat radiated to Venus by the Sun in one hour at 6000K to the heat radiated from Venus in 3500 years at 79K. On the other hand, there was some unease that the public would misunderstand some of the personal positions and interests that Sagan took as being part of the scientific consensus.


          Late in his life, Sagan's books elaborated on his skeptical, naturalistic view of the world. In The Demon-Haunted World: Science as a Candle in the Dark, he presented tools for testing arguments and detecting fallacious or fraudulent ones, essentially advocating wide use of critical thinking and the scientific method. The compilation, Billions and Billions: Thoughts on Life and Death at the Brink of the Millennium, published in 1997 after Sagan's death, contains essays written by Sagan, such as his views on abortion, and his widow Ann Druyan's account of his death as a skeptic, agnostic, and freethinker.


          In 2006, Ann Druyan edited Sagan's 1985 Glasgow Gifford Lectures in Natural Theology into a new book, The Varieties of Scientific Experience: A Personal View of the Search for God, in which he elaborates on his views of divinity in the natural world.


          


          Personal life and beliefs


          In 1966, Sagan was asked to contribute an interview about the possibility of extraterrestrials to a proposed introduction to the film 2001: A Space Odyssey. Sagan responded by saying that he wanted editorial control and a percentage of the film's takings, which was rejected.


          In 1994, Apple Computer began developing the Power Macintosh 7100. They chose the internal code name "Carl Sagan", the in-joke being that the mid-range PowerMac 7100 would make Apple "billions and billions." Though the project name was strictly internal and never used in public marketing, when Sagan learned of this internal usage he sued Apple Computer to force the use of a different project name. Other models released conjointly had code names such as " Cold fusion" and " Piltdown Man", and he was displeased at being associated with what he considered pseudoscience. (He was at the time writing a book debunking pseudoscience.) Though Sagan lost the suit, Apple engineers complied with his demands anyway, renaming the project "BHA" (for Butt-Head Astronomer). Sagan promptly sued Apple for libel over the new name, claiming that it subjected him to contempt and ridicule, but he lost this lawsuit as well. Still, the 7100 saw another name change: it was finally referred to internally as "LAW" (Lawyers Are Wimps).


          Sagan wrote frequently about religion and the relationship between religion and science, expressing his skepticism about many conventional conceptualizations of God. Sagan once stated, for instance, that "The idea that God is an oversized white male with a flowing beard, who sits in the sky and tallies the fall of every sparrow is ludicrous. But if by 'God,' one means the set of physical laws that govern the universe, then clearly there is such a God. This God is emotionally unsatisfying... it does not make much sense to pray to the law of gravity." Sagan is also widely regarded as a freethinker or skeptic; one of his most famous quotations as seen in Cosmos, was "Extraordinary claims require extraordinary evidence." (This was actually based on a nearly identical earlier quote by fellow CSICOP founder Marcello Truzzi, "Extraordinary claims require extraordinary proof." The quote is also known, under different wording, as the principle of Laplace  attributed to Pierre-Simon Marquis de Laplace (1749-1827), a French mathematician and astronomer: "The weight of evidence for an extraordinary claim must be proportioned to its strangeness."


          Sagan married three times: to biologist Lynn Margulis, mother of Dorion Sagan and Jeremy Sagan, in 1957; to artist Linda Salzman, mother of Nick Sagan, in 1968; and to author Ann Druyan, mother of Alexandra Rachel (Sasha) and Samuel Democritus (Sam), in 1981. His marriage to Druyan continued until his death in 1996.


          Isaac Asimov described Sagan as one of only two people he ever met who was smarter than Asimov himself. The other was computer scientist and expert on artificial intelligence, Marvin Minsky.


          Sagan was a user of marijuana. Under the pseudonym "Mr. X", he wrote an essay concerning cannabis smoking in the 1971 book Marihuana Reconsidered, written by Sagan's close friend Lester Grinspoon. In his essay, Sagan wrote how marijuana use had helped to inspire some of his works and enhance sensual and intellectual experiences. After Sagan's death, Grinspoon disclosed this to Sagan's biographer, Keay Davidson. The publishing of this biography, Carl Sagan: A Life, in 1999, brought much media attention to the issue of the use and legalization of marijuana.


          


          Sagan and UFOs


          Sagan had some interest in UFO reports from at least 1964, when he had several conversations on the subject with Jacques Vallee. Though quite skeptical of any extraordinary answer to the UFO question, Sagan thought scientists should study the phenomenon, at least because there was widespread public interest in UFO reports.


          Stuart Appelle notes that Sagan "wrote frequently on what he perceived as the logical and empirical fallacies regarding UFOs and the abduction experience. Sagan rejected an extraterrestrial explanation for the phenomenon but felt there were both empirical and pedagogical benefits for examining UFO reports and that the subject was, therefore, a legitimate topic of study."


          In 1966, Sagan was a member of the Ad Hoc Committee to Review Project Blue Book, the U.S. Air Force's UFO investigation project. The committee concluded Blue Book had been lacking as a scientific study, and recommended a university-based project to give the UFO phenomenon closer scientific scrutiny. The result was the Condon Committee (1966-1968), led by physicist Edward Condon, and in their final report, formally concluded that there was nothing anomalous about UFO reports.


          Ron Westrum writes that "The high point of Sagan's treatment of the UFO question was the AAAS's symposium in 1969. A wide range of educated opinions on the subject were offered by participants, including not only proponents such as James McDonald and J. Allen Hynek but also skeptics like astronomers William Hartmann and Donald Menzel. The roster of speakers was balanced, and it is to Sagan's credit that this event was presented in spite of pressure from Edward Condon". With physicist Thornton Page, Sagan edited the lectures and discussions given at the symposium; these were published in 1972 as UFO's: A Scientific Debate. Jerome Clark writes that Sagan's perspective on UFO's irked Condon: "...though a skeptic, [Sagan] was too soft on UFOs for Condon's taste. In 1971, [Condon] considered blackballing Sagan from the prestigious Cosmos Club".


          Some of Sagan's many books examine UFOs (as did one episode of Cosmos) and he recognized a religious undercurrent to the phenomenon. However, Westrum writes that "Sagan spent very little time researching UFOs ... he thought that little evidence existed to show that the UFO phenomenon represented alien spacecraft and that the motivation for interpreting UFO observations as spacecraft was emotional".


          Sagan again revealed his views on interstellar travel in his 1980 Cosmos series. He rejected the idea that UFOs are visiting Earth, maintaining that the chances any alien spacecraft would visit the Earth are vanishingly small. In one of his last written works, Sagan again argued there was no evidence that aliens have actually visited the Earth, either in the past or present.


          


          Death and legacy
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          After a long and difficult fight with myelodysplasia, which included three bone marrow transplants, Sagan died of pneumonia at the age of 62 at the Fred Hutchinson Cancer Research Centre in Seattle, Washington on December 20, 1996. Surviving him were his wife and five children. Sagan was a significant figure, and his supporters credit his importance to his popularization of the natural sciences, opposing both restraints on science and reactionary applications of science, defending democratic traditions, resisting nationalism, defending humanism, and arguing against geocentric and anthropocentric views.


          After landing, the unmanned Mars Pathfinder spacecraft was renamed the Carl Sagan Memorial Station on July 5, 1997. Asteroid 2709 Sagan is also named in his honour.


          The 1997 movie Contact, based on Sagan's novel of the same name and finished after his death, ends with the dedication "For Carl."


          On November 9, 2001, on what would have been Sagans 67th birthday, the NASA Ames Research Centre dedicated the site for the Carl Sagan Centre for the Study of Life in the Cosmos. "Carl was an incredible visionary, and now his legacy can be preserved and advanced by a 21st century research and education laboratory committed to enhancing our understanding of life in the universe and furthering the cause of space exploration for all time", said NASA Administrator Daniel Goldin. Ann Druyan was at the centre as it opened its doors on October 22, 2006.


          Sagan's son, Nick Sagan, wrote several episodes in the Star Trek franchise. In an episode of Star Trek: Enterprise entitled "Terra Prime", a quick shot is shown of the relic rover Sojourner, part of the Mars Pathfinder mission, placed by a historical marker at Carl Sagan Memorial Station on the Martian surface. The marker displays a quote from Sagan: "Whatever the reason you're on Mars, I'm glad you're there, and I wish I was with you."


          Sagan has at least three awards named in his honour: the Carl Sagan Memorial Award presented jointly since 1997 by the American Astronautical Society (AAS) and the Planetary Society; the Carl Sagan Medal for Excellence in Public Communication in Planetary Science presented since 1998 by the American Astronomical Society's Division for Planetary Sciences (AAS/DPS) for outstanding communication by an active planetary scientist to the general public. Carl Sagan was one of the original organizing committee members of the DPS; and the Carl Sagan Award for Public Understanding of Science presented by Council of Scientific Society Presidents (CSSP). Sagan himself was the first recipient of the CSSP award in 1993. In 2006, the Carl Sagan Medal was awarded to astrobiologist and author David Grinspoon, the son of Sagan's friend Lester Grinspoon.


          Sagan's student Steve Squyres led the team that landed the Spirit Rover and Opportunity Rover successfully on Mars in 2004.


          On December 20, 2006, the tenth anniversary of Sagan's death, a blogger, Joel Schlosberg, organized a Carl Sagan "blog-a-thon" to commemorate Sagan's death, and the idea was supported by Nick Sagan. Many members of the blogging community participated.


          


          Awards and honours
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            	Annual Award for Television Excellence - 1981 - Ohio State University - PBS series Cosmos


            	Apollo Achievement Award - National Aeronautics and Space Administration


            	NASA Distinguished Public Service Medal - National Aeronautics and Space Administration (twice)


            	Emmy - Outstanding Individual Achievement - 1981 - PBS series Cosmos


            	Emmy - Outstanding Informational Series - 1981 - PBS series Cosmos


            	Exceptional Scientific Achievement Medal - National Aeronautics and Space Administration


            	Helen Caldicott Leadership Award - Women's Action for Nuclear Disarmament


            	Homer Award - 1997 - Contact


            	Hugo Award - 1981 - Cosmos


            	Humanist of the Year - 1981 - Awarded by the American Humanist Association


            	In Praise of Reason Award - 1987 - Committee for the Scientific Investigation of Claims of the Paranormal


            	Isaac Asimov Award - 1994 - Committee for the Scientific Investigation of Claims of the Paranormal


            	John F. Kennedy Astronautics Award - American Astronautical Society


            	John W. Campbell Memorial Award - 1974 - Cosmic Connection: An Extraterrestrial Perspective


            	Joseph Priestley Award - "For distinguished contributions to the welfare of mankind"


            	Klumpke-Roberts Award of the Astronomical Society of the Pacific - 1974


            	Konstantin Tsiolkovsky Medal - Awarded by the Soviet Cosmonauts Federation


            	Locus Award 1986 - Contact


            	Lowell Thomas Award - Explorers Club - 75th Anniversary


            	Masursky Award - American Astronomical Society


            	Miller Research Fellowship - Miller Institute (1960-1962)


            	Oersted Medal - 1990 - American Association of Physics Teachers


            	Peabody Award - 1980 - PBS series Cosmos


            	Prix Galbert - The international prize of Astronautics


            	Public Welfare Medal - 1994 - National Academy of Sciences


            	Pulitzer Prize for General Non-Fiction - 1978 - The Dragons of Eden


            	SF Chronicle Award - 1998 - Contact


            	Named the  99th Greatest American on the June 5, 2005 Greatest American show on the Discovery Channel.
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              	Location

              	Eddy County, New Mexico, U.S.
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          Carlsbad Caverns National Park is a United States National Park located in the Guadalupe Mountains in southeastern New Mexico. Visitors can hike into the interior rooms on their own via the natural entrance, or take an elevator (the exit for everyone) directly down into the centre of the public cave area.


          Approximately two thirds of the park has also been set aside as a wilderness area, helping to ensure no future changes will be made to the habitat.


          Peak visitation typically occurs on the weekends following Memorial Day and the 4th of July. The park entrance is located on US Highway 62/180 approximately 18 miles (29 km) southwest of Carlsbad, New Mexico. The park participates in the Junior Ranger Program.


          


          Geology


          For detail on the area's geology, see Delaware Basin.


          


          History


          Jim White explored many of the rooms and gave them their names, including the Big Room, New Mexico Room, King's Palace, Queen's Chamber, Papoose Room, and Green Lake Room. He also named many of the cave's more prominent formations, such as the Totem Pole, Witch's Finger, Giant Dome, Bottomless Pit, Fairyland, Iceberg Rock, Temple of the Sun, and Rock of Ages.
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          Carlsbad, the town, and, thus, Carlsbad Caverns National Park, supposedly take their name from Karlovy Vary (Carlsbad), Czech Republic, meaning literally, Charles' Baths, in German.


          


          Named rooms


          


          Balloon Ballroom


          located in the ceiling above the main entrance corridor, this small room was first accessed by tying a rope to a bunch of balloons and floating them up into the passage.


          


          Bat Cave


          a large, unadorned rocky passage connected to the main entrance corridor that was mined for bat guano in the early 20th century. The majority of the cave's bat population lives in this portion of the cave.


          


          Bell Cord Room


          named for a long, narrow stalactite coming through a hole in the ceiling, resembling the rope coming through a church steeple to ring the bell. This room is located at the end of the Left Hand Tunnel.
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          Bifrost Room


          discovered in 1982, it is located in the ceiling above Lake of the Clouds. Its name refers to a Norse myth about a world in the sky that was accessed from Earth by a rainbow. The room was given this name because of its location above the Lake of the Clouds and its colorful oxide-stained formations.


          


          Big Room or The Hall of the Giants


          the largest chamber in Carlsbad Caverns, with a floor space of 33,210m (357,469sqft).


          


          Chocolate High


          a maze of small passages totaling nearly a mile in combined length, discovered in 1993 above a mud-filled pit in the New Mexico Room known as Chocolate Drop.


          


          Green Lake Room


          the uppermost of the "Scenic Rooms", it is named for a deep, malachite-colored pool in the corner of the room. In the 1940s, when the military was testing the feasibility of Carlsbad Cavern as an emergency fallout shelter, the Green Lake was used to look for ripples caused by a nuclear bomb test many miles away. None appeared.


          


          Guadalupe Room


          discovered by a park ranger in 1966, this is the second largest room in Carlsbad Caverns. It is known for its dense collection of "soda straw" stalactites.


          


          Hall of the White Giant


          a large chamber containing a large, white stalagmite. Rangers regularly lead special wild cave tours to this location.


          


          King's Palace


          the first of four chambers in a wing known as the "scenic rooms", it is named for a large castle-like formation in the centre of the room. The Bashful Elephant formation can be found here.


          


          Lake of the Clouds


          the lowest known point in the cave. It is located in a side passage off the Left Hand Tunnel. It is named for its large lake containing globular, cloud-like rock formations that formed under water when the lake level was much higher.


          


          Left Hand Tunnel


          a long, straight passage marked by deep fissures in the floor. These fissures are not known to lead anywhere. The Left Hand Tunnel leads to the Lake of the Clouds and the Bell Cord Room.


          


          Mystery Room


          A small room located in the lower part of the cave


          


          New Mexico Room


          located adjacent to the Queen's Chamber and accessed by means of a short slope.


          


          New Section


          a section of fissures east of the White Giant formation and parallelling the Bat Cave. New discoveries are still being made in this section.


          


          Papoose Room


          located between the King's Palace and Queen's Chamber.


          


          Queen's Chamber


          widely regarded as the most beautiful and scenic area of the cave. Jim White's lantern went out in this chamber while exploring and was in the dark for over a half hour.


          


          Spirit World


          Located in the ceiling of the Big Room, this area is filled with white stalagmites that resembled angels to the room's discoverers.


          


          Talcum Passage


          a room located in Lower Cave where the floor is coated with gypsum dust.


          


          The Rookery


          one of the larger rooms in Lower Cave. A large number of cave pearls are found in this area.


          


          Underground Lunchroom


          Located in the Big Room at the head of the Left Hand Tunnel. It contains a cafeteria that was built in the 1950s, and is where the elevators from the visitor centre exit into the cave.


          


          Recent exploration


          In 1985 a very distinctive method of exploration was invented. In a dome area 255ft (77.7m) above the Big Room floor not far from the Bottomless Pit a stalagmite leaned out. Using a balsa wood loop with helium-filled balloons attached, the explorers--after several tries over several years--floated a light weight cord that snagged the target stalagmite. Once the light weight cord was in position up, over, and back to the ground, a climbing rope was pulled into position, and the explorers ascended into what they named The Spirit World. A similar, smaller room was found in the main entrance corridor, and was named Balloon Ballroom in honour of this technique.


          In 1993, a series of small passages totaling nearly a mile in combined length was found in the ceiling of the New Mexico Room. Named "Chocolate High", it was the largest discovery in the cave since the Guadalupe Room was found in 1966.


          Lechuguilla Cave, another cave in the park discovered in 1986, is the focus of much current cave exploration at the park. It has been mapped to a depth of 489 m, making it the deepest limestone cave in the U.S. The entrance is located in an old mining pit called Misery Hole in an obscure corner of the park. It is not accessible to the general public, and the exact location of Misery Hole is kept relatively hidden in an attempt to preserve the cave in its most undisturbed state.


          The Bottomless Pit was originally said to have no bottom. Stones were tossed into it, but no sound of the stones striking the bottom was heard. Later exploration revealed that the bottom was about 140 feet (40m) deep and covered with soft dirt. The stones made no sound when they struck the bottom because they were lodged in the soft soil.


          


          Bats


          Sixteen species of bats live in the park, including a large number of Mexican Free-tailed Bats. It is estimated that the population of Mexican Free-tailed Bats once numbered in the millions but has declined drastically in modern times. The cause of this decline is unknown but the pesticide DDT is often listed as a primary cause. Populations appear to be on the increase in recent years but are nowhere near the levels that were once historically present.


          Many techniques have been used to estimate the bat population in the cave. The various techniques used point to a current population peak of several hundred thousand when the young pups are flying in the fall.
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          A carnivore (IPA: /ˈkɑrnɪvɔər/), meaning 'meat eater' (Latin carne meaning 'flesh' and vorare meaning 'to devour'), is an animal with a diet consisting mainly of meat, whether it comes from animals living ( predation) or dead ( scavenging).


          In a more general sense, animals are loosely considered carnivores if their feeding behaviour consists of preying on other animals rather than grazing on plants. There are many predatory invertebrates, for example arthropods such as spiders or mantises and various species of predatory land snails and sea snails.


          Animals that subsist on a diet consisting only of meat are referred to as obligate carnivores.


          Plants that capture and digest insects are called carnivorous plants. Similarly fungi that capture microscopic animals are often called carnivorous fungi.


          The designation " hypercarnivore" is used to describe animals that exclusively feed on animal tissue. Additionally, it is used in paleobiology to describe taxa of animals which have an increased slicing component of their dentition relative to the grinding component.


          


          Classification


          
            [image: The Venus flytrap, a well known carnivorous plant]
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          Carnivores that eat insects and similar invertebrates primarily or exclusively are called insectivores, while those that eat fish primarily or exclusively are called piscivores. Carnivory that entails the consumption of members of an organism's own species is referred to as cannibalism. This includes sexual cannibalism and cannibalistic infanticide.


          The word "carnivore" sometimes refers to the mammalian Order Carnivora, but this is misleading. Although many Carnivora fit the first definition of being exclusively meat eaters, not all do. For example, bears are members of Carnivora that are not carnivores in the dietary sense, and pandas are almost exclusively herbivorous. Likewise, some full-time (dolphins, shrews) and part-time (humans, pigs) predatory species among mammals, let alone all carnivorous non-mammals, are not members of Carnivora.


          Outside of the animal kingdom, there are several genera containing carnivorous plants and several phyla containing carnivorous fungi. The former are predominantly insectivores, while the latter prey mostly on microscopic invertebrates such as nematodes, amoeba and springtails.


          Prehistoric mammals of the crown-clade Carnivoramorpha (Carnivora and Miacoidea without Creodonta), along with the early Order Creodonta, and some mammals of the even early Order Cimolesta, were true carnivores. The earliest carnivorous mammal is considered to be the Cimolestes that existed during the Late Cretaceous and Tertiary Periods in North America about 65 million years ago. Most species of Cimolestes were mouse to rat-sized, but the Late Cretaceous Cimolestes magnus reached the size of a marmot, making it one of the largest Mesozoic mammals known (20-60g). The cheek teeth combined the functions of piercing, shearing and grinding, and the molars of Palaeoryctes had extremely high and acute cusps that had little function other than piercing. The dentition of Cimolestes foreshadows the same cutting structures seen in all later carnivores. While the earlier smaller species were insectivores, the later marmot-sized Cimolestes magnus probably took larger prey and were definitely a carnivore to some degree. The cheek teeth of Hyracolestes ermineus (an ermine-like shrew - 40g) and Sarcodon pygmaeus ("pygmy flesh tooth" - 75g), were common in the Latest Paleocene of Mongolia and China and occupied the small predator niche. The cheek teeth show the same characteristic notches that serve in today's carnivores to hold flesh in place to shear apart with cutting ridges. The theropod dinosaurs such as Tyrannosaurus rex that existed during the late Cretaceous, although not mammals, were "obligate carnivores".


          


          Obligate carnivores
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          An obligate or true carnivore is an animal that must eat meat in order to thrive. Hypercarnivores present specialized dentition for a meat-only diet. They may consume other products presented to them, especially animal products like eggs and bone marrow or sweet sugary substances like honey and syrup, but, as these items are not essential, they do not consume these on a regular basis. True carnivores lack the physiology required for the efficient digestion of vegetable matter, and, in fact, some carnivorous mammals eat vegetation specifically as an emetic. The domestic cat is a prime example of an obligate carnivore, as are all of the other felids.


          


          Characteristics of carnivores


          Characteristics commonly 'associated' with carnivores include organs for capturing and disarticulating prey (teeth and claws serve these functions in many vertebrates) and status as a predator. In truth, these assumptions may be misleading, as some carnivores do not hunt and are scavengers (though most hunting carnivores will scavenge when the opportunity exists). Thus they do not have the characteristics associated with hunting carnivores. Carnivores have comparatively short digestive systems as they are not required to break down tough cellulose found in plants.


          


          Plant material


          In most cases, some plant material is essential for adequate nutrition, particularly with regard to minerals, vitamins and fibre. Most wild carnivores consume this in the digestive system of their prey. Many carnivores also eat herbivore dung, presumably to obtain essential nutrients that they could not otherwise obtain, since their dentition and digestive system do not permit efficient processing of vegetable matter.


          


          List of carnivores
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            	Felines, ranging from domestic cats to lions, tigers, cheetahs and leopards.


            	Some Canines, such the Gray Wolf and coyote. Domestic dogs and red foxes are broadly considered carnivorous but are able to digest some vegetable matter making them somewhat omnivorous. The Smithsonian Institution has listed them as carnivores, because of their dental makeup and digestive tract..


            	Hyenas


            	Some mustelids, including ferrets


            	Polar Bears


            	Pinnipeds (seals, sea lions, walruses, etc.)


            	Dolphins


            	Whales


            	Microbats


            	Carnivorous Marsupials, such as the Tasmanian Devil


            	Birds of prey, including hawks, eagles, falcons and owls


            	Scavenger birds, for example vultures


            	Several species of waterfowl including gulls, penguins, pelicans, storks, and herons


            	Anurans (frogs and toads)


            	Snakes


            	Some lizards, such as the Gila Monster and all monitor lizards.


            	Crocodilians


            	the Komodo dragon also known as the Komodo Monitor, Komodo Island Monitor


            	Some turtles, including the snapping turtle and most sea turtles


            	Sharks


            	Many bony fish, including tuna, marlin, salmon, and bass


            	Octopuses and squid


            	Cone shells


            	Spiders, scorpions, and many other arachnids


            	Mantises, Giant water bugs, and many other insects


            	Cnidarians


            	Sea stars
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          Caroline Island or Caroline Atoll (also known as Millennium Island), is the easternmost of the uninhabited coral atolls which comprise the southern Line Islands in the central Pacific Ocean.


          First sighted by Europeans in 1606, claimed by the United Kingdom in 1868, and part of the Republic of Kiribati since the island nation's independence in 1979, Caroline Island has remained relatively untouched and is considered one of the world's most pristine tropical islands, despite guano mining, copra harvesting, and human habitation in the 19th and 20th centuries. It is home to one of the world's largest populations of the coconut crab and is an important breeding site for seabirds, most notably the sooty tern.


          The atoll is best known for its role in celebrations surrounding the arrival of the year 2000  a 1995 realignment of the International Date Line made Caroline Island one of the first points of land on Earth (outside Antarctica) to see sunrise on January 1, 2000.


          


          Geography and climate


          Caroline Atoll lies near the southeastern end of the Line Islands, a string of atolls extending across the equator some 1500km (900miles) south of the Hawaiian Islands in the central Pacific. The slightly crescent-shaped atoll (3.76km or 1.45mi in land area) consists of 39 separate islets surrounding a narrow lagoon. Extending approximately 9km (6mi) from north to south and 2km (1mi) from east to west, the islets rise to a height of only 6meters (20ft) above sea level. The islets, like those of all atolls, share a common geologic origin and consist of sand deposits and limestone rock set atop a coral reef.
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          Three large islets make up the bulk of Caroline's land area: Nake Islet (1.04km or 0.40mi) at the north; Long Islet (0.76km or 0.29mi) at the northeast of the lagoon and South Islet (1.07km or 0.41mi). The remaining assembly of small islets, most of which were named during the 1988 ecological survey, conducted by Angela and Cameron Kepler, fall into four major groupings: the South Nake Islets, the Central Leeward Islets, the Southern Leeward Islets, and the Windward Islets (see map). Caroline's islets are particularly ephemeral  over the course of a century of observation, several of the smallest islets have been documented to appear or disappear entirely following major storms, while the shapes of larger ones have significantly changed.


          The central lagoon, roughly 6km by 0.5km (3.5miles by 0.3miles), is shallow  at most 57m (1525ft) in depth  and is crossed repeatedly by narrow coral heads and patch reefs. Reef flats generally extend about 500m (1600ft) from shore  although some sources report them to extend more than a kilometer from land  and make boat landings perilous except at high tide. There are no natural landings, anchorages, or deep water openings into the central lagoon; water which spills into the lagoon over shallow channels at high tide is contained within the surrounding reef and remains stable despite ocean tides. Most landings are generally made at a small break in the reef at the northwest corner of South Islet (visible on the satellite photo above).
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          There is no standing fresh water on Caroline Island, although the Nake and South Islets harbour underground freshwater aquifers (or Ghyben-Herzberg lenses), and wells have been built to tap drinking water for temporary settlements. Soils on Caroline are similarly poor, dominated by coral gravel and sand, with significant organic content present only within stable, forested island centers. Guano deposits make island soil, where it does exist, nitrogen-rich; but even in the oldest and most vegetated regions of the atoll, soils are only a few centimeters (one or two inches) thick.


          Like the rest of Kiribati, Caroline Island enjoys a tropical maritime climate  consistently hot and humid. Meteorological records are sparse, but temperatures generally range between 28 and 32 degrees Celsius (82 and 90 degrees Fahrenheit) year-round. Caroline lies within a region of highly variable precipitation, but is estimated to receive an average of 1500mm (60in) of rain annually. Tides are on the order of 0.5m (1.5ft) and trade winds, generally from the northeast, mean that corner of the island experiences the roughest seas.


          Caroline Island is among the most remote islands on earth230km (140mi) from the closest land at Flint Island, 1500km (930mi) from the nearest permanent settlement on Kiritimati, 4200km (2600mi) from the Kiribati capital of Tarawa, and 5100km (3200mi) from the nearest continental land in North America.


          


          Flora and fauna
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          Despite more than three centuries of occasional human impact on Caroline, it is considered to be one of very few remaining "near-pristine tropical islands." and has been rated as one of the most unspoiled Pacific atolls. Its relatively undisturbed state has led to Caroline being considered for designation as a World Heritage Site and as a Biosphere Reserve. Ecological surveys documenting the island's flora and fauna have been made intermittently through the later 20th century: Caroline was visited in 1965 by the Pacific Ocean Biological Survey Program, in 1974 by the Line Island Expedition, and in 1988 and 1991 by the United Nations Environment Programme Wildlife Conservation Unit.


          Caroline Island is heavily vegetated, and most islets possess three ringed zones of vegetation: an outermost herb mat, typically comprised largely of Heliotropium anomalum; an inward zone of shrub, primarily Tournefortia argentea; and a central forested region, typically dominated by groves of Pisonia grandis trees. Coconut palms have also been introduced and exist in substantial quantities on the larger islets. This pattern of vegetation is consistent across the larger islets, with smaller islets lacking the central forest and the smallest vegetated solely by low herbs. Other common plants include Messerschmidia argentea, Suriana, and Morinda citrifolia.


          Caroline Island is an important breeding site for a number of species of seabirds, most notably the Sooty Tern (Onychoprion fuscata), numbering around 500,000  a colony of Sooty Terns dominates the eastern islets  and the Great Frigatebird (Fregata minor), numbering over 10,000. Caroline Island and its neighbour, Flint Island, also host some of the world's largest populations of the coconut crab. (Birgus latro). Other native animals include the Tridacna clam, which is abundant in the central lagoon, hermit crabs, and multiple species of lizards.


          The endangered green sea turtle (Chelonia mydas) nests on the beaches of Caroline Island, but there have been reports of poaching by recent homesteaders. The Bristle-thighed Curlew (Numenius tahitiensis), a migrant visitor from Alaska, is also classified as vulnerable.


          Around twenty non-native species of flora have been introduced to Caroline Island via human contact. Among these are the Ipomea tuba vine, which has begun to proliferate. Domestic cats and dogs introduced alongside a small homestead have driven the seabird population away from the islet of Monu Ata-Ata.


          


          History


          


          Prehistory


          Caroline Island is believed to have originated from a volcanic hotspot which eroded and then become home to a coral reef which grew above the ocean surface. Although these geological processes are poorly understood, the orientation of the Line Islands (roughly north-south) suggests that they were formed more than 40 million years ago, before the Pacific Plate changed its direction of travel. The same hotspot more recently gave rise to the Tuamotu Archipelago.


          There is evidence of settlement by Polynesian peoples on the largest islets from before European contact. Graves and template platforms were uncovered by early expeditions to the island, and a large marae exists on the west side of Nake Islet. To date, these artifacts have not been surveyed by archaeologists.


          [bookmark: 17th_to_19th_century]


          17th to 19th century
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          The first recorded sighting of Caroline Island by Europeans was on February 21, 1606, by Pedro Fernndez de Quirs, a Portuguese explorer sailing on behalf of Spain; his account names the island "San Bernardo." The atoll was "rediscovered" on December 16, 1795 by Captain William Robert Broughton of HMS Providence, who gave the atoll the name Carolina (which later became " Caroline") "in compliment to the daughter of Sir P. Stephens of the Admiralty." Caroline was again sighted in 1821 by the English whaling ship Supply and was then named "Thornton Island" for the ship's captain. Other early names for the atoll include Hirst Island, Clark Island, and Independence Island. Among other early visits which left behind accounts of the island are that of the USS Dolphin in 1825 (recorded by Lieutenant Hiram Paulding), and of a whaling ship in 1835 (recorded by Frederick Debell Bennett in his Narrative of a Whaling Voyage Round the Globe From the Year 18331836).


          In 1846, the Tahitian firm of Collie and Lucett attempted to establish a small stock-raising and copra (coconut meat) community on the island, an operation which met with limited financial success. In 1868, Caroline was claimed by the British vessel HMS Reindeer, which noted 27 residents in a settlement on South Islet. This settlement lasted until 1904, when the 6 remaining Polynesians were relocated to Niue.


          In 1872, the island was leased by the British government to Houlder Brothers, who conducted minimal guano mining on the island. In 1881, the lease was later taken over by the mining operation's manager, John T. Arundel (for whom one of the islets is named). Guano mining, which began in 1874, supplied a total of about 10,000 tons of phosphate until supplies were exhausted around 1895.


          In 1883, an expedition of American astronomers traveled from Peru to Caroline Island aboard the USS Hartford to observe a total solar eclipse on May 6. A French expedition also observed the eclipse from Caroline, and the United States Navy mapped the atoll. Johann Palisa, a member of the expedition, discovered an asteroid later that year which he named Carolina "in remembrance of his visit to [the] island."


          [bookmark: 20th_century]


          20th century


          Leased to S.R. Maxwell and Company, a new settlement was established in 1916, this time built entirely upon copra export. Much of the South islet was deforested to make way for coconut palms, a non-indigenous plant. The business venture, however, went into debt, and the island's settlement slowly decreased in population. By 1926, it was down to only ten residents and by 1936, the settlement consisted of only two Tahitian families before abandonment sometime in the late 1930s.


          Caroline Island remained uninhabited and undisturbed through World War II and afterwards. It remained under British jurisdiction, repossessed by the British Western Pacific High Commission in 1943 and governed as part of the Central and Southern Line Islands. In January 1972, the Central and Southern Line Islands, including Caroline, were joined with the British colony of the Gilbert and Ellice Islands, which had become autonomous in 1971 as part of British decolonization efforts.


          In 1979, the Gilbert Islands became the independent nation of Kiribati; Caroline Island was then and continues to be Kiribati's easternmost point. The entire island is presently owned by the government of the Republic of Kiribati, overseen by the Ministry of Line and Phoenix Groups, which is headquartered on Kiritimati. Competing claims to sovereignty over the island by the United States (under the Guano Islands Act) were relinquished in the 1979 Treaty of Tarawa, ratified by the U.S. Senate in 1983.


          The island was briefly inhabited again from 1987 to 1991 by Ron Falconer, his wife Anne, and their two children, who developed a largely self-sufficient settlement on the atoll. Following a transfer of ownership, Falconer was evicted from the island by the Kiribati government. A book, Together Alone ( ISBN 1-86325-428-5), written by Falconer, documents the story of their residence on Caroline Island. Jim Phillips of Hawaii and Sally Seesay of the Gambia inhabited the island for 5 months in last half of 1992, rejuvenating Falconer's homesite while staying on their yacht "Satisfaction" most of the time. That story is yet to be written.


          In the 1990s, the island was leased to Urima Felix, a French Polynesian entrepreneur; he established a small homestead on one of the islets and reportedly had plans for development of the atoll. The island is also occasionally visited by Polynesian copra gatherers under agreements with the Kiribati government in Tarawa.


          


          Time zone realignment
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          On December 23, 1994, the Republic of Kiribati announced a change of time zone for the Line Islands, to take effect January 1, 1995. This adjustment effectively moved the International Date Line over 1000 kilometers (600mi) to the east within Kiribati, placing all of Kiribati on the Asian or western side of the date line, despite the fact that Caroline's longitude of 150 degrees west corresponds to UTC10 rather than its official time zone of UTC+14. Caroline Island now is at the same time as the Hawaiian Islands ( Hawaii-Aleutian Standard Time Zone), but one day later. This move made Caroline Island both the easternmost land in the earliest time zone (by some definitions, the easternmost point on Earth), and one of the first points of land which would see sunrise on January 1, 2000  at 5:43 a.m., as measured by local time.


          The stated reason for the move was a campaign promise of Kiribati President Teburoro Tito to eliminate the confusion of Kiribati straddling the Date Line and therefore being constantly in two different days. However, Kiribati officials were not reluctant to attempt to capitalize on the nation's new status as owners of the first land to see sunrise in 2000. Other Pacific nations, including Tonga and New Zealand's Chatham Islands, protested the move, objecting that it infringed on their claims to be the first land to see dawn in the year 2000.


          In 1999, in order to further capitalize upon the massive public interest in celebrations marking the arrival of the year 2000, Caroline Island was officially renamed Millennium Island. Although uninhabited, a special celebration was held on the island, featuring performances by Kiribati native entertainers and attended by Kiribati president Tito. Over 70 Kiribati singers and dancers traveled to Caroline from the capital Tarawa, accompanied by approximately 25 journalists. The celebration, broadcast by satellite worldwide, had an estimated audience of up to one billion viewers.


          Despite many media and government claims to the contrary, Caroline Island was not the first point of land to see sunrise on January 1, 2000 (local time); that distinction belongs to a point of land between Dibble Glacier and Victor Bay on the coast of East Antarctica, at , where the sun rose 35 minutes earlier. As this point is close to the Antarctic Circle, and the area beyond the Antarctic Circle is affected by the continuous sunlight in December, the definition of the exact point becomes a question of distinguishing between a sunset and an immediate sunrise in view of atmospheric refraction effects.


          [bookmark: 21st_century_and_future]


          21st century and future


          As Caroline Island only extends six meters above sea level, it is in danger as sea levels rise. The Kiribati government estimates that the island may be reclaimed by the sea as soon as 2025, and the United Nations has rated Caroline Island as among those most in danger from sea level rise.
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          British Library, Additional Manuscript 11848 is an illuminated Carolingian Latin Gospel Book produced at Tours. It contains the Vulgate translation of the four Gospels written on vellum in Carolingian minuscule with Square and Rustic Capitals and Uncials as display scripts. The manuscript has 219 extant folios which measure approximately 330 by 230 mm. The text is written in area of about 205 by 127 mm. In addition to the text of the Gospels, the manuscript contains the letter of St. Jerome to Pope Damasus and of Eusebius of Caesarea to Carpian, along with the Eusebian canon tables. There are prologues and capitula lists before each Gospel. A table of readings for the year was added, probably between 1675 and 1749, to the end of the volume. This is followed by a list of capitula incipits and a word grid which were added in the Carolingian period.


          


          Provenance


          The codex was produced at the Monastery of St. Martin at Tours between 820 and 830, under the abbacy Fridugisus, who was the successor of Alcuin. It is the earliest known Gospel Book from Tours to contain four Evangelist portraits. The location of the book is uncertain until the 18th century. There is a book stamp on folio 1 that indicates that the volume belonged to Count Suchtelan, the Russian Ambassador to Stockholm in the 18th century. In the early 19th century it belonged to Lord Strangford. It was sold at Sotheby's in August of 1831 and was purchased by Samuel Butler, Bishop of Lichfield. The British Library acquired the book along with the rest of Bishop Butler's collection of manuscripts.


          


          Decorations
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          The manuscript contains canon tables set within architectural arcades which are decorated with zoomorphic and foliate designs. There are four Evangelist portraits. Each evangelist is shown as a scribe and is identified by a half-length symbol above him and by an inscription. The portraits show some similarities to some Insular manuscripts and some Court School manuscripts, as might be expected given the nationality Fridugisus, who was English, and from his connections to the Carolingian court. The portraits have been described as being "coarsely executed". The manuscript also contains a decorated title page and incipit page for each gospel. There are also decorated major and minor initials. The major initials are done in early Franco-Saxon style and were done by a different artist than the one who did the portraits.


          


          Binding


          The volume still has its Carolingian treasure binding dating from the ninth century. The covers were refurbished in the 14th and 19th centuries. The covers are oak panels covered in embossed silver. The front cover has the figure of a seated Christ in Majesty enclosed within a rectangular frame decorated with stones and foliate designs. The majority of the medal work is 9th century typical of mid-ninth century Carolingian metalwork. In the four corners of the frame are enamels of the four evangelist symbols, which were added in the fourteenth century. The enamels were probably produced at Limoges. The original colored stones were replaced by jewels in 1838 for Bishop Butler. There are relics of finger bones from an anonymous saint embedded on the interior of the boards. The clasps for the volume were probably replaced in the 19th century.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Actinopterygii

                  


                  
                    	Order:

                    	Cypriniformes

                  


                  
                    	Family:

                    	Cyprinidae

                  

                

              
            


            
              	Genera
            


            
              	
                Abramis

                Aristichthys

                Barbodes

                Carassius

                Cirrhinus

                Ctenopharyngodon

                Cyprinus

                Epalzeorhynchos

                Henicorhynchus

                Hypophthalmichthys

                Labeo

                Mylopharyngodon

                and others

              
            

          


          Carp is a common name for various freshwater fish of the family Cyprinidae, a very large group of fishes originally from Eurasia and southeast Asia. Some consider all cyprinid fishes carp and the family Cyprinidae itself is often known as the carp family. In colloquial use, however, carp usually refers only to several larger cyprinid species such as Cyprinus carpio (common carp), Carassius carassius (Crucian carp), Ctenopharyngodon idella (grass carp), Hypophthalmichthys molitrix (silver carp), and Hypophthalmichthys nobilis (bighead carp). Carp have long been an important food fish to humans, as well as popular ornamental fishes (see koi and goldfish). As a result, carp have been introduced to various locations, though with mixed results.


          


          History of carp introductions


          The culture of carp originated in East Asia, and the first text on aquaculture, Fan Lee's "Treatise on Pisciculture," was written in 473 BCE on carp. Domesticated carp were eventually introduced to Europe (probably through the Middle East) during the 13th century, at which time they were cultivated mainly by monks. They were subsequently introduced into North America in 1877, as a government program to try to popularize them as a food source for a growing immigrant nation. Fish were released in ponds in Druid Hill Park in Baltimore, Maryland; later, surplus populations were released in Washington D.C. This was primarily the project of Rudolf Hessel, a fish culturist in the employ of the United States government. Carp were fairly widely introduced throughout the central eastern States, and introduced carp readily adapted to their new environment, spreading rapidly throughout any drainage area in which they were released. Carp have since become naturalized in almost every water in which they were introduced. However, carp never attained in the U.S. the great popularity they have in Europe.


          


          Eating and sport


          The common carp, along with several other large carps, are one of the most aqua-cultured consumption fishes in the world, produced in the hundreds of thousands of tons annually.


          Carp are tasty when raised in cleaner waters, when prepared properly taking special attention to the two special and unusual rows of small bones in the fillets. Fish that live in muddy waters tend to acquire a muddy flavor. In China, Japan, and Taiwan carp are esteemed as food fish and are also considered to be signs of good fortune, so are often served at banquets and other formal meals. Indeed, it has been said that they were the favored entree at imperial feasts in very ancient times in Asia and Europe. In Central and Eastern Europe, carp are also much appreciated, and are traditionally eaten on Christmas Eve in the Czech Republic, Slovakia, Germany, Croatia, Hungary and Poland.


          Rohu and other carps are a favourite food item in East India and Bangladesh and is cosidered one of the main dish to be served with rice. In the UK and North America carp are considered less of a table fish, but still highly sought by immigrants and ethnic communities that continue rod and reel as well as support commercial harvest.


          Carp are similarly variable in terms of angling value. In Europe even when not fished for food they are eagerly sought out by anglers, being considered highly prized coarse fish that are difficult to hook. In the United States, the carp is also classified as a coarse fish as well as damaging naturalized exotic species but with sporting qualities.


          Carp are an important subsistence aquaculture product, and have been cultivated in complex polycultures since the 7th century AD. Grass carp, silver carp, and common carp were all sought after during the Tang dynasty in China (618-907 AD) and did not necessarily compete in the same waters due to their dissimilar feeding habits. White Amur are often referred to as grass carp while they are not related to the common carp they are fairly unique in that they eat live plant matter with pharyngeal grinding teeth, on which they will feed continuously at the proper temperatures, consuming several times their body weight in grass per day. The other two species are a sort of filter feeder, herbivorous and omnivorous respectively. These are often eaten within a grass/fish dietary polyculture; but historically one of the important food production systems in China, on a subsistence level at least, has been rice/fish culture. The fish provide not only human nutrition, but crop fertilizer, and can increase rice yields per hectare. (However, this system tends to be compatible only with small operations using genotypically lower-yielding tall rice varieties and is not feasible on a commercial scale.) Other poly-cropping systems involving carp include livestock/carp (in which livestock wastes fertilize carp ponds, or more indirectly fertilize row crops whose green manure fertilizes the ponds), and carp/sericulture (in which pond silt is used to fertilize mulberry trees that support silkworm populations.


          


          Ornamental carp
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          Carp, along with many of their cyprinid relatives, are popular ornamental aquarium and pond fish. The two most notable ornamental carps are goldfish and koi. Goldfish (Carassius auratus) were kept as ornamental fish in China for hundreds of years before being introduced to Japan in the 15th century, and to Europe in the late 17th century. The koi, a domesticated variety of common carp (Cyprinus carpio), also originated from China and spread widely in Japan. The koi are historically a prevalent symbol in Japanese culture of good luck. They are shown in competitive fish shows like those at the All-Japan exhibition. They are also popular in other parts of the world as pond fish. Goldfish and koi have advantages over most ornamental fishes, as they are tolerant of cold (they can survive in temperatures as low as 4 degrees Celsius), and can survive at low oxygen levels.


          


          Carp as pests
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          Carp have been introduced, often illegally, in many countries. In the USA they were introduced by the US government as a food source around the turn of the century in one of the largest and most successful stocking efforts in history. In Australia there is enormous anecdotal and mounting scientific evidence that introduced carp are the cause of permanent turbidity and loss of submerged vegetation in the Murray-Darling river system, with severe consequences for river ecosystems, water quality and native fish species.


          Efforts to eradicate a small colony from Tasmania's Lake Crescent without chemicals have been successful; however, the lengthy, expensive and intensive undertaking is an example of both the possibility and difficulty of safely removing the species once it is established.


          


          Types of carp
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            	Genus Abramis

              
                	Carp bream (Abramis brama)

              

            


            	Genus Aristichthys:

              
                	Bighead carp (Aristichthys nobilis)

              

            


            	Genus Barbodes:

              
                	Carnatic carp (Barbodes carnaticus)

              

            


            	Genus Carassius:

              
                	Crucian carp (Carassius carassius )


                	Prussian carp (Carassius gibelio)


                	Goldfish (Carassius auratus)

              

            


            	Genus Cirrhinus:

              
                	Chinese mud carp (Cirrhinus chinensis)


                	Deccan white carp (Cirrhinus fulungee)


                	Hora white carp (Cirrhinus macrops)


                	Small scale mud carp (Cirrhinus microlepis)


                	Mud carp (Cirrhinus molitorella)

              

            


            	Genus Ctenopharyngodon:

              
                	Grass carp (Ctenopharyngodon idellus)

              

            


            	Genus Culter:

              
                	Predatory carp (Culter erythropterus)

              

            


            	Genus Cyprinus:

              
                	Common carp, Koi (Cyprinus carpio)

              

            


            	Genus Epalzeorhynchos:

              
                	Red-tailed black shark (Epalzeorhynchos bicolor)


                	Red-finned black shark or Rainbow shark (Epalzeorhynchos frenatus)

              

            


            	Genus Henicorhynchus:

              
                	Siamese mud carp (Henicorhynchus siamensis)

              

            


            	Genus Hypophthalmichthys:

              
                	Silver carp (Hypophthalmichthys molitrix)

              

            


            	Genus Labeo:

              
                	African carp (Labeo coubie)


                	Fringed-lipped peninsula carp (Labeo fimbriatus)


                	Bigmouth carp (Labeo kontius)

              

            


            	Genus Mylopharyngodon:

              
                	Black carp (Mylopharyngodon piceus)

              

            

          


          carpunius maximus (daniel ybarra)
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                  Harvested carrots
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Apiales

                  


                  
                    	Family:

                    	Apiaceae

                  


                  
                    	Genus:

                    	Daucus

                  


                  
                    	Species:

                    	D. carota

                  

                

              
            


            
              	Binomial name
            


            
              	Daucus carota

              L.
            

          


          
            
              	Carrot, raw

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 40 kcal  170 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	9 g
                  


                  
                    	- Sugars 5 g
                  


                  
                    	- Dietary fibre 3 g 
                  


                  
                    	Fat

                    	0.2 g
                  


                  
                    	Protein

                    	1 g
                  


                  
                    	Vitamin A equiv. 835 g

                    	93%
                  


                  
                    	- - carotene 8285 g

                    	77%
                  


                  
                    	Thiamin (Vit. B1) 0.04 mg 

                    	3%
                  


                  
                    	Riboflavin (Vit. B2) 0.05 mg 

                    	3%
                  


                  
                    	Niacin (Vit. B3) 1.2 mg 

                    	8%
                  


                  
                    	Vitamin B6 0.1 mg

                    	8%
                  


                  
                    	Vitamin C 7 mg

                    	12%
                  


                  
                    	Calcium 33 mg

                    	3%
                  


                  
                    	Iron 0.66 mg

                    	5%
                  


                  
                    	Magnesium 18 mg

                    	5%
                  


                  
                    	Phosphorus 35 mg

                    	5%
                  


                  
                    	Potassium 240 mg 

                    	5%
                  


                  
                    	Sodium 2.4 mg

                    	0%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

            

          


          The carrot (Daucus carota subsp. sativus, Etymology: Middle French carotte, from Late Latin carōta, from Greek karōton, originally from the Indoeuropean root ker- (horn), due to its horny shape) is a root vegetable, usually orange or white, or red-white blend in colour, with a crisp texture when fresh. The edible part of a carrot is a taproot. It is a domesticated form of the wild carrot Daucus carota, native to Europe and southwestern Asia. It has been bred for its greatly enlarged and more palatable, less woody-textured edible taproot, but is still the same species.


          It is a biennial plant which grows a rosette of leaves in the spring and summer, while building up the stout taproot, which stores large amounts of sugars for the plant to flower in the second year. The flowering stem grows to about 1 metre (3ft) tall, with an umbel of white flowers.


          


          Uses
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              Carrot flowers
            

          


          Carrots can be eaten in a variety of ways. They are often chopped and boiled, fried or steamed, and cooked in soups and stews, as well as baby and pet foods. A well known dish is carrots julienne. Grated carrots are used in carrot cakes, as well as carrot puddings, an old English dish thought to have originated in the early 1800s. The greens are edible as a leaf vegetable, but are rarely eaten by humans. Together with onion and celery, carrots are one of the primary vegetables used in a mirepoix to make various broths.


          Ever since the late 1980s, baby carrots or mini-carrots (carrots that have been peeled and cut into uniform cylinders) have been a popular ready-to-eat snack food available in many supermarkets.


          Carrot juice is also widely marketed, especially as a health drink, either stand-alone or blended with fruits and other vegetables.


          The carrot gets its characteristic and bright orange colour from -carotene, which is metabolised into vitamin A in humans when bile salts are present in the intestines. Massive overconsumption of carrots can cause hypercarotenemia, a condition in which the skin turns orange (although effects are less dangerous than those of vitamin A, which can cause liver damage). Carrots are also rich in dietary fibre, antioxidants, and minerals.


          Lack of Vitamin A can cause poor vision, including night vision, and vision can be restored by adding Vitamin A back into the diet. The urban legend that says eating large amounts of carrots will allow one to see in the dark developed from stories of British gunners in World War II who were able to shoot down German planes in the darkness of night. The legend arose during the Battle of Britain when the RAF circulated a story about their pilots' carrot consumption as an attempt to cover up the discovery and effective use of radar technologies in engaging enemy planes. It reinforced existing German folklore and helped to encourage Britons - looking to improve their night vision during the blackouts - to grow and eat the vegetable.


          Ethnomedically, the roots are used to treat digestive problems, intestinal parasites, and tonsillitis or constipation.


          


          History


          The wild ancestors of the carrot are likely to have come from Afghanistan, which remains the centre of diversity of D. carota, the wild carrot. Selective breeding over the centuries of a naturally-occurring subspecies of the wild carrot, Daucus carota subsp. sativus has produced the familiar garden vegetable.


          In early use, carrots were grown for their aromatic leaves and seeds, not their roots. Some relatives of the carrot are still grown for these, such as parsley, fennel, dill and cumin. The first mention of the root in classical sources is in the 1st century CE. The modern carrot appears to have been introduced to Europe in the 8-10th centuries; Ibn al-Awam, in Andalusia, describes both red and yellow carrots; Simeon Seth also mentions both colours in the 11th century. Orange-coloured carrots appeared in the Netherlands in the 17th century.


          In addition to wild carrot, these alternative (mostly historical) names are recorded for Daucus carota: Bee's-nest, Bee's-nest plant, Bird's-nest, Bird's-nest plant, Bird's-nest root, Carota, Carotte (French), Carrot, Common carrot, Crow's-nest, Daucon, Dawke, Devil's-plague, Fiddle, Gallicam, Garden carrot, Gelbe Rbe (German), Gingidium, Hill-trot, Laceflower, Mirrot, Mhre (German), Parsnip (misapplied), Queen Anne's lace, Rantipole, Staphylinos, and Zanahoria.


          The parsnip is a close relative of the carrot, as is parsley.


          


          Cultivars
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          Carrot cultivars can be grouped into two broad classes, eastern carrots and western carrots. More recently, a number of novelty cultivars have been bred for particular characteristics.


          The world's largest carrot was grown in Palmer, Alaska by John Evans in 1998, weighing 8.6kg (19lb).


          The city of Holtville, California promotes itself as "Carrot Capital of the World", and holds an annual festival devoted entirely to the carrot.


          


          Eastern carrots


          Eastern carrots were domesticated in Central Asia, probably in modern-day Afghanistan in the 10th century, or possibly earlier. Specimens of the eastern carrot that survive to the present day are commonly purple or yellow, and often have branched roots. The purple colour common in these carrots comes from anthocyanin pigments.


          


          Western carrots
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          The western carrot emerged in the Netherlands in the 15th or 16th century, its orange colour making it popular in those countries as an emblem of the House of Orange and the struggle for Dutch independence. The orange colour results from abundant carotenes in these cultivars. While orange carrots are the norm in the West, other colours do exist, including white, yellow, red, and purple. These other colours of carrot are raised primarily as novelty crops.


          The Vegetable Improvement Centre at Texas A&M University has developed a purple-skinned, orange-fleshed carrot, the BetaSweet (also known as the Maroon Carrot), with substances to prevent cancer, which has recently entered very limited commercial distribution, through J&D Produce of Edinburg TX. This variety of carrot is also known to be high in -carotene which is an essential nutrient. The high concentrations of this nutrient give the carrot its maroon shade.


          Western carrot cultivars are commonly classified by their root shape:


          
            	Chantenay carrots are shorter than other cultivars, but have greater girth, sometimes growing up to 8 centimetres (3in) in diameter. They have broad shoulders and taper towards a blunt, rounded tip. They are most commonly diced for use in canned or prepared foods.


            	Danvers carrots have a conical shape, having well-defined shoulders and tapering to a point at the tip. They are somewhat shorter than Imperator cultivars, but more tolerant of heavy soil. Danvers cultivars are often pureed as baby food.


            	Imperator carrots are the carrots most commonly sold whole in U.S. supermarkets; their roots are longer than other cultivars of carrot, and taper to a point at the tip.


            	Nantes carrots are nearly cylindrical in shape, and are blunt and rounded at both the top and tip. Nantes cultivars are often sweeter than other carrots.

          


          While any carrot can be harvested before reaching its full size as a more tender "baby" carrot, some fast-maturing cultivars have been bred to produce smaller roots. The most extreme examples produce round roots about 2.5 centimetres (1in) in diameter. These small cultivars are also more tolerant of heavy or stony soil than long-rooted cultivars such as 'Nantes' or 'Imperator'. The "baby carrots" sold ready-to-eat in supermarkets are, however, often not from a smaller cultivar of carrot, but are simply full-sized carrots that have been sliced and peeled to make carrot sticks of a uniform shape and size.


          Carrot flowers are pollinated primarily by bees. Seed growers use honeybees or mason bees for their pollination needs.


          Carrots are used as food plants by the larvae of some Lepidoptera species, including Common Swift, Garden Dart, Ghost Moth, Large Yellow Underwing and Setaceous Hebrew Character.


          


          Novelty carrots
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              Carrots can be selectively bred to produce different colours.
            

          


          Food enthusiasts and researchers have developed other varieties of carrots through traditional breeding methods. Novelty carrots are also grown throughout Western Europe in flower pots and are noted for their distinctly minty flavour.


          One particular variety lacks the usual orange pigment from carotenes, owing its white colour to a recessive gene for tocopherol (Vitamin E). Derived from Daucus carota L. and patented (US patent #6,437,222) at the University of Wisconsin-Madison, the variety is intended to supplement the dietary intake of Vitamin E.


          


          Production trends


          
            [image: Carrot and Turnip output in 2005. Green: largest producer (China). Yellow: other major producers. Red: minor producers]

            
              Carrot and Turnip output in 2005. Green: largest producer (China). Yellow: other major producers. Red: minor producers
            

          


          In 2005, China was the largest producer of carrots and turnips, according to the FAO. China accounted for at least one third of the global output, followed by Russia and the United States.


          In 2005, a poll of 2,000 people revealed that the carrot was Britain's third favourite culinary vegetable.


          For the purposes of the European Union's "Council Directive 2001/113/EC of 20 December 2001 relating to fruit jams, jellies and marmalades and sweetened chestnut pure intended for human consumption" carrots can be defined as a fruit as well as a vegetable. This is because carrot jam is a Portuguese delicacy.
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          In mathematics, the Cartesian coordinate system (also called rectangular coordinate system) is used to determine each point uniquely in a plane through two numbers, usually called the x-coordinate or abscissa and the y-coordinate or ordinate of the point. To define the coordinates, two perpendicular directed lines (the x-axis, and the y-axis), are specified, as well as the unit length, which is marked off on the two axes (see Figure 1). Cartesian coordinate systems are also used in space (where three coordinates are used) and in higher dimensions.


          Using the Cartesian coordinate system, geometric shapes (such as curves) can be described by algebraic equations, namely equations satisfied by the coordinates of the points lying on the shape. For example, the circle of radius 2 may be described by the equation x2 + y2 = 4 (see Figure 2).


          


          History


          Cartesian means relating to the French mathematician and philosopher Ren Descartes (Latin: Cartesius), who, among other things, worked to merge algebra and Euclidean geometry. This work was influential in the development of analytic geometry, calculus, and cartography.


          The idea of this system was developed in 1637 in two writings by Descartes and independently by Pierre de Fermat, although Fermat did not publish the discovery. In part two of his Discourse on Method, Descartes introduces the new idea of specifying the position of a point or object on a surface, using two intersecting axes as measuring guides. In La Gomtrie, he further explores the above-mentioned concepts.


          


          Two-dimensional coordinate system
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          A Cartesian coordinate system in two dimensions is commonly defined by two axes, at right angles to each other, forming a plane (an xy-plane). The horizontal axis is normally labeled x, and the vertical axis is normally labeled y. In a three dimensional coordinate system, another axis, normally labeled z, is added, providing a third dimension of space measurement. The axes are commonly defined as mutually orthogonal to each other (each at a right angle to the other). (Early systems allowed "oblique" axes, that is, axes that did not meet at right angles, and such systems are occasionally used today, although mostly as theoretical exercises.) All the points in a Cartesian coordinate system taken together form a so-called Cartesian plane. Equations that use the Cartesian coordinate system are called Cartesian equations.


          The point of intersection, where the axes meet, is called the origin normally labeled O. The x and y axes define a plane that is referred to as the xy plane. Given each axis, choose a unit length, and mark off each unit along the axis, forming a grid. To specify a particular point on a two dimensional coordinate system, indicate the x unit first (abscissa), followed by the y unit (ordinate) in the form (x,y), an ordered pair.


          The choice of letters comes from a convention, to use the latter part of the alphabet to indicate unknown values. In contrast, the first part of the alphabet was used to designate known values.


          An example of a point P on the system is indicated in Figure 3, using the coordinate (3,5).


          The intersection of the two axes creates four regions, called quadrants, indicated by the Roman numerals I (+,+), II (,+), III (,), and IV (+,). Conventionally, the quadrants are labeled counter-clockwise starting from the upper right ("northeast") quadrant. In the first quadrant, both coordinates are positive, in the second quadrant x-coordinates are negative and y-coordinates positive, in the third quadrant both coordinates are negative and in the fourth quadrant, x-coordinates are positive and y-coordinates negative (see table below.)


          


          Three-dimensional coordinate system


          
            [image: Fig. 4 - Three dimensional Cartesian coordinate system with y-axis pointing away from the observer.]
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            [image: The coordinate surfaces of the Cartesian coordinates (x, y, z). The z-axis is vertical and the x-axis is highlighted in green. Thus, the red plane shows the points with x=1, the blue plane shows the points with z=1, and the yellow plane shows the points with y=-1. The three surfaces intersect at the point P (shown as a black sphere) with the Cartesian coordinates (1.0, -1.0, 1.0).]
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          The three dimensional Cartesian coordinate system provides the three physical dimensions of space  length, width, and height. Figures 4 and 5 show two common ways of representing it.


          The three Cartesian axes defining the system are perpendicular to each other. The relevant coordinates are of the form (x,y,z). As an example, figure 4 shows two points plotted in a three-dimensional Cartesian coordinate system: P(3,0,5) and Q(5,5,7). The axes are depicted in a "world-coordinates" orientation with the z-axis pointing up.


          The x-, y-, and z-coordinates of a point can also be taken as the distances from the yz-plane, xz-plane, and xy-plane respectively. Figure 5 shows the distances of point P from the planes.


          The xy-, yz-, and xz-planes divide the three-dimensional space into eight subdivisions known as octants, similar to the quadrants of 2D space. While conventions have been established for the labelling of the four quadrants of the x-y plane, only the first octant of three dimensional space is labelled. It contains all of the points whose x, y, and z coordinates are positive.


          The z-coordinate is also called applicate.


          


          Orientation and handedness


          


          In two dimensions


          
            [image: The right hand rule.]
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          Fixing or choosing the x-axis determines the y-axis up to direction. Namely, the y-axis is necessarily the perpendicular to the x-axis through the point marked 0 on the x-axis. But there is a choice of which of the two half lines on the perpendicular to designate as positive and which as negative. Each of these two choices determines a different orientation (also called handedness) of the Cartesian plane.


          The usual way of orienting the axes, with the positive x-axis pointing right and the positive y-axis pointing up (and the x-axis being the "first" and the y-axis the "second" axis) is considered the positive or standard orientation, also called the right-handed orientation.


          A commonly used mnemonic for defining the positive orientation is the right hand rule. Placing a somewhat closed right hand on the plane with the thumb pointing up, the fingers point from the x-axis to the y-axis, in a positively oriented coordinate system.


          The other way of orienting the axes is following the left hand rule, placing the left hand on the plane with the thumb pointing up.


          Regardless of the rule used to orient the axes, rotating the coordinate system will preserve the orientation. Switching the role of x and y will reverse the orientation.


          


          In three dimensions


          
            [image: Fig. 7 - The left-handed orientation is shown on the left, and the right-handed on the right.]
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          Once the x- and y-axes are specified, they determine the line along which the z-axis should lie, but there are two possible directions on this line. The two possible coordinate systems which result are called 'right-handed' and 'left-handed'. The standard orientation, where the xy-plane is horizontal and the z-axis points up (and the x- and the y-axis form a positively oriented two-dimensional coordinate system in the xy-plane if observed from above the xy-plane) is called right-handed or positive.


          The name derives from the right-hand rule. If the index finger of the right hand is pointed forward, the middle finger bent inward at a right angle to it, and the thumb placed at a right angle to both, the three fingers indicate the relative directions of the x-, y-, and z-axes in a right-handed system. The thumb indicates the x-axis, the index finger the y-axis and the middle finger the z-axis. Conversely, if the same is done with the left hand, a left-handed system results.


          Figure 7 is an attempt at depicting a left- and a right-handed coordinate system. Because a three-dimensional object is represented on the two-dimensional screen, distortion and ambiguity result. The axis pointing downward (and to the right) is also meant to point towards the observer, whereas the "middle" axis is meant to point away from the observer. The red circle is parallel to the horizontal xy-plane and indicates rotation from the x-axis to the y-axis (in both cases). Hence the red arrow passes in front of the z-axis.


          Figure 8 is another attempt at depicting a right-handed coordinate system. Again, there is an ambiguity caused by projecting the three-dimensional coordinate system into the plane. Many observers see Figure 8 as "flipping in and out" between a convex cube and a concave "corner". This corresponds to the two possible orientations of the coordinate system. Seeing the figure as convex gives a left-handed coordinate system. Thus the "correct" way to view Figure 8 is to imagine the x-axis as pointing towards the observer and thus seeing a concave corner.



          


          Representing a vector in the standard basis


          A point in space in a Cartesian coordinate system may also be represented by a vector, which can be thought of as an arrow pointing from the origin of the coordinate system to the point. If the coordinates represent spatial positions (displacements) it is common to represent the vector from the origin to the point of interest as [image: \mathbf{r}]. In three dimensions, the vector from the origin to the point with Cartesian coordinates (x,y,z) is sometimes written as:


          [image:  \mathbf{r} = x \mathbf{i} + y \mathbf{j} + z \mathbf{k} ]


          where [image: \mathbf{i}], [image: \mathbf{j}], and [image: \mathbf{k}] are unit vectors that point the same direction as the x, y, and z axes, respectively. This is the quaternion representation of the vector, and was introduced by Sir William Rowan Hamilton. The unit vectors [image: \mathbf{i}], [image: \mathbf{j}], and [image: \mathbf{k}] are called the versors of the coordinate system, and are the vectors of the standard basis in three-dimensions.


          


          Applications


          Cartesian coordinates are often used to represent two or three dimensions of space, but they can also be used to represent many other quantities (such as mass, time, force, etc.). In such cases the coordinate axes will typically be labelled with other letters (such as m, t, F, etc.) in place of x, y, and z. Each axis may also have different units of measurement associated with it (such as kilograms, seconds, pounds, etc.). It is also possible to define coordinate systems with more than three dimensions to represent relationships between more than three quantities. Although four- and higher-dimensional spaces are difficult to visualize, the algebra of Cartesian coordinates can be extended relatively easily to four or more variables, so that certain calculations involving many variables can be done. (This sort of algebraic extension is what is used to define the geometry of higher-dimensional spaces, which can become rather complicated.) Conversely, it is often helpful to use the geometry of Cartesian coordinates in two or three dimensions to visualize algebraic relationships between two or three (perhaps two or three of many) non-spatial variables.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cartesian_coordinate_system"
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          Casablanca ( 1942) is an American romance film directed by Michael Curtiz, starring Humphrey Bogart, Ingrid Bergman and Paul Henreid and featuring Claude Rains, Conrad Veidt, Sidney Greenstreet and Peter Lorre. It is set in the Vichy-controlled Moroccan city of Casablanca during World War II and focuses on a man's conflict between, in the words of one character, love and virtue: He must choose between his love for a woman and doing the right thing, helping her and her Resistance leader husband escape from Casablanca to continue his fight against the Nazis.


          Although it was an A-list movie, with established stars and first-rate writers  Julius J. Epstein, Philip G. Epstein and Howard Koch received credit for the screenplay  no one involved with its production expected Casablanca to be anything out of the ordinary; it was just one of dozens of pictures being churned out by Hollywood every year. The film was a solid, if unspectacular, success in its initial run, rushed into release to take advantage of the publicity from the Allied invasion of North Africa a few weeks earlier. Yet, despite a changing assortment of screenwriters frantically adapting an unstaged play and barely keeping ahead of production, and Bogart attempting his first romantic lead role, Casablanca won three Academy Awards, including Best Picture. Its characters, dialogue, and music have become iconic, and Casablanca has grown in popularity to the point that it now consistently ranks near the top of lists of the greatest films of all time.


          



          


          Plot


          Rick Blaine ( Bogart) is a bitter, cynical American expatriate in Casablanca. He owns and runs "Rick's Caf Amricain", an upscale nightclub and gambling den that attracts a mixed clientle of Vichy French and Nazi officials, refugees and thieves. Although Rick professes to be neutral in all matters, it is later revealed that he had run guns to Ethiopia to combat the 1935 Italian invasion, and fought on the Republican side in the Spanish Civil War against Francisco Franco's Nationalists.


          Ugarte ( Peter Lorre), a petty criminal, arrives in Rick's club with "letters of transit" obtained through the murder of two German couriers. The papers allow the bearer to travel freely around German-controlled Europe and to neutral Portugal, and from there to the New World. The letters are almost priceless to any of the continual stream of refugees who end up stranded in Casablanca. Ugarte plans to make his fortune by selling them to the highest bidder, who is due to arrive at the club later that night. However, before the exchange can take place, Ugarte is arrested by the local police, under the command of Captain Louis Renault ( Claude Rains), a corrupt opportunist who says of himself, "I have no convictions ... I blow with the wind, and the prevailing wind happens to be from Vichy." Unbeknownst to Renault and the Nazis, Ugarte had entrusted the letters to Rick because "... somehow, just because you despise me, you are the only one I trust."


          At this point, the reason for Rick's bitterness re-enters his life. His ex-lover Ilsa Lund ( Ingrid Bergman) arrives with her husband Victor Laszlo ( Paul Henreid), a fugitive Czech Resistance leader long sought by the Nazis. The couple need the letters to leave Casablanca to "reach America and continue [his] work." German Major Strasser ( Conrad Veidt) arrives to ensure that Laszlo does not succeed.


          When Laszlo speaks with Signor Ferrari ( Sidney Greenstreet), a major figure in the criminal underworld and Rick's business rival, Ferrari divulges his suspicion that Rick has the letters. Laszlo meets with Rick privately, but Rick refuses to part with the documents, telling Laszlo to ask his wife for the reason. They are interrupted when a group of Nazi officers led by Strasser begins to sing " Die Wacht am Rhein", a German patriotic song. Infuriated, Laszlo tells the house band to play " La Marseillaise", the French national anthem. When the band leader looks to Rick for permission, he nods his head. Laszlo starts singing, alone at first, then long-suppressed patriotic fervor grips the crowd and everyone joins in, drowning out the Germans. In retaliation, Strasser orders Renault to close the club.


          
            [image: From left to right: Victor Laszlo, Ilsa Lund, Captain Renault and Rick Blaine]
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          That night, Ilsa confronts Rick in the deserted cafe. When he refuses to give her the letters, she threatens him with a gun, but is unable to shoot, confessing that she still loves him. She explains that when she first met and fell in love with him in Paris, she believed that her husband had been killed trying to escape from a Nazi concentration camp. Later, with the German army on the verge of capturing the city, she learned that Laszlo was in fact alive and in hiding. She left Rick without explanation to tend to an ill Laszlo.


          With the revelation, Rick's bitterness dissolves and the lovers are reconciled. Rick agrees to help, leading her to believe that she will stay behind with him when Laszlo leaves. When Laszlo unexpectedly shows up, after having narrowly escaped a police raid on a Resistance meeting, Rick has Ilsa hide while the two men talk.


          Laszlo reveals that he is aware of Rick's love for Ilsa and tries to get Rick to use the letters to take her to safety. However, the police arrive and arrest Laszlo on a petty charge. Rick convinces Renault to release Laszlo by promising to set him up for a much more serious crime: possession of the letters of transit. To allay Renault's suspicions about his motives, Rick explains that he and Ilsa will be leaving for America.


          However, when Renault tries to arrest Laszlo for accepting the letters, Rick double crosses Renault, forcing him at gunpoint to assist in the escape. At the last moment, Rick makes Ilsa board the plane to Lisbon with her husband, telling her that she would regret it if she stayed. "Maybe not today. Maybe not tomorrow, but soon and for the rest of your life."


          Major Strasser drives up by himself, having been tipped off by Renault, but Rick shoots him when he tries to intervene. When police reinforcements arrive, Renault pauses, then tells his men to "Round up the usual suspects." Once alone, Renault suggests that he and Rick leave Casablanca and join the Free French at Brazzaville. They walk off into the fog with one of the most memorable exit lines in movie history: "Louis, I think this is the beginning of a beautiful friendship."


          


          Production


          The film was based on Murray Burnett and Joan Alison's then-unproduced play Everybody Comes to Rick's. The Warner Bros. story analyst who read the play, Stephen Karnot, called it (approvingly) "sophisticated hokum", and story editor Irene Diamond convinced producer Hal Wallis to buy the rights for $20,000, the most anyone in Hollywood had ever paid for an unproduced play. The project was renamed Casablanca, apparently in imitation of the 1938 hit Algiers. Shooting began on May 25, 1942 and was completed on August 3. The film cost a total of $1,039,000 ($75,000 over budget), not exceptionally high, but above average for the time.


          The entire picture was shot in the studio, except for the sequence showing Major Strasser's arrival, which was filmed at Van Nuys Airport. The street used for the exterior shots had recently been built for another film, The Desert Song, and redressed for the Paris flashbacks. It remained on the Warners backlot until the 1960s. The set for Rick's was built in three unconnected parts, so the internal layout of the building is indeterminate. In a number of scenes, the camera looks through a wall from the cafe area into Rick's office. The background of the final scene, which shows a Lockheed Model 12 Electra Junior airplane with personnel walking around it, was staged using midget extras and a proportionate cardboard plane. Fog was used to mask the model's unconvincing appearance. Nevertheless, the Disney-MGM Studios theme park in Orlando, Florida purchased a Lockheed 12A for its Great Movie Ride attraction, and initially claimed that it was the actual plane used in the film. Film critic Roger Ebert calls Wallis the "key creative force" for his attention to the details of production (down to insisting on a real parrot in the Blue Parrot bar).


          Bergman's height caused some problems. She was some twoinches (5cm) taller than Bogart, and claimed Curtiz had Bogart stand on blocks or sit on cushions in their scenes together.


          Wallis wrote the final line ("Louis, I think this is the beginning of a beautiful friendship") after shooting had been completed. Bogart had to be called in a month after the end of filming to dub it.


          Later, there were plans for a further scene, showing Rick, Renault and a detachment of Free French soldiers on a ship, to incorporate the Allies' 1942 invasion of North Africa; however it proved too difficult to get Claude Rains for the shoot, and the scene was finally abandoned after David O. Selznick judged "it would be a terrible mistake to change the ending."


          


          Writing


          The original play was inspired by a 1938 trip to Europe by Murray Burnett, during which he visited Vienna shortly after the Anschluss, as well as the south coast of France, which had uneasily coexisting populations of Nazis and refugees. The latter locale provided the inspirations for both Rick's cafe (the nightclub Le Kat Ferrat) and the character of Sam (a black piano player Burnett saw in Juan-les-Pins). In the play, the Ilsa character was an American named Lois Meredith and did not meet Laszlo until after her relationship with Rick in Paris had ended; Rick was a lawyer.


          The first writers to work on the script were the Epstein twins, Julius and Philip, who removed Rick's background and added more elements of comedy. The other credited writer, Howard Koch, came later, but worked in parallel with them, despite their differing emphases; Koch highlighted the political and melodramatic elements. The uncredited Casey Robinson contributed to the series of meetings between Rick and Ilsa in the cafe. Curtiz seems to have favored the romantic parts, insisting on retaining the Paris flashbacks. Despite the many writers, the film has what Ebert describes as a "wonderfully unified and consistent" script. Koch later claimed it was the tension between his own approach and Curtiz's which accounted for this: "Surprisingly, these disparate approaches somehow meshed, and perhaps it was partly this tug of war between Curtiz and me that gave the film a certain balance." Julius Epstein would later note the screenplay contained "more corn than in the states of Kansas and Iowa combined. But when corn works, there's nothing better."


          The film ran into some trouble from Joseph Breen of the Production Code Administration (the Hollywood self-censorship body), who opposed the suggestions that Captain Renault extorted sexual favors from his supplicants, and that Rick and Ilsa had slept together in Paris. Both, however, remained strongly implied in the finished version.


          


          Direction


          Wallis' first choice for director was William Wyler, but he was unavailable, so Wallis turned to his close friend Michael Curtiz. Curtiz was a Hungarian Jewish migr; he had come to the U.S. in the 1920s, but some of his family were refugees from Nazi Europe. Roger Ebert has commented that in Casablanca "very few shots ... are memorable as shots", Curtiz being concerned to use images to tell the story rather than for their own sake. However, he had relatively little input into the development of the plot: Casey Robinson said Curtiz "knew nothing whatever about story... he saw it in pictures, and you supplied the stories". Critic Andrew Sarris called the film "the most decisive exception to the auteur theory", to which Aljean Harmetz responded, "nearly every Warner Bros. picture was an exception to the auteur theory". Other critics give more credit to Curtiz; Sidney Rosenzweig, in his study of the director's work, sees the film as a typical example of Curtiz's highlighting of moral dilemmas.


          The second unit montages, such as the opening sequence of the refugee trail and that showing the invasion of France, were directed by Don Siegel.


          


          Cinematography


          
            [image: The Cross of Lorraine, emblem of the Free French.]
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          The cinematographer was Arthur Edeson, a veteran who had previously shot The Maltese Falcon and Frankenstein. Particular attention was paid to photographing Bergman. She was shot mainly from her preferred left side, often with a softening gauze filter and with catch lights to make her eyes sparkle; the whole effect was designed to make her face seem "ineffably sad and tender and nostalgic". Bars of shadow across the characters and in the background variously imply imprisonment, the crucifix, the symbol of the Free French and emotional turmoil. Dark film noir and expressionist lighting is used in several scenes, particularly towards the end of the picture. Rosenzweig argues these shadow and lighting effects are classic elements of the Curtiz style, along with the fluid camera work and the use of the environment as a framing device.


          


          Music


          The music was written by Max Steiner, who was best known for the score for Gone with the Wind. The song "As Time Goes By" by Herman Hupfeld had been part of the story from the original play; Steiner wanted to write his own composition to replace it, but Bergman had already cut her hair short for her next role (Mara in For Whom the Bell Tolls) and could not re-shoot the scenes which incorporated the song, so Steiner based the entire score on it and " La Marseillaise", the French national anthem, transforming them to reflect changing moods.


          Particularly notable is the "duel of the songs". At Rick's cafe Strasser and a small group of his officers start singing " Die Wacht am Rhein" ("The Watch on the Rhine") around Sam's piano. At the behest of Laszlo, the band at Rick's cafe start playing "La Marseillaise", this rouses the whole cafe to stand and sing defiantly against the Germans drowning them out. In the soundtrack the "La Marseillaise" is played by a full orchestra. Originally, the piece intended for this iconic sequence was the " Horst Wessel Lied", the de facto second national anthem of Nazi Germany, but this was still under international copyright in non-Allied countries.


          Other songs in the film include "It Had to Be You" from 1924 (music by Isham Jones, lyrics by Gus Kahn), "Knock on Wood" (music by M.K. Jerome, lyrics by Jack Scholl), and "Shine" from 1910 (music by Ford Dabney, lyrics by Cecil Mack and Lew Brown).


          


          Cast


          The cast is notable for its internationalism: only three of the credited actors were born in the U.S. The top-billed actors were:


          
            	Humphrey Bogart as Rick Blaine. The New York City-born Bogart became a star with Casablanca. Earlier in his career, he had been typecast as a gangster, playing characters called Bugs, Rocks, Turkey, Whip, Chips, Gloves and Duke (twice). High Sierra (1941) had allowed him to play a character with some warmth, but Rick was his first truly romantic role.

          


          
            	Ingrid Bergman as Ilsa Lund. Bergman's official website calls Ilsa her "most famous and enduring role". The Swedish actress's Hollywood debut in Intermezzo had been well received, but her subsequent films were not major successesuntil Casablanca. Ebert calls her "luminous", and comments on the chemistry between her and Bogart: "she paints his face with her eyes". Other actresses considered for the role of Ilsa had included Ann Sheridan, Hedy Lamarr and Michle Morgan; Wallis obtained the services of Bergman, who was contracted to David O. Selznick, by loaning Olivia de Havilland in exchange.

          


          
            	Paul Henreid as Victor Laszlo. Henreid, an Austrian actor who left Austria in 1935, was reluctant to take the role (it "set [him] as a stiff forever", according to Pauline Kael), until he was promised top billing along with Bogart and Bergman. Henreid did not get on well with his fellow actors; he considered Bogart "a mediocre actor", while Bergman called Henreid a "prima donna".

          


          

          The second-billed actors were:


          
            	Claude Rains as Captain Louis Renault. Rains was an English actor, born in London. He had previously worked with Michael Curtiz on The Adventures of Robin Hood.
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            	Sydney Greenstreet as Signor Ferrari, a rival clubowner. Another Englishman, Greenstreet had previously starred with Lorre and Bogart in his film debut in The Maltese Falcon.


            	Peter Lorre as Signor Ugarte. Lorre was a Hungarian character actor who left Germany in 1933.


            	Conrad Veidt as Major Strasser of the Luftwaffe. He was a German actor who had appeared in The Cabinet of Dr. Caligari (1920) before fleeing from the Nazis and ending his career playing Nazis in U.S. films.

          


          

          Also credited were:


          
            	Dooley Wilson as Sam. He was one of the few American members of the cast. A drummer, he could not play the piano. Hal Wallis had considered changing Sam to a female character ( Hazel Scott and Ella Fitzgerald were candidates), and even after shooting had been completed, Wallis considered dubbing over Wilson's voice for the songs.


            	Joy Page as Annina Brandel, the young Bulgarian refugee. The third credited American, she was studio head Jack Warner's stepdaughter.


            	Madeleine LeBeau as Yvonne, Rick's soon-discarded girlfriend. The French actress was Marcel Dalio's wife until their divorce in 1942.


            	S.Z. (or S. K.) "Cuddles" Sakall as Carl, the waiter. He was a Hungarian actor who fled from Germany in 1939. A friend of Curtiz's since their days in Budapest, his three sisters died in a concentration camp.


            	Curt Bois as the pickpocket. Bois was a German Jewish actor and another refugee. He may have a claim to the longest film career of any actor other than Mickey Rooney, making his first appearance in 1907 and his last in 1987.


            	John Qualen as Berger, Laszlo's Resistance contact. He was born in Canada, but grew up in America. He appeared in many of John Ford's movies.


            	Leonid Kinskey as Sascha, whom Rick assigns to escort Yvonne home. He was born in Russia.

          


          

          Notable uncredited actors were:


          
            	Marcel Dalio as Emil the croupier. He had been a star in French cinema, appearing in Jean Renoir's La Grande Illusion and La Regle de Jeu, but after he fled the fall of France, he was reduced to bit parts in Hollywood. He had a key role in another of Bogart's films, To Have and Have Not.


            	Helmut Dantine as Jan Brandel, the Bulgarian roulette player. Another Austrian, he had spent time in a concentration camp after the Anschluss.


            	Norma Varden as the befuddled Englishwoman whose husband has his wallet stolen. She was a famous English character actress.


            	Jean Del Val as the French police radio announcer who opens Casablanca by reporting the news of the murder of the two German couriers.


            	Torben Meyer a Dutch banker who is seated at a baccarat table in Rick's. He tells Carl, "Perhaps if you told him I ran the second largest banking house in Amsterdam." Meyer was a Danish actor.


            	Dan Seymour as Abdul, the doorman. He was an American actor, who at 265 pounds often played villains.


            	Gregory Gaye as the German banker who is refused entry to the casino by Rick. Gaye was a Russian-born actor who came to the United States in 1917 after the Russian Revolution.

          


          

          Part of the emotional impact of the film has been attributed to the large proportion of European exiles and refugees among the extras and in the minor roles. A witness to the filming of the "duel of the songs" sequence said he saw many of the actors crying, and "realized that they were all real refugees". Harmetz argues that they "brought to a dozen small roles in Casablanca an understanding and a desperation that could never have come from Central Casting". The German citizens among them nevertheless had to keep curfew as enemy aliens. Ironically, they were frequently cast as the Nazis from whom they had fled.


          Some of the exiled foreign actors were:


          
            	Wolfgang Zilzer who is shot in the opening scene of the movie, was a silent movie actor in Germany who left when the Nazis took over. He later married Casablanca actress Lotte Palfi.


            	Hans Twardowski as a Nazi officer who argues with a French officer over Yvonne. Born in Stettin, Germany (today Szczecin, Poland), he fled Germany because he was a homosexual.


            	Ludwig Stssel as Mr. Leuchtag, the German refugee whose English is "not so good". Born in Austria, the Jewish actor was imprisoned following the Nazi Anschluss. When he was released, he left for England and then America. Stssel became famous for doing a long series of commercials for Italian Swiss Colony wine producers. Dressed in an Alpine hat and lederhosen, Stssel was their spokesman with the slogan, "That Little Old Winemaker, Me!"


            	Ilka Grnig as Mrs. Leuchtag. Born in Vienna, she was a silent movie star in Germany who came to America after the Anschluss.


            	Lotte Palfi as the refugee trying to sell her diamonds. Born in Germany, she played stage roles at a prestigious theatre in Darmstadt, Germany. She journeyed to America after the Nazis came to power in 1933. She later married another Casablanca actor, Wolfgang Zilzer.


            	Trude Berliner as a baccarat player in Rick's. Born in Berlin, she was a famous cabaret performer and film actress. Being Jewish, she left Germany in 1933.


            	Louis V. Arco as another refugee in Rick's. Born Lutz Altschul in Austria, he moved to America shortly after the Anschluss and changed his name.


            	Richard Ryen as Strasser's aide, Colonel Heinze. The Austrian Jew acted in German films, but fled the Nazis.

          


          


          Reception
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          The film premiered at the Hollywood Theatre in New York City on November 26, 1942, to coincide with the Allied invasion of North Africa and the capture of Casablanca; it went into general release on January 23, 1943, to take advantage of the Casablanca conference, a high-level meeting between Churchill and Roosevelt in the city. It was a substantial but not spectacular box-office success, taking $3.7 million on its initial U.S. release (making it the seventh best-selling film of 1943). Initial critical reaction was generally positive, with Variety describing it as "splendid anti-Axis propaganda"; as Koch later said, "it was a picture the audiences needed... there were values... worth making sacrifices for. And it said it in a very entertaining way." Other reviews were less enthusiastic: The New Yorker rated it only "pretty tolerable". The Office of War Information prevented screening of the film to troops in North Africa, believing it would cause resentment among Vichy supporters in the region.


          At the 1944 Oscars, the film won three awards: Best Adapted Screenplay, Best Director, and Best Picture. Wallis was resentful when Jack Warner, rather than he, collected the best picture award; the slight led to Wallis severing his ties with the studio in April that year.


          The film has grown in popularity. Murray Burnett has called it "true yesterday, true today, true tomorrow". By 1955, the film had brought in $6.8 million, making it only the third most successful of Warners' wartime movies (behind Shine On, Harvest Moon and This is the Army). On April 21, 1957, the Brattle Theatre of Cambridge, Massachusetts showed the film as part of a season of old movies. It was so popular that it began a tradition of screening Casablanca during the week of final exams at Harvard University which continues to the present day, and is emulated by many colleges across the United States. Todd Gitlin, a professor of sociology who himself attended one of these screenings, had said that the experience was, "the acting out of my own personal rite of passage". The tradition helped the movie remain popular while other famous films of the 1940s have faded away, and by 1977, Casablanca was the most frequently broadcast film on American television.


          However, there has been anecdotal evidence that Casablanca may have made a deeper impression among film-lovers than within the professional movie-making establishment. In the November/December 1982 issue of American Film, Chuck Ross claimed that he retyped the screenplay to Casablanca, only changing the title back to Everybody Comes to Rick's and the name of the piano player to Dooley Wilson, and submitted it to 217 agencies. Eighty-five of them read it; of those, thirty-eight rejected it outright, thirty-three generally recognized it (but only eight specifically as Casablanca), three declared it commercially viable, and one suggested turning it into a novel.


          


          Critical response


          According to Roger Ebert, Casablanca is "probably on more lists of the greatest films of all time than any other single title, including Citizen Kane" because of its wider appeal; while Citizen Kane is "greater", Casablanca is more loved. Ebert said that he has never heard of a negative review of the film, even though individual elements can be criticized, citing unrealistic special effects and the stiff character/portrayal of Laszlo. Rudy Behlmer emphasized the variety in the picture: "it's a blend of drama, melodrama, comedy [and] intrigue". Leonard Maltin has stated that this is his favorite movie of all time.


          Ebert has said that the film is popular because "the people in it are all so good". As the Resistance hero, Laszlo is ostensibly the most noble, although he is so stiff that he is hard to like. The other characters, in Behlmer's words, are "not cut and dried": they come into their goodness in the course of the film. Renault begins the film as a collaborator with the Nazis, who extorts sexual favors from refugees and has Ugarte killed. Rick, according to Behlmer, is "not a hero, ... not a bad guy": he does what is necessary to get along with the authorities and "sticks his neck out for nobody". Even Ilsa, the least active of the main characters, is "caught in the emotional struggle" over which man she really loves. By the end of the film, however, "everybody is sacrificing."


          A dissenting note comes from Umberto Eco, who wrote that "by any strict critical standards... Casablanca is a very mediocre film." He viewed the changes the characters undergo as inconsistency rather than complexity: "It is a comic strip, a hotch-potch, low on psychological credibility, and with little continuity in its dramatic effects." However, he argued that it is this inconsistency which accounts for the film's popularity by allowing it to include a whole series of archetypes: unhappy love, flight, passage, waiting, desire, the triumph of purity, the faithful servant, the love triangle, beauty and the beast, the enigmatic woman, the ambiguous adventurer and the redeemed drunkard. Centermost is the idea of sacrifice: "the myth of sacrifice runs through the whole film." It was this theme which resonated with a wartime audience that was reassured by the idea that painful sacrifice and going off to war could be romantic gestures done for the greater good.


          


          Interpretation


          Critics have subjected Casablanca to many different readings. William Donelley, in his Love and Death in Casablanca, argues that Rick's relationship with Sam, and subsequently with Renault, is, "a standard case of the repressed homosexuality that underlies most American adventure stories". Harvey Greenberg presents a Freudian reading in his The Movies on Your Mind, in which the transgressions which prevent Rick from returning to the U.S. constitute an Oedipus complex, which is resolved only when Rick begins to identify with the father figure of Laszlo and the cause which he represents. Sidney Rosenzweig argues that such readings are reductive, and that the most important aspect of the film is its ambiguity, above all in the central character of Rick; he cites the different names which each character gives Rick (Richard, Ricky, Mr Rick, Herr Blaine and so on) as evidence of the different meanings which he has for each person.


          


          Influence


          Many subsequent films have drawn on elements of Casablanca. Passage to Marseille reunited Bogart, Rains, Curtiz, Greenstreet and Lorre in 1944, while there are many similarities between Casablanca and two later Bogart films, To Have and Have Not (1944) and Sirocco ( 1951). Parodies have included the Marx Brothers' A Night in Casablanca ( 1946), Neil Simon's The Cheap Detective ( 1978), Barb Wire ( 1996), and Out Cold ( 2001), while it provided the title for the 1995 hit The Usual Suspects. Woody Allen's Play It Again, Sam ( 1972) appropriated Bogart's Casablanca persona as the fantasy mentor for Allen's nebbishy character.


          Casablanca itself was a plot device in the science-fiction television movie Overdrawn at the Memory Bank ( 1983), based on John Varley's story, and made a similar, though much less pivotal, appearance in Terry Gilliam's dystopian Brazil ( 1985). Warner Bros. produced its own parody of the film in the homage Carrotblanca, a 1995 Bugs Bunny cartoon included on the special edition DVD release.


          Steven Soderbergh paid homage to Casablanca with The Good German ( 2006), a post-World War II Berlin-set murder mystery shot in black and white using technology from the period in which Casablanca was made. The film ends with a scene between two former lovers (played by George Clooney and Cate Blanchett) at an airport. The film's poster echoes the iconic one for Casablanca.


          Television has also drawn on the fame of this film. For example, an episode of the American TV series Moonlighting, parodied Casablanca, with Curtis Armstrong as "Rick" and Allyce Beasley as "Agnes".


          In literature, Robert Coover's short story "You Must Remember This" (from the book A Night at the Movies or, You Must Remember This) uses exact quotes from the movie and includes an explicit sex scene between Rick and Ilsa, while the science-fiction novella "The Children's Hour" in the series The Man-Kzin Wars, created and edited by Larry Niven, has a plot which draws many elements from Casablanca.


          


          Awards and nominations


          Casablanca won three Oscars:


          
            	Academy Award for Best Picture  Warner Bros. ( Hal B. Wallis, producer)


            	Academy Award for Best Director  Michael Curtiz


            	Academy Award for Writing Adapted Screenplay  Julius J. Epstein, Philip G. Epstein and Howard Koch

          


          It was also nominated for another five Oscars:


          
            	Academy Award for Best Actor  Humphrey Bogart


            	Academy Award for Best Supporting Actor  Claude Rains


            	Academy Award for Best Cinematography, black-and-white  Arthur Edeson


            	Academy Award for Film Editing  Owen Marks


            	Academy Award for Original Music Score  Max Steiner

          


          In 1989, the film was selected for preservation in the United States National Film Registry as being deemed "culturally, historically, or aesthetically significant". In 2005 it was also named one of the 100 greatest films of the last 80 years by Time.com (the selected films were not ranked). In 2006, the Writers Guild of America, west voted the screenplay of Casablanca the best of all time in its list of the 101 Greatest Screenplays.


          


          American Film Institute recognition


          
            	1998 - AFI's 100 Years... 100 Movies - #2


            	2001 - AFI's 100 Years... 100 Thrills - #37


            	2002 - AFI's 100 Years... 100 Passions - #1


            	2003 - AFI's 100 Years... 100 Heroes and Villains - Rick Blaine, hero #4


            	2004 - AFI's 100 Years... 100 Songs - " As Time Goes By" - #2


            	2005 - AFI's 100 Years... 100 Movie Quotes - #5, 20, 28, 32, 43, 67 (see Quotations section below)


            	2006 - AFI's 100 Years... 100 Cheers - #32


            	2007 - AFI's 100 Years... 100 Movies (10th Anniversary Edition) - #3

          


          


          Sequels and other versions


          


          Almost from the moment Casablanca became a hit, talk began of producing a sequel. One titled Brazzaville (in the final scene, Renault recommends fleeing to that Free French-held city) was planned, but never produced. Since then, no studio has seriously considered filming a sequel or outright remake. Franois Truffaut refused an invitation to remake the film in 1974, citing its cult status among American students as his reason. However, it has been reported that Bollywood filmmaker Rajeev Nath is remaking the film, describing it as a "tribute to the original."


          The novel, As Time Goes By, written by Michael Walsh and published in 1998, was authorized by Warner. The novel picks up where the movie leaves off, and also tells of Rick's mysterious past in America. The book met with little success. David Thomson provided an unofficial sequel in his 1985 novel Suspects.


          There have been two short-lived television series based upon Casablanca, both considered prequels to the movie. The first aired from 1955 to 1956, with Charles McGraw as Rick and Marcel Dalio, who played Emil the croupier in the movie, as Renault; it aired on ABC as part of the wheel series Warner Bros. Presents. It produced a total of 10 hour-long episodes. Another series, briefly broadcast on NBC in 1983, starred David Soul as Rick, Ray Liotta as Sacha and Scatman Crothers as a somewhat elderly Sam. A total of 5 hour-long episodes were produced.


          There were several radio adaptations of the film. The two best-known were a thirty-minute adaptation on The Screen Guild Theatre on April 26, 1943, starring Bogart, Bergman and Henreid, and an hour-long version on the Lux Radio Theatre on January 24, 1944, featuring Alan Ladd as Rick, Hedy Lamarr as Ilsa, and John Loder as Victor Laszlo. Two other thirty-minute adaptations were aired: on the Philip Morris Playhouse on September 3, 1943 and on the Theatre of Romance on December 19, 1944, in which Dooley Wilson reprised his role as Sam.


          Julius Epstein made two attempts to turn the film into a Broadway musical, in 1951 and 1967, but neither made it to the stage. The original play, Everybody Comes to Rick's, was produced in Newport, Rhode Island in August 1946, and again in London in April 1991, but met with no success.


          Casablanca was also part of the film colorization controversy during the 1980s, when a colorized version aired on television. This was briefly available on home video, but it was unpopular with purists. Bogart's son Stephen said, "if you're going to colorize Casablanca, why not put arms on the Venus de Milo?"


          


          Rumors


          Several rumors and misconceptions have grown up around the film, one being that Ronald Reagan was originally chosen to play Rick. This originates in a press release issued by the studio early on in the film's development, but by that time the studio already knew that he was due to go work for the army, and he was never seriously considered.


          Another well-known story is that the actors did not know until the last day of shooting how the film was to end. The original play (set entirely in the cafe) ended with Rick sending Ilsa and Victor to the airport. During scriptwriting, the possibility was discussed of Laszlo being killed in Casablanca, allowing Rick and Ilsa to leave together, but as Casey Robinson wrote to Hal Wallis before filming began, the ending of the film "set up for a swell twist when Rick sends her away on the plane with Victor. For now, in doing so, he is not just solving a love triangle. He is forcing the girl to live up to the idealism of her nature, forcing her to carry on with the work that in these days is far more important than the love of two little people." It was certainly impossible for Ilsa to leave Laszlo for Rick, as the production code forbade showing a woman leaving her husband for another man. Such dispute as there was concerned not whether Ilsa would leave with Laszlo, but how this result could be engineered. The confusion was most probably caused by Bergman's later statement that she did not know which man she was meant to be in love with. While rewrites did occur during the filming, Aljean Harmetz' examination of the scripts has shown that many of the key scenes were shot after Bergman knew how the film would end: any confusion was, in Ebert's words, "emotional", not "factual".


          


          Errors


          The film has several logical flaws, the foremost being the two "letters of transit" which enable their bearers to leave Vichy French territory. According to the audio, Ugarte says the letters had been signed by (depending on the listener) either Free French General Charles de Gaulle or Vichy General Maxime Weygand. The English subtitles on the official DVD read de Gaulle, while the French subtitles specify Weygand. Weygand had been the Vichy Delegate-General for the North African colonies until a month before the film is set (and a year after it was written). De Gaulle was the head of the Free French government in exile, the enemy of the Vichy regime controlling Morocco. A Vichy court martial had convicted De Gaulle of treason in absentia and sentenced him to life imprisonment on August 2, 1940, so a letter signed by him would have been of no benefit. A classic MacGuffin, the letters were invented by Joan Allison for the original play and never questioned. Even in the film, Rick suggests to Renault that the letters would not have allowed Ilsa to escape, let alone Laszlo: "People have been held in Casablanca in spite of their legal rights."


          In the same vein, though Laszlo asserts that the Nazis cannot arrest him as "This is still unoccupied France; any violation of neutrality would reflect on Captain Renault," Ebert points out that "It makes no sense that he could walk around freely....He would be arrested on sight." Harmetz, however, suggests that Strasser intentionally allows Laszlo to move about, hoping that he will tell them the names of Resistance leaders in occupied Europe in exchange for Ilsa being allowed to leave for Lisbon.


          Other mistakes include the wrong version of the flag for French Morocco, Renault's claim that "I was with them [the Americans] when they 'blundered' into Berlin in 1918" (the German capital was not captured in World War I), and no uniformed German troops ever set foot in Casablanca during the Second World War. There are also the inevitable continuity errors; for example, in the final scene, Major Strasser's military overcoat is seen both with and without epaulets. Also, during the scene where Rick leaves Paris on the train, it can clearly be seen that Rick's coat gets sopping wet from the heavy rain, but when he boards the train, the coat suddenly appears dry. Curtiz's attitude towards such details was clear: he said "I make it go so fast, nobody notices."


          


          Quotations


          One of the lines most closely associated with the film" Play it again, Sam"is a misquotation. When Ilsa first enters the Caf Americain, she spots Sam and asks him to "Play it once, Sam, for old times' sake." When he feigns ignorance, she responds, "Play it, Sam. Play ' As Time Goes By.' " Later that night, alone with Sam, Rick says, "You played it for her and you can play it for me." and "If she can stand it, I can! Play it!"


          Rick's remark to Ilsa, "Here's looking at you, kid.", is not in the draft screenplays, and has been attributed to the poker lessons Bogart was giving Bergman between takes. It was voted in the 2005 poll by the American Film Institute as the fifth most memorable line in cinema history. Six lines from Casablanca appeared in the top 100, by far the most of any film (Gone with the Wind and The Wizard of Oz were next, with three apiece). The others were: "Louis, I think this is the beginning of a beautiful friendship."(20th), "Play it, Sam. Play 'As Time Goes By.'" (28th), "Round up the usual suspects." (32nd), "We'll always have Paris." (43rd), and "Of all the gin joints in all the towns in all the world, she walks into mine." (67th).


          
            Retrieved from " http://en.wikipedia.org/wiki/Casablanca_(film)"
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          In physics, the Casimir effect and the Casimir-Polder force are physical forces arising from a quantized field. The typical example is of two uncharged metallic plates in a vacuum, placed a few micrometers apart, without any external electromagnetic field. In a classical description, the lack of an external field also means that there is no field between the plates, and no force would be measured between them. When this field is instead studied using quantum mechanics, it is seen that the plates do affect the virtual photons which constitute the field, and generate a net forceeither an attraction or a repulsion depending on the specific arrangement of the two plates. This force has been measured, and is a striking example of an effect purely due to second quantization. (However, the treatment of boundary conditions in these calculations has led to some controversy.)


          Dutch physicists Hendrik B. G. Casimir and Dirk Polder first proposed the existence of the force and formulated an experiment to detect it in 1948 while participating in research at Philips Research Labs. The classic form of the experiment, described above, successfully demonstrated the force to within 15% of the value predicted by the theory.


          Because the strength of the force falls off rapidly with distance, it is only measurable when the distance between the objects is extremely small. On a submicrometre scale, this force becomes so strong that it becomes the dominant force between uncharged conductors. In fact, at separations of 10 nmabout 100 times the typical size of an atomthe Casimir effect produces the equivalent of 1 atmosphere of pressure (101.3 kPa), the precise value depending on surface geometry and other factors .


          Although the Casimir effect can be expressed in terms of virtual particles interacting with the objects, it is best described and more easily calculated in terms of the zero-point energy of a quantized field in the intervening space between the objects. In modern theoretical physics, the Casimir effect plays an important role in the chiral bag model of the nucleon; and in applied physics, it is becoming increasingly important in the development of the ever-smaller, miniaturised components of emerging microtechnologies and nanotechnologies.


          


          Overview


          The Casimir effect can be understood by the idea that the presence of conducting metals and dielectrics alter the vacuum expectation value of the energy of the second quantized electromagnetic field. Since the value of this energy depends on the shapes and positions of the conductors and dielectrics, the Casimir effect manifests itself as a force between such objects.


          


          Vacuum energy


          The Casimir effect is an outcome of quantum field theory, which states that all of the various fundamental fields, such as the electromagnetic field, must be quantized at each and every point in space. In a simplified view, a "field" in physics may be envisioned as if space were filled with interconnected vibrating balls and springs, and the strength of the field can be visualized as the displacement of a ball from its rest position. Vibrations in this field propagate and are governed by the appropriate wave equation for the particular field in question. The second quantization of quantum field theory requires that each such ball-spring combination be quantized, that is, that the strength of the field be quantized at each point in space. Canonically, the field at each point in space is a simple harmonic oscillator, and its quantization places a quantum harmonic oscillator at each point. Excitations of the field correspond to the elementary particles of particle physics. However, even the vacuum has a vastly complex structure. All calculations of quantum field theory must be made in relation to this model of the vacuum.


          The vacuum has, implicitly, all of the properties that a particle may have: spin, or polarization in the case of light, energy, and so on. On average, all of these properties cancel out: the vacuum is, after all, "empty" in this sense. One important exception is the vacuum energy or the vacuum expectation value of the energy. The quantization of a simple harmonic oscillator states that the lowest possible energy or zero-point energy that such an oscillator may have is


          
            	[image: {E} = \begin{matrix} \frac{1}{2} \end{matrix} \hbar \omega \ .]

          


          Summing over all possible oscillators at all points in space gives an infinite quantity. To remove this infinity, one may argue that only differences in energy are physically measurable; this argument is the underpinning of the theory of renormalization. In all practical calculations, this is how the infinity is always handled. In a deeper sense, however, renormalization is unsatisfying, and the removal of this infinity presents a challenge in the search for a Theory of Everything. Currently there is no compelling explanation for how this infinity should be treated as essentially zero; a non-zero value is essentially the cosmological constant and any large value causes trouble in cosmology.


          


          The Casimir effect


          Casimir's observation was that the second-quantized quantum electromagnetic field, in the presence of bulk bodies such as metals or dielectrics, must obey the same boundary conditions that the classical electromagnetic field must obey. In particular, this affects the calculation of the vacuum energy in the presence of a conductor or dielectric.


          Consider, for example, the calculation of the vacuum expectation value of the electromagnetic field inside a metal cavity, such as, for example, a radar cavity or a microwave waveguide. In this case, the correct way to find the zero point energy of the field is to sum the energies of the standing waves of the cavity. To each and every possible standing wave corresponds an energy; say the energy of the nth standing wave is En. The vacuum expectation value of the energy of the electromagnetic field in the cavity is then


          
            	[image: \langle E \rangle = \frac{1}{2} \sum_n E_n]

          


          with the sum running over all possible values of n enumerating the standing waves. The factor of 1/2 corresponds to the fact that the zero-point energies are being summed (it is the same 1/2 as appears in the equation [image: E=\hbar \omega/2]). Written in this way, this sum is clearly divergent; however, it can be used to create finite expressions.


          In particular, one may ask how the zero point energy depends on the shape s of the cavity. Each energy level En depends on the shape, and so one should write En(s) for the energy level, and [image: \langle E(s) \rangle] for the vacuum expectation value. At this point comes an important observation: the force at point p on the wall of the cavity is equal to the change in the vacuum energy if the shape s of the wall is perturbed a little bit, say by s, at point p. That is, one has


          
            	[image: F(p) = - \left. \frac{\delta \langle E(s) \rangle} {\delta s} \right\vert_p\,]

          


          This value is finite in many practical calculations.


          


          Casimir's calculation


          In the original calculation done by Casimir, he considered the space between a pair of conducting metal plates a distance a apart. In this case, the standing waves are particularly easy to calculate, since the transverse component of the electric field and the normal component of the magnetic field must vanish on the surface of a conductor. Assuming the parallel plates lie in the x-y plane, the standing waves are


          
            	[image: \psi_n(x,y,z,t) = e^{-i\omega_nt} e^{ik_xx+ik_yy} \sin \left( k_n z \right)]

          


          where  stands for the electric component of the electromagnetic field, and, for brevity, the polarization and the magnetic components are ignored here. Here, kx and ky are the wave vectors in directions parallel to the plates, and


          
            	[image: k_n = \frac{n\pi}{a}]

          


          is the wave-vector perpendicular to the plates. Here, n is an integer, resulting from the requirement that  vanish on the metal plates. The energy of this wave is


          
            	[image: \omega_n = c \sqrt{{k_x}^2 + {k_y}^2 + \frac{n^2\pi^2}{a^2}}]

          


          where c is the speed of light. The vacuum energy is then the sum over all possible excitation modes


          
            	[image: \langle E \rangle = \frac{\hbar}{2} \cdot 2 \int \frac{dk_x dk_y}{(2\pi)^2} \sum_{n=1}^\infty A\omega_n ]

          


          where A is the area of the metal plates, and a factor of 2 is introduced for the two possible polarizations of the wave. This expression is clearly infinite, and to proceed with the calculation, it is convenient to introduce a regulator (discussed in greater detail below). The regulator will serve to make the expression finite, and in the end will be removed. The zeta-regulated version of the energy per unit-area of the plate is


          
            	[image: \frac{\langle E(s) \rangle}{A} = \hbar \int \frac{dk_x dk_y}{(2\pi)^2} \sum_{n=1}^\infty \omega_n \vert \omega_n\vert^{-s}]

          


          In the end, the limit [image: s\to 0] is to be taken. Here s is just a complex number, not to be confused with the shape discussed previously. This integral/sum is finite for s real and larger than 3. The sum has a pole at s=3, but may be analytically continued to s=0, where the expression is finite. Expanding this, one gets


          
            	[image: \frac{\langle E(s) \rangle}{A} = \frac{\hbar c^{1-s}}{4\pi^2} \sum_n \int_0^\infty 2\pi qdq \left \vert q^2 + \frac{\pi^2 n^2}{a^2} \right\vert^{(1-s)/2}]

          


          where polar coordinates [image: q^2 = k_x^2+k_y^2] were introduced to turn the double integral into a single integral. The q in front is the Jacobian, and the 2 comes from the angular integration. The integral is easily performed, resulting in


          
            	[image: \frac{\langle E(s) \rangle}{A} = -\frac {\hbar c^{1-s} \pi^{2-s}}{2a^{3-s}} \frac{1}{3-s} \sum_n \vert n\vert ^{3-s}]

          


          The sum may be understood to be the Riemann zeta function, and so one has


          
            	[image: \frac{\langle E \rangle}{A} = \lim_{s\to 0} \frac{\langle E(s) \rangle}{A} = -\frac {\hbar c \pi^{2}}{6a^{3}} \zeta (-3)]

          


          But (  3) = 1 / 120 and so one obtains


          
            	[image: \frac{\langle E \rangle}{A} = \frac {-\hbar c \pi^{2}}{3 \cdot 240 a^{3}}]

          


          The Casimir force per unit area Fc / A for idealized, perfectly conducting plates with vacuum between them is


          
            	[image: {F_c \over A} = - \frac{d}{da} \frac{\langle E \rangle}{A} = -\frac {\hbar c \pi^2} {240 a^4}]

          


          where


          
            	[image: \hbar] (hbar, ℏ) is the reduced Planck constant,


            	c is the speed of light,


            	a is the distance between the two plates.

          


          The force is negative, indicating that the force is attractive: by moving the two plates closer together, the energy is lowered. The presence of [image: \hbar] shows that the Casimir force per unit area Fc / A is very small, and that furthermore, the force is inherently of quantum-mechanical origin.


          


          More recent theory


          A very complete analysis of the Casimir effect at short distances is based upon a detailed analysis of the van der Waals' force by Lifshitz. Using this approach, complications of the bounding surfaces, such as the modifications to the Casimir force due to finite conductivity can be calculated numerically using the tabulated complex dielectric functions of the bounding materials. In addition to these factors, complications arise due to surface roughness of the boundary and to geometry effects such as degree of parallelism of bounding plates.


          For boundaries at large separations, retardation effects give rise to a long-range interaction. For the case of two parallel plates composed of ideal metals in vacuum, the results reduce to Casimirs.


          


          Measurement


          One of the first experimental tests was conducted by Marcus Sparnaay at Philips in Eindhoven, in 1958, in a delicate and difficult experiment with parallel plates, obtaining results not in contradiction with the Casimir theory , but with large experimental errors.


          The Casimir effect was measured more accurately in 1997 by Steve K. Lamoreaux of Los Alamos National Laboratory and by Umar Mohideen and Anushree Roy of the University of California at Riverside . In practice, rather than using two parallel plates, which would require phenomenally accurate alignment to ensure they were parallel, the experiments use one plate that is flat and another plate that is a part of a sphere with a large radius. In 2001, a group at the University of Padua finally succeeded in measuring the Casimir force between parallel plates using microresonators .


          


          Regularization


          In order to be able to perform calculations in the general case, it is convenient to introduce a regulator in the summations. This is an artificial device, used to make the sums finite so that they can be more easily manipulated, followed by the taking of a limit so as to remove the regulator.


          The heat kernel or exponentially regulated sum is


          
            	[image: \langle E(t) \rangle = \frac{1}{2} \sum_n \hbar |\omega_n| \exp (-t|\omega_n|)]

          


          where the limit [image: t\to 0^+] is taken in the end. The divergence of the sum is typically manifested as


          
            	[image: \langle E(t) \rangle = \frac{C}{t^3} + \textrm{finite}\,]

          


          for three-dimensional cavities. The infinite part of the sum is associated with the bulk constant C which does not depend on the shape of the cavity. The interesting part of the sum is the finite part, which is shape-dependent. The Gaussian regulator


          
            	[image: \langle E(t) \rangle = \frac{1}{2} \sum_n \hbar |\omega_n| \exp (-t^2|\omega_n|^2)]

          


          is better suited to numerical calculations because of its superior convergence properties, but is more difficult to use in theoretical calculations. Other, suitably smooth, regulators may be used as well. The zeta function regulator


          
            	[image: \langle E(s) \rangle = \frac{1}{2} \sum_n \hbar |\omega_n| |\omega_n|^{-s}]

          


          is completely unsuited for numerical calculations, but is quite useful in theoretical calculations. In particular, divergences show up as poles in the complex s plane, with the bulk divergence at s=4. This sum may be analytically continued past this pole, to obtain a finite part at s=0.


          Not every cavity configuration necessarily leads to a finite part (the lack of a pole at s=0) or shape-independent infinite parts. In this case, it should be understood that additional physics has to be taken into account. In particular, at extremely large frequencies (above the plasma frequency), metals become transparent to photons (such as x-rays), and dielectrics show a frequency-dependent cutoff as well. This frequency dependence acts as a natural regulator. There are a variety of bulk effects in solid state physics, mathematically very similar to the Casimir effect, where the cutoff frequency comes into explicit play to keep expressions finite. (These are discussed in greater detail in Landau and Lifshitz, "Theory of Continuous Media".)


          


          Generalities


          The Casimir effect can also be computed using the mathematical mechanisms of functional integrals of quantum field theory, although such calculations are considerably more abstract, and thus difficult to comprehend. In addition, they can be carried out only for the simplest of geometries. However, the formalism of quantum field theory makes it clear that the vacuum expectation value summations are in a certain sense summations over so-called " virtual particles".


          More interesting is the understanding that the sums over the energies of standing waves should be formally understood as sums over the eigenvalues of a Hamiltonian. This allows atomic and molecular effects, such as the van der Waals force, to be understood as a variation on the theme of the Casimir effect. Thus one considers the Hamiltonian of a system as a function of the arrangement of objects, such as atoms, in configuration space. The change in the zero-point energy as a function of changes of the configuration can be understood to result in forces acting between the objects.


          In the chiral bag model of the nucleon, the Casimir energy plays an important role in showing the mass of the nucleon is independent of the bag radius. In addition, the spectral asymmetry is interpreted as a non-zero vacuum expectation value of the baryon number, cancelling the topological winding number of the pion field surrounding the nucleon.


          


          Casimir effect and wormholes


          Exotic matter with negative energy density is required to stabilize a wormhole. Morris, Thorne and Yurtsever pointed out that the quantum mechanics of the Casimir effect can be used to produce a locally mass-negative region of space-time, and suggested that negative effect could be used to stabilize a wormhole to allow faster than light travel. This was used in the novel Warp Speed by Travis S. Taylor.


          


          Analogies


          A similar analysis can be used to explain Hawking radiation that causes the slow " evaporation" of black holes (although this is generally visualised as the escape of one particle from a virtual particle- antiparticle pair, the other particle having been captured by the black hole).


          


          Reversal


          Through the use of a perfect lens (one with the ability to focus an image with resolution unrestricted by the wavelength of light) with a negative refractive index, the effect can be reversed, causing small objects to be repelled rather than attracted. However, because of the scale at which the effect applies, its applications are most likely to be found in nanotechnology. According to Professor Ulf Leonhardt and Dr Thomas Philbin of the University's School of Physics & Astronomy, it is theoretically possible to levitate objects as big as humans, but scientists are a long way from developing the technology for such feats.


          


          Applications


          It has been suggested that the Casimir forces have application in nanotechnology, in particular silicon integrated circuit technology based micro- and nanoelectromechanical systems, and so-called Casimir oscillators.


          


          Technology


          The Economist, May 24th-30th, 2008, highlighted practical applications of the Casimir Effect. Casimir "stiction" which is the focus of this article affects the designs of the smallest computer chips. In addition, Casimir "repulsion," which occurs when a liquid between the plates promotes an electromagnetic repulsion force that might be useful in nanomechanics.


          


          Philosophy


          Because the Casimir effect relies on the fact that something commonly pops into existence from the vacuum, the Casimir effect is used by some as an argument in support of a purely natural origin to the universe.


          


          Popular culture


          In relation to science fiction, although the nature of the effect has not been revealed yet, during an orientation video of the TV series Lost, a Dharma Initiative doctor (Dr. Edgar Halliwax) states that the island exhibits a "Casimir effect." This may explain why the Island exhibits strange temporal qualities like time displacement from the rest of the world. In the final episode of its fourth season, the effect was elaborated on by the mention of a "pocket of negatively charged exotic matter" and an apparent occurrence of time travel.


          
            Retrieved from " http://en.wikipedia.org/wiki/Casimir_effect"
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          Casino Royale ( 2006) is the twenty-first film in the James Bond series; it is directed by Martin Campbell and the first to star Daniel Craig as MI6 agent James Bond. Based on the 1953 novel of the same name by Ian Fleming, it was adapted by screenwriters Neal Purvis, Robert Wade, and Paul Haggis.


          It is the third screen adaptation of the Casino Royale novel, which was previously produced as a 1954 television episode and a 1967 satirical film. However, the 2006 film is the only EON Productions adaptation of Fleming's novel. It is a reboot of the Bond franchise, establishing a new timeline and narrative framework not meant to precede any previous film. This not only frees the Bond franchise from more than forty years of continuity, but allows the film to show a less experienced and more vulnerable Bond. The film is set at the beginning of James Bond's career as Agent 007, just as he's earning his licence to kill. After preventing a terrorist attack at Miami Airport, Bond falls for Vesper Lynd, the treasury agent assigned to provide the money he needs to foil a high-stakes poker tournament organized by Le Chiffre. The 22nd James Bond film, Quantum of Solace, will be a direct sequel to Casino Royale and will continue some aspects of the story such as Le Chiffre's associate, Mr. White.


          The casting for the movie involved a widespread search for a new actor to portray James Bond, and significant controversy over Daniel Craig when he was eventually selected. Some Pierce Brosnan fans threatened to boycott the film in protest. Despite this, the film, and Daniel Craig's performance in particular, earned critical acclaim. Casino Royale was produced by EON Productions for Metro-Goldwyn-Mayer and Columbia Pictures, marking the first official Bond film to be co-produced by the latter studio, which had produced and originally distributed the 1967 non-canonical film version.


          


          Plot


          In Prague, James Bond corners and kills corrupt MI6 section chief Dryden and his underworld contact, earning his double-0 status. Meanwhile in Uganda, a Mr. White arranges a meeting between a banker, Le Chiffre, and Obanno, the leader of a guerrilla group seeking a safe haven for his funds. Le Chiffre assures the leader that there is "no risk in the portfolio", but his investments actually involve considerable risk: he short sells successful companies and then engineers terrorist attacks to sink their stock values.


          In his first mission as Agent 007, Bond pursues an international bomb-maker named Mollaka in Madagascar. After a parkour chase across the city to the Nambutu embassy, Bond kills his target and blows up a part of the embassy to enable his escape. He obtains Mollaka's mobile phone and discovers that it has received an SMS from Alex Dimitrios, an associate of Le Chiffre in the Bahamas. Bond travels there, wins Dimitrios's Aston Martin DB5, and seduces Dimitrios's wife, Solange Dimitrios, who reveals that her husband is flying to Miami on business. Bond follows him to Miami, where he kills Dimitrios, and observes Le Chiffre's henchman, Carlos, leaving for the Miami International Airport. There, Bond foils Le Chiffre's plan to destroy the prototype Skyfleet airliner while managing to kill Carlos, leaving the banker with a major financial loss, since he had shorted and bought put options on Skyfleet stock, which then expired worthless.


          Now under pressure to recoup his clients' money, Le Chiffre sets up a high-stakes poker tournament at the Casino Royale in Montenegro. Hoping that a defeat would force Le Chiffre to aid the British government in exchange for protection from his creditors, MI6 enters Bond into the tournament. He meets up with Mathis, his ally in Montenegro, and Vesper Lynd, a treasury agent, who is assigned to look after his handling of the government's $10 million buy-in. As the tournament progresses, Bond loses his initial stake and becomes enraged when Vesper refuses to authorize him to buy back in because she considers his play reckless.


          Distraught over his failure, Bond prepares to assassinate Le Chiffre when he is intercepted by one of the other players, who introduces himself as CIA officer Felix Leiter, who's also out to get Le Chiffre. Leiter believes Bond has the skill to beat Le Chiffre and offers to supply him with enough funds to re-enter the tournament in exchange for allowing the CIA custody of Le Chiffre. Back in the game, Bond rapidly recoups his losses. When Le Chiffre and his associates attempt to poison him, Bond narrowly survives due to Vesper's intervention. Bond wins the tournament on a straight flush. Following her celebratory dinner with Bond, Vesper is abducted by Le Chiffre, who uses her to lure Bond into a near-fatal car chase and ultimate capture. Le Chiffre tortures Bond for the access code to the game's winnings and when it becomes clear that Bond will not yield, Le Chiffre prepares to castrate him. At that moment Mr. White enters and executes Le Chiffre and his associates for their failure. Bond and Vesper are left alive.


          Bond awakens in a hospital on Lake Como and orders Mathis, whom Le Chiffre identified as a double agent working for him, arrested. Bond admits his love for Vesper and vows to quit the service before it strips him of his humanity. Accordingly, he posts his resignation to M and goes on a romantic holiday in Venice with Vesper. However, Bond soon learns that his poker winnings were never deposited into the Treasury's account. Realizing that Vesper has stolen them, he pursues her as she meets members of the organization she is working for into a building under renovation. Bond shoots the floatation devices supporting the structure to gain access to the building, but as he does so the foundation starts to slowly collapse into the Grand Canal. After killing the henchmen in the building, Bond finds Vesper imprisoned in an elevator. Apologizing to him tearfully, she locks herself inside as the elevator plunges under the rising waters. Bond dives in, breaks into the elevator and pulls Vesper onto the roof of the collapsed building. Despite his efforts to revive her, she has already drowned. Mr. White, watching from a balcony, walks away with the money.


          M tells Bond that Vesper had a French-Algerian boyfriend who was kidnapped and held for ransom by the organization behind Le Chiffre and White. Bond learns that she agreed to deliver the ransom money (his winnings) only if they would consent to leave Bond, as well as her boyfriend, alive. He discovers that Vesper has left Mr. White's name and number in her mobile phone for Bond to find. White, arriving at a palatial estate near Lake Como, receives a phone call and is shot in the leg. Bond appears, gun in hand, and says his trademark intro line, "The name's Bond. James Bond."


          


          Cast


          
            	Daniel Craig as James Bond: A British agent who, after being assigned 00-status, is sent on a mission to arrest a bomb maker in Madagascar, where he stumbles upon Le Chiffre's terrorist cell and is then sent to defeat him in a high-stakes poker game at Casino Royale.


            	Eva Green as Vesper Lynd: An agent for HM Treasury assigned to supervise Bond and finance his poker table exploits. She is actually affiliated to global terrorists and thought to be based on SOE agent Krystyna Skarbek.


            	Mads Mikkelsen as Le Chiffre: A banker who services many of the world's terrorists. He is a mathematical genius and chess expert, and uses these skills when playing poker.


            	Judi Dench as M: The strict head of MI6. Though she feels she has promoted Bond too soon and expresses abhorrence of his rash actions, she acts as an important maternal figure in his life.


            	Ivana Miličević as Valenka: Le Chiffre's girlfriend and henchwoman.


            	Jeffrey Wright as Felix Leiter: A quiet CIA operative participating in the poker tournament while assisting Bond. This is the first official Bond film in which Leiter is played by a black actor.


            	Giancarlo Giannini as Ren Mathis: Bond's ally in Montenegro.


            	Simon Abkarian as Alex Dimitrios: Another contractor in the international terrorist underworld and associate of Le Chiffre, based in the Bahamas.


            	Caterina Murino as Solange Dimitrios: Dimitrios's wife, whom Bond seduces. She is killed by Le Chiffre for unintentionally revealing one of his plans to Bond.


            	Isaach De Bankol as Steven Obanno: A feared leader of the Lord's Resistance Army, introduced to Le Chiffre by Mr. White to account his finances.


            	Jesper Christensen as Mr. White: A mysterious liaison for an unnamed terrorist organization.


            	Sbastien Foucan as Mollaka: A bombmaker pursued by Bond through a construction site in Madagascar.


            	Ludger Pistor as Mendel: A Swiss banker responsible for all monetary transactions during and after the poker tournament.


            	Claudio Santamaria as Carlos: A terrorist employed by Le Chiffre to blow up an aircraft.

          


          Two major exclusions from the film are the characters of Q and Miss Moneypenny. Their exclusion makes Casino Royale the second film in the series without Q ( Live and Let Die being the first), and the first without Moneypenny. In October 2005, producer Michael G. Wilson stated that the characters were not in the movie because they were not in the book, though Moneypenny was mentioned by Bond in the novel. The decision to leave Moneypenny's character out from the film coincided with the announcement by actress Samantha Bond, who had portrayed the character in the previous four films, that she would not reprise the role. Casino Royale includes a cameo by British entrepreneur Richard Branson (seen being frisked at Miami airport) The cameo was cut out of the in-flight version shown on British Airways aircraft, as was a shot of the Virgin Atlantic aircraft Branson supplied.


          


          Production


          EON Productions gained the rights for Casino Royale in 1999 after Sony Pictures Entertainment exchanged them for MGM's rights to Spider-Man. In March 2004, Neal Purvis and Robert Wade began writing a screenplay for Pierce Brosnan as Bond, aiming to bring back an Ian Fleming flavour. Paul Haggis' main contribution was to rewrite the climax of the film. He explained, "the draft that was there was very faithful to the book. And there was a confession. So in the original draft the character confessed and killed herself. And then she sent Bond to chase after the villains. And Bond chased the villains into the house. And I don't know why but I thought that Vesper had to be in the sinking house and Bond has to want to kill her and then try and save her."


          Director Quentin Tarantino expressed interest in directing an adaptation of the Casino Royale novel, though this was only a personal interest, and he did not follow this up with EON. In the June 2007 issue of GQ (UK) Tarantino confirmed his desire to make Casino Royale after Pulp Fiction. Tarantino claims to have worked behind the scenes with the Fleming family, and believes that this was the reason why filmmakers finally went ahead with Casino Royale. In February 2005, Martin Campbell was announced as the film's director. Later in 2005, Sony led a consortium that purchased MGM, allowing Sony to gain distribution rights starting with this film.


          EON admitted that they had relied too heavily on CGI effects in the more recent films, particularly Die Another Day, and were keen to accomplish the stunts in Casino Royale "the old fashioned way." In keeping with this drive for more realism, screenwriters Purvis, Wade, and Haggis wanted the script to follow as closely as possible to the original 1953 novel, keeping Fleming's darker storyline and characterization of Bond.


          Casino Royale became the first Bond film to take its title from a Fleming novel or short story since 1987's The Living Daylights. It is also the first Bond film since then not to be adapted as a novelization. Instead, a film tie-in edition of Fleming's original novel was published.


          


          Casting


          Pierce Brosnan had originally signed a deal for three films, with an option for a fourth, when he was cast in the role of James Bond. This was fulfilled with the production of Die Another Day in 2002. However, at this stage Brosnan was approaching his 50th birthday, and speculation began that the producers were seeking to replace him with a younger actor. Brosnan officially announced he was stepping down in February 2005. Throughout 2004 and 2005, a whole legion of potential new actors to portray James Bond were speculated on by the media, ranging from established Hollywood actors, such as Eric Bana, Hugh Jackman, Goran Vinjić and Clive Owen, to many unknown actors from a number of different countries. At one point producer Michael G. Wilson claimed there was a list of over 200 names being considered. English actor Colin Salmon, who had played the role of MI6 operative Charles Robinson in earlier Bond films alongside Pierce Brosnan, was also considered for the role and raised speculation that he might become the first black Bond. According to Martin Campbell, Henry Cavill was the only actor in serious contention for the role. But being only 22 years old at the time, he was considered too young.


          In May 2005, Daniel Craig announced that MGM and producers Michael G. Wilson and Barbara Broccoli had assured him that he would get the role of Bond, and Matthew Vaughn told reporters that MGM offered him the opportunity to direct, but EON Productions at that point had not approached either of them. Later, Craig stated that the producers had indeed offered him the role, but he had declined until a script was available for him to read.


          By August 2005, speculation was high that the 37-year-old Daniel Craig was being seriously considered, although full casting for the role was not actually done until September. Then, on October 14, 2005, EON Productions and Sony Pictures Entertainment confirmed to the public at a press conference in London that Daniel Craig would be the sixth actor to portray James Bond. Significant controversy followed the decision, as it was doubted if the producers had made the right choice. Throughout the entire production period Internet campaigns such as "danielcraigisnotbond.com" expressed their dissatisfaction and threatened to boycott the film in protest. Craig, unlike previous actors, was not considered by the protesters to fit the tall, dark, handsome and charismatic image of Bond to which viewers had been accustomed. The Daily Mirror ran a front page news story critical of Craig, with the headline, The Name's Bland  James Bland.


          The next important casting was that of the lead Bond girl, Vesper Lynd. Casting director Debbie McWilliams acknowledged that Hollywood actresses Angelina Jolie and Charlize Theron were strongly considered for the role and that Belgian actress Ccile de France had also auditioned, but her English accent "wasn't up to scratch." Audrey Tautou was also considered, but not chosen because of her role in The Da Vinci Code that was released in May 2006. It was announced on February 16, 2006 that French actress Eva Green would play the role of Vesper Lynd.


          


          Filming


          
            [image: Producer Michael G. Wilson and Craig in Venice during filming.]

            
              Producer Michael G. Wilson and Craig in Venice during filming.
            

          


          Principal photography for Casino Royale commenced on 30 January 2006 and concluded on 21 July 2006. The film was primarily shot at Barrandov Studios in Prague, with additional location shooting in the Czech Republic, the Bahamas, Italy, and the United Kingdom. The shooting schedule concluded at Pinewood Studios.


          Initially, Michael G. Wilson confirmed that Casino Royale would either be filmed or take place in Prague and South Africa. However, EON Productions encountered problems in securing film locations in South Africa. After no other locations became available, the producers had to reconsider their options. In September 2005, Martin Campbell and director of photography Phil Meheux were scouting Paradise Island in the Bahamas as a possible location for the film. On 6 October 2005, Martin Campbell confirmed that Casino Royale would film in the Bahamas and "maybe Italy." In addition to the extensive location filming, studio work including choreography and stunt coordination practice was performed at the Barrandov Studios in Prague and at Pinewood Studios where the film used several stages as well as the paddock tank and the historic " Albert R. Broccoli 007 Stage". Further shooting in the UK was scheduled for Dunsfold Aerodrome in Surrey, the cricket pavilion at Eton College (although that particular scene was cut from the completed movie) and the Millbrook Vehicle Proving Ground in Bedfordshire.


          One segment of the film involved the Body Worlds exhibit of plastinated human cadavers. Several well-known displays from this exhibit are shown prominently, including a Bond-appropriate poker game. Gunther von Hagens, creator of the exhibit, appears in a cameo - identified by his voice and trademark black hat - leading a tour near where Bond stabs Dimitrios.


          After Prague, the production moved to the Bahamas. Several locations around New Providence were used for filming during February and March, particularly on Paradise Island. Footage set in Mbale, Uganda was filmed at Black Park, Country Park in Buckinghamshire concluding on 4 July 2006. Additional scenes took place at Albany House, an estate owned by golfers Ernie Els and Tiger Woods. The crew returned to the Czech Republic in April, and continued there, filming in Prague, Plan and Loket, before completing in the town of Karlovy Vary in May. A famous Czech spa Karlovy Vary, in German known as the Karlsbad, was used as the exterior of the Casino Royale, with the Grandhotel Pupp serving as "Hotel Splendide". The main Italian location mentioned by Campbell was Venice, where the majority of the film's ending is set. Other scenes in the later half of the film were shot in late May and early June at the Villa del Balbianello on the shores of Lake Como. Further exterior shooting for the movie took place at properties such as the Villa la Gaeta, near the lakeside town of Menaggio.


          On 30 July 2006, a fire broke out at the 007 Stage. The damage was significant, but had no effect on the release of Casino Royale as the incident occurred one week after filming had been completed, and the sets were in the process of being dismantled. On 11 August 2006, Pinewood Studios confirmed that no attempt would be made to salvage the remains of the stage, instead it would be rebuilt from scratch.


          


          Effects


          


          In designing the credit sequence for the film, graphic designer Daniel Kleinman was inspired by the cover of the 1953 British first edition of Casino Royale, which featured Ian Fleming's original design of a playing card bordered by eight red hearts dripping with blood. Kleinman said, "The hearts not only represent cards but the tribulations of Bond's love story. So I took that as inspiration to use playing card graphics in different ways in the titles," like a club representing a puff of gun smoke, and slashed arteries spurting thousands of tiny hearts. In creating the shadow images of the sequence, Kleinman digitized the footage of Craig and the film's stuntmen on the Inferno visual effects system, at Framestore CFC in London; the actors' silhouettes were incorporated into more than 20 digitally animated scenes depicting intricate and innovative card patterns.


          For the rest of the film, Special Effects and Miniature Effects Supervisor Chris Corbould, as with the producers, wanted to return to a more realistic style of film making and significantly reduce digital effects. According to Corbould, CGI is a great tool and can be very useful, but I will fight to the tooth and nail to do something for real. Its the best way to go. Three scenes involving primarily physical effects in the film were the chase at a building site in Madagascar, the Miami Airport chase sequence, and the sinking Venetian house, with sets located on the Grand Canal and in Pinewood Studios.


          First on the schedule were the scenes on the Madagascar building site, shot in the Bahamas on the site of a derelict hotel which Michael G. Wilson had become acquainted with in 1977 during the filming of The Spy Who Loved Me. In the scene, Bond drives a digger toward the building, slamming into the concrete plinth on which Mollaka is running. The stunt team built a model and put forward several ways in which the digger could conceivably take out the concrete, including taking out the pillar underneath. A section of the concrete wall was removed to fit the digger, and reinforced with steel.


          The sequence at Miami International Airport was partly shot at the Dunsfold Aerodrome in Surrey, with some footage from the Prague and Miami airports. In filming the scene in which the engine thrust of the moving aircraft blows the police car high into the air, second unit directors Ian Lowe, Terry Madden, and Alex Witt used a crane with a strong lead cable attached to the rear bumper of the vehicle to move it up and backwards at the moment of full extension away from the plane.


          The sinking of the Venetian house at the climax of the film featured the largest rig ever built for a Bond film. For the scene involving Bond following Vesper into the house undergoing renovation supported by inflatable balloons, a tank was constructed at the 007 stage at Pinewood, consisting of a Venetian piazza and the interior of the three-story dilapidated house. The rig, weighing some 90 tons, incorporated electronics with hydraulic valves which were closely controlled by computer because of the dynamic movement within the system on its two axes. The same computer system also controlled the exterior model which the effects team built to one-third scale to film the building eventually collapsing into the Venetian canal. The model elevator within the rig could be immersed in 19feet (5.8m) of water, and utilized banks of compressors to strictly regulate movement.


          The scene involving the car crash was devised using an Aston Martin DB9  modified to look like Bond's Aston Martin DBS V12  specially modified and reinforced to withstand the impact. Due to the low centre of gravity of the vehicle, an 18-inch (450 mm) ramp had to be implemented on the road tarmac at Millbrook Proving Grounds and stunt driver Adam Kirley had to use an air cannon located behind the driver's seat to propel the car into a roll at the precise moment of impact. At a speed exceeding 70mph(113km/h), the car rotated seven times while being filmed, and was confirmed by the Guinness Book of Records on November 5, 2006 as a new world record.


          


          Music


          The soundtrack of Casino Royale, released by Sony Classical on November 14, 2006 featured music composed by veteran composer David Arnold, his fourth soundtrack for the Bond film series, while Nicholas Dodd orchestrated and conducted the score. Producers Michael G. Wilson and Barbara Broccoli announced on July 26, 2006 that Chris Cornell, who was the lead singer for Audioslave and Soundgarden, composed and performed the title song " You Know My Name".


          "You Know My Name" is the first theme song since 1983's Octopussy to use a different title than the film, and Cornell is the first male performer since a-ha in 1987's The Living Daylights. It is the fourth title theme after Dr. No, On Her Majesty's Secret Service and Octopussy, that does not make any reference to the title of the film. It is the first title song to be repeated in the end credits since "A View to a Kill". The end titles begin with the James Bond Theme, but halfway through, an abbreviated version of Cornell's song is played. The song's main notes are played throughout the film as a substitute for the James Bond theme, to represent Bond's immaturity. The classic theme only plays during the end credits to signal the end of his character arc.


          


          Release


          Casino Royale premiered at the Odeon Leicester Square, the Odeon West End and the Empire simultaneously in London on November 14, 2006. It marked the 60th Royal Film Performance and benefited the Cinema & Television Benevolent Fund (CTBF), whose patron, Queen Elizabeth II, was in attendance with the Duke of Edinburgh. It was the third James Bond premiere that the Queen had attended following You Only Live Twice (1967) and Die Another Day (2002). Along with the cast and crew, numerous celebrities and 5,000 paying guests were also in attendance with half the proceeds benefiting the CTBF.


          Only two days following the premiere, pirated copies appeared for sale in London. The rapid appearance of this film on the streets shows the sophistication and organisation behind film piracy in the UK, said Kieron Sharp, from the Federation Against Copyright Theft. Pirated copies of the DVD were selling for less than 1. Craig himself was offered such a DVD while walking anonymously through the streets of Beijing wearing a hat and glasses in order to avoid being identified.


          In January 2007, Casino Royale became the first Bond film ever to be shown in mainland Chinese cinemas. It was reported that the Chinese version was released without alteration, but it emerged that it had been edited before release, with the reference to the Cold War re-dubbed and new dialogue added during the poker scene explaining the process of Texas Hold'em, as the game is less familiar in China. Casino Royale earned approximately $11.7 million in China since its opening on January 30 on 468 screens, including a record opening weekend collection for a non-Chinese film, with $1.5 million.


          


          Box office


          The film achieved GB1.7 million of ticket sales in the UK on its first day of release. Weekend opening total in the UK was GB13,400,000. The film also opened in the Republic of Ireland with over 1,100,000 in the first 2 weeks. Altogether the film took about 4,200,000 in Ireland. From November 16 to November 19, 2006, the film took in over $40,000,000.


          Opening day estimates in the United States and Canada showed Casino Royale on top with $14,750,000, while opening weekend estimates showed it in the second place with $40,600,000, as well as earning another $42,000,000 internationally. Although Happy Feet won the overall weekend box office contest, the significance of such a comparison in earnings is problematic, as Happy Feet has little more than half the running time of Casino Royale, and therefore had significantly more screenings per day, which translates into more potential gross. A better indication of the film's relative performances is that Casino Royale, per theatre, outperformed Happy Feet, which was released in 370 more theatres. According to Box Office Mojo, Casino Royale took in, on average, $11,890 per theatre, while Happy Feet grossed $10,918 per theatre.


          Casino Royale opened at the first position in 27 countries, with a weekend gross of $43,407,886 worldwide. As of March 30, 2007 it has grossed over $593,352,994 globally, breaking both the domestic and international box office records of Die Another Day. The film held the opening weekend record in India, taking in over $3,386,987, which was the highest for a foreign language film at the time. In Russia, the film made over $4.5 million, the eighth largest opening for a non-Russian film.


          


          Home video


          Casino Royale was simultaneously released on DVD, UMD, and Blu-ray Disc on March 13, 2007. In the UK, Casino Royale was released on March 19, 2007 on DVD and Blu-ray Disc. The DVD and Blu-ray Disc releases broke sales records: the region 1 Blu-ray Disc edition became the highest selling high-definition title to date, selling more than 100,000 copies since its release. The region 2 DVD edition achieved the record of fastest selling title for its first-week release. The UK DVD has continued to sell well, with 1,622,852 copies sold since March 19. A copy of the Blu-ray Disc edition of Casino Royale was given out to the first 500,000 PAL PlayStation 3 owners who signed up to the PlayStation Network. The DVD release includes the official music video for the film, and three documentaries detailing how Daniel Craig was chosen for the role of Bond, the filming, and an expanded version of the Bond Girls Are Forever documentary incorporating new interviews with Casino Royale cast members.


          A three-disc edition of Casino Royale will be released in the United Kingdom on 30 October 2008 (and the following day in the United States). As well as features present from the 2007 release, the collector's edition contains an audio commentary, deleted scenes, featurettes and a storyboard-to-film comparison.


          


          Reception


          


          Reviews


          Critics gave the film a positive response, in particular Craig's performance and credibility. During production this had been subject to debate by the media and the public, as Craig did not appear to fit Ian Fleming's original portrait of the character as tall, dark, and suave. The Daily Telegraph compared the quality of Craig's characterization of Bond to Sean Connery's and praised the script as smartly written, noting how the film departed from the series' conventions. The Times compared the more assertive portrayal by Craig to Timothy Dalton, and praised the action as edgy, with another reviewer citing in particular the action sequence involving the cranes in Madagascar. Critics Paul Arendt of BBC Films, Kim Newman of Empire and Todd McCarthy of Variety all described Craig as the first actor to truly embody Ian Fleming's James Bond from the original novel: ironic, brutal, and cold.


          The film was similarly well received in North America. MSNBC gave the movie a perfect 5 star rating. The film was described as taking James Bond "back to his roots", similar to From Russia with Love, where the focus was on character and plot rather than the high-tech gadgets and visual effects that were strongly criticised in Die Another Day. Rotten Tomatoes gave the movie an aggregate rating of 94%, the highest rating for a wide-release of the year. It is the fifth-highest rating for a Bond film on the site behind Goldfinger which received a 95%, The Spy Who Loved Me and From Russia with Love which both received a 96%, and Dr. No, with a 97% score. Metacritic gave the movie a Metascore of 81, signifying "Universal Acclaim." Entertainment Weekly named the film as the fifth best of the series, and chose Vesper Lynd as the fourth best Bond girl in the series. Some newspaper columnists and critics were impressed enough by Craig's performance to consider him a viable candidate for an Academy Award nomination. Roger Ebert gave the film a four out of four star rating, the first for any of the James Bond films he reviewed. Ebert stated that Casino Royale answers many of the questions he had begun to ask himself about the 45-year-old series, like why no character seems to have any real emotions. Ebert also felt that this was the first Bond film that got him to care about Bond, and the rest of the characters."


          However, the film met several mixed reactions. Though American radio personality Michael Medved gave the film three stars out of four, describing it as "intriguing, audacious and very original... more believable and less cartoonish, than previous 007 extravaganzas", he commented that the "sometimes sluggish pacing will frustrate some Bond fanatics." Similarly, a reviewer for The Sun praised the film for its darkness and Craig's performance, but felt that "like the novel, it suffers from a lack of sharpness in the plot" and believed that it required additional editing, particularly the finale. Commentators such as Emanuel Levy concurred, feeling the ending was too long, and that the film's terrorist villains lacked depth, although he praised Craig and gave the film a B+ overall. Other reviewers responded negatively, including Tim Adams of The Observer who felt the film came off uncomfortably in an attempt to make the series grittier, and criticized Craig's performance with the review title "You might be shaken, but this Bond won't leave you stirred". Steve Sailer of The American Conservative also criticised the film, saying it was "mediocre in execution and bloated in conception, wrapping the usual elephantine Bond movie mechanics around Fleming's minimal plot".


          The film appeared on many critics' top ten lists of the best films of 2006.


          
            	1st - Owen Gleiberman, Entertainment Weekly


            	3rd - Empire magazine


            	3rd - Marc Moha, Portland Oregonian


            	3rd - Stephanie Zacharek, Salon.com


            	3rd - William Arnold, Seattle Post-Intelligencer


            	7th - Jack Mathews, New York Daily News


            	8th - James Berardinelli, ReelViews


            	8th - Desson Thomson, Washington Post


            	8th - Michael Phillips, Chicago Tribune


            	9th - Stephen Hunter, Washington Post


            	10th - Michael Wilmington, Chicago Tribune


            	10th - Mike Russell, Portland Oregonian

          


          


          Awards


          At the 2006 British Academy of Film and Television Arts Awards, Casino Royale won the Film Award for Best Sound (Chris Munro, Eddy Joseph, Mike Prestwood Smith, Martin Cantwell, Mark Taylor), and the Orange Rising Star Award, which was won by Eva Green. The film was nominated for eight BAFTA awards, including the Alexander Korda Award for Best British Film of the Year; Best Screenplay (Neal Purvis, Robert Wade, Paul Haggis); the Anthony Asquith Award for Best Film Music ( David Arnold); Best Cinematography (Phil Meheux); Best Editing (Stuart Baird); Best Production Design (Peter Lamont, Simon Wakefield); Best Achievement in Special Visual Effects (Steve Begg, Chris Corbould, John Paul Docherty, Ditch Doy); and Best Actor (Daniel Craig). This made Craig the first actor ever to receive a BAFTA nomination for a performance as James Bond. He also received the Evening Standard British Film Award for Best Actor.


          Casino Royale won the Excellence in Production Design Award from the Art Directors Guild, and singer Chris Cornell's "You Know My Name" won the International Press Academy Satellite Award for Best Original Song. The film was nominated for five Saturn Awards  Best Action/Adventure/Thriller Film, Best Actor (Daniel Craig), Best Supporting Actress (Eva Green), Best Writing (Purvis, Wade and Haggis) and Best Music (David Arnold). The 2006 Golden Tomato Awards named Casino Royale the Wide Release Film of the Year. Casino Royale was also nominated for, and has won, many other international awards for its screenplay, film editing, visual effects, and production design. At the 2007 Saturn Awards, the film was declared to be the Best Action/Adventure/Thriller film of 2006. Several members of the crew were also recipients of 2007 Taurus World Stunt Awards, including Gary Powell for Best Stunt Coordination and Ben Cooke, Kai Martin, Marvin Stewart-Campbell, and Adam Kirley for Best High Work.


          
            Retrieved from " http://en.wikipedia.org/wiki/Casino_Royale_(2006_film)"
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              	Coordinates

              	
            


            
              	Lake type

              	Endorheic

              Saline

              Permanent

              Natural
            


            
              	Primary inflows

              	Volga River
            


            
              	Primary outflows

              	Evaporation
            


            
              	Catchment area

              	3,626,000 km (1,400,000 sqmi)
            


            
              	Basin countries

              	Azerbaijan

              Iran

              Kazakhstan

              RussianFederation

              Turkmenistan
            


            
              	Surface area

              	371,000 km (143,200sqmi)
            


            
              	Average depth

              	184 m (604ft)
            


            
              	Water volume

              	78,200km (18,800cumi)
            


            
              	Residence time (oflakewater)

              	250 years
            


            
              	Surface elevation

              	-28 m (-92 ft)
            


            
              	References

              	
            

          


          The Caspian Sea is the largest enclosed body of water on Earth by area, variously classed as the world's largest lake or a full-fledged sea. It has a surface area of 371,000 square kilometers (143,244sqmi) and a volume of 78,200 cubic kilometers (18,761cumi). It is an endorheic body of water (has no outflows), and lies between the southern areas of the Russian Federation and northern Iran. It has a maximum depth of about 1025 meters (3,363 ft).


          It was perceived as a sea by its ancient coastal inhabitants because it is salty and seemed boundless. It has a salinity of approximately 1.2%, about a third the salinity of most seawater. According to Strabo, it is named after an ancient people called Caspians.


          


          Geological history


          Like the Black Sea and the Mediterranean, the Caspian Sea is a remnant of the Tethys Ocean. It became landlocked about 5.5 million years ago due to continental drift. The Caspian owes what reduced salinity it has to its origins as a remnant of the World Ocean. During warm and dry climatic periods, the landlocked sea has all but dried up, depositing evaporitic sediments like halite that became covered by wind-blown deposits and were sealed off as an evaporite sink when cool, wet climates refilled the basin. Due to the inflow of fresh water, the Caspian Sea is a fresh-water lake in its northern portions. It is more saline on the Iranian shore, where the catchment basin contributes little flow. Currently, the mean salinity of the Caspian is three times less than the Earth's oceans. The largely dried-up Garabogazkl embayment routinely exceeds oceanic salinity.


          


          Geography


          The Caspian Sea is the largest inland body of water in the world and accounts for 40 to 44 percent of the total lacustrine waters of the world. The coastlines of the Caspian are shared by Azerbaijan, Iran, Kazakhstan, Russia, and Turkmenistan. The Caspian is divided into three distinct physical regions: Northern, Middle, and Southern Caspian. The North-Middle boundary is the Mangyshlak threshold, which runs through Chechen Island and Cape Tiub-Karagan. The Middle-South boundary is the Apsheron threshold, which runs through Zhiloi Island and Cape Kuuli.
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              Jungles of Iran
            

          


          The divisions between the three regions are dramatic. The Northern Caspian only includes the Caspian shelf, and is characterized as very shallow; it accounts for less than one percent of the total water volume with an average depth of only five to six meters. The sea noticeably drops off towards the Middle Caspian, where the average depth is 190 meters. The Southern Caspian is the deepest, with a depth that reaches over 1000 meters. The Middle and Southern Caspian account for 33 percent and 66 percent of the total water volume, respectively. The northern portion of the Caspian Sea typically freezes in the winter, and in the coldest winters, ice will form in the south.


          Over 130 rivers provide inflow to the Caspian, with the Volga River being the largest. The Caspian also has several small islands; they are primarily located in the North and have a collective land area of roughly 2000 square kilometers. Adjacent to the North Caspian is the Caspian Depression, a low-lying region 27 meters below sea level. The Central Asian steppes stretch across the northeast coast, while the Caucasus mountains hug the Western shore. The biomes to both the north and east are characterized by cold, continental deserts. Conversely, the climate to the southwest and south are generally warm with uneven elevation due to a mix of highlands and mountain ranges; the drastic changes in climate alongside the Caspian have led to a great deal of biodiversity in the region.


          


          Fauna
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              An aerial view of the southern Caspian coast as viewed from atop the Alborz mountains in Mazandaran, Iran
            

          


          The Caspian Sea holds great numbers of sturgeon, which yield eggs that are processed into caviar. In recent years overfishing has threatened the sturgeon population to the point that environmentalists advocate banning sturgeon fishing completely until the population recovers. However, the high price of sturgeon caviar allows fisherman to afford bribes to ensure the authorities look the other way, making regulations in many locations ineffective. Caviar harvesting further endangers the fish stocks, since it targets reproductive females.


          The Caspian seal, (Phoca caspica, Pusa caspica in some sources) which is endemic to the Caspian Sea, is one of very few seal species that live in inland waters (see also Baikal seal). The area has given its name to several species of birds, including the Caspian gull and the Caspian tern. There are several species and subspecies of fish endemic to the Caspian Sea, including the Kktum (also known as Caspian white fish), Caspian roach, Caspian bream (some report that the Bream occurring in the Aral Sea is the same subspecies), and a Caspian "salmon" (a subspecies of trout, Salmo trutta caspiensis). The "Caspian salmon" is critically endangered.


          


          Hydrological characteristics
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              Iran's Northern Jungles/Rain forests created by the moisture captured from the Caspian sea and the Alborz mountain range of Iran, Gilan.
            

          


          The Caspian has characteristics common to both seas and lakes. It is often listed as the world's largest lake, though it is not a freshwater lake. The Caspian became landlocked about 5.5 million years ago due to plate tectonics. The Volga River (about 80% of the inflow) and the Ural River discharge into the Caspian Sea, but it has no natural outflow other than by evaporation. Thus the Caspian ecosystem is a closed basin, with its own sea level history that is independent of the eustatic level of the world's oceans. The level of the Caspian has fallen and risen, often rapidly, many times over the centuries. Some Russian historians claim that a medieval rising of the Caspian caused the coastal towns of Khazaria, such as Atil, to flood. In 2004, the water level was -28 metres, or 28 metres (92 ft) below sea level.


          Over the centuries, Caspian Sea levels have changed in synchronicity with the estimated discharge of the Volga, which in turn depends on rainfall levels in its vast catchment basin. Precipitation is related to variations in the amount of North Atlantic depressions that reach the interior, and they in turn are affected by cycles of the North Atlantic Oscillation. Thus levels in the Caspian sea relate to atmospheric conditions in the North Atlantic thousands of miles to the north and west. These factors make the Caspian Sea a valuable place to study the causes and effects of global climate change.


          The last short-term sea-level cycle started with a sea-level fall of 3 m from 1929 to 1977, followed by a rise of 3 m from 1977 until 1995. Since then smaller oscillations have taken place.


          


          Human history
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              The Caspian Sea, viewed from Baku, Republic of Azerbaijan.
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              The 17th Century cossak rebel and pirate Stenka Razin, on a raid in the Caspian ( Vasily Surikov, 1906).
            

          


          Discoveries in the Huto cave near the town of Behshahr, Mazandaran south of the Caspian in Iran, suggest human habitation of the area as early as 75,000 years ago.


          In classical antiquity among Greeks and Persians it was called the Hyrcanian Ocean. In Persian antiquity, as well as in modern Iran, it is known as the Khazar Sea (Persian خزر) or Mazandaran (Persian مازندران) Lake. In Turkic speaking countries it is known as the Khazar Sea. Old Russian sources call it the Khvalyn (Khvalynian) Sea after the Khvalis, inhabitants of Khwarezmia. Ancient Arabic sources refer to Bahr-e-Qazvin  the Caspian/ Qazvin Sea.


          The word Caspian is derived from the name of the Caspi (Persian کاسی), an ancient people that lived to the west of the sea in Transcaucasia. Strabo wrote that "to the country of the Albanians belongs also the territory called Caspiane, which was named after the Caspian tribe, as was also the sea; but the tribe has now disappeared". Moreover, the Caspian Gate, which is the name of a region in Tehran province of Iran, is another possible piece of evidence that they migrated to the south of the sea.


          Historic cities by the sea include


          
            	Hyrcania, ancient state in the north of Iran


            	Tamisheh, Mazandaran province of Iran


            	Anzali, Gilan province of Iran


            	Atil, Khazaria


            	Khazaran


            	Baku, Azerbaijan


            	Sumgait, Azerbaijan


            	Astara, Iran, Azerbaijan

          


          


          Cities near the Caspian Sea
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              Caspian Sea shore, Trkmenbaşy, Turkmenistan.
            

          


          Major cities by the Caspian Sea:


          
            	Astara, Azerbaijan


            	Avrora, Azerbaijan


            	Baku, Azerbaijan


            	Bank, Azerbaijan


            	Gobustan, Azerbaijan


            	Kala, Azerbaijan


            	Khudat, Azerbaijan


            	Khachmaz, Azerbaijan


            	Lankaran, Azerbaijann


            	Nabran, Azerbaijan


            	Oil Rocks, Azerbaijan


            	Sumqayit, Azerbaijan


            	Astaneh-ye Ashrafiyeh, Iran


            	Astara, Iran


            	Amol, Iran


            	Babol, Iran


            	Babolsar, Iran
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              Map of the Caspian Sea, yellow shading indicates Caspian drainage basin.
            

          


          
            	Bandar Anzali, Iran


            	Bandar Torkaman, Iran


            	Behshahr, Iran


            	Chaloos, Iran


            	Ghaem Shahr, Iran


            	Gorgan, Iran


            	Jooybar, Iran


            	Kordkuy, Iran


            	Lahijan, Iran


            	Langrud, Iran


            	Mahmood Abad, Iran


            	Neka, Iran


            	Nowshahr, Iran


            	Nur, Iran


            	Ramsar, Iran


            	Rasht, Iran


            	Rudbar, Iran


            	Rudsar, Iran


            	Sari, Iran


            	Tonekabon, Iran

          


          
            	Atyrau, Kazakhstan (formerly Guriev)


            	Aqtau, Kazakhstan (formerly Shevchenko)


            	Astrakhan, Russia


            	Derbent, Russia


            	Makhachkala, Russia


            	Trkmenbaşy, Turkmenistan (formerly Krasnovodsk)


            	Hazar, Turkmenistan (formerly eleken)


            	Esenguly, Turkmenistan


            	Garabogaz, Turkmenistan (formerly Bekdaş)

          


          


          Islands


          The Caspian Sea has numerous islands throughout. The majority of the islands are small and uninhabited islands in the North Caspian. Although the majority of the islands are uninhabited, some of them do have human settlers. Many of the islands near Azerbaijan hold significant geopolitical and economic importance, due to their oil reserves.


          Bulla Island is off the coast of Azerbaijan, and holds tremendous oil reserves. Pirallahı Island, off the Azerbaijani coast as well, also possesses oil reserves; it was one of the first places in Azerbaijain that was found to have oil, and was the first place in the Caspian Sea to have sectional drilling done. Nargin was used as a former Soviet base and is the largest island in the Baku bay. Ashuradeh is situated on the easternmost end of Miankaleh peninsula to the north east of Gorgan Bay, near the Iranian coast. It was separated from the peninsula after islanders created dug a channel.


          Various islands, particularly around Azerbaijan, have suffered extensive environmental damage due to oil production. Vulf, for example, has had its ecosystem severely damaged due to neighboring islands' oil production, although seals and other animals continue to inhabit it.


          


          Existing and proposed canals


          Although the Caspian Sea is endorheic, its main tributary, Volga, is connected by important shipping canals with the Don River (and thus the Black Sea) and with the Baltic Sea, with branch canals to Northern Dvina and to the White Sea.


          Another Caspian tributary, the Kuma River, is connected by an irrigation canal with the Don basin as well.


          


          Canals proposed in the past


          The Main Turkmen Canal, construction of which was started in 1950, would run from Nukus on the Amu-Darya to Krasnovodsk on the Caspian Sea. It would be used not only for irrigation, but also for shipping, connecting the Amu-Darya and the Aral Sea with the Caspian. The project was abandoned soon after the death of Joseph Stalin, in favour of the Qaraqum Canal, which runs on a more southerly route and does not reach the Caspian.


          Since the 1930s through the 1980s, the projects for a Pechora-Kama Canal were widely discussed, and some construction experiments using nuclear explosions were conducted in 1971. For this project, shipping was a secondary consideration; the main goal was to redirect some of the water of the Pechora River (which flows into the Arctic Ocean) via the Kama into the Volga. The goals were both irrigation and stabilizing the water level in the Caspian, which was thought to be falling dangerously fast at the time.


          


          Eurasia Canal


          In June 2007, in order to boost his oil-rich country's access to markets, Kazakhstan's President Nursultan Nazarbaev proposed a 700km link between the Caspian and Black seas. It is hoped that the "Eurasia Canal" would transform the landlocked Kazakhstan and other Central Asian countries into maritime states, enabling them to significantly increase trade volume. While the canal would traverse Russian territory, it would benefit Kazakhstan through its Caspian Sea ports. The most likely route for the canal, the officials at the Committee on Water Resources at Kazakhstan's Agriculture Ministry say, would follow the Kuma-Manych Depression, where currently a chain of rivers and lakes is already connected by an irrigation canal ( Kuma-Manych Canal). Upgrading the Volga-Don Canal would be another option.


          


          International disputes


          Negotiations related to the demarcation of the Caspian Sea have been going on for nearly a decade now among the littoral states bordering the Caspian - Azerbaijan, Russia, Kazakhstan, Turkmenistan and Iran. The status of the Caspian Sea is the key problem. There are three major issues regulated by the Caspian Sea status: access to mineral resources (oil and natural gas), access for fishing and access to international waters (through Russia's Volga river and the canals connecting it to the Black Sea and Baltic Sea). Access to the Volga River is particularly important for the landlocked states of Azerbaijan, Kazakhstan and Turkmenistan. This issue is of course sensitive to Russia, because this potential traffic will move through its territory (albeit onto the inland waterways). If a body of water is labeled as Sea then there would be some precedents and international treaties obliging the granting of access permits to foreign vessels. If a body of water is labeled merely as lake then there are no such obligations. Environmental issues are also somewhat connected to the status and borders issue.


          It should be mentioned that Russia got the bulk of the former Soviet Caspian military fleet (and also currently has the most powerful military presence in the Caspian Sea). Some assets were assigned to Azerbaijan. Kazakhstan and especially Turkmenistan got a very small share because they lack major port cities.


          
            	According to a treaty signed between Persia (Iran) and Russia, the Caspian Sea is technically a lake and it is to be divided into two sectors (Persian and Russian), but the resources (then mainly fish) would be commonly shared. The line between the two sectors was to be seen as an international border in a common lake, like Lake Albert. Also the Russian sector was sub-divided into administrative sectors of the four littoral republics.


            	After the dissolution of the Soviet Union not all of the newly independent states assumed continuation of the old treaty. At first Russia and Iran announced that they would continue to adhere to the old treaty (but they don't have a common border any more, so this is practically impossible).


            	Even though from a logistical point of view this should not be Iran's problem (since it is the old Soviet Union that has lost territories such as Azerbaijan, Turkmenistan and Kazakhstan), Iran has called for an equal division of the Caspian Sea among the five countries: Iran, Azerbaijan, Turkmenistan, Kazakhstan, and Russia. Since this has been ignored and largely suppressed by Russias military intimidation against Iran, now Iran intends to only recognize its old treaty (between Iran and Russia) and will challenge Russia to divide its 50% share among the three littoral states - Azerbaijan, Turkmenistan and Kazakhstan - at the International Tribune.

          


          Kazakhstan, Azerbaijan and Turkmenistan announced that they do not consider themselves parties to this treaty.


          
            	Later followed some proposals for common agreement between all littoral states about the status of the sea.

              
                	Azerbaijan, Kazakhstan and Turkmenistan insisted that the sectors should be based on the median line, thus giving each state a share proportional to its Caspian coastline length. Also the sectors would form part of the sovereign territory of the particular state (thus making them international borders and also allowing each state to deal with all resources within its sector as it wishes unilaterally).


                	Iran insisted that the sectors should be such that each state gets a 1/5th share of the whole Caspian Sea. This was advantageous to Iran, because it has a proportionally smaller coastline.


                	Russia proposed a somewhat compromising solution: the seabed (and thus mineral resources) to be divided along sectoral lines (along the two above-described variants), the surface (and thus fishing rights) to be shared between all states (with the following variations: the whole surface to be commonly shared; each state to receive an exclusive zone and one single common zone in the centre to be shared. The second variant is deemed not practical, because of the small size of the whole sea).

              

            

          


          
            	Current situation

          


          Russia, Kazakhstan and Azerbaijan have agreed to a solution about their sectors. There are no problems between Kazakhstan and Turkmenistan, but the latter is not actively participating, so there is no agreement either. Azerbaijan is at odds with Iran over some oil fields that the both states claim. There have been occasions where Iranian patrol boats have opened fire at vessels sent by Azerbaijan for exploration into the disputed region. There are similar tensions between Azerbaijan and Turkmenistan (the latter claims that the former has pumped more oil than agreed from a field, recognized by both parties as shared). Less acute are the issues between Turkmenistan and Iran. Regardless, the southern part of the sea remains disputed.


          
            	Russia and Kazakhstan signed a treaty, according to which, they divide the northern part of the Caspian Sea between them into two sectors along the median line. Each sector is an exclusive zone of its state. Thus all resources, seabed and surface are exclusive to the particular state.


            	Russia and Azerbaijan signed a similar treaty about their common border.


            	Kazakhstan and Azerbaijan signed a similar treaty about their common border.


            	Iran doesn't recognize the bilateral agreements between the other littoral states. Iran continues to insist on a single multilateral agreement between all five littoral states (as the only way to achieve 1/5-th share).


            	The position of Turkmenistan is unclear.

          


          After Russia adopted the median line sectoral division and the three treaties already signed between some littoral states this is looking like the realistic method for regulating the Caspian borders. The Russian sector is fully defined. The Kazakhstan sector is not fully defined, but is not disputed either. Azerbaijan's, Turkmenistan's and Iran's sectors are not fully defined. It is not clear if the issue of Volga-access to vessels from Azerbaijan and Kazakhstan is covered by their agreements with Russia and also what the conditions are for Volga-access for vessels from Turkmenistan and Iran.


          The Caspian littoral States meeting in 2007 signed an agreement that stops any ship not flying the national flag of a littoral state on Caspian waters.


          


          Transportation


          Several scheduled ferry services (including train ferries operate on the Caspian Sea, including:


          
            	a line between Turkmenbashi, Turkmenistan (formerly Krasnovodsk) and Baku, and


            	a line between Baku and Aktau.


            	several lines between unnamed cities in Iran and Russia
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              	CassiniHuygens
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              An artist's concept of Cassini
            


            
              	Organization

              	NASA/ESA/ ASI
            


            
              	Mission type

              	Fly-by, orbiter, and lander
            


            
              	Flyby of

              	Jupiter, Venus, Earth, Saturn's moons
            


            
              	Satellite of

              	Saturn
            


            
              	Launch date

              	October 15, 1997 (3953 days ago)
            


            
              	Launch vehicle

              	Titan IV-B/Centaur launch vehicle
            


            
              	NSSDC ID

              	1997-061A
            


            
              	Webpage

              	CassiniHuygens Home
            

          


          CassiniHuygens is a joint NASA/ESA/ ASI robotic spacecraft mission currently studying the planet Saturn and its moons. The spacecraft consists of two main elements: the NASA Cassini orbiter, named after the Italian-French astronomer Giovanni Domenico Cassini, and the ESA Huygens probe, named after the Dutch astronomer, mathematician and physicist Christiaan Huygens. It was launched on October 15, 1997 and entered into orbit around Saturn on July 1, 2004. On December 25, 2004 the Huygens probe separated from the orbiter at approximately 02:00 UTC; it reached Saturn's moon Titan on January 14, 2005 where it made an atmospheric descent to the surface and relayed scientific information. On April 18, 2008, NASA announced a two year extension of the mission. Cassini is the first spacecraft to orbit Saturn and the fourth to visit Saturn.


          


          Overview


          Cassini has seven primary objectives:


          
            	Determine the three-dimensional structure and dynamic behaviour of the rings of Saturn


            	Determine the composition of the satellite surfaces and the geological history of each object


            	Determine the nature and origin of the dark material on Iapetus's leading hemisphere


            	Measure the three-dimensional structure and dynamic behaviour of the magnetosphere


            	Study the dynamic behaviour of Saturn's atmosphere at cloud level


            	Study the time variability of Titan's clouds and hazes


            	Characterize Titan's surface on a regional scale

          


          The CassiniHuygens spacecraft was launched on October 15, 1997 from Cape Canaveral Air Force Station's Launch Complex 40 using a US Air Force Titan IVB/ Centaur launch vehicle. The launch vehicle was made up of a two-stage Titan IV booster rocket, two strap-on solid rocket motors, the Centaur upper stage, and a payload enclosure, or fairing. The complete Cassini flight system was composed of the launch vehicle and the spacecraft.


          The spacecraft was composed of the Cassini orbiter and the Huygens probe. The orbiter was designed to orbit Saturn and its moons for four years. The probe was to dive into the atmosphere of Titan and land on its surface, which it did early in the mission. Seventeen nations contributed to building the spacecraft. The Cassini orbiter was built and managed by NASA/ Caltech's Jet Propulsion Laboratory. The Huygens probe was built by the European Space Agency (ESA). The Italian Space Agency (ASI) provided Cassini's high-gain communication antenna, and a revolutionary compact and light-weight multimode radar (synthetic aperture radar, radar altimeter, radiometer).


          The total cost of the mission is about US$3.26 billion, including $1.4 billion for pre-launch development, $704 million for mission operations, $54 million for tracking and $422 million for the launch vehicle. The US contributed $2.6 billion, ESA $500 million and ASI $160 million.


          The nominal end of the mission is in 2008 but an extension to the mission until 2010 was approved. It is possible that funding will be granted for additional extensions.


          A list of CassiniHuygens abbreviations is available.


          


          History


          
            [image: Launch occurred at 4:43 a.m. EDT (8:43 UTC) on October 15, 1997 from Launch Complex 40 at Cape Canaveral Air Force Station, Florida]

            
              Launch occurred at 4:43 a.m. EDT (8:43 UTC) on October 15, 1997 from Launch Complex 40 at Cape Canaveral Air Force Station, Florida
            

          


          CassiniHuygens's origins date to 1982, when the European Science Foundation and the American National Academy of Sciences formed a working group to investigate future cooperative missions. Two European scientists suggested a paired Saturn Orbiter and Titan Probe as a possible joint mission. In 1983, NASA's Solar System Exploration Committee recommended the same Orbiter and Probe pair as a core NASA project. NASA and the European Space Agency (ESA) performed a joint study of the potential mission from 1984 to 1985. ESA continued with its own study in 1986, while American astronaut Sally Ride, in her influential 1987 report " NASA Leadership and America's Future in Space," also examined and approved of the Cassini mission.


          While Ride's report described the Saturn orbiter and probe as a NASA solo mission, in 1988 the Associate Administrator for Space Science and Applications of NASA Len Fisk returned to the idea of a joint NASA and ESA mission. He wrote to his counterpart at the ESA, Roger Bonnet, strongly suggesting that the ESA choose the Cassini mission from the three candidates at hand and promising that NASA would commit to the mission as soon as ESA did.


          At the time, NASA was becoming more sensitive to the strain that had developed between the American and European space programs as a result of European perceptions that NASA had not treated it like an equal during previous collaborations. NASA officials and advisers involved in promoting and planning CassiniHuygens attempted to correct this trend by stressing their desire to evenly share any scientific and technology benefits resulting from the mission. In part, this newfound spirit of cooperation with Europe was driven by a sense of competition with the Soviet Union, which had begun to cooperate more closely with Europe as the ESA drew further away from NASA.


          The collaboration not only improved relations between the two space programs but also helped CassiniHuygens survive congressional budget cuts in the United States. CassiniHuygens came under fire politically in both 1992 and 1994, but NASA successfully persuaded the U.S. Congress that it would be unwise to halt the project after the ESA had already poured funds into development because frustration on broken space exploration promises might spill over into other areas of foreign relations. The project proceeded politically smoothly after 1994, although, as noted below, citizens' groups concerned about its potential environmental impact attempted to derail it through protests and lawsuits until and past its 1997 launch.


          


          Spacecraft design
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          The spacecraft was originally planned to be the second three-axis stabilized, RTG-powered Mariner Mark II, a class of spacecraft developed for missions beyond the orbit of Mars. Cassini was being developed together with the Comet Rendezvous Asteroid Flyby (CRAF) spacecraft, but various budget cuts and rescopings of the project forced NASA to terminate CRAF development in order to save Cassini. As a result, the Cassini spacecraft became a more specialized design, canceling the implementation of the Mariner Mark II series.


          The spacecraft, including the orbiter and the probe, is the largest and most complex interplanetary spacecraft built to date. The orbiter has a mass of 2,150 kg (4,739 lbs), the probe 350 kg (770 lbs). With the launch vehicle adapter and 3,132 kg (6,900 lbs) of propellants at launch, the spacecraft had a mass of about 5,600 kg (12,345 lbs). Only the two Phobos spacecraft sent to Mars by the Soviet Union were heavier. The Cassini spacecraft is more than 6.8meters (22ft) high and more than 4meters (13ft) wide. The complexity of the spacecraft is necessitated both by its trajectory (flight path) to Saturn, and by the ambitious program of scientific observations once the spacecraft reaches its destination. It functions with 1,630 interconnected electronic components, 22,000 wire connections, and over 14kilometers (8.7mi) of cabling.


          Now that Cassini is orbiting Saturn, it is between 8.2 and 10.2 astronomical units from Earth. Because of this, it takes between 68 to 84 minutes for signals to travel from Earth to the spacecraft, and vice versa. Thus, ground controllers cannot give "real-time" instructions to the spacecraft, either for day-to-day operations or in cases of unexpected events. Even if they respond immediately after becoming aware of a problem, nearly three hours will have passed before the satellite receives a response.


          


          Instruments


          Cassini's instrumentation consists of: a synthetic aperture RADAR mapper, a charge-coupled device imaging system, a visible/ infrared mapping spectrometer, a composite infrared spectrometer, a cosmic dust analyzer, a radio and plasma wave experiment, a plasma spectrometer, an ultraviolet imaging spectrograph, a magnetospheric imaging instrument, a magnetometer and an ion/neutral mass spectrometer. Telemetry from the communications antenna and other special transmitters (an S-band transmitter and a dual-frequency Ka-band system) will also be used to make observations of the atmospheres of Titan and Saturn and to measure the gravity fields of the planet and its satellites.


          
            	Cassini Plasma Spectrometer (CAPS)


            	The CAPS is a direct sensing instrument that measures the energy and electrical charge of particles that the instrument encounters, (the amount of electrons and protons in the particle). CAPS will measure the molecules originating from Saturn's ionosphere and also determine the configuration of Saturn's magnetic field. CAPS will also investigate plasma in these areas as well as the solar wind within Saturn's magnetosphere.

          


          
            	Cosmic Dust Analyzer (CDA)


            	The CDA is a direct sensing instrument that measures the size, speed, and direction of tiny dust grains near Saturn. Some of these particles are orbiting Saturn, while others may come from other solar systems. The CDA on the orbiter is designed to learn more about these mysterious particles, the materials in other celestial bodies and potentially about the origins of the universe.

          


          
            	Composite Infrared Spectrometer (CIRS)


            	The CIRS is a remote sensing instrument that measures the infrared light coming from an object to learn about its temperature, thermal properties and composition. Throughout the CassiniHuygens mission, CIRS will measure infrared emissions from atmospheres, rings and surfaces in the vast Saturn system. It will map the atmosphere of Saturn in three dimensions to determine temperature and pressure profiles with altitude, gas composition, and the distribution of aerosols and clouds. It will also measure thermal characteristics and the composition of satellite surfaces and rings.

          


          
            	Ion and Neutral Mass Spectrometer (INMS)


            	The INMS is a direct sensing instrument that analyzes charged particles (like protons and heavier ions) and neutral particles (like atoms) near Titan and Saturn to learn more about their atmospheres. INMS is intended also to measure the positive ion and neutral environments of Saturn's icy satellites and rings.

          


          
            	Imaging Science Subsystem (ISS)


            	The ISS is a remote sensing instrument that captures images in visible light, and some in infrared and ultraviolet light. Scientists expect that ISS will return hundreds of thousands of images of Saturn and its rings and moons. ISS has a wide angle camera (WAC), that can take broad pictures, and a narrow angle camera (NAC), that can record small areas in fine detail. Each camera uses a sensitive charge-coupled device (CCD) as its detector. Each CCD consists of a 1,024 square array of pixels, 12 m on a side. The camera's system allows for many data collection modes, including on-chip data compression. The cameras are fitted with spectral filters that rotate on a wheelto view different bands within the electromagnetic spectrum ranging from 0.2 to 1.1m.

          


          
            	Dual Technique Magnetometer (MAG)


            	The MAG is a direct sensing instrument that measures the strength and direction of the magnetic field around Saturn. The magnetic fields are generated partly by the intensely hot molten core at Saturn's centre. Measuring the magnetic field is one of the ways to probe the core, even though it is far too hot and deep to visit. MAG aims to develop a three-dimensional model of Saturn's magnetosphere, and determine the magnetic state of Titan and its atmosphere, and the icy satellites and their role in the magnetosphere of Saturn.

          


          
            	Magnetospheric Imaging Instrument (MIMI)


            	The MIMI is both a direct and remote sensing instrument that produces images and other data about the particles trapped in Saturn's huge magnetic field, or magnetosphere. This information will be used to study the overall configuration and dynamics of the magnetosphere and its interactions with the solar wind, Saturn's atmosphere, Titan, rings, and icy satellites.

          


          
            	Radio Detection and Ranging Instrument (RADAR)


            	The RADAR is a remote active and remote passive sensing instrument that will produce maps of Titan's surface. It measures the height of surface objects (like mountains and canyons) by sending radio signals that bounce off Titan's surface and timing their return. Radio waves can penetrate the thick veil of haze surrounding Titan. The RADAR will listen for radio waves that Saturn or its moons may be producing.

          


          
            	Radio and Plasma Wave Science instrument (RPWS)


            	The RPWS is a direct and remote sensing instrument that receives and measures radio signals coming from Saturn, including the radio waves given off by the interaction of the solar wind with Saturn and Titan. RPWS is to measure the electric and magnetic wave fields in the interplanetary medium and planetary magnetospheres. It will also determine the electron density and temperature near Titan and in some regions of Saturn's magnetosphere. RPWS studies the configuration of Saturn's magnetic field and its relationship to Saturn Kilometric Radiation (SKR), as well as monitoring and mapping Saturn's ionosphere, plasma, and lightning from Saturn's (and possibly Titan's) atmosphere.

          


          
            	Radio Science Subsystem (RSS)


            	The RSS is a remote sensing instrument that uses radio antennas on Earth to observe the way radio signals from the spacecraft change as they are sent through objects, such as Titan's atmosphere or Saturn's rings, or even behind the Sun. The RSS also studies the compositions, pressures and temperatures of atmospheres and ionospheres, radial structure and particle size distribution within rings, body and system masses and gravitational waves. The instrument uses the spacecraft X-band communication link as well as S-band downlink and Ka-band uplink and downlink.

          


          
            	Ultraviolet Imaging Spectrograph (UVIS)


            	The UVIS is a remote sensing instrument that captures images of the ultraviolet light reflected off an object, such as the clouds of Saturn and/or its rings, to learn more about their structure and composition. Designed to measure ultraviolet light over wavelengths from 55.8 to 190 nm, this instrument is also a valuable tool to help determine the composition, distribution, aerosol particle content and temperatures of their atmospheres. Unlike other types of spectrometer, this sensitive instrument can take both spectral and spatial readings. It is particularly adept at determining the composition of gases. Spatial observations take a wide-by-narrow view, only one pixel tall and 60 pixels across. The spectral dimension is 1,024 pixels per spatial pixel. Also, it can take many images that create movies of the ways in which this material is moved around by other forces.

          


          
            	Visible and Infrared Mapping Spectrometer (VIMS)


            	The VIMS is a remote sensing instrument that captures images using visible and infrared light to learn more about the composition of moon surfaces, the rings, and the atmospheres of Saturn and Titan. It is made up of two cameras in one: one used to measure visible light, the other infrared. VIMS measures reflected and emitted radiation from atmospheres, rings and surfaces over wavelengths from 350 to 5100 nm, to help determine their compositions, temperatures and structures. It also observes the sunlight and starlight that passes through the rings to learn more about their structure. Scientists plan to use VIMS for long-term studies of cloud movement and morphology in the Saturn system, to determine Saturn's weather patterns.

          


          


          Huygens probe


          The Huygens probe, supplied by the European Space Agency (ESA) and named after the Dutch 17th century astronomer Christiaan Huygens, scrutinized the clouds, atmosphere, and surface of Saturn's moon Titan in its descent on January 15, 2005. It was designed to enter and brake in Titan's atmosphere and parachute a fully instrumented robotic laboratory down to the surface.


          The probe system consisted of the probe itself which descended to Titan, and the probe support equipment (PSE) which remained attached to the orbiting spacecraft. The PSE includes electronics that tracks the probe, recovers the data gathered during its descent, and processes and delivers the data to the orbiter that transmits it to Earth. The data was transmitted by a radio link between Huygens and Cassini provided by Probe Data Relay Subsystem (PDRS). As the probe's mission cannot be telecommanded from Earth because of the great distance, it is automatically managed by the Command Data Management Subsystem (CDMS). The PDRS and CDMS were provided by the Italian Space Agency (ASI).


          


          Important events and discoveries


          


          Venus and cruise to Jupiter


          Cassini performed two gravity-assist flybys of Venus on April 26, 1998 and June 24, 1999.
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          On August 18, 1999 at 03:28 UTC Cassini did a gravity-assist flyby of Earth. An hour and 20 minutes before closest approach, Cassini made the closest approach to the Moon at 377,000 km, and took a series of calibration images.


          On Jan. 23, 2000, Cassini performed a flyby of Asteroid 2685 Masursky around 10:00 UTC. Cassini took images 5 to 7 hours before at 1.6 million km distance and estimated a diameter of 15 to 20 km.


          


          Jupiter flyby


          Cassini made its closest approach to Jupiter on December 30, 2000, and made many scientific measurements. About 26,000 images of Jupiter were taken during the months-long flyby. It produced the most detailed global colour portrait of Jupiter yet (see image at right), in which the smallest visible features are approximately 60 km (40 miles) across.


          The New Horizons mission to Pluto captured more recent images of Jupiter, with a closest approach on February 28th, 2007.
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          A major finding of the flyby, announced on March 6, 2003, was of Jupiter's atmospheric circulation. Dark "belts" alternate with light "zones" in the atmosphere, and scientists had long considered the zones, with their pale clouds, to be areas of upwelling air, partly because many clouds on Earth form where air is rising. But analysis of Cassini imagery showed that individual storm cells of upwelling bright-white clouds, too small to see from Earth, pop up almost without exception in the dark belts. According to Anthony Del Genio of NASA's Goddard Institute for Space Studies, "the belts must be the areas of net-rising atmospheric motion on Jupiter, [so] the net motion in the zones has to be sinking."


          Other atmospheric observations included a swirling dark oval of high atmospheric-haze, about the size of the Great Red Spot, near Jupiter's north pole. Infrared imagery revealed aspects of circulation near the poles, with bands of globe-encircling winds, with adjacent bands moving in opposite directions.


          The same announcement also discussed the nature of Jupiter's rings. Light scattering by particles in the rings showed the particles were irregularly shaped (rather than spherical) and likely originate as ejecta from micrometeorite impacts on Jupiter's moons, probably Metis and Adrastea.


          


          Test of Einstein's theory of general relativity


          On October 10, 2003, the Cassini science team announced the results of a test of Einstein's theory of general relativity, using radio signals from the Cassini probe. The researchers observed a frequency shift in the radio waves to and from the spacecraft, as those signals traveled close to the Sun. According to the theory of general relativity, a massive object like the Sun causes space-time to curve, and a beam of radio waves (or light) that passes by the Sun has to travel farther because of the curvature. The extra distance that the radio waves travel from Cassini past the Sun to Earth delays their arrival; the amount of the delay provides a sensitive test of the predictions of Einstein's theory. Although deviations from general relativity are expected in some cosmological models, none were found in this experiment. Past tests were in agreement with the theoretical predictions with an accuracy of one part in one thousand. The Cassini experiment improved this to about 20 parts in a million, with the data still supporting Einstein's theory.
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          New moons of Saturn
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          Using images taken by Cassini, three new moons of Saturn were discovered in 2004. They are very small and were given the provisional names S/2004 S 1, S/2004 S 2 and S/2004 S 5 before being named Methone, Pallene and Polydeuces at the beginning of 2005.


          On May 1, 2005, a new moon was discovered by Cassini in the Keeler gap. It was given the designation S/2005 S 1 before being named Daphnis. The only other known moon inside Saturn's ring system is Pan.
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          Phoebe flyby


          On June 11, 2004, Cassini flew by the moon Phoebe. This was the first opportunity for close-up studies of this moon since the Voyager 2 flyby. It also was Cassini's only possible flyby for Phoebe due to the mechanics of the available orbits around Saturn.


          First close up images were received on June 12, 2004, and mission scientists immediately realized that the surface of Phoebe looks different from asteroids visited by spacecraft. Parts of the heavily cratered surfaces look very bright in those pictures, and it is currently believed that a large amount of water ice exists under its immediate surface.


          


          Saturn rotation


          In an announcement on June 28, 2004 Cassini scientists described the measurement of the rotational period of Saturn. Since there are no fixed features on the surface that can be used to obtain this period, the repetition of radio emissions was used. These new data agree with the latest values measured from Earth, and constitute a puzzle to the scientists. It turns out that the radio rotational period has changed since it was first measured in 1980 by Voyager, and that it is now 6 minutes longer. This doesn't indicate a change in the overall spin of the planet, but is thought to be due to movement of the source of the radio emissions to a different latitude, at which the rotation rate is different.


          


          Orbiting Saturn


          On July 1, 2004, the spacecraft flew through the gap between the F and G rings and achieved orbit, after a seven year voyage. It is the first spacecraft to ever orbit Saturn.


          The Saturn Orbital Insertion (SOI) maneuver performed by Cassini was complex, requiring the craft to orient its High-Gain Antenna away from Earth and along its flight path, to shield its instruments from particles in Saturn's rings. Once the craft crossed the ring plane, it had to rotate again to point its engine along its flight path, and then the engine fired to decelerate the craft and allow Saturn to capture it. Cassini was captured by Saturn's gravity at around 8:54 p.m. Pacific Daylight Time on June 30, 2004. During the maneuver Cassini passed within 20,000km (13,000 miles) of Saturn's cloud tops.


          


          Titan flybys
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          Cassini had its first distant flyby of Saturn's largest moon, Titan, on July 2, 2004, only a day after orbit insertion, when it approached to within 339,000 kilometers (211,000 miles) of Titan and provided the best look at the moon's surface to date. Images taken through special filters (able to see through the moon's global haze) showed south polar clouds thought to be composed of methane and surface features with widely differing brightness. On October 27, 2004 the spacecraft executed the first of the 45 planned close flybys of Titan when it flew a mere 1,200 kilometers above the moon. Almost four gigabits of data were collected and transmitted to Earth, including the first radar images of the moon's haze-enshrouded surface. It revealed the surface of Titan (at least the area covered by radar) to be relatively level, with topography reaching no more than about 50 meters in altitude. The flyby provided a remarkable increase in imaging resolution over previous coverage. Images with up to 100 times higher resolution were taken and are typical of resolutions planned for subsequent Titan flybys.


          


          Huygens encounter with Titan


          Cassini released the Huygens probe on December 25, 2004, by means of a spring. It entered the atmosphere of Titan on January 14, 2005. It landed on solid ground with no liquids in view. Although Cassini successfully relayed 350 of the pictures that it received from Huygens of its descent and landing site, a software error failed to turn on one of the Cassini receivers and caused the loss of the other 350 pictures.


          


          Enceladus flybys


          During the first two close flybys of the moon Enceladus in 2005, Cassini discovered a "deflection" in the local magnetic field that is characteristic for the existence of a thin but significant atmosphere. Other measurements obtained at that time point to ionized water vapor as being its main constituent. Cassini also observed water ice geysers erupting from the south pole of Enceladus, which gives more credibility to the idea that Enceladus is supplying the particles of Saturn's E ring. Mission scientists hypothesize that there may be pockets of liquid water near the surface of the moon that fuel the eruptions, making Enceladus one of the few bodies in our solar system to contain liquid water.


          On March 12, 2008, Cassini made a close fly-by of Enceladus, getting within 50 km of the moon's surface.. The spacecraft passed through the plumes extending from its southern geysers, detecting water, carbon dioxide and various hydrocarbons with its mass spectrometer, while also mapping surface features that are at much higher temperature than their surroundings with the infrared spectrometer. Cassini was unable to collect data with its cosmic dust analyzer due to an unknown software malfunction. The probe will pass near Enceladus again later in 2008, and could make another attempt to collect the data.


          


          Radio occultations of Saturn's rings


          In May 2005, Cassini began a series of occultation experiments, to measure the size-distribution of particles in Saturn's rings, and measure the atmosphere of Saturn itself. For over 4 months, Cassini completed orbits designed for this purpose. During these experiments, Cassini flew behind the ring plane of Saturn, as seen from Earth, and transmitted radio waves through the particles. The radio signals were received on Earth, where the frequency, phase, and power of the signal was analyzed to help determine the structure of the rings.


          


          Spoke phenomenon verified


          In images captured September 5, 2005, Cassini finally detected spokes in Saturn's rings, hitherto seen only by famed visual observer Stephen James O'Meara in 1977 and later confirmed by the Voyager spacecraft in the early 1980s. The exact cause of the spokes is not yet understood; some models predicted spokes would not be visible again until 2007.


          


          Lakes of Titan
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          Radar images obtained on July 21, 2006 appear to show lakes of liquid hydrocarbon (such as methane and ethane) in Titan's northern latitudes. This is the first discovery of currently-existing lakes anywhere besides Earth. The lakes range in size from about a kilometer to one which is one hundred kilometers across.
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          On March 13, 2007, JPL announced that it found strong evidence of seas of methane and ethane in the northern hemisphere. At least one of these is larger than any of the Great Lakes in North America.


          


          Saturn hurricane


          In November 2006, scientists discovered a storm at the south pole of Saturn with a distinct eyewall. This is characteristic of a hurricane on Earth and had never been seen on another planet before. Unlike a hurricane, the storm appears to be stationary at the pole. The storm is 8,000kilometers (5,000mi) across, 70kilometres (43mi) high with winds blowing 560kilometers per hour (350mph).


          


          Iapetus flyby


          On September 10, 2007, Cassini completed its flyby of the strange, two-toned, walnut-shaped moon, Iapetus. Images were taken from 1,000miles (1,600km) above the surface. As it was sending the images back to Earth, it was hit by a cosmic ray which forced it to temporarily enter safe mode. All of the data from the flyby was recovered.


          


          Extended mission


          On April 15, 2008, Cassini received funding for a two-year extended mission. It will consist of 60 more orbits of Saturn, and will include 23 more Titan flybys, seven of Enceladus, and one each of Dione, Rhea, and Helene.


          


          Trajectory
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          The image above displays the initial gravity-assist trajectory of CassiniHuygens. This is the process whereby an insignificant mass approaches a significant mass 'from behind' and 'steals' some of its orbital energy. The significant mass, usually a planet, loses a very small proportion of its orbital energy to the insignificant mass, in this case, the probe. However, due to the spacecraft's small mass, this energy transfer gives it a relatively large energy increase in proportion to its orbital energy, speeding its travel through space.


          CassiniHuygens performed two gravity assists at Venus, one at Earth and one at Jupiter.
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          The above simplified diagram shows, in two dimensions, the orbital motion of CassiniHuygens on and after arrival at Saturn.


          
            [image: Cassini's speed relative to the Sun. The various gravitational slingshots form visible peaks on the left, while the periodic variation on the right is caused by the spacecraft's orbit around Saturn. The data came from the JPL Horizons Ephemeris System in 2005. The speed above is instantaneous distance in kilometers per second. The date/time is UTC in Spacecraft Event Time, which is from 1997-Oct-16 00:00:01 to 2008-Jul-06 23:59:59 UTC, two leap seconds during this period. Note also that the minimum velocity achieved during Saturnian orbit is more or less equal to Saturn's own orbital velocity, which is the ~5km/s velocity which Cassini matched to enter orbit.]
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          Glossary of Terms


          
            
              	AACS: Attitude and Articulation Control Subsystem


              	ACS: Attitude Control Subsystem


              	AFC: AACS Flight Computer


              	ARWM: Articulated Reaction Wheel Mechanism


              	ASI: Agenzia Spaziale Italiana, the Italian space agency


              	BIU: bus interface unit


              	CAM: Command Approval Meeting


              	CDS: Command and Data Subsystem - Cassini computer that commands and collects data from the instruments


              	CICLOPS: Cassini Imaging Central Laboratory for Operations


              	CIMS: Cassini Information Management System


              	DCSS: Descent Control Subsystem


              	DSCC: Deep Space Communications Centre


              	DSN: Deep Space Network (large antennas around the earth)


              	DTSTART: Dead Time Start


              	ELS: Electron Spectrometer (part of CAPS instrument)


              	ERT: Earth-received time, UTC of an event


              	ESOC: European Space Operations Centre


              	FSW: flight software


              	HGA: High Gain Antenna


              	HMCS: Huygens Monitoring and Control System


              	HPOC: Huygens Probe Operations Centre


              	IBS: Ion Beam Spectrometer (part of CAPS instrument)


              	IEB: Instrument Expanded Blocks (instrument command sequences)


              	IMS: Ion Mass Spectrometer (part of CAPS instrument)


              	ITL: Integrated Test Laboratory - spacecraft simulator


              	IVP: Inertial Vector Propagator


              	LGA: Low Gain Antenna


              	NAC: Narrow Angle Camera


              	OTM: Orbit Trim Maneuver


              	PDRS: Probe Data Relay Subsystem


              	PHSS: Probe Harness SubSystem


              	POSW: Probe On-Board Software


              	PPS: Power and Pyrotechnic Subsystem


              	PRA: Probe Relay Antenna


              	PSA: Probe Support Avionics


              	PSIV: Preliminary Sequence Integration and Validation


              	PSE: probe support equipment


              	RCS: Reaction Control System


              	RFS: Radio Frequency Subsystem


              	RPX: ring plane crossing


              	RWA: Reaction Wheel Assembly


              	SCET: Spacecraft Event Time


              	SCR: sequence change requests


              	SKR: Saturn Kilometric Radiation


              	SOI: Saturn Orbit Insertion ( 1 July 2004)


              	SOP: Science Operations Plan


              	SSPS: Solid State Power Switch


              	SSR: Solid State Recorder


              	SSUP: Science and Sequence Update Process


              	TLA: Thermal Louver Assemblies


              	USO: UltraStable Oscillator)


              	VRHU: Variable Radioisotope Heater Units


              	WAC: Wide Angle Camera
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Struthioniformes

                  


                  
                    	Family:

                    	Casuariidae

                  


                  
                    	Genus:

                    	Casuarius

                    Brisson, 1760
                  

                

              
            


            
              	Species
            


            
              	
                Casuarius casuarius

                Casuarius unappendiculatus

                Casuarius bennetti

              
            

          


          Cassowaries ( genus Casuarius) are very large flightless birds native to the tropical forests of New Guinea and northeastern Australia. Some nearby islands also have small cassowary populations, but it is not known if these are natural or the result of the New Guinea trade in young birds. They are frugivorous; fallen fruit and fruit on low branches is the mainstay of their diet. They also eat fungi, snails, insects, frogs, snakes and other small animals. They are a keystone species of rain forests because they eat fallen fruit whole and distribute seeds across the jungle floor via excrement.


          


          Taxonomy and evolution


          Cassowaries (from the Indonesian name kasuari) are part of the ratite group, which also includes the emu, rhea, ostrich, moa (now extinct), and kiwi. There are three species recognized today:


          
            	Southern Cassowary or Double-wattled cassowary C. casuarius of Australia and New Guinea.


            	Dwarf Cassowary C. bennetti of New Guinea and New Britain.


            	Northern Cassowary C. unappendiculatus of New Guinea.

          


          The evolutionary history of cassowaries, as of all ratites, is not well known. A fossil species was reported from Australia, but for reasons of biogeography this assignment is not certain and it might belong to the prehistoric "emuwaries", Emuarius, which were cassowary-like primitive emus.


          Cassowaries are aggressive birds that nest on the ground. The Cassowary is the second largest flightless bird on the planet, second only to the ostrich. Although the Australian Emu can stand taller, it's overall size and weight is less than the Cassowary.


          


          Description


          The Northern and Dwarf Cassowaries are not well known. All cassowaries are usually shy birds of the deep forest, adept at disappearing long before a human knows they are there. Even the more accessible Southern Cassowary of the far north Queensland rain forests is not well understood.


          The Southern Cassowary is the largest land creature in Australia and the second heaviest extant bird in the world after the ostrich. It is third tallest after the ostrich and emu.


          Females are bigger and more brightly coloured. Adult Southern Cassowaries are 1.5 to 1.8 m (5 to 6 feet) tall, although some females may reach 2 m (6 feet 8 inches), and weigh about 70 kilograms (154 pounds).


          A cassowary's three- toed feet have sharp claws; the dagger-like middle claw is 120 mm (5 inches) long. This claw is particularly dangerous since the Cassowary can use it to kill an enemy, disembowelling it with a single kick. They can run up to 50 km/h (32 mph) through the dense forest. They can jump up to 1.5 m (5 feet) and they are good swimmers.
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          All three species have horn-like crests called casques on their heads. These consist of "a keratinous skin over a core of firm, cellular foam-like material". Several purposes for the casques have been proposed. One possibility is that they are secondary sexual characteristics. Other suggestions include that they are used to batter through underbrush, as a weapon for dominance disputes, or as a tool for pushing aside leaf litter during foraging. The latter three are disputed by biologist Andrew Mack on the basis of personal observation. However, the earlier article by Crome and Moore says that the birds do lower their heads when they are running "full tilt through the vegetation, brushing saplings aside and occasionally careening [sic] into small trees. The casque would help protect the skull from such collisions." Mack and Jones also speculate that the casques play a role in either sound reception or acoustic communication. This is related to their discovery that at least the Dwarf Cassowary and Southern Cassowary produce very-low frequency sounds, which may aid in communication in dense rainforest. This "boom" is the lowest known bird call, and is on the edge of human hearing.



          Females lay three to eight large, pale green-blue eggs in each clutch. These eggs measure about 9 by 14 cm (3 by 5 inches)  only ostrich and emu eggs are larger. The female does not care for the eggs or the chicks; the male incubates the eggs for two months, then cares for the brown-striped chicks for nine months, defending them fiercely against all potential predators, including humans.


          


          Threats


          Loss of habitat owing to the destruction of rainforest over the last 100 years has been the major factor in the decline of the Cassowary. For the last 20 years Mission Beach has experienced the greatest amount of lowland rainforest clearing in Australia. In the Mission Beach area alone, Cassowaries have lost about 50% of their critical habitat in the past ten years. The survival of many rainforest trees is tied to the Cassowary's survival.


          Traffic is another big problem. Between 1st July and 30th September 2003 one Sub Adult bird was killed by a car in the Mission Beach area despite reduced speed limits, big warning signs and recent road improvements intended to make the roads safer for Cassowaries.


          Hand feeding of Cassowaries poses a big threat to their survival. In suburban areas the birds are more susceptible to vehicles and dogs. Contact with humans encourages Cassowaries to take most unsuitable food from picnic tables.


          Feral pigs are a huge problem. They probably destroy nests and eggs; but their worst effect is as competitors for food, which could be catastrophic for the Cassowaries during lean times. Pigs also contaminate water sources.


          Dogs chase the birds away from potential food sources in suburban areas.


          


          Interactions with humans


          The 2004 edition of the Guinness World Records lists the cassowary as the world's most dangerous bird. Normally cassowaries are very shy but when disturbed can lash out dangerously with their powerful legs. During World War II American and Australian troops stationed in New Guinea were warned to steer clear of the birds. They are capable of inflicting fatal injuries to an adult human. Usually, attacks are the result of provocation. Wounded or cornered birds are particularly dangerous. Cassowaries, deftly using their surroundings to conceal their movements, have been known to out-flank organized groups of human predators. Cassowaries are considered to be one of the most dangerous animals to keep in zoos, based on the frequency and severity of injuries incurred by zookeepers.


          


          Role in seed dispersal and germination
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          Cassowaries feed on the fruits of several hundred rainforest species and usually pass viable seeds in large dense scats. They are known to disperse seeds over distances greater than a kilometre, and thus probably play an important role in the ecosystem. Germination rates for seeds of the rare Australian rainforest tree Ryparosa were found to be much higher after passing through a cassowary's gut (92% versus 4%). 
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          The Latin word castra, with its singular castrum, was used by the ancient Romans to mean buildings or plots of land reserved to or constructed for use as a military defensive position. As the word appears in both Oscan and Umbrian (dialects of Italic) as well as in Latin, it probably descended from Indo-European to Italic. The terms Roman Camp and Roman Fort are commonly used for castra.


          


          Types of castra
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          The best known type of castra is the camp, a military town designed to house and protect the soldiers and their equipment and supplies when they were not fighting or marching. Regulations required a major unit in the field to retire to a properly constructed camp every day. "...as soon as they have marched into an enemy's land, they do not begin to fight till they have walled their camp about; nor is the fence they raise rashly made, or uneven; nor do they all abide ill it, nor do those that are in it take their places at random; but if it happens that the ground is uneven, it is first leveled: their camp is also four-square by measure, and carpenters are ready, in great numbers, with their tools, to erect their buildings for them." To this end a marching column ported the equipment needed to build and stock the camp in a baggage train of wagons and on the backs of the soldiers.


          Camps were the responsibility of engineering units to which specialists of many types belonged, officered by architecti, "chief engineers", who requisitioned manual labor from the soldiers at large as required. They could throw up a camp under enemy attack in as little as a few hours. Judging from the names, they probably used a repertory of camp plans, selecting the one appropriate to the length of time a legion would spend in it: tertia castra, quarta castra, etc., "a camp of three days", "four days", etc.


          More permanent camps were castra stativa, "standing camps." The least permanent of these were castra aestiva or aestivalia, "summer camps", in which the soldiers were housed sub pellibus or sub tentoriis, "under tents". Summer was the campaign season. For the winter the soldiers retired to castra hiberna containing barracks of more solid materials, public buildings and stone walls.


          The camp allowed the Romans to keep a rested and supplied army in the field. Neither the Celtic nor Germanic armies had this capability: they found it necessary to disperse after only a few days; meanwhile, their open camps invited attack when they were least prepared.
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          The Castra's unique structure also defended from attacks.


          


          Etymology


          The American Heritage Dictionary, following Julius Pokorny, lists *kes-, "cut", as the root. One castrum was a reservation of land "cut off" for military use. It could be an entire base, such as castrum Moguntiacum, or it could be a single fortified building. From the latter use came the English word castle (castellum, a diminutive of castrum).


          Castra in the plural refers to a collection of structures. Considering that the earliest structures were tents, which were cut out of hide or cloth, one castrum may well be a tent, with the plural meaning tents. All but the most permanent bases housed the men in barracks of tents placed in quadrangles and separated by numbered streets. From the plural come English place-name suffixes such as -caster and -chester; e.g., Winchester, Lancaster.


          


          Plan of the base
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          Layout


          The ideal enforced a linear plan for every single fort. The plan was a square for camps to contain one legion or less, or a rectangle for two legions, each legion being placed back-to-back with headquarters next to each other. Laying it out was a geometric exercise conducted by officers called metatores, or gromatici, who used graduated measuring rods called decempedae ("10-footers") or gromae (Roman equivalent of a transit, but without the lenses, which they did not have), respectively. The layout process was a well-defined algorithm conducted by experienced men. It started in the centre at the planned site of the headquarters tent. Streets and architectural features were marked with coloured pennants or rods.


          


          Wall and ditch


          The base (munimentum, "fortification") was placed entirely within the vallum ("wall"), which could be constructed under the protection of the legion in battle formation if necessary. The vallum was quadrangular aligned on the cardinal points of the compass. The construction crews dug a trench (fossa), throwing the excavated material inward, to be formed into the rampart (agger). On top of this a palisade of stakes ( sudes or valli) was erected. The soldiers had to carry these stakes on the march. Over the course of time, the palisade might be replaced by a fine brick or stone wall, and the ditch serve also as a moat. A legion-sized camp always placed towers at intervals along the wall with positions between for the division artillery.


          


          Interval


          Around the inside periphery of the vallum was a clear space, the intervallum, which served to catch enemy missiles, as an access route to the vallum and as a storage space for cattle (capita) and booty (praeda). Legionaries were quartered in a peripheral zone inside the intervallum, which they could rapidly cross to take up position on the vallum. Inside of the legionary quarters was a peripheral road, the Via Sagularis, probably "service road", as the sagum, a kind of cloak, was the garment of slaves.


          


          Streets, gates and central plaza


          Every camp included "main street", which ran unimpeded through the camp in a north-south direction and was very wide. The names of streets in many cities formerly occupied by the Romans suggest that the street was called cardo or Cardus Maximus. This name applies more to cities than it does to ancient camps.


          Typically "main street" was the via principalis. The central portion was used as a parade ground and headquarters area. The "headquarters" building was called the praetorium because it housed the praetor or base commander ("first officer"), and his staff. In the camp of a full legion he held the rank of consul or proconsul but officers of lesser ranks might command.


          On one side of the praetorium was the quaestorium, the building of the supply officer, or quaestor ("seeker"). On the other side was the forum, a small duplicate of an urban forum, where public business could be conducted. Along the Via Principalis were the homes or tents of the several tribunes in front of the barracks of the units they commanded.


          The Via Principalis went through the vallum in the Porta Principalis Dextra ("right principle gate") and Porta Principalis Sinistra ("left, etc."), which were gates fortified with turres ("towers"). Which was on the north and which on the south depends on whether the praetorium faced east or west, which remains unknown.


          The central region of the Via Principalis with the buildings for the command staff was called the Principia (plural of principium). It was actually a square, as across this at right angles to the Via Principalis was the Via Praetoria, so called because the praetorium interrupted it. The Via Principalis and the Via Praetoria offered another division of the camp into four quarters.


          Across the central plaza (principia) to the east or west was the main gate, the Porta Praetoria. Marching through it and down "headquarters street" a unit ended up in formation in front of the headquarters. The standards of the legion were located on display there, very much like the flag of modern camps.


          On the other side of the praetorium the Via Praetoria continued to the wall, where it went through the Porta Decumana. In theory this was the back gate. Supplies were supposed to come in through it and so it was also called, descriptively, the Porta Quaestoria. The term Decumena, "of the 10th", came from the arranging of manipuli or turmae from the first to the 10th, such that the 10th was near the intervallum on that side. The Via Praetoria on that side might take the name Via Decumena or the entire Via Praetoria be replaced with Decumanus Maximus.


          


          Canteen


          In peaceful times the camp set up a marketplace with the natives in the area. They were allowed into the camp as far as the units numbered 5 (half-way to the praetorium). There another street crossed the camp at right angles to the Via Praetoria, called the Via Quintana, "5th street". If the camp needed more gates, one or two of the Porta Quintana were built, presumably named dextra and sinistra. If the gates were not built, the Porta Decumana also became the Porta Quintana. At "5th street" a public market was allowed. The English word canteen comes from Quintana.


          


          Major buildings


          
            [image: Not much remains of these horreae at Arbeia, probably the floors of bins between aisles.]

            
              Not much remains of these horreae at Arbeia, probably the floors of bins between aisles.
            

          


          The Via Quintana and the Via Principalis divided the camp into three districts: the Latera Praetorii, the Praetentura and the Retentura. In the latera ("sides") were the Arae (sacrificial altars), the Auguratorium (for auspices), the Tribunal, where courts martial and arbitrations were conducted (it had a raised platform), the guardhouse, the quarters of various kinds of staff and the storehouses for grain (horreae) or meat (carnarea). Sometimes the horreae were located near the barracks and the meat was stored on the hoof. Analysis of sewage from latrines indicates the legionary diet was mainly grain. Also located in the Latera was the Armamentarium, a long shed containing any heavy weapons and artillery not on the wall.
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          The Praetentura ("stretching to the front") contained the Scamnum Legatorum, the quarters of officers who were below general but higher than company commanders (Legati). Near the Principia were the Valetudinarium (hospital), Veterinarium (for horses), Fabrica ("workshop", metals and wood), and further to the front the quarters of special forces. These included Classici ("marines", as most European camps were on rivers and contained a river naval command), Equites ("cavalry"), Exploratores ("scouts"), and Vexillarii (carriers of vexillae, the official pennants of the legion and its units). Troops who did not fit elsewhere also were there.


          The part of the Retentura ("stretching to the rear") closest to the Principia contained the Quaestorium. By the late empire it had developed also into a safekeep for plunder and a prison for hostages and high-ranking enemy captives. Near the Quaestorium were the quarters of the headquarters guard (Statores), who amounted to two centuries (companies). If the Imperator was present they served as his bodyguard.


          


          Barracks
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          Further from the Qaestorium were the tents of the Nationes ("natives"), who were auxiliaries of foreign troops, and the legionaries themselves in double rows of tents or barracks (Strigae). One Striga was as long as required and 60feet (18m) wide. In it were two Hemistrigia of facing tents centered in its 30-foot (9m) strip. Arms could be stacked before the tents and baggage carts kept there as well. Space on the other side of the tent was for passage.


          A tent was 10 by 12 feet (two feet for the aisle), ten men per tent. Ideally a company took 10 tents, arranged in a line of 10 companies, with the 10th near the Porta Decumana. Of the 100 sq. ft. of bunk space each man received 10, or about 2 by 5feet (2m), which was only practical if they slept with heads to the aisle. The single tent with its men was called contubernium, also used for "squad". A squad during some periods was 8 men or fewer.


          The Centurio, or company commander, had a double-sized tent for his quarters, which served also as official company area. Other than there, the men had to find other places to be. To avoid mutiny, it became extremely important for the officers to keep them busy.


          A covered portico might protect the walkway along the tents. If barracks had been constructed, one company was housed in one barracks building, with the arms at one end and the common area at the other. The company area was used for cooking and recreation, such as gaming. The army provisioned the men and had their bread (panis militaris) baked in outdoor ovens, but the men were responsible for cooking and serving themselves. They could buy meals or supplementary foods at the canteen. The officers were allowed servants.


          


          Sanitation


          For sanitary facilities, a camp had both public and private latrines. A public latrine consisted of a bank of seats situated over a channel of running water. One of the major considerations for selecting the site of a camp was the presence of running water, which the engineers diverted into the sanitary channels. Drinking water came from wells; however, the larger and more permanent bases featured the aquaductus, a structure running a stream captured from high ground (sometimes miles away) into the camp. The praetorium had its own latrine, and probably the quarters of the high-ranking officers. In or near the intervallum, where they could easily be accessed, were the latrines of the soldiers. A public bathhouse for the soldiers, also containing a latrine, was located near or on the Via Principalis.


          


          Territory


          The influence of a base extended far beyond its walls. The total land required for the maintenance of a permanent base was called its territoria. In it were located all the resources of nature and the terrain required by the base: pastures, woodlots, water sources, stone quarries, mines, exercise fields and attached villages. The central castra might also support various fortified adjuncts to the main base, which were not in themselves self-sustaining (as was the base). In this category were speculae, "watchtowers", castella, "small camps", and naval bases.


          All the major bases near rivers featured some sort of fortified naval installation, one side of which was formed by the river or lake. The other sides were formed by a polygonal wall and ditch constructed in the usual way, with gates and watchtowers. The main internal features were the boat sheds and the docks. When not in use, the boats were drawn up into the sheds for maintenance and protection. Since the camp was placed to best advantage on a hill or slope near the river, the naval base was usually outside its walls. The classici and the optiones of the naval installation relied on the camp for its permanent defense. Naval personnel generally enjoyed better quarters and facilities. Many were civilians working for the military.


          


          Modifications in practice


          This ideal was always modified to suit the terrain and the circumstances. Each camp discovered by archaeology has its own specific layout and architectural features, which makes sense from a military point of view.


          If, for example, the camp was built on an outcrop, it followed the lines of the outcrop. The terrain for which it was best suited and for which it was probably designed in distant prehistoric times was the rolling plain. The camp was best placed on the summit and along the side of a low hill, with spring water running in rivulets through the camp (aquatio) and pastureland to provide grazing (pabulatio) for the animals. In case of attack, arrows, javelins and sling missiles could be fired down at an enemy tiring himself to come up. For defense troops could be formed in an acies, or "battle-line", outside the gates, where they could be easily resupplied and replenished, as well as being supported by archery from the palisade.


          The streets, gates and buildings present depended on the requirements and resources of the camp. The gates might vary from two to six and not be centered on the sides. Not all the streets and buildings might be present.


          


          Quadrangular camps in later times


          Many settlements in Europe originated as Roman military camps and still show traces of their original pattern (e.g. Castres in France, Barcelona in Spain). The pattern was also used by Spanish colonizers in America following strict rules by the Spanish monarchy for founding new cities in the New World.


          Many of the towns of England still retain forms of the word castra in their names, usually as the suffixes "-caster" or "-chester" -- Lancaster, Tadcaster, Chester, Manchester and Ribchester, for example. Castle has the same derivation, from the diminutive castellum or "little fort".


          


          Camp life


          Activities conducted in a castra can be divided into ordinary and "the duty" or "the watch". Ordinary activity was performed during regular working hours. The duty was associated with operating the installation as a military facility. For example, all the soldiers were not required to man the walls all the time, but some soldiers were required to be on duty there without a lapse.


          Duty time was divided into vigilia, the eight watches into which the 24-hour day was divided. The Romans used signals on brass instruments to mark time. These were mainly the buccina or bucina (a relative of English bugle), the cornu and the tuba. As they did not possess valves for regulating the pitch, the range of these instruments was somewhat limited. Nevertheless the musicians (Aenatores, "brassmen") managed to define enough signals for issuing commands. The instrument used to mark the passage of a watch was the buccina, from which the trumpet derives. It was sounded by a buccinator.


          


          Ordinary life
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          Ordinary camp life began with a buccina call at daybreak, the first watch of the day. The soldiers arose at this time and shortly after collected in the company area for breakfast and assembly. The centurions were up before them and off to the Principia where they and the Equites were required to assemble. The regimental commanders, the Tribunes, were already converging on the Praetorium. There the general staff was busily at work planning the day. At a staff meeting the Tribunes received the password and the orders of the day. They brought those back to the Centuriones, who returned to their company areas to instruct the men, already breakfasted.


          For soldiers, the main item of the agenda was a vigorous training session lasting about a watch long. Recruits received two, one in the morning and one in the afternoon. Planning and supervision of training were under a general staff officer, who might manage training at several camps. Vegetius tells us the men might take a 20-mile (32km) hike or a 4- to 5- mile jog under full pack, or swim a river. Marching drill was always in order.


          Every soldier was taught the use of every weapon and also was taught to ride. Seamanship was not excluded at bases that were also naval bases. Soldiers were generalists in the military and construction arts. They practiced archery, spear-throwing and above all swordmanship against posts (pali) fixed in the ground. Training was taken very seriously and was democratic. Ordinary soldiers would see all the officers training with them including the Praetor or the Emperor if he was in camp.


          Swordmanship lessons and use of the firing range probably took place on the campus, a "field" outside the castra, from which English camp derives. Its surface could be lightly paved. Winter curtailed outdoor training. The general might in that case have sheds constructed, which served as field houses for training. There is archaeological evidence in one case of an indoor equestrian ring.


          Apart from the training, each soldier had a regular job on the base, of which there were a large variety from the various kinds of clerks to the craftsmen. Soldiers changed jobs frequently. The commander's policy was to have all the soldiers skilled in all the arts and crafts so that they could be as interchangeable as possible. Even then the goal was not entirely achievable. The gap was bridged by the specialists, the optiones or "chosen men", of which there were many different kinds. For example, a skilled artisan might be chosen to superintend a workshop.
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          The supply administration was run as a business using money as the medium of exchange. The aureus was the preferred coin of the late republic and early empire; in the late empire the solidus came into use. The larger bases, such as Moguntiacum, minted their own coins. As does any business, the base quaestorium required careful record keeping, performed mainly by the optiones. A chance cache of tablets from Vindolanda in Britain gives us a glimpse of some supply transactions. They record, among other things, the purchase of consumables and raw supplies, the storage and repair of clothing and other items, and the sale of items, including foodstuffs, to achieve an income. Vindolanda traded vigorously with the surrounding natives.


          Another feature of the camp was the military hospital (valetudinarium, later hospitium). Augustus instituted the first permanent medical corps in the Roman army. Its physicians, the medici ordinarii, had to be qualified physicians. They were allowed medical students, practitioners and whatever orderlies they needed; i.e., the military hospitals were medical schools and places of residency as well.


          Officers were allowed to marry and to reside with their families on base. The army could not extend the same privileges to the men, who were not allowed to marry. They often kept common law families off base in communities nearby. The communities might be native, as the tribesmen tended to build around a permanent base for purposes of trade, but also the base sponsored villages (vici) of dependents and businessmen. Dependents were not allowed to follow an army on the march into hostile territory.


          An enlistment was for about 25 years. At the end of that time the veteran was given a diploma, or certificate of honorable discharge (honesta missio). Some of these have survived engraved on stone. Typically they certify that the veteran, his wife (one per veteran) and children or his sweetheart were now Roman citizens, which is a good indication that troops, which were used chiefly on the frontier, were from peoples elsewhere on the frontier, who wished to earn Roman citizenship.


          Veterans often went into business in the communities near a base. They became permanent members of the community and would stay on after the troops were withdrawn, as in the notable case of St. Patrick's family.


          


          Duties
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          Conducted in parallel with the ordinary activities was "the duty", the official chores required by the camp under strict military discipline. The Legate was ultimately responsible for them as he was for the entire camp, but he delegated the duty to a tribune chosen as officer of the day. The line Tribunes were commanders of Cohortes and were approximately the equivalent of colonels. The 6 tribunes were divided into units of two, with each unit being responsible for filling the position of officer of the day for two months. The two men of a unit decided among themselves who would take what day. They could alternate days or each take a month. One filled in for the other in case of illness. On his day, the tribune effectively commanded the camp and was even respected as such by the Legate.


          The equivalent concept of the duties performed in modern camps is roughly the detail. The responsibilities (curae) of the many kinds of detail were distributed to the men by all the methods considered fair and democratic: lot, rotation and negotiation. Certain kinds of cura were assigned certain classes or types of troops; for example, wall sentries were chosen only from Velites. Soldiers could be temporarily or permanently exempted: the immunes. For example, a Triarius was immunis from the curae of the Hastati.


          The duty year was divided into time slices, typically one or two months, which were apportioned to units, typically maniples or centuries. They were always allowed to negotiate who took the duty and when. The most common kind of cura were the posts of the sentinels, called the excubiae by day and the vigilae at night. Wall posts were praesidia, gate posts, custodiae, advance positions before the gates, stationes.


          In addition were special guards and details. One post was typically filled by four men, one sentinel and the others at ease until a situation arose or it was their turn to be sentinel. Some of the details were:


          
            	guarding, cleaning and maintaining the principia.


            	guarding and maintaining the quarters of each tribune.


            	tending the horses of each cavalry turma.


            	guarding the praetorium.

          


          


          List of castra


          Due to an unbounded enthusiasm for local archaeology, the locations and layouts of Roman castra are rapidly becoming known. Both amateurs and professionals are involved in excavation and publication. Internet sites giving photographs and the texts of inscriptions are numerous.
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                    	Kingdom:
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              	Felis catus

              (Linnaeus, 1758)
            


            
              	Synonyms
            


            
              	
                Felis catus domestica (invalid junior synonym)

                Felis silvestris catus

              
            

          


          The cat (Felis catus), also known as the domestic cat or house cat to distinguish it from other felines, is a small carnivorous species of crepuscular mammal that is valued by humans for its companionship and its ability to hunt vermin, snakes and scorpions. It has been associated with humans for at least 9,500 years.


          A skilled predator, the cat is known to hunt over 1,000 species for food. It can be trained to obey simple commands. Individual cats have also been known to learn on their own to manipulate simple mechanisms, such as doorknobs. Cats use a variety of vocalizations and types of body language for communication, including meowing, purring, hissing, growling, squeaking, chirping, clicking, and grunting. With 69 million of them present in American homes, cats are the most or the second most popular pets in that country. Cats also may be the most popular pet in the world, with over 600 million in homes all over the world. They are also bred and shown as registered pedigree pets. This hobby is known as the " Cat Fancy".


          Until recently the cat was commonly believed to have been domesticated in ancient Egypt, where it was a cult animal. However a 2007 study found that all house cats are probably descended from a group of as few as five self-domesticating African Wildcats Felis silvestris lybica circa 8000 BC, in the Near East.


          


          Physiology


          


          Size


          


          Cats typically weigh between 2.5 and 7kg (5.516pounds); however, some breeds, such as the Maine Coon, can exceed 11.3kg (25pounds). Some have been known to reach up to 23kg (50pounds) due to overfeeding. Conversely, very small cats (less than 1.8kg / 4.0lb) have been reported.


          


          Skeleton


          Cats have 7 cervical vertebrae like almost all mammals, 13 thoracic vertebrae (humans have 12), 7 lumbar vertebrae (humans have 5), 3 sacral vertebrae like most mammals (humans have 5 because of their bipedal posture), and, except for Manx cats, 22 or 23 caudal vertebrae (humans have 3 to 5, fused into an internal coccyx). The extra lumbar and thoracic vertebrae account for the cat's enhanced spinal mobility and flexibility, compared with humans. The caudal vertebrae form the tail, used by the cat as a counterbalance to the body during quick movements. Cats also have free-floating clavicle bones, which allows them to pass their body through any space into which they can fit their head.


          


          Mouth


          Cats have highly specialized teeth for the tearing of meat. The premolar and first molar together compose the carnassial pair on each side of the mouth, which efficiently functions to shear meat like a pair of scissors. While this is present in canids, it is highly developed in felines. The cat's tongue has sharp spines, or papillae, useful for retaining and ripping flesh from a carcass. These papillae are small backward-facing hooks that contain keratin which also assist in their grooming.


          As facilitated by their oral structure, cats use a variety of vocalizations and types of body language for communication, including mewing ("meow" or "miaow"), purring, hissing, growling, squeaking, chirping, clicking, and grunting.


          


          Ears


          Thirty-two individual muscles in each ear allow for a manner of directional hearing: a cat can move each ear independently of the other. Because of this mobility, a cat can move its body in one direction and point its ears in another direction. Most cats have straight ears pointing upward. Unlike dogs, flap-eared breeds are extremely rare. ( Scottish Folds are one such exceptional mutation.) When angry or frightened, a cat will lay back its ears, to accompany the growling or hissing sounds it makes. Cats also turn their ears back when they are playing, or to listen to a sound coming from behind them. The angle of cats' ears is an important clue to their mood.


          


          Legs


          Cats, like dogs, are digitigrades: they walk directly on their toes, with the bones of their feet making up the lower part of the visible leg. Cats are capable of walking very precisely, because like all felines they directly register; that is, they place each hind paw (almost) directly in the print of the corresponding forepaw, minimizing noise and visible tracks. This also provides sure footing for their hind paws when they navigate rough terrain.


          Like nearly all members of family Felidae, cats have retractable claws. In their normal, relaxed position the claws are sheathed with the skin and fur around the toe pads. This keeps the claws sharp by preventing wear from contact with the ground and allows the silent stalking of prey. The claws on the forefeet are typically sharper than those on the hind feet. Cats can extend their claws voluntarily on one or more paws at will. They may extend their claws in hunting or self-defense, climbing, " kneading", or for extra traction on soft surfaces (bedspreads, thick rugs, etc.). It is also possible to make a cooperative cat extend its claws by carefully pressing both the top and bottom of the paw. The curved claws may become entangled in carpet or thick fabric, which may cause injury if the cat is unable to free itself.


          Most cats have five claws on their front paws, and four or five on their rear paws. Because of an ancient mutation, however, domestic cats are prone to polydactylyism, and may have six or seven toes. The fifth front claw (the dewclaw) is proximal to the other claws. More proximally, there is a protrusion which appears to be a sixth "finger". This special feature of the front paws, on the inside of the wrists, is the carpal pad, also found on the paws of big cats and dogs. It has no function in normal walking, but is thought to be an anti-skidding device used while jumping.


          


          Skin


          Cats possess rather loose skin; this allows them to turn and confront a predator or another cat in a fight, even when it has a grip on them. This is also an advantage for veterinary purposes, as it simplifies injections. In fact, the lives of cats with kidney failure can sometimes be extended for years by the regular injection of large volumes of fluid subcutaneously, which serves as an alternative to dialysis.


          The particularly loose skin at the back of the neck is known as the scruff, and is the area by which a mother cat grips her kittens to carry them. As a result, cats tend to become quiet and passive when gripped there. This behaviour also extends into adulthood, when a male will grab the female by the scruff to immobilize her while he mounts, and to prevent her from running away as the mating process takes place.


          This technique can be useful when attempting to treat or move an uncooperative cat. However, since an adult cat is heavier than a kitten, a pet cat should never be carried by the scruff, but should instead have their weight supported at the rump and hind legs, and at the chest and front paws. Often (much like a small child) a cat will lie with its head and front paws over a person's shoulder, and its back legs and rump supported under the person's arm.


          


          Senses


          Cat senses are attuned for hunting. Cats have highly advanced hearing, eyesight, taste, and touch receptors, making the cat extremely sensitive among mammals. Cats' night vision is superior to humans although their vision in daylight is inferior. Humans and cats have a similar range of hearing on the low end of the scale, but cats can hear much higher-pitched sounds, up to 64 kHz, which is 1.6 octaves above the range of a human, and even one octave above the range of a dog. A domestic cat's sense of smell is about fourteen times as strong as a human's. To aid with navigation and sensation, cats have dozens of movable vibrissae (whiskers) over their body, especially their face. Due to a mutation in an early cat ancestor, one of two genes necessary to taste sweetness may have been lost by the cat family.


          


          Metabolism
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          Cats conserve energy by sleeping more than most animals, especially as they grow older. The daily duration of sleep varies, usually 1216 hours, with 1314 being the average. Some cats can sleep as much as 20 hours in a 24-hour period. The term cat nap refers to the cat's ability to fall asleep (lightly) for a brief period and has entered the English lexicon  someone who nods off for a few minutes is said to be "taking a cat nap".


          Due to their crepuscular nature, cats are often known to enter a period of increased activity and playfulness during the evening and early morning, dubbed the "evening crazies", "night crazies", "elevenses" or "mad half-hour" by some.


          The temperament of a cat can vary depending on the breed and socialization. Cats with oriental body types tend to be thinner and more active, while cats that have a cobby body type tend to be heavier and less active.


          The normal body temperature of a cat is between 38 and 39  C (101 and 102.2  F). A cat is considered febrile ( hyperthermic) if it has a temperature of 39.5C (103F) or greater, or hypothermic if less than 37.5C (100F). For comparison, humans have a normal temperature of approximately 36.8C (98.6F). A domestic cat's normal heart rate ranges from 140 to 220 beats per minute, and is largely dependent on how excited the cat is. For a cat at rest, the average heart rate should be between 150 and 180 bpm, about twice that of a human (average 80 bpm).


          


          Genetics
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          A 2007 study published in the journal Science asserts that all house cats are descended from a group of self-domesticating desert wildcats Felis silvestris lybica circa 10,000 years ago, in the Near East.


          The domesticated cat and its closest wild ancestor are both diploid organisms that possess 38 chromosomes, in which over 200 heritable genetic defects have been identified, many homologous to human inborn errors. Specific metabolic defects have been identified underlying many of these feline diseases. There are several genes responsible for the hair colour identified. The combination of them gives different phenotypes.


          Features like hair length, lack of tail or presence of a very short tail (bobtail cat) are also determined by single alleles and modified by polygenes.


          The Cat Genome Project, sponsored by the Laboratory of Genomic Diversity at the U.S. National Cancer Institute Frederick Cancer Research and Development Centre in Frederick, Maryland, focuses on the development of the cat as an animal model for human hereditary disease, infectious disease, genome evolution, comparative research initiatives within the family Felidae, and forensic potential.


          All felines, including the big cats, have a genetic anomaly that may prevent them from tasting sweetness, which is a likely factor for their indifference to or avoidance of fruits, berries, and other sugary foods.


          


          Feeding and diet


          Cats are classified as obligate carnivores, because their physiology is geared toward efficient processing of meat, and lacks efficient processes for digesting plant matter. The cat cannot produce its own taurine (an essential organic acid) in its own body and as it is contained in flesh, the cat must eat flesh to survive (see Taurine and cats). Similarly as with its teeth, a cat's digestive tract has become specialized over time to suit meat eating, having shortened in length only to those segments of intestine best able to break down proteins and fats from animal flesh. The trait severely limits the cat's ability properly to digest, metabolize, and absorb plant-derived nutrients, as well as certain fatty acids. For example, taurine is scarce in plants but abundant in meats. It is a key amino sulfonic acid for eye health in cats. Taurine deficiency can cause a condition called macular degeneration wherein the cat's retina slowly degenerates, eventually causing irreversible blindness.
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          Despite the cat's meat-oriented physiology, it is still quite common for a cat to supplement its carnivorous diet with small amounts of grass, leaves, shrubs, houseplants, or other plant matter. One theory suggests this behavior helps cats regurgitate if their digestion is upset; another is that it introduces fibre or trace minerals into the diet. In this context, caution is recommended for cat owners because some houseplants are harmful to cats. For example, the leaves of the Easter Lily can cause permanent and life-threatening kidney damage to cats, and Philodendron are also poisonous to cats. The Cat Fanciers' Association has a full list of plants harmful to cats.


          There are several vegetarian or vegan commercially-available cat foods supplemented with chemically-synthesized taurine and other added nutrients that attempt to address nutritional shortfalls.


          Cats can be selective eaters (which may be due in some way to the aforementioned mutation which caused their species to lose sugar-tasting ability). Unlike most mammals, cats can voluntarily starve themselves indefinitely despite being presented with palatable food, even a food which they had previously readily consumed.


          Some cats have a fondness for catnip, which is sensed by their olfactory systems. While they generally do not consume it, they will often roll in it, paw at it, and occasionally chew on it.


          


          Toxic sensitivity


          The liver of a cat is less effective at detoxification than those of other animals, including humans and dogs; therefore exposure to many common substances considered safe for households may be dangerous to them. In general, the cat's environment should be examined for the presence of such toxins and the problem corrected or alleviated as much as possible; in addition, where sudden or prolonged serious illness without obvious cause is observed, the possibility of toxicity must be considered, and the veterinarian informed of any such substances to which the cat may have had access.


          For instance, the common painkiller paracetamol or acetaminophen, sold under brand names such as Tylenol and Panadol, is extremely toxic to cats; because they naturally lack enzymes needed to digest it, even minute portions of doses safe for humans can be fatal and any suspected ingestion warrants immediate veterinary attention. Even aspirin, which is sometimes used to treat arthritis in cats, is much more toxic to them than to humans and must be administered cautiously. Similarly, application of minoxidil ( Rogaine) to the skin of cats, either accidental or by well-meaning owners attempting to counter loss of fur, has sometimes proved fatal.


          In addition to such obvious dangers as insecticides and weed killers, other common household substances that should be used with caution in areas where cats may be exposed to them include mothballs and other naphthalene products, as well as phenol based products often used for cleaning and disinfecting near cats' feeding areas or litter boxes, such as Pine-Sol, Dettol (Lysol), hexachlorophene, etc. which, although they are widely used without problem, have been sometimes seen to be fatal. Ethylene glycol, often used as an automotive antifreeze, is particularly appealing to cats, and as little as a teaspoonful can be fatal.


          Many human foods are somewhat toxic to cats; theobromine in chocolate can cause theobromine poisoning, for instance, although few cats will eat chocolate. Toxicity in cats ingesting relatively large amounts of onions or garlic has also been reported. Even such seemingly safe items as cat food packaged in pull tab tin cans have been statistically linked to hyperthyroidism; although the connection is far from proven, suspicion has fallen on the use of bisphenol A-based plastics, another phenol based product as discussed above, to seal such cans.


          Many houseplants are at least somewhat toxic to many species, cats included and the consumption of such plants by cats is to be avoided.


          


          Behaviour


          


          Sociability
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          For cats, life in close proximity with humans (and other animals kept by humans) amounts to a "symbiotic social adaptation" which has developed over thousands of years. It has been suggested that, ethologically, the human keeper of a cat functions as a sort of surrogate for the cat's mother, and that adult domestic cats live their lives in a kind of extended kittenhood, a form of behavioural neoteny.


          Cats may express affection towards their human companions, especially if they imprint on them at a very young age and are treated with consistent affection.


          Regardless of the average sociability of any given cat or of cats in general, there are still any number of cats who meet or exceed the negative feline stereotype insofar as being poorly socialized. Older cats have also been reported to sometimes develop aggressiveness towards kittens, which may include biting and scratching; this type of behaviour is known as Feline Asocial Aggression.


          


          Cohabitation


          One may see natural house cat behaviour by observing feral domestic cats, which are social enough to form colonies. Each cat in a colony holds a distinct territory, with sexually active males having the largest territories, and neutered cats having the smallest. Between these territories are neutral areas where cats watch and greet one another without territorial conflicts. Outside these neutral areas, territory holders usually aggressively chase away stranger cats, at first by staring, hissing, and growling, and if that does not work, by short but noisy and violent attacks.


          Despite cohabitation in colonies, cats do not have a social survival strategy, or a pack mentality. This mainly means that an individual cat takes care of all basic needs on its own (e.g., finding food, and defending itself), and thus cats are always lone hunters; they do not hunt in groups as dogs or lions do. (Of further note in this context is that it is no coincidence how cats frequently tonguebathe themselves (see Hygiene): the chemistry of their saliva, expended during their frequent grooming, appears to be a natural deodorant. Thus, a cat's cleanliness would aid in decreasing the chance a prey animal could notice the cat's presence. By contrast, dog odor is an advantage in hunting, for a dog is a pack hunter; part of the pack stations itself upwind, and its odour drives prey towards the rest of the pack stationed downwind. This requires a cooperative effort, which in turn requires communications skills. No such communications skills are required of a lone hunter.)


          


          Fighting
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          When engaged in feline-to-feline combat for self-defense, territory, reproduction, or dominance, fighting cats make themselves appear more impressive and threatening by raising their fur and arching their backs, thus increasing their apparent size. Cats also behave this way while playing. Attacks usually comprise powerful slaps to the face and body with the forepaws as well as bites, but serious damage is rare; usually the loser runs away with little more than a few scratches to the face, and perhaps the ears. Cats will also throw themselves to the ground in a defensive posture to rake with their powerful hind legs. Normally, serious negative effects will be limited to possible infections of the scratches and bites; though these have been known to sometimes kill cats if untreated. In addition, such fighting is believed to be the primary route of transmission of feline immunodeficiency virus (FIV). Sexually active males will usually be in many fights during their lives, and often have decidedly battered faces with obvious scars and cuts to the ears and nose. Not only males will fight; females will also fight over territory or to defend their kittens, and even neutered cats will defend their (smaller) territories aggressively.


          


          Play


          Domestic cats, especially young kittens, are known for their love of play. This behaviour mimics hunting and is important in helping kittens learn to stalk, capture and kill prey. Many cats cannot resist a dangling piece of string, or a piece of rope drawn randomly and enticingly across the floor. This well known love of string is often depicted in cartoons and photographs, which show kittens or cats playing with balls of yarn. It is probably related to hunting instincts, including the common practice of kittens hunting their mother's and each other's tails. If string is ingested, however, it can become caught in the cats stomach or intestines, causing illness, or in extreme cases, death. Due to possible complications caused by ingesting a string, string play is sometimes replaced with a laser pointer's dot, which some cats will chase. While caution is called for, there are no documented cases of feline eye damage from a laser pointer, and the combination of precision needed and low energy involved make it a remote risk. A common compromise is to use the laser pointer to draw the cat to a prepositioned toy so the cat gets a reward at the end of the chase. A regular flashlight with a well-focused light spot has been commonly used in such play for decades, preceding the availability of consumer laser pointers.


          Cats will also engage in play fighting, with each other and with human partners. Humans "wrestling" with a supine cat, however, should be wary: if the cat is overstimulated or startled it may decide that the play has turned serious and cease to pull its punches; this can lead to serious scratches and occasionally even bites.


          


          Hunting
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          Much like their big cat relatives, domestic and feral cats are very effective predators. Domestic felines ambush or pounce upon and immobilize vertebrate prey using tactics similar to those of leopards and tigers. Having overpowered such prey, a cat delivers a lethal neck bite with its long canine teeth that either severs the prey's spinal cord, causes fatal bleeding by puncturing the carotid artery or the jugular vein, or asphyxiates the prey by crushing its trachea.


          One poorly-understood element of cat hunting behaviour is the presentation of prey to human owners. Ethologist Paul Leyhausen proposed that cats adopt humans into their social group, and share excess kill with others in the group according to the local pecking order, in which humans are placed at or near the top. Another possibility is that presenting the kill might be a relic of a kitten's behaviour of demonstrating for its mother's approval that it has developed the necessary skill for hunting. Indoor cats will often retain their hunting instinct and deliver small household items to their owners, such as watches, pens, pencils, and other objects they can carry in their mouths.


          


          Reproduction


          Cats are seasonally polyestrous, which means they may have many periods of heat over the course of a year. A heat period lasts about 4 to 7 days if the female is bred; if she is not, the heat period lasts longer.


          Multiple males will be attracted to a female in heat. The males will fight over her, and the victor wins the right to mate. At first, the female will reject the male, but eventually the female will allow the male to mate. The female will give a loud yowl as the male pulls out of her. After mating, the female will give herself a thorough wash. If a male attempts to breed with her at this point, the female will attack him. Once the female is done grooming, the cycle will repeat.


          The male cat's penis has spines which point backwards. Upon withdrawal of the penis, the spines rake the walls of the female's vagina, which may cause ovulation. Because this does not always occur, females are rarely impregnated by the first male with which they mate. Furthermore, cats are superfecund; that is, a female may mate with more than one male when she is in heat, meaning different kittens in a litter may have different fathers.
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          The gestation period for cats is approximately 6365 days. The size of a litter averages three to five kittens, with the first litter usually smaller than subsequent litters. Kittens are weaned at between six and seven weeks, and cats normally reach sexual maturity at 410 months (females) and to 57 months (males).


          Cats are ready to go to new homes at about 12 weeks old (the recommended minimum age by Fdration Internationale Fline), or when they are ready to leave their mother. Cats can be surgically sterilized (spayed or castrated) as early as 68 weeks to limit unwanted reproduction. This surgery also prevents undesirable sex-related behaviour, such as territory marking (spraying urine) in males and yowling (calling) in females. If a cat is neutered after such behavior has been learned, however, then the behaviour may persist.


          


          Hygiene
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          Cats are known for their fastidious cleanliness. They groom themselves by licking their fur, employing their hooked papillae and saliva. As mentioned, their saliva is a powerful cleaning agent and deodorant. Many cats also enjoy grooming humans or other cats. Sometimes the act of grooming another cat is initiated as an assertion of superior position in the pecking order of a group (dominance grooming).


          Some cats occasionally regurgitate hairballs of fur that have collected in their stomachs as a result of their grooming. Longhaired cats are more prone to this than shorthaired cats. Hairballs can be prevented with certain cat foods and remedies that ease elimination of the hair and regular grooming of the coat with a comb or stiff brush.


          


          Scratching


          Cats are naturally driven to periodically hook their front claws into suitable surfaces and pull backwards, in order to clean the claws and remove the worn outer sheath as well as exercise and stretch their muscles. This scratching behaviour seems enjoyable to the cat, and even declawed cats will go through elaborate scratching routines with every evidence of great satisfaction, despite the total lack of results. Some researchers believe this is due to scent glands located in their pads, and that scratching is effectively a part of marking territory.


          


          Fondness for heights
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          Most breeds of cat have a noted fondness for settling in high places, or perching. Animal behaviorists have posited a number of explanations, the most common being that height gives the cat a better observation point, allowing it to survey its territory and become aware of activities of people and other pets in the area. In the wild, a higher place may serve as a concealed site from which to hunt; domestic cats are known to strike prey by pouncing from such a perch as a tree branch, as does a leopard. Height, therefore, can also give cats a sense of security and prestige.


          During a fall from a high place, a cat can reflexively twist its body and right itself using its acute sense of balance and flexibility. This is known as the cat's " righting reflex". It always rights itself in the same way, provided it has the time to do so, during a fall. The height required for this to occur in most cats (safely) is around 90cm (3feet). Cats without a tail also have this ability, since a cat mostly moves its hind legs and relies on conservation of angular momentum to set up for landing, and the tail is in fact little used for this feat.


          However, cats' fondness for high spaces can dangerously test the righting reflex. The American Society for the Prevention of Cruelty to Animals warns owners to safeguard the more dangerous perches in their homes, to avoid " high-rise syndrome", where an overconfident cat falls from an extreme height.


          


          Ecology


          


          Habitat


          The African Wildcat (Felis sylvestris lybica), ancestor of the domestic cat, is believed to have evolved in a desert climate, as evident in the behaviour common to both the domestic and wild forms. Wildcats (Felis sylvestris) are native to all continents other than Australia and Antarctica, although feral cats have become apex predators in the Australian Outback where they are menaces to wildlife. Their feces are usually dry, and cats prefer to bury them in sandy places. Urine is highly concentrated, which allows the cat to retain as much fluid as possible. They are able to remain motionless for long periods, especially when observing prey and preparing to pounce. In North Africa there are still small wildcats that are probably related closely to the ancestors of today's domesticated cat breeds.


          Being closely related to desert animals, cats enjoy heat and solar exposure, often sleeping in a sunny area during the heat of the day, as part of a general preference for warm temperatures. Where humans typically start to feel uncomfortable when their skin temperature gets higher than about 44.5C (112F), by contrast cats do not start to show signs of discomfort until their skin reaches about 52C (126F).


          Overall, cats can easily withstand the heat and cold of a temperate climate, so long as the cold is not for extended periods. Although certain breeds such as the Norwegian Forest Cat and Maine Coon have developed heavier coats of fur than other cats, they have little resistance against moist cold (e.g., fog, rain and snow) and struggle to maintain their 39C (102F) body temperature when wet. In direct relation to that fact, most cats dislike immersion in water. One major exception is the Turkish Van breed which has an unusual fondness for water. Abyssinians and Bengals are also reported to be more tolerant of water than most cats.


          


          Impact of hunting


          The domestic cat hunts and eats over a thousand species, many of them invertebrates, especially insects  many big cats will eat fewer than a hundred different species. Although theoretically big cats can kill most of these species as well, they often do not due to the relatively low nutritional content that smaller animals provide for the effort. An exception is the leopard, which commonly hunts rabbits and many other smaller animals. Even well-fed domestic cats may hunt and kill birds, mice, rats, scorpions, cockroaches, grasshoppers, and other small animals in their environment.


          As a consequence of their exceptional hunting ability, cats can be quite destructive to ecosystems in which they are not native, where local species have not had time to adapt to feline introduction. In some cases, cats have contributed to or caused extinctions  for example, see the case of the Stephens Island Wren. Due to their hunting behaviour, in many countries feral cats are considered pests. Domestic cats are occasionally also required to have contained cat runs or to be kept inside entirely, as they can be hazardous to locally endangered bird species. For instance, various municipalities in Australia have enacted such legislation. In some localities, owners fit their cat with a bell in order to warn prey of its approach (although some cats may figure out how and when the bell works, thereby learning more careful movements to avoid the ringing).


          


          House cats


          


          Domestication


          In 2004, a grave was excavated in Cyprus that contained the skeletons, laid close to one another, of both a human and a cat. The grave is estimated to be 9,500 years old, pushing back the earliest known feline-human association significantly.


          In captivity, indoor cats typically live 14 to 20 years, though the oldest-known cat lived to age 36. Domesticated cats tend to live longer if they are not permitted to go outdoors (reducing the risk of injury from fights or accidents and exposure to diseases) and if they are neutered. Some such benefits are: castrated male cats cannot develop testicular cancer, spayed female cats cannot develop ovarian cancer, and both have a reduced risk of mammary cancer.


          Like some other domesticated animals, cats live in a mutualistic arrangement with humans. It is believed that the benefit of removing rats and mice from humans' food stores outweighed the trouble of extending the protection of a human settlement to a formerly wild animal, almost certainly for humans who had adopted a farming economy. Unlike the dog, which also hunts and kills rodents, the cat does not eat grains, fruits, or vegetables.


          In modern rural areas, farms often have dozens of semi- feral cats. Hunting in the barns and the fields, they kill and eat rodents that would otherwise spoil large parts of the grain crop. Many pet cats successfully hunt and kill rabbits, rodents, birds, lizards, frogs, fish, and large insects by instinct, but might not eat their prey.


          In modern urban areas, some people find feral and free-roaming pet cats annoying and intrusive. Unaltered cats can engage in persistent nighttime calling (termed caterwauling) and defecation or "marking" of private property. Indoor confinement of pets and TNR programs for feral cats can help; some people also use cat deterrents to discourage cats from entering their property.


          


          Interaction with humans


          Human attitudes toward cats vary widely. Some people keep cats for casual companionship as pets. Others go to great lengths to pamper their cats, sometimes treating them as if they were children. Cats are also bred and shown as registered pedigree pets, in a hobby known as the cat fancy.


          Because of their small size, domesticated house cats pose almost no danger to adult humans  the main hazard is the possibility of infection (e.g., cat scratch disease, or, rarely, rabies) from a cat bite or scratch. Cats can also potentially inflict severe scratches or puncture an eye, though this is quite rare (although dogs have been known to be blinded by cats in fights, where the cat specifically and accurately targeted the eyes of the larger animal).


          


          Allergens


          Allergic reactions to cat dander and/or cat saliva inspire one of the most common reasons people cite for disliking cats. Some humans who are allergic to catstypically manifested by hay fever, asthma or a skin rashquickly acclimate themselves to a particular animal and live comfortably in the same house with it, while retaining an allergy to cats in general. However, this should not be depended upon.


          Many humans find the rewards of cat companionship outweigh the discomfort and problems associated with these allergens. Some cope with the problem by taking prescription allergy medicine, along with bathing their cats frequently (weekly bathing will eliminate about 90% of the cat dander present in the environment). There are also attempts to breed cats that are less likely to provoke an allergic reaction.


          


          Trainability


          Some owners seek to train their cat in performing tricks commonly exhibited by dogs, such as jumping, though this is rare. Individual cats have been known to learn to manipulate simple mechanisms, like sink faucets, by themselves or after prompting/encouraging. With effort and patience on the part of an owner, the average cat can usually be trained to at least obey simple commands such as "get off the furniture" or "come to dinner". In general though, the seeming intractability of the ordinary house cat to training has long inspired the simile " like herding cats", as a general expression to describe any situation with a stubborn or uncooperative learner.


          


          Indoor scratching


          Cats are naturally driven to periodically hook their front claws into suitable surfaces and pull backwards, in order to clean the claws. Indoor cats benefit from being provided with a scratching post so that they are less likely to use carpet or furniture which they can easily ruin. Commercial scratching posts typically are covered in carpeting or upholstery, but some authorities advise against this practice, as not making it clear to the cat which surfaces are permissible and which are not; they suggest using a plain wooden surface, or reversing the carpeting on the posts so that the rougher texture of the carpet backing is a more attractive alternative to the cat than the floor covering. Scratching posts made of sisal rope or corrugated cardboard are also commonly found. Some indoor cats, however, especially those that were taken as kittens from feral colonies, may not understand the concept of a scratching post, and as a result will ignore it.
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          Although scratching can serve cats to keep their claws from growing excessively long, their nails can be trimmed if necessary with a small nail trimmer designed for humans, or a small pair of electrician's diagonal cutting pliers, or a guillotine type cutter specifically designed for animal nail trimming. Care must always be taken to avoid cutting the quick of the claw, analogous to cutting into the tip of a finger and equally painful and bloody. The position of the quick can be easily seen through the translucent nail of a cat with light colored claws but not in cats with dark colored nails, who therefore require carefully trimming of only small amounts from the nails.


          Scratching can be reduced and even eliminated by disciplining the cat with a quick spritz from a water bottle when the cat is scratching or by applying a product called Sticky Paws (similar to double-sided tape) to the surface the cat is prone to scratch. Cats are also repelled by citrus scents, and a citrus-scented product may also help stop unwanted furniture destruction. Pet supply stores also sell bitter apple spray, which cats do not like and will generally avoid.


          


          Declawing


          Declawing is a surgical procedure, known as onychectomy, to remove the claw and first bone of each digit of a cat's paws. Declawing is most commonly only performed on front feet.


          Declawing may be performed to prevent the cat from damaging furniture. Additionally, declawing may be performed on vicious cats, cats that frequently fight with other pets, or cats that are too efficient at predation of animals. In the United States, landlords sometimes require that tenants' cats be declawed.


          Declawing is controversial and is uncommon outside of North America. It is sometimes prohibited by animal cruelty laws.


          


          Waste


          Indoor cats are usually provided with a litter box containing litter, typically bentonite, but sometimes other absorbent material such as shredded paper or wood chips, or sometimes sand or similar material. This arrangement serves the same purpose as a toilet for humans. It should be cleaned daily and changed often, depending on the number of cats in a household and the type of litter; if it is not kept clean, a cat may be fastidious enough to find other locations in the house for urination or defecation. This may also happen for other reasons; for instance, if a cat becomes constipated and defecation is uncomfortable, it may associate the discomfort with the litter box and avoid it in favour of another location. A litterbox is recommended for indoor-outdoor cats as well.


          Daily attention to the litter box also serves as a monitor of the cat's health. Numerous variations on litter and litter box design exist, including some which automatically sift the litter after each use. Bentonite or clumping litter is a variation which absorbs urine into clumps which can be sifted out along with feces, and thus stays cleaner longer with regular sifting, but has sometimes been reported to cause health problems in some cats. Those with toxoplasmosis-infected cats living in habitat areas of sea otters may wish to dispose of droppings in the trash, rather than flushing them down the toilet.


          
            [image: Toilet-trained house cat.]

            
              Toilet-trained house cat.
            

          


          Litterboxes may pose a risk of toxoplasmosis transmission to susceptible pregnant women and immuno-compromised individuals. Most indoor-only cats are not normally exposed to the disease and are not carriers. Transmission risk may be reduced by daily litterbox cleaning by someone other than the susceptible individual.


          Some cats can be trained to use the human toilet, eliminating the litter box and its attendant expense, unpleasant odour, and the need to use landfill space for disposal. Training may involve four to six weeks of incremental moves, such as moving and elevating the litter box until it is near the toilet, as well as employing an adapter such as a bowl or small box to suspend the litter above the toilet bowl. Several kits and other aids are marketed to help toilet-train cats. When training is complete, the cat uses the toilet by squatting on the toilet seat over the bowl.


          


          Domesticated varieties


          The list of cat breeds is quite large: most cat registries actually recognize between 30 and 40 breeds of cats, and several more are in development, with one or more new breeds being recognized each year on average, having distinct features and heritage. The owners and breeders of show cats compete to see whose animal bears the closest resemblance to the "ideal" definition & standard of the breed (see selective breeding). Because of common crossbreeding in populated areas, many cats are simply identified as belonging to the homogeneous breeds of domestic longhair and domestic shorthair, depending on their type of fur. In the United Kingdom and Australia, non-purebred cats are referred in slang as moggies (derived from "Maggie", short for Margaret, reputed to have been a common name for cows and calves in 18th century England and latter applied to housecats during the Victorian era). In the United States, a non-purebred cat is sometimes referred to in slang as a barn or alley cat, even if it is not a stray. Cats come in a variety of colors and patterns. These are physical properties and should not be confused with a breed of cat. Some original cat breeds that have a distinct phenotype that is the main type occurring naturally as the dominant domesticated cat type in their region of origin are sometimes considered as subspecies and also have received names as such in nomenclature, although this is not supported by feline biologists. Some of these cat breeds are:


          
            	F. catus anura - the Manx


            	F. catus siamensis - the Siamese


            	F. catus cartusenensis - the Chartreux


            	F. catus angorensis - the Turkish Angora

          


          
            [image: Cat with a van pattern.]

            
              Cat with a van pattern.
            

          


          


          Coat patterns


          Cat coat genetics can produce a variety of coat patterns. Some of the most common are:


          
            	Bicolor, Tuxedo and Van


            	This pattern varies between the tuxedo cat which is mostly black with a white chest, and possibly markings on the face and paws/legs, all the way to the Van pattern (so named after the Lake Van area in Turkey, which gave rise to the Turkish Van breed), where the only colored parts of the cat are the tail (usually including the base of the tail proper), and the top of the head (often including the ears). There are several other terms for amounts of white between these two extremes, such as Harlequin or jellicle cat. Bicolor cats can have as their primary (non-white) colour black, red, any dilution thereof and tortoiseshell (see below for definition).
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              Mackerel tabby cat, showing the characteristic "M" on its forehead.
            

          


          
            	Tabby cat


            	Striped, with a variety of patterns. The classic "blotched" tabby (or "marbled") pattern is the most common and consists of butterflies and bullseyes. The "mackerel" or "striped" tabby is a series of vertical stripes down the cat's side (resembling the fish). This pattern broken into spots is referred to as a "spotted" tabby. Finally, the tabby markings may look like a series of ticks on the fur, thus the "ticked" tabby, which is almost exclusively associated with the Abyssinian breed of cats. The worldwide evolution of the cat means that certain types of tabby are associated with certain countries; for instance, blotched tabbies are quite rare outside NW Europe, where they are the most common type.

          


          
            [image: Female tortoiseshell-and-white cat.]

            
              Female tortoiseshell-and-white cat.
            

          


          
            	Tortoiseshell and Calico


            	This cat is also known as a Calimanco cat or Clouded Tiger cat, and by the nickname "tortie." In the cat fancy, a tortoiseshell cat is randomly patched over with red (or its dilute form, cream) and black (or its dilute blue) mottled throughout the coat. Additionally, the cat may have white spots in its fur, which make it a "tortoiseshell and white" cat or, if there is a significant amount of white in the fur and the red and black colors form a patchwork rather than a mottled aspect, the cat will be called a "calico." All calicos are tortoiseshell (as they carry both black and red), but not all tortoiseshells are calicos (which requires a significant amount of white in the fur and patching rather than mottling of the colors). The calico is also sometimes called a "tricolor cat." The Japanese refer to this pattern as mi-ke (meaning "triple fur"), while the Dutch call these cats lapjeskat (meaning "patches cat"). A true tricolor must consist of three colors: a reddish color, dark or light; white; and one other colour, typically a brown, black or blue. Both tortoiseshell and calico cats are typically female because the coat pattern is the result of differential X chromosome inactivation in females (which, as with all normal female mammals, have two X chromosomes). Conversely, cats where the overall colour is ginger (orange) are commonly male (roughly in a 3:1 ratio). In a litter sired by a ginger tom, the females will be tortoiseshell or ginger. Male tortoiseshells can occur as a result of chromosomal abnormalities (often linked to sterility) or by a phenomenon known as chimericism, where two early stage embryos are merged into a single kitten.
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              Siamese cat, classical colorpoint pattern.
            

          


          
            	Colorpoint


            	The colorpoint pattern is most commonly associated with Siamese cats, but may also appear in any domesticated cat. A colorpointed cat has dark colors on the face, ears, feet, and tail, with a lighter version of the same color on the rest of the body, and possibly some white. The exact name of the colorpoint pattern depends on the actual colour, so there are seal points (dark brown), chocolate points (warm lighter brown), blue points (dark gray), lilac or frost points (silvery gray-pink), red or flame points (orange), and tortie (tortoiseshell mottling) points, among others. This pattern is the result of a temperature sensitive mutation in one of the enzymes in the metabolic pathway from tyrosine to pigment, such as melanin; thus, little or no pigment is produced except in the extremities or "points," where the skin is slightly cooler. For this reason, colorpointed cats tend to darken with age as bodily temperature drops; also, the fur over a significant injury may sometimes darken or lighten as a result of temperature change.

          


          
            	The tyrosine pathway also produces neurotransmitters, thus mutations in the early parts of that pathway may affect not only pigment, but also neurological development. This results in a higher frequency of cross-eyes among colorpointed cats, as well as the high frequency of cross-eyes in white tigers.

          


          
            	White cats


            	True albinism (a mutation of the tyrosinase gene) is quite rare in cats. Much more common is the appearance of white coat colour due to a lack of melanocytes in the skin. A higher frequency of deafness in white cats is due to a reduction in the population and survival of melanoblast stem cells, which in addition to creating pigment producing cells, develop into a variety of neurological cell types. White cats with one or two blue eyes have a particularly high likelihood of being deaf.

          


          


          Body types


          Cats can also come in several body types, ranging between two extremes:


          
            	Oriental


            	Not a specific breed, but any cat with an elongated slender build, almond-shaped eyes, long nose, large ears (the Siamese and Oriental Shorthair breeds are examples of this).


            	Cobby


            	Any cat with a short, muscular, compact build, roundish eyes, short nose, and small ears. Persian cats and Exotic cats are two prime examples of such a body type.

          


          


          Feral cats
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              Feral farm cat showing effects of a rough life.
            

          


          Feral cats may live alone, but most are found in large groups called feral colonies with communal nurseries, depending on resource availability. Most abandoned cats probably have little alternative to joining a feral colony. Some feral cat colonies are found in large cities such as around the Colosseum and Forum Romanum in Rome. The Roman cats are not truly feral because they are partly fed and vetted by the local authority. Because cats are adaptable, those in residential areas know that if they are friendly to humans they need not worry about food or shelter. Some urban "stray" cats have many houses/humans to support them.


          Although cats are adaptable, feral felines are unable to thrive in extreme cold and heat, and with a very high protein requirement, few find adequate nutrition on their own in cities. They are often killed by dogs, coyotes, and automobiles. However, there are thousands of volunteers and organizations that trap these unadoptable feral felines, neutering them, immunize the cats against rabies and feline leukemia, and treat them with long-lasting flea products. Before release back into their feral colonies, the attending veterinarian often nips the tip off one ear to mark the feral as neutered and inoculated, since these cats will more than likely find themselves trapped again. Volunteers continue to feed and give care to these cats throughout their lives, and not only is their lifespan greatly increased, but behaviour and nuisance problems, due to competition for food, are also greatly reduced.


          


          Environmental effects
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          Feral cats are thought to be a major predator of Hawaiian coastal and forest habitats, and are one species among many responsible for the decline of endemic forest bird species as well as seabirds like the Wedge-tailed Shearwater. In one study of 56 cats' feces, the remains of 44 birds were found, 40 of which were endemic species.


          In the Southern Hemisphere there are many landmasses including Australia where cat species have never been native, and other placental mammalian predators were rare or absent. Native species there tend to be more ecologically vulnerable and behaviorally "naive" to predation by feral cats. Feral cats have had serious effects on these wildlife species and have played a leading role in the endangerment and extinction of many of them. In Australia a large quantity of native birds, lizards and small marsupials are taken every year by feral cats, and feral cats have played a role in driving some small marsupial species to extinction. Some organizations in Australia are now going to effort of creating fenced islands of habitat for endangered species that are free of feral cats and foxes.


          


          Ethical and humane concerns over feral cats


          There are two divergent views about the relationship of cats with the environment. The first argues that the environmental impact of feral cat programs and of indoor/outdoor cats is a subject of debate. Part of this stems from humane concern for the cats, and part stems from concerns about cat predation on endangered species. The amount of ecological damage done by indoor/outdoor cats depends on local conditions. As suggested above, the most severe effect occurs to island ecologies. Environmental concerns may be minimal in most of the UK where cats are an established species and few to none of the local prey species are endangered. Pet owners can contact veterinarians, ecological organizations, and universities for opinions about whether local conditions are suitable for outdoor cats. Additional concerns include potential dangers from larger predators and infectious diseases. Coyotes kill large numbers of housecats in the Southwestern United States, even in urban zones. FELV (feline leukemia), FIV (feline immunodeficiency virus), or rabies may be present in the area. If faced with conflicting evidence, the safe choice is to keep a cat indoors.


          Cats present a risk of overpopulation, as well. According to the Humane Society of the United States, 34 million cats and dogs are euthanized each year in the United States and many more are confined to cages in shelters because there are significantly more animals being born than there are homes. Neutering pets helps keep the overpopulation down. A study in 1992 found that in the USA, 12,893 (29.4%) of pets, 26.9% of dogs and 32.6% of cats were sterilized. Local humane societies, SPCAs, and other animal protection organizations urge people to neuter their pets and to adopt from shelters instead of purchasing elsewhere.


          


          Etymology and taxonomic history


          


          Scientific classification


          The domestic cat was first classified as Felis catus by Carolus Linnaeus in the tenth edition of his Systema Naturae of 1758. However, some contemporary studies have revealed evidence that domestic cats may be conspecific with (belong to the same species as) the Wildcat, classified as Felis silvestris by Schreber in 1777. This has resulted in mixed usage of the terms. The domestic cat is sometimes considered to be a subspecies, F. s. catus, of the species F. silvestris. Wildcats have also been referred to as various subspecies of F. catus, but in 2003, Opinion 2027 of the ICZN fixed the name for Wildcats as F. silvestris.. The predominant usage for the domestic cat remains to be F. catus, treating it as a separate species and following the convention of using the earliest (the senior) synonym proposed.


          Johann Christian Polycarp Erxleben classified the domesticated cat as Felis domesticus in his Anfangsgrnde der Naturlehre and Systema regni animalis of 1777. This name, and its variants Felis catus domesticus and Felis silvestris domesticus, are often seen, but they are not valid scientific names under the rules of the International Code of Zoological Nomenclature.


          


          Nomenclature


          A group of cats is referred to as a clowder, a male cat is called a tom (or a gib, if neutered), and a female is called a queen. The male progenitor of a cat, especially a pedigreed cat, is its sire, and its female progenitor is its dam. An immature cat is called a kitten (which is also an alternative name for young rats, rabbits, hedgehogs, beavers, squirrels and skunks). In medieval Britain, the word kitten was interchangeable with the word catling. A cat whose ancestry is formally registered is called a pedigreed cat, purebred cat, or a show cat (although not all show cats are pedigreed or purebred). In strict terms, a purebred cat is one whose ancestry contains only individuals of the same breed. A pedigreed cat is one whose ancestry is recorded, but may have ancestors of different breeds (almost exclusively new breeds; cat registries are very strict about which breeds can be mated together). Cats of unrecorded mixed ancestry are referred to as domestic longhairs and domestic shorthairs or commonly as random-bred, moggies, mongrels, mutt-cats or alley cats. The ratio of pedigree/purebred cats to random-bred cats varies from country to country. However, generally speaking, purebreds are less than ten percent of the total Feline population.


          


          Etymology


          The word cat derives from Old English catt, which belongs to a group of related words in European languages, including Welsh cath, Spanish gato, Basque katu, Byzantine Greek ktia, Old Irish cat, German Katze, and Old Church Slavonic kotka. The ultimate source of all these terms is Late Latin catus, cattus, catta "domestic cat", as opposed to feles "European wildcat". It is unclear whether the Greek or the Latin came first, but they were undoubtedly borrowed from an Afro-Asiatic language akin to Nubian kads and Berber kaddska, both meaning "wildcat". This term was either cognate with or borrowed from Late Egyptian čaus "jungle cat, African wildcat" (later giving Coptic au "tomcat"), itself from earlier Egyptian teau "female cat" (vs. miew "tomcat").


          The term puss (as in pussycat) may come from Dutch poes or from Low German Puuskatte, dialectal Swedish kattepus, or Norwegian pus, pusekatt, all of which primarily denote a woman and, by extension, a female cat.


          


          History and mythology
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          Cats have been kept by humans since at least ancient Egypt, where Bast in cat form was goddess of the home, the domesticated cat, protector of the fields and home from vermin infestations, and sometimes took on the warlike aspect of a lioness. The first domesticated cats may have saved early Egyptians from many rodent infestations and likewise, Bast developed from the adoration for her feline companions. She was the daughter of the sun god Ra and played significant role in Ancient Egyptian religion. It has been speculated that cats resident in Kenya's Islands in the Lamu Archipelago may be the last living direct descendants of the cats of ancient Egypt.


          Several ancient religions believed that cats are exalted souls, companions or guides for humans, that they are all-knowing but are mute so they cannot influence decisions made by humans. In Japan, the Maneki Neko is a cat that is a symbol of "good fortune". While in Islam there is not a sacred species, it is said by some writers that Muhammad had a favorite cat, Muezza. It is said he loved cats so much that "he would do without his cloak rather than disturb one that was sleeping on it".


          Freyja  the goddess of love, beauty, and fertility in Norse mythology  is riding a chariot driven by cats.


          There are also negative superstitions about cats in many cultures. An example would be the belief that a black cat "crossing your path" leads to bad luck, or that cats are witches' familiars used to augment a witch's powers and skills. This belief led to the widespread extermination of cats in Europe in medieval times. Killing the cats aggravated epidemics of the Black Plague in places where there were not enough cats left to keep rat populations down. The plague was spread by fleas carried by infected rats.


          An exaggerated fear of cats is known as ailurophobia.


          


          Nine lives


          It is common myth that cats have nine lives, in some cultures it is seven. The myth is attributed to the natural suppleness and swiftness cats exhibit to escape life-threatening situations. Also lending credence to this myth is that falling cats often land on their feet because of an inbuilt automatic twisting reaction and are able to twist their bodies around to land feet first, though they can still be injured or killed by a high fall.
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        Catalysis


        
          

          In chemistry and biology, catalysis is a way of accelerating the rate of a chemical reaction by means of contacting the reactants with a substance called a catalyst, which itself is not consumed by the overall reaction. More generally, one may at times call anything that accelerates a process, a "catalyst" (From the Greek ύ, meaning to annul or to untie or to pick up).


          A catalyst provides an alternative route to products, the catalytic route being subject to lower activation energy than in the uncatalyzed reaction. A lowered activation energy increases the reaction rate. Catalysts generally change in the course of a reaction but are regenerated.


          A good example of a catalyst usage is in the disproportionation of hydrogen peroxide to give water and oxygen:


          
            	2 H2O2  2 H2O + O2

          


          This reaction is slow, as shown by the fact that one can buy solutions of hydrogen peroxide. Upon the addition of manganese dioxide to hydrogen peroxide, the reaction occurs rapidly as signaled by effervescence of oxygen. In demonstrations, the evolved oxygen is detectable by its effect on a glowing splint. The manganese dioxide may be recovered, and re-used indefinitely, thus it is a catalyst  it is not consumed by the reaction. (The H2O2 sold as a sterilizing agent in drugstores is too dilute for this to work dramatically.)


          A promoter chemically modifies a catalyst but is not itself a catalyst. An inhibitor reduces the effectiveness of (or slows down the effect of) a catalyst.


          


          History


          The phrase catalysed processes was coined by Jns Jakob Berzelius in 1836 to describe reactions which are accelerated by substances which remain unchanged after the reaction. Other early chemists involved in catalysis were Alexander Mitscherlich who in 1831 referred to contact processes and Johann Wolfgang Dbereiner who spoke of contact action and whose lighter based on hydrogen and a platinum sponge became a huge commercial success in the 1820s. Humphrey Davy discovered the use of platinum in catalysis. In the 1880s, Wilhelm Ostwald at Leipzig University started a series of systematic investigations into reactions that were catalyzed by the presence of acids and bases, and found both that chemical reactions occur at finite rates, and that these rates can be used to determine the strengths of acids and bases. For this work, Ostwald was awarded the 1909 Nobel Prize in Chemistry.


          


          Typical mechanism


          Catalysts generally react with one or more reactants to form an intermediate that subsequently give the final reaction product, in the process regenerating the catalyst. The following is a typical reaction scheme, where C represents the catalyst, A and B are reactants, and D is the product of the reaction of A and B:


          
            	A + C  AC (1)


            	B + AC  ABC (2)


            	ABC  CD (3)


            	CD  C + D (4)

          


          Although the catalyst (C) is consumed by reaction 1, it is subsequently produced by reaction 4, so for the overall reaction:


          
            	A + B  D

          


          


          Catalytic cycles


          A catalytic cycle or catalytic mechanism is a reaction mechanism which involves a catalyst. Catalytic cycles are central to any discussion of catalysis, be it in biochemistry, organometallic chemistry, or solid state chemistry.


          Often, a so-called sacrificial catalyst is also part of the reaction system with the purpose of regenerating the true catalyst in each cycle. As the name implies the sacrificial catalyst is not regenerated and is instead irreversibly consumed. This sacrificial compound is also known as a stoichiometric catalyst when added in stoichiometric quantities compared to the main reactant. Usually the true catalyst is an expensive and complex molecule and added in quantities as small as possible. The stoichiometric catalyst on the other hand should be cheap and abundant.


          


          Catalysts and reaction energetics
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          Catalysts work by providing an (alternative) mechanism involving a different transition state and lower activation energy. The effect of this is that more molecular collisions have the energy needed to reach the transition state. Hence, catalysts can perform reactions that, albeit thermodynamically feasible, would not run without the presence of a catalyst, or perform them much faster, more specific, or at lower temperatures. This can be observed on a Boltzmann distribution and energy profile diagram. This means that catalysts reduce the amount of energy needed to start a chemical reaction.


          Catalysts cannot make energetically unfavorable reactions possible  they have no effect on the chemical equilibrium of a reaction because the rate of both the forward and the reverse reaction are equally affected (see also thermodynamics). The net free energy change of a reaction is the same whether a catalyst is used or not; the catalyst just makes it easier to activate.


          The SI derived unit for measuring the catalytic activity of a catalyst is the katal, which is moles per second. The degree of activity of a catalyst can also be described by the turn over number (or TON) and the catalytic efficiency by the turn over frequency (TOF). The biochemical equivalent is the enzyme unit.


          For more information on the efficiency of enzymatic catalysis see the Enzyme#Kinetics section.


          


          Autocatalysis


          In autocatalysis, a reaction produces catalysts.


          


          Types of catalysts


          Catalysts can be either heterogeneous or homogeneous. Biocatalysts are often seen as a separate group.


          Heterogeneous catalysts are present in different phases from the reactants (for example, a solid catalyst in a liquid reaction mixture), whereas homogeneous catalysts are in the same phase (for example, a dissolved catalyst in a liquid reaction mixture).


          


          Heterogeneous catalysts


          A simple model for heterogeneous catalysis involves the catalyst providing a surface on which the reactants (or substrates) temporarily become adsorbed. Bonds in the substrate become weakened sufficiently for new bonds to be created. The bonds between the products and the catalyst are weaker, so the products are released. Different possible mechanisms for reactions on surfaces are known, depending on how the adsorption takes place ( Langmuir-Hinshelwood and Eley-Rideal).


          For example, in the Haber process to manufacture ammonia, finely divided iron acts as a heterogeneous catalyst. Active sites on the metal allow partial weak bonding to the reactant gases, which are adsorbed onto the metal surface. As a result, the bond within the molecule of a reactant is weakened and the reactant molecules are held in close proximity to each other. In this way the particularly strong triple bond in nitrogen is weakened and the hydrogen and nitrogen molecules are brought closer together than would be the case in the gas phase, so the rate of reaction increases.


          Other heterogeneous catalysts include vanadium(V) oxide in the contact process, nickel in the manufacture of margarine, alumina and silica in the cracking of alkanes and platinum, rhodium and palladium in catalytic converters. Mesoporous silicates have found utility in heterogeneous reaction catalysis because their large accessible surface area allows for high catalyst loading.


          In car engines, incomplete combustion of the fuel produces carbon monoxide, which is toxic. The electric spark and high temperatures also allow oxygen and nitrogen to react and form nitrogen monoxide and nitrogen dioxide, which are responsible for photochemical smog and acid rain. Catalytic converters reduce such emissions by adsorbing CO and NO onto catalytic surface, where the gases undergo a redox reaction. Carbon dioxide and nitrogen are desorbed from the surface and emitted as relatively harmless gases:


          
            	2CO + 2NO  2CO2 + N2

          


          Many catalysts used in refineries and in petrochemical applications are regenerated and reused multiple times to save costs and energy and to reduce environmental impact from recycling or disposal of spent catalysts.


          


          Homogeneous catalysts


          Homogeneous catalysts are in the same phase as the reactants.


          In homogeneous catalysis the catalyst is a molecule which facilitates the reaction. The catalyst initiates reaction with one or more reactants to form intermediate(s) and in some cases one or more products. Subsequent steps lead to the formation of remaining products and to the regeneration of the catalyst.


          Examples of homogeneous catalysts are:


          1) The ion H+(aq) which acts as a catalyst in esterification, as well as in the inverse reaction - hydrolysis of esters such as methyl acetate is catalysed by H+


          2) Chlorine free radicals in the break down of ozone. These radicals are formed by the action of ultraviolet radiation on chlorofluorocarbons (CFCs). They react with ozone to form oxygen molecules and regenerate the catalyst radicals. This process destroys the thin layer of stratospheric ozone.


          
            	Cl + O3  ClO + O2


            	ClO + O  Cl + O2

          


          3) Oxides of nitrogen in the oxidation of sulfur dioxide to sulfur trioxide by dioxygen in the chamber process.


          


          Biocatalysts


          In nature enzymes are catalysts in metabolism. In biochemistry catalysis is also observed with abzymes and ribozymes, deoxyribozymes have also been created in the laboratory.


          Biocatalysts can be thought of as a mixture of a homogenous and heterogeneous catalyst. This is because the enzyme is in solution itself, but the reaction takes place on the enzyme surface. Several factors affect the activity of enzymes. The most important are:


          
            	Temperature


            	pH


            	Enzyme concentration


            	Substrate concentration

          


          


          Electrocatalysts


          In the context of electrochemistry, specifically in fuel cell engineering, various metal-rich catalysts are used to promote the efficiency of a half reaction that occurs within the fuel cell. One common type of fuel cell electrocatalyst is based upon tiny nanoparticles of platinum which adorn slightly larger carbon particles. When this type of platinum electrocatalyst is in contact with one of the electrodes in a fuel cell, it increases the rate of the redox half reaction in which oxygen gas is reduced to water (or hydroxide or hydrogen peroxide).


          


          Significance


          Catalysis is of paramount importance in the chemical industry. The production of most industrially important chemicals involves catalysis. Two notable commercial processes are the Haber process for ammonia synthesis and the Fischer-Tropsch synthesis. Research into catalysis is a major field in applied science, and involves many fields of chemistry, notably in organometallic chemistry, and physics. Catalysis is important in many aspects of environmental science, from the catalytic converter in automobiles to the alleged causes of the ozone hole. Catalytic, rather than stoichiometric reactions are preferred in environmentally friendly green chemistry due to the reduced amount of waste generated.


          


          Notable examples


          Estimates are that 90% of all commercially produced chemical products involve catalysts at some stage in the process of their manufacture.


          Manganese dioxide is used in the laboratory to prepare oxygen by the decomposition of hydrogen peroxide to oxygen and water.


          Well-known applications of synthetic catalysts are:


          
            	Catalytic converters made from platinum and manganese break down some of the more harmful byproducts of automobile exhaust. The catalysts used are micro-engineered to have large surface areas.


            	the Haber process for the synthesis of ammonia from nitrogen and hydrogen, where iron is the catalyst.

          


          Examples of catalysts that perform specific transformations on functional groups:


          
            	Transformations of olefinic groups:

              
                	the Ziegler-Natta catalyst used to mass produce polyethylene and polypropylene.


                	the Grubbs' catalyst for olefin metathesis.


                	the Monsanto process


                	the Wacker process


                	the Heck reaction.

              

            

          


          These given examples show that different catalysts perform other transformations on the same functional groups, where the reaction would not proceed, proceed very slowly, or proceed in an unselective manner without the presence of the catalyst.


          The most common catalyst is the proton. Many transition metals and transition metal complexes are used in catalysis as well.


          


          New directions - organocatalysis


          While transition metal catalysts are well established, a new trend is toward organocatalysis which use comparatively simple organic molecules as catalysts. While typically, catalyst loading is much higher than transition metal-based catalysts, the catalysts are usually commercially available in bulk, helping to reduce costs drastically. Organocatalysts of the "new generation" are competitive to traditional metal-containing catalysts and are owing to low product inhibition applicable in substoichiometric quantities. The chemical character of organocatalysts offers new and attractive perspectives and advantages to synthetically working chemists.


          


          Catalytic processes


          In 2005, Catalytic processes generated about $900 billion in products worldwide. (pdf)


          
            	Acid-base catalysis


            	Catalytic converters made from platinum and rhodium break down some of the more harmful byproducts of automobile exhaust.


            	Fuel cells


            	Fischer-Tropsch synthesis.


            	Haber process (synthesis of ammonia from nitrogen and hydrogen, where ordinary iron is used as a catalyst)


            	Hydrogenation


            	Methanol synthesis


            	Nitric acid production


            	
              Petroleum refining and processing

              
                	Alkylation


                	Catalytic cracking - breaking long-chain hydrocarbons into smaller pieces


                	Naphtha reforming

              

            


            	Steam reforming of hydrocarbons to produce synthesis gas


            	Sulfuric acid production


            	Transesterification


            	Olefin polymerisation
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              	Magnified view of cataract in human eye, seen on examination with a slit lamp using diffuse illumination
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              	H 25.- H 26., H 28., Q 12.0
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              	DiseasesDB
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          A cataract is a clouding that develops in the crystalline lens of the eye or in its envelope, varying in degree from slight to complete opacity and obstructing the passage of light. Early in the development of age-related cataract the power of the lens may be increased, causing near-sightedness ( myopia), and the gradual yellowing and opacification of the lens may reduce the perception of blue colours. Cataracts typically progress slowly to cause vision loss and are potentially blinding if untreated.


          A senile cataract, occurring in the aged, is characterized by an initial opacity in the lens, subsequent swelling of the lens and final shrinkage with complete loss of transparency. Moreover, with time the cataract cortex liquefies to form a milky white fluid in a Morgagnian cataract, which can cause severe inflammation if the lens capsule ruptures and leaks. Untreated, the cataract can cause phacomorphic glaucoma. Very advanced cataracts with weak zonules are liable to dislocation anteriorly or posteriorly. Such spontaneous posterior dislocations (akin to the historical surgical procedure of couching) in ancient times were regarded as a blessing from the heavens, because some perception of light was restored in the cataractous patients.


          Cataract derives from the Latin cataracta meaning "waterfall" and the Greek kataraktes and katarrhaktes, from katarassein meaning "to dash down" (kata-, "down"; arassein, "to strike, dash"). As rapidly running water turns white, the term may later have been used metaphorically to describe the similar appearance of mature ocular opacities. In Latin, cataracta had the alternate meaning " portcullis", so it is also possible that the name came about through the sense of "obstruction". Early Persian physicians called the term nazul-i-ah, or 'descent of the water' - vulgarised into waterfall disease or cataract - believing such blindness to be caused by an outpouring of corrupt humour into the eye. In dialect English a cataract is called a pearl, as in "pearl eye" and "pearl-eyed".


          


          Causes


          Cataracts develop from a variety of reasons, including long-term ultraviolet exposure, exposure to radiation, secondary effects of diseases such as diabetes, hypertension and advanced age; they are usually a result of denaturation of lens proteins. Genetic factors are often a cause of congenital cataracts and positive family history may also play a role in predisposing someone to cataracts at an earlier age, a phenomenon of "anticipation" in pre-senile cataracts. Cataracts may also be produced by eye injury or physical trauma. A study among Icelandair pilots showed commercial airline pilots as three times more likely to develop cataracts than people with non-flying jobs. This is thought to be caused by excessive exposure to radiation coming from outer space. Cataracts are also unusually common in persons exposed to infrared radiation, such as glassblowers who suffer from "exfoliation syndrome". Exposure to microwave radiation can cause cataracts.


          Cataracts may be partial or complete, stationary or progressive, hard or soft.


          Some drugs can induce cataract development, such as Corticosteroids and Ezetimibe and Seroquel.


          There are various types of cataract, e.g. nuclear, cortical, mature, hypermature. Cataracts are also classified by their location, e.g. posterior (classically due to steroid use) and anterior (common (senile) cataract related to aging).


          


          Epidemiology


          Age-related cataract is responsible for 48% of world blindness, which represents about 18 million people, according to the World Health Organization (WHO). In many countries surgical services are inadequate, and cataracts remain the leading cause of blindness. As populations age, the number of people with cataracts is growing. Cataracts are also an important cause of low vision in both developed and developing countries. Even where surgical services are available, low vision associated with cataracts may still be prevalent, as a result of long waits for operations and barriers to surgical uptake, such as cost, lack of information and transportation problems.


          In the United States, age-related lenticular changes have been reported in 42% of those between the ages of 52 to 64, 60% of those between the ages 65 and 74, and 91% of those between the ages of 75 and 85.


          


          Cataract surgery
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          When a cataract is "ripe" (sufficiently developed to be removed by surgery), the most effective and common treatment is to make an incision (capsulotomy) into the capsule of the cloudy lens in order to surgically remove the lens. There are two types of eye surgery that can be used to remove cataracts: extra-capsular (extracapsular cataract extraction, or ECCE) and intra-capsular (intracapsular cataract extraction, or ICCE).


          Extra-capsular (ECCE) surgery consists of removing the lens but leaving the majority of the lens capsule intact. High frequency sound waves ( phacoemulsification) are sometimes used to break up the lens before extraction.


          Intra-capsular (ICCE) surgery involves removing the entire lens of the eye, including the lens capsule, but it is rarely performed in modern practice.


          In either extra-capsular surgery or intra-capsular surgery, the cataractous lens is removed and replaced with a plastic lens (an intraocular lens implant) which stays in the eye permanently.


          Cataract operations are usually performed using a local anaesthetic and the patient is allowed to go home the same day. Recent improvements in intraocular technology now allow cataract patients to choose a multifocal lens to create a visual environment in which they are less dependent on glasses. Under some medical systems multifocal lenses cost extra. Traditional intraocular lenses are monofocal.


          Complications are possible after cataract surgery, including endophthalmitis, posterior capsular opacification and retinal detachment.


          In ICCE there is the issue of the Jack in the box phenomenon where the patient has to wear aphakic glasses - alternatives include contact lenses but these can prove to be high maintenance, particularly in dusty areas.


          


          Prevention


          Although cataracts have no scientifically proven prevention, it is sometimes said that wearing ultraviolet-protecting sunglasses may slow the development of cataracts. Regular intake of antioxidants (such as vitamin A, C and E) is theoretically helpful, but taking them as a supplement has been shown to have no benefit.


          


          Recent research


          Although statins are known for their ability to lower lipids, they are also believed to have antioxidant qualities. It is believed that oxidative stress plays a role in the development of nuclear cataracts, which are the most common type of age-related cataract. To explore the relationship between nuclear cataracts and statin use, a group of researchers took a group of 1299 patients who were at risk of developing nuclear cataracts and gave some of them statins. Their results suggest that statin use in a general population may be associated with a lower risk of developing nuclear cataract disease.


          Research is scant and mixed but weakly positive for the nutrients lutein and zeaxanthin. Bilberry extract shows promise in rat models and in clinical studies.


          


          Types of cataracts
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          The following is a classification of the various types of cataracts. This is not comprehensive and other unusual types may be noted.


          
            	Classified by etiology

          


          
            	
              
                	Age-related cataract

              


              
                	
                  
                    	Immature Senile Cataract (IMSC) - partially opaque lens, disc view hazy


                    	Mature Senile Cataract (MSC) - Completely opaque lens, no disc view


                    	Hypermature Senile Cataract (HMSC) - Liquefied cortical matter: Morgagnian Cataract

                  

                

              


              
                	Congenital cataract

              


              
                	
                  
                    	Sutural cataract


                    	Lamellar cataract


                    	Zonular cataract


                    	Total cataract

                  

                

              


              
                	Secondary cataract
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                    	Drug-induced cataract (e.g. Corticosteroids)

                  

                

              


              
                	Traumatic cataract

              


              
                	
                  
                    	Blunt trauma (capsule usually intact)


                    	Penetrating trauma (capsular rupture & leakage of lens material - calls for an emergency surgery for extraction of lens and leaked material to minimize further damage)

                  

                

              

            

          


          
            	Classified by location of opacity within lens structure (However, mixed morphology is quite commonly seen, e.g. PSC with nuclear changes & cortical spokes of cataract)

          


          
            	
              
                	Anterior cortical cataract


                	Anterior polar cataract


                	Anterior subcapsular cataract
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                	Nuclear cataract - Grading correlates with hardness & difficulty of surgical removal

              


              
                	
                  
                    	1 - Grey


                    	2 - Yellow


                    	3 - Amber


                    	4 - Brown/Black (Note: "Black cataract" translated in some languages (like Hindi) refers to Glaucoma, not the colour of the lens nucleus)

                  

                

              


              
                	Posterior cortical cataract


                	Posterior polar cataract (importance lies in higher risk of complication - posterior capsular tears during surgery)


                	Posterior subcapsular cataract (PSC) (clinically common)

              


              
                	
                  
                    	After-cataract - posterior capsular opacification subsequent to a successful extracapsular cataract surgery (usually within 3 months - 2 years) with or without IOL implantation. Requires a quick & painless office procedure with Nd:YAG laser capsulotomy to restore optical clarity.

                  

                

              

            

          


          


          Associations with systemic conditions


          
            	Chromosomal disorders

          


          
            	
              
                	Alport's syndrome


                	Cri-du-chat syndrome


                	Conradi's syndrome


                	Myotonic dystrophy


                	Patau's syndrome


                	Schmid-Fraccaro syndrome


                	Trisomy 18 ( Edward's syndrome)


                	Turner's syndrome

              

            

          


          
            	Disease of the skin and mucous membranes

          


          
            	
              
                	Atopic dermatitis


                	Basal-cell nevus syndrome


                	Ichthyosis


                	Pemphigus

              

            

          


          
            	Metabolic and nutrition diseases

          


          
            	
              
                	Aminoaciduria ( Lowe's syndrome)


                	Diabetes mellitus


                	Fabry's disease


                	Galactosemia / Galactosemic Cataract


                	Homocystinuria


                	Hypervitaminosis D


                	Hyperparathyroidism


                	Hypothyroidism


                	Mucopolysaccharidoses


                	Wilson's disease

              

            

          


          
            	Infectious diseases

          


          
            	
              
                	Congenital

              


              
                	
                  
                    	Congential herpes simplex


                    	Congenital syphilis


                    	Cytomegalic inclusion disease


                    	Rubella

                  

                

              


              
                	Others

              


              
                	
                  
                    	Cysticercosis


                    	Leprosy


                    	Onchocerciasis


                    	Toxoplasmosis

                  

                

              

            

          


          
            	Toxic substances introduced systemically

          


          
            	
              
                	Corticosteroids


                	Haloperidol


                	Miotics


                	Triparanol
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          Cataract surgery is the removal of the lens of the eye (also called "crystalline") that has developed an opacification, which is referred to as a cataract. Metabolic changes of the crystalline lens fibers over the time lead to the development of the cataract and loss of transparency. Following surgical removal of the natural lens, an artificial intraocular lens implant is inserted (eye surgeons say that the lens is "implanted"). Cataract surgery is generally performed by an ophthalmologist (eye surgeon) at an ambulatory (rather than inpatient) setting, in a surgical centre or hospital, using local anesthesia (either topical, peribulbar, or retrobulbar). Well over 90% of operations are successful in restoring useful vision, with a low complication rate. Day care, high volume, minimally invasive, small incision phacoemulsification with quick post-op recovery has become the standard of care in cataract surgery all over the world.


          



          


          Types


          Currently, the two main types of cataract surgery extraction performed by the ophthalmologists are phacoemulsification (phaco) and conventional extracapsular cataract extraction (ECCE). In both types of surgery an Intraocular lens is usually inserted. Foldable lenses are generally used when phaco is performed while non-foldable lenses are placed following ECCE. The small incision size used in phacoemulsification often allows "sutureless" wound closure. ECCE usually require stitching.


          Cataract extraction using intracapsular cataract extraction (ICCE) has been superseded by phaco & ECCE, and is only rarely performed.


          We now know that the lens can spontaneously dislocate into the vitreous cavity in certain diseases including Marfan's Syndrome and Homocystinuria. The dislocations of the crystalline into the vitreous cavity may require surgical intervention to prevent the development of intra-ocular inflammation and increase of the intra-ocular pressure.


          


          Types of surgery
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          Extracapsular cataract extraction involves the removal of almost the entire natural lens while the elastic lens capsule (posterior capsule) is left intact to allow implantation of an intraocular lens. There are two main types of cataract surgery:


          
            	Phacoemulsification (Phaco) is the preferred method in most cases. It involves the use of a machine with an ultrasonic handpiece with a titanium or steel tip. The tip vibrates at ultrasonic frequency (40,000Hz) and the lens material is emulsified. A second fine instrument (sometimes called a cracker or chopper) may be used from a side port to facilitate cracking or chopping of the nucleus into smaller pieces. Fragmentation into smaller pieces makes emulsification easier, as well as the aspiration of cortical material (soft part of the lens around the nucleus). After phacoemulsification of the lens nucleus and cortical material is completed, a dual irrigation-aspiration (I-A) probe or a bimanual I-A system is used to aspirate out the remaining peripheral cortical material.

          


          
            	Conventional extracapsular cataract extraction (ECCE): It involves manual expression of the lens through a large (usually 10-12 mm) incision made in the cornea or sclera. Although it requires a larger incision and the use of stitches, the conventional method may be indicated for patients with very hard cataracts or other situations in which phacoemulsification is problematic.

          


          
            	Intra-capsular extraction is an out-dated method of cataract surgery, rarely performed today.

          


          
            	Intraocular lens implantation: After the removal of the cataract, an intraocular lens (IOL) is usually implanted into the eye, either through a small incision (1.8 mm to 2.8 mm) using a foldable IOL, or through an enlarged incision, using a PMMA (polymethylmethacrylate) lens. The foldable IOL, made of silicone or acrylic material of appropriate power is folded either using a holder/folder, or a proprietary insertion device provided along with the IOL. The lens implanted is inserted through the incision into the capsular bag within the posterior chamber (in-the-bag implantation). Sometimes, a sulcus implantation (in front or on top of the capsular bag but behind the iris) may be required because of posterior capsular tears or because of zonulodialysis. Implantation of posterior-chamber IOL (PC-IOL) in patients below 1 to 2 years of age is relatively contraindicated due to rapid ocular growth at this age and the excessive amount of inflammation, which may be very difficult to control. Optical correction in these patients without intraocular lens aphakic is usually managed with either special contact lenses or glasses. Secondary implantation of IOL (placement of a lens implant as a second operation) may be considered after 2 years of age. New designs of multi-focal intra-ocular lens are now available. These lenses allow focusing of rays from distant as well as near objects. Pre-operative patient selection and good counselling is extremely important to avoid unrealistic expectations and post-operative patient dissatisfaction. Acceptability for these lenses has become better and studies have shown good results in selected patients. Brands in the market include: Restore (R), Rezoom (R) and Technis MF (R).

          


          


          Intracapsular cataract extraction


          Intracapsular cataract extraction (ICCE) involves the removal of the lens and the surrounding lens capsule in one piece. The lens is then replaced with an artificial plastic lens (an intraocular lens implant) of appropriate power which remains permanently in the eye. The procedure has a relatively high rate of complications due to the large incision required and pressure placed on the vitreous body, thus is rarely performed in countries where operating microscopes and high-technology equipment are readily available. Cryoextraction is a form of ICCE that freezes the lens with a cryogenic substance such as liquid nitrogen. Although it is now used primarily for the removal of subluxated lenses, it was the favored form of cataract extraction from the late 1960s to the early 1980s.


          


          Preoperative evaluation


          An eye examination or pre-operative evaluation by an eye surgeon is necessary to confirm the presence of a cataract and to determine if the patient is a suitable candidate for surgery. The patient must fulfill certain requirements such as:


          
            	Reduction of vision should be judged due, at least in large part, to the cataract. While the existence of other sight-threatening diseases, such as age-related macular degeneration or glaucoma, do not preclude the advisability of cataract surgery, outcome expectations may need to be adjusted downward.

          


          
            	The eyes should have a normal pressure, or any pre-existing glaucoma should be adequately controlled on medications. In cases of uncontrolled glaucoma, a combined cataract-glaucoma procedure (Phaco- trabeculectomy) can be planned and performed.

          


          
            	The pupil should be adequately dilated using eyedrops; if pharmacologic pupil dilation is inadequate, procedures for mechanical pupillary dilatation may be needed during the surgery.

          


          
            	The patients with retinal detachment may be scheduled for a combined vitreo-retinal procedure, along with PC-IOL implantation.

          


          
            	In addition, it has recently been shown that patients taking tamsulosin ( Flomax), a common drug for enlarged prostate, are prone to developing a surgical complication known as floppy iris syndrome, which must be correctly managed to avoid the complication posterior capsule rupture; however, prospective studies have shown that the risk is greatly reduced if the surgeon is informed of the patient's history with the drug beforehand, and has appropriate alternative techniques prepared. .

          


          


          Operation procedures


          The surgical procedure in phacoemulsification for removal of cataract involves a number of steps. Each step must be carefully and skillfully performed in order to achieve the desired result. The steps may be described as follows:


          
            	Anaesthesia,


            	Exposure of the eyeball using a lid speculum,


            	Entry into the eye through a minimal incision (corneal or scleral)


            	Viscoelastic injection to stabilize the anterior chamber and to help maintain the eye pressurization


            	Capsulorhexis


            	Hydrodissection pie


            	Hydro-delineation


            	Ultrasonic destruction or emulsification of the cataract after nuclear cracking or chopping (if needed), cortical aspiration of the remanescent lens, capsular polishing (if needed)


            	Implantation of the artificial IOL


            	Entration of IOL (usually foldable)


            	Viscoelastic removal


            	Wound sealing / hydration (if needed).

          


          The pupil is dilated using drops (if the IOL is to be placed behind the iris) to help better visualise the cataract. Pupil constricting drops are reserved for secondary implantation of the IOL in front of the iris (if the cataract has already been removed without primary IOL implantation). Anesthesia may be placed topically (eyedrops) or via injection next to (peribulbar) or behind (retrobulbar) the eye. Oral or intravenous sedation may also be used to reduce anxiety. General anesthesia is rarely necessary, but may be employed for children and adults with particular medical or psychiatric issues. The operation may occur on a stretcher or a reclining examination chair. The eyelids and surrounding skin will be swabbed with disinfectant. The face is covered with a cloth or sheet, with an opening for the operative eye. The eyelid is held open with a speculum to minimize blinking during surgery. Pain is usually minimal in properly anesthetised eyes, though a pressure sensation and discomfort from the bright operating microscope light is common. The ocular surface is kept moist using sterile saline eyedrops or methylcellulose viscoelatic. The incision is fashioned at or near where the cornea and sclera meet (limbus = corneoscleral junction). Advantages of the smaller incision include use of few or no stitches and shortened recovery time. . A capsulotomy (rarely known as cystitomy), is a procedure to open a portion of the lens capsule. An anterior capsulotomy refers to the opening of the front portion of the lens capsule, whereas a posterior capsulotomy refers to the opening of the back portion of the lens capsule. In phacoemulsification, the surgeon performs an anterior continuous curvilinear capsulorhexis, to create a round and smooth opening through which the lens nucleus can be emulsified and the intraocular lens implant inserted.


          Following cataract removal (via ECCE or phacoemulsification, as described above), an intraocular lens is usually inserted. After the IOL is inserted, the surgeon checks that the incision does not leak fluid. This is a very important step, since wound leakage increases the risk of unwanted microrganisms to gain access into the eye and predispose to endophathalmitis. An antibiotic/steroid combination eye drop is put and an eye shield may be applied on the operated eye, sometimes supplemented with an eye patch.


          Antibiotics may be administered pre-operatively, intra-operatively, and/or post-operatively. Frequently a topical corticosteroid is used in combination with topical antibiotics postoperatively.


          Most cataract operations are performed under a local anaesthetic, allowing the patient to go home the same day. The use of an eye patch may be indicated, usually for about some hours, after which the patient is instructed to started using the eyedrops to control the inflammation and the antibiotics that prevent infection.


          Occasionally, a peripheral iridectomy may be performed to minimize the risk of pupillary block glaucoma. An opening through the iris can be fashioned manually (surgical iridectomy) or with a laser (called YAG-laser iridotomy). The laser peripheral iridotomy may be performed either prior to or following cataract surgery.


          The iridectomy hole is larger when done manually than when performed with a laser. When the manual surgical procedure is performed, some negative side effects may occur, such as that the opening of the iris can be seen by others (aesthetics), and the light can fall into the eye through the new hole, creating some visual disturbances . In the case of visual disturbances, the eye and brain often learn to compensate and ignore the disturbances over a couple of months. Sometimes the peripheral iris opening can heal, which means that the hole ceases to exist. This is the reason why the surgeon sometimes makes two holes, so that at least one hole is kept open.


          After the surgery, the patient is instructed to use anti-inflammatory and antibiotic eye drops for up to two weeks (*depending on the inflammation status of the eye and some other variables). The eye surgeon will judge, based on each patient's idiosyncrasies, the time length to use the eye drops. The eye will be mostly recovered within a week, and complete recovery should be expected in about a month. The patient should not participate in contact/extreme sports until cleared to do so by the eye surgeon.


          


          Complications


          Complications after cataract surgery are relatively uncommon.


          
            	Some people can develop a posterior capsular opacification (also called an after-cataract). As a physiological change expected after cataract surgery, the posterior capsular cells undergo hyperplasia and cellular migration, showing up as a thickening, opacification and clouding of the posterior lens capsule (which is left behind when the cataract was removed, for placement of the IOL). This may compromise the visual acuity and the ophthalmologist can use a device to correct this situation. It can be safely and painlessly corrected using a laser device (YAG laser) to make small holes in the posterior lens capsule of the crystalline. It usually is a quick outpatient procedure that uses a Nd-[[YAG laser]] (neodymium-yttrium-aluminium-garnet) to disrupt and clear the central portion of the opacified posterior lens capsule ( posterior capsulotomy). This creates a clear central visual axis for improving visual acuity. . In very thick opacified posterior capsules, a surgical (manual) capsulectomy is the surgical procedure performed. * Posterior capsular tear may be a complication during cataract surgery. It refers to a rupture of the posterior capsule of the natural lens. Surgical management may involve anterior vitrectomy and, occasionally, alternative planning for implanting the intraocular lens, either in the ciliary sulcus, in the anterior chamber (in front of the iris), or, less commonly, sutured to the sclera.


            	Retinal detachment is an uncommon complication of cataract surgery, which may occur weeks, months, or even years later.


            	TASS or toxic anterior segment syndrome is a non-infectious inflammatory condition that may occur following cataract surgery. It is usually treated with topical corticosteroids in high dosage and frequency.


            	Endophthalmitis is a serious infection of the intraocular tissues, usually following intraocular surgery, or penetrating trauma. There is some concern that the clear cornea incision might predispose to the increase of endophalmitis but is no conclusive study to corroborate this suspicion.


            	Glaucoma may occur and it may be very difficult to control. It is usually associated with inflammation, specially when little fragments or chunks of the nucleus get access to the vitreous cavity. Some experts recommend early intervention when this condition happens (posterior pars plana vitrectomy). In some patients, the intraocular pressure may remain so high that blindness may ensue.


            	Other possible complications include: Swelling or edema of the cornea. This condition may be associated with cloudy vision, which may be transient or permanent( pseudophakic bullous keratopathy). Displacement or dislocation of the intraocular lens implant may rarely occur, as well as swelling or edema of the central part of the retina, called macula, resulting in ( cystoid macular edema. Unplanned high refractive error (either myopic or hypermetropic) may occur due to error in the ultrasonic ecobiometry (measure of the length and the required intra-ocular lens power).
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          History


          The earliest references to cataract surgery are found in Sanskrit manuscripts dating from the 5th century BC, which show that Sushruta developed specialised instruments and performed the earliest eye surgery in India. In the Western world, bronze instruments that could have been used for cataract surgery, have been found in excavations in Babylonia, Greece and Egypt. The first references to cataract and its treatment in the West are found in 29 AD in De Medicinae, the work of the Latin encyclopedist Aulus Cornelius Celsus.


          The first extracapsular cataract surgery using a sharply pointed instrument with a handle fashioned into a trough was described in Sushruta Samhita. This technique is known to have existed in India as described and performed by Sushruta sometime in early BC. Another early technique to remove cataracts was couching, which involved using a thin needle or stick to remove the clouding. This technique is known to have existed in ancient times and continued to be used throughout the Middle Ages - However, it has now been replaced by extracapsular cataract surgery and, specially, phacoemulsification.


          In medieval Arabic medicine, the Iraqi ophthalmologist Ammar ibn Ali of Mosul attempted the first extraction of cataracts through suction. He invented a hollow metallic syringe hypodermic needle, which he applied through the sclerotic and extracted the cataracts using suction. In his Choice of Eye Diseases, written in circa 1000, he wrote the following on his invention of the hypodermic needle and how he discovered the technique of cataract extraction while experimenting with it on a patient:


          
            
              "Then I constructed the hollow needle, but I did not operate with it on anybody at all, before I came to Tiberias. There came a man for an operation who told me: Do as you like with me, only I cannot lie on my back. Then I operated on him with the hollow needle and extracted the cataract; and he saw immediately and did not need to lie, but slept as he liked. Only I bandaged his eye for seven days. With this needle nobody preceded me. I have done many operations with it in Egypt."

            

          


          In 1748, Jacques Daviel was the first European physician to successfully extract cataracts from the eye. In the 1940s Harold Ridley introduced the concept of implantation of the intraocular lens which permitted more efficient and comfortable visual rehabilitation possible after cataract surgery. The implantation of foldable intraocular lens is the procedure considered the state-of-the-art.


          In 1967, Charles Kelman introduced phacoemulsification, a technique that uses ultrasonic waves to emulsify the nucleus of the crystalline lens in order to remove the cataracts without a large incision. This new method of surgery decreased the need for an extended hospital stay and made the surgery ambulatorial. Patients that undergo cataract surgery hardly complain of pain or even discomfort during the procedure. However, patients that have topical anesthesia (as compared to those that have peribulbar block anesthesia) may experience some degree of discomfort.


          According to surveys of members of the American Society of Cataract and Refractive Surgery, approximately 2.85 million cataracts procedures were performed in the United States during 2004 and 2.79 million in 2005 .


          In India, modern surgery with intraocular lens insertion in Government and Non Government Organisation (NGO) sponsored Eye Surgical Camps have replaced older surgical procedures.
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          The Cathedral of Our Lady of Chartres, (French: Cathdrale Notre-Dame de Chartres), located in Chartres, about 80km from Paris, is considered one of the finest examples in all France of the Gothic style of architecture.


          Chartres is a cathedral that inspires superlatives, and there are few architectural historians who have not waxed lyrical about its soaring aisles and delicate carving. These tributes are richly deserved, for Chartres is truly one of the greatest of all French Gothic cathedrals. From a distance it seems to hover in mid-air above waving fields of wheat, and it is only when the visitor draws closer that the city comes into view, clustering around the hill on which the cathedral stands. Its two contrasting spires  one, a 105 metre (349 ft) plain pyramid dating from the 1140s, and the other a 113 metre (377 ft) tall early 16th century Flamboyant spire on top of an older tower  soar upwards over the pale green roof, while all around the outside are complex flying buttresses.


          


          According to legend, since 876 the Church preceding the Cathedral housed a tunic that was believed to have belonged to the Blessed Virgin Mary, the Sancta Camisia, making the town a popular site for religious pilgrimage. When the early Cathedral (expansion of old church) begun in 1145 burned down, the relic was first believed lost in the fire. After three days of cooling priests said to have taken shelter in the underground vaults emerged from the ruins with the relic amongst many witnesses (clearing debris) which was accounted and announced as a miracle by a papal legate and Cardinal from Romewho was conveniently visiting which "miracle of survival", in turn, reignited interest in the building project, which had begun to languish, and the dramatic event drew in funds and contributions from most of Europe generating a reinvigoration of the project which was increased subsequently thereafter in scope and expense.


          Begun in the 12th century under the driving influence of the local bishop, the cathedral established several new architectural features never seen before (flying buttresses and the arches used) and pioneered new techniques for construction at high elevations above ground (such as the converting the war machines known as trebuchets into hoisting cranes). Before this, nothing had ever been built at such heights.


          During its early construction, the cathedral was burned down once, nearly consumed by fire a second time, and formed the focal point of several tax revolts and riots which were incited by a local countess and influential town burgers who opposed the increased influence of the church and especially the onerous taxes being used to finance its construction. The cathedral is still the seat of the Diocese of Chartres, in the Roman Catholic ecclesiastical province of Tours.


          The cathedral was the most important building in the town of Chartres. It was the centre of the economy, the most famous landmark and the focal point of almost every activity that is provided by civic buildings in towns today. In the Middle Ages, the cathedral functioned sometimes as a marketplace, with the different portals of the basilica selling different items: textiles at the northern end; fuel, vegetables and meat at the southern one. Sometimes the clergy would try, in vain, to stop the life of the markets from entering into the cathedral. Wine sellers were forbidden to sell wine in the crypt, but were allowed to do business in the nave of the church and avoid the taxes which they would have to pay if they sold it outside. Workers of various professions gathered in the cathedral seeking jobs, such as carpenters and masons. Food was even allowed to be sold in the cathedral.


          


          History of the Cathedral


          According to legend, since 876 the Cathedral's site has housed a tunic that has been said to have belonged to the Blessed Virgin Mary, the Sancta Camisia. The relic had supposedly been given to the Cathedral by Charlemagne who received it as a gift during a crusade in Jerusalem. In fact, the relic was a gift from Charles the Bald and it has been asserted that the fabric came from Syria and that it had been woven during the first century AD. For hundreds of years, Chartres has been a very important Marian pilgrimage centre and today the faithful still come from the world over to honour the relic. As a consequence, several cathedrals have occupied the site, which fell to that all too common Middle Ages scourge of wooden construction, periodic uncontrolled fire sweeping through towns without fire fighting equipment or chimneys in an age reliant on burning wood for heat and cooking.


          The church was an especially popular pilgrimage destination in the 12th century. There were four great fairs which coincided with the main feast days of the Virgin; the Purification; the Annunciation; the Assumption and the Nativity. The fairs were held in the surrounding area of the cathedral were attended by many of the pilgrims in town for the feast days and to see the cloak of the Virgin.


          Even before the Gothic cathedral was built, Chartres had been a place of pilgrimage. When ergotism (more popularly known in the Middle Ages as "St. Anthony's fire") afflicted many victims, the crypt of the original church became a hospital to care for the sick.


          The existing cathedral at Chartres is another of the French Gothic masterpieces built because fire had destroyed its predecessors. After the first cathedral of any great substance burnt down in 1020 (prior to this, other churches on the site had disappeared in smoke), a glorious new Romanesque basilica, which included a massive crypt, was built under the direction of Bishop Fulbert and later under the direction of Geoffroy de Lves. However, having survived a fire in 1134 which destroyed much of the rest of the town, disaster struck yet again in the night from the 10th to 11th June 1194 when lightning created a blaze that left only the west towers, the faade between them and the crypt.


          The people despaired when they believed that their sacred relic, the Sancta Camisia, had perished too. But three days later it was found unharmed in the treasury along with the priests who had taken it there for safety when the fire broke out and locked themselves in behind the iron trapdoors. The visiting Cardinal Melior of Pisa, a papal legate, told the people that the survival of the relic was a sign from Mary herself and that another, even more magnificent, cathedral should be built in Chartres.


          Construction of a new building on the Romanesque foundations of the earlier church (destroyed by fire in 1134) was begun in 1145 in a blaze of enthusiasm dubbed the 'Cult of the Carts.' During this religious outburst a crowd of more than a thousand penitents dragged carts filled with building provisions including stones, wood, grain, etc. to the site. In 1194 a fire destroyed all but the west front of the cathedral (and much of the town), so that part is in the "early Gothic" style. The body of the cathedral was rebuilt between 1194 and 1220, a remarkably short span for medieval cathedrals. It has a ground area of 117058 square feet (10875m).
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          Rebuilding, with the help of donations from all over France, began almost immediately, using the plans laid out by the first architect, still anonymous, in order to preserve the harmonious aspect of the Cathedral. The enthusiasm for the project was such that the people of the city voluntarily gathered to haul the stone needed from local quarries 5 miles (8km) away.
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          Work began first on the nave and by 1220 the main structure was complete, with the old crypt, along with the mid-12th-century Royal Portal which had also escaped the fire, incorporated into the new building. On October 24, 1260 the cathedral was finally dedicated in the presence of King Louis IX. However, the cathedral was never completed with the full set of spires that appear to have been planned for it in the early thirteenth century.


          



          


          Description


          The plan is cruciform, with a 28m long nave, and short transepts to the south and north. The east end is rounded with an ambulatory which has five semi-circular chapels radiating from it. The cathedral extensively used flying buttresses in its original plan, and these supported the weight of the extremely high vaults, at the time of being built, the highest in France. The new High Gothic cathedral at Chartres used 4 rib vaults in a rectangular space, instead of 6 in a square pattern, as in earlier Gothic cathedrals such as at Laon. The skeletal system of supports, from the compound piers all the way up to the springing and transverse and diagonal ribs, allowed large spaces of the cathedral to be free for stained glass work, as well as a towering height.


          The spacious nave stands 36m high, and there is an unbroken view from the western end right along to the magnificent dome of the apse in the east. Clustered columns rise dramatically from plain bases to the high pointed arches of the ceiling, directing the eye to the massive clerestory windows in the apse.
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          Everywhere vivid colour splashes on to the floor from the superb stained glass windows. Dating from the early 13th century, the glass largely escaped harm during the religious wars of the 16th century; it is said to constitute one of the most complete collections of medieval stained glass in the world, despite "modernization" in 1753 when some of it was removed by well-intentioned but misguided clergy. From the original 186 stained-glass windows, 152 have survived. The stained glass windows are particularly renowned for their vivid blue colour, especially in a representation of the Madonna and Child known as the Blue Virgin Window.


          The windows also present the first European wheelbarrow. Also, on the exterior of Chartres Cathedral, by the north door, there is a carving on a pillar, which alludes to an object sought by the Knights Templars when, in 1118, they undertook excavations beneath the Temple of Solomon in Jerusalem and made an important secret discovery. An ancient tradition maintains that the Ark of the Covenant had been secreted deep beneath Solomon's Temple centuries before the fall of the city to the Romans. Hugh de Payen, one of the original nine Templar Knights, was chosen by Pope Urban II to lead an expedition to locate the Ark and bring it to Europe. Persistent legends recount that Hugh de Payen, having found the ark, deposited it for safekeeping in the crypt of Chartres Cathedral, where it remained for centuries. The carving on the pillar at Chartres is supposed to represent the Ark of the Covenant being transported on some type of wheeled vehicle, a cart or, possibly, a wheelbarrow.


          During the second World War, most of the stained glass was removed from the cathedral, and stored in the surrounding countryside, for protection from German bombers. At the close of the war, the windows were taken out of hiding and replaced.


          Several of the windows were donated by royalty, such as the rose window at the north transept, which was a gift from the French queen Blanche of Castile. The royal influence is shown in some of the long rectangular lancet windows which display the royal symbols of the yellow fleurs-de-lis on a blue background and also yellow castles on a red background.Windows were also donated from lords, locals and tradespeople.


          The cathedral has three large rose windows: one on the west front with a theme of The Last Judgment; one on the north transept with a theme of the Glorification of the Virgin; and one on the south transept with a theme of the Glorification of Christ.
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          On the doors and porches, medieval carvings of statues holding swords, crosses, books and trade tools parade around the portals. Their expressions are as clear today as when they were first carved 700 years ago. The sculptures on the west faade depict Christ's ascension into heaven, episodes from his life, saints, apostles, Christ in the lap of Mary and other religious scenes. Below the religious figures are statues of kings and queens, which is the reason why this entrance is known as the 'royal' portal. While these figures are based on figures from the Old Testament, they were also regarded as images of current kings and queens when they were constructed. The symbolism of showing royalty displayed slightly lower than the religious sculptures, but still very close, implies the relationship between the kings and God. It is a way of displaying the authority of royalty, showing them so close to figures of Christ, it gives the impression they have been ordained and put in place by God. Sculptures of the Seven Liberal Arts appeared in the archivolt of the right bay of the Royal Portal, which represented the school at Chartres.
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          The Cathedral of Chartres was not destroyed nor looted during the French Revolution and the numerous restorations have not altered its glorious beauty. It always stayed the same: a triumph of Gothic art. The cathedral was added to UNESCO's list of World Heritage Sites in 1979.


          In the Middle Ages the cathedral also functioned as an important cathedral school. Charlemagne wanted a system of education for the French people in the ninth century, and since it was difficult and costly for new schools to be built, it was easier to use already existing infrastructure. So he ordered that both cathedrals and monasteries maintain schools. Cathedral schools eventually took over from monastic schools as the main places of education. In the 11th century the education system was controlled by the clergy in cathedrals such as Chartres. The cathedral itself symbolized the school. Many French cathedral schools had specialties, and Chartres was most renowned for the study of logic. The new logic taught in Chartres was regarded by many as being even ahead of Paris. One person who was educated at Chartres was John of Salisbury, an English philosopher and writer, who had his classical training there.


          


          In Popular Culture


          Orson Welles famously used Chartres as a visual backdrop and inspiration for a remarkable montage sequence in his film F For Fake. Welles semi-autographical verse spoke to the power of art in culture and how the work itself may be more important than the identity of its creators. Feeling that the beauty of Chartres and its unknown artisans/architects epitomized this sentiment, Welles said:


          
            	"Ours, the scientists keep telling us, is a universe which is disposable. You know it might be just this one anonymous glory of all things, this rich stone forest, this epic chant, this gaiety, this grand choiring shout of affirmation, which we choose when all our cities are dust; to stand intact, to mark where we have been, to testify to what we had it in us to accomplish. Our works in stone, in paint, in print are spared, some of them for a few decades, or a millennium or two, but everything must fall in war or wear away into the ultimate and universal ash: the triumphs and the frauds, the treasures and the fakes. A fact of life... we're going to die. 'Be of good heart,' cry the dead artists out of the living past. Our songs will all be silenced - but what of it? Go on singing. Maybe a man's name doesn't matter all that much."

          


          Joseph Campbell references his spiritual experience in "The Power of Myth"


          
            	"I'm back in the Middle Ages. I'm back in the world that I was brought up in as a child, the Roman Catholic spiritual-image world, and it is magnificent... That cathedral talks to me about the spiritual information of the world. It's a place for meditation, just walking around, just sitting, just looking at those beautiful things."

          


          In the film Two for the Road, Albert Finney's character said to his wife:


          
            	"Nobody knows the names of the men who made it. To make something as exquisite as this without wanting to smash your stupid name all over it. All you hear about nowadays is people making names, not things."

          


          


          Statistics


          
            	length: 130 m


            	width: 32/46 m


            	nave: height 37 meters; width 16.4 m


            	Ground area: 10,875 square meters


            	Height of south-west tower: 105 meters


            	Height of north-west tower: 113 meters.


            	176 stained-glass windows


            	rood screen: 200 statues in 41 scenes

          


          The cathedral was damaged in the Revolution when a mob began to destroy the sculpture on the north porch. This is one of the few occasions on which the anti-religious fervour was stopped by the townfolk. The Revolutionary Committee decided to blow the building up and asked a local master mason (architect) to organise it. He saved the building by pointing out that the vast amount of rubble from the demolished building would so clog the streets it would take years to clear away. However, when metal was needed for the army the brass plaque in the centre of the labyrinth was removed and melted down - our only record of what was on the plaque was Felibien's description.


          
            Retrieved from " http://en.wikipedia.org/wiki/Cathedral_of_Chartres"
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          The Protestant Cathedral of Magdeburg (German: Magdeburger Dom), officially called the Cathedral of Saints Catherine and Maurice (German: Dom zu Magdeburg St. Mauritius und Katharina), is one of the oldest Gothic cathedrals in Germany. One of its steeples is 99.25m (325ft 7in) tall, and the other is 100.98m (331ft 4in), making it one of the tallest cathedrals in eastern Germany. The cathedral is in Magdeburg, the capital city of the Bundesland of Saxony-Anhalt, and is also home to the grave of Emperor Otto I the Great.


          The first church built in 937 at the location of the current cathedral was an abbey called St. Maurice, dedicated to Saint Maurice. The current cathedral was constructed over the period of 300 years starting from 1209, and the completion of the steeples took place only in 1520. Despite being repeatedly looted, the Cathedral of Magdeburg is rich in art, ranging from antiques to modern art.


          


          History


          


          Previous building
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          The first church was founded September 21, 937 at the location of the current cathedral was an abbey called St. Maurice (St. Moritz), dedicated to Saint Maurice and financed by Emperor Otto I the Great. Otto wanted to demonstrate his political power after the successful Battle of Lechfeld in 955, and ordered the construction even before his coronation as Emperor on February 2, 962. Furthermore, to support his claim as successor of the Emperor of the Westrmisches Reich, he obtained a large number of antiques  for example, pillars to be used for the construction of the church. Many of those antiques were subsequently used for the second church in 1209. The church had most likely one nave with four aisles, a width of 41 meters and a length of 80 meters. The height is estimated as up to 60 meters.


          The wife of Otto, Queen Editha, was buried in the church after her death in 946. The church was expanded in 955. Hence, the church became a cathedral. In 968, Emperor Otto I selected Magdeburg as the seat of an archdiocese with Adalbert von Trier as archbishop, even though the city was not centrally located but at the eastern border of his kingdom. He did this because he planned to expand his kingdom, and also Christianity, to the east into what is nowadays Slovakia. This plan, however, failed. Emperor Otto I died soon thereafter in 973 in Memleben and was also buried in the cathedral next to his wife.


          The entire cathedral St. Maurice was destroyed on Good Friday in 1207 by a city fire. All but the southern wing of the cloister burned down. Archbishop Albrecht II von Kefernburg decided to pull down the remaining walls and construct a completely new cathedral, against some opposition of the people in Magdeburg. Only the south wall of the cloister is still standing. The exact location of the old church remained unknown for a long time, but the foundations were rediscovered in May 2003, revealing a building 80 m long and 41 m wide. The old crypt has been excavated and can be visited by the public.


          The place in front of the cathedral (sometimes called "new marketplace", Neuer Markt) was occupied by an imperial palace (Kaiserpfalz), which was destroyed in the fire of 1207. The stones of the ruin served for building the cathedral. The presumptive remains of the palace were excavated in the 1960s.


          


          Construction of the current building
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          Archbishop Albrecht II von Kefernburg decided to construct a completely new cathedral. Since Albrecht was very educated for his time and studied in France and Italy, he knew about the new Gothic architecture developed in France, but yet completely unknown in Germany. Subsequently he decided to build the new cathedral in the modern French style. Yet the craftsmen did not know the style, and only slowly learned the gothic style. The construction of the choir started in 1209, only two years after the fire that destroyed the previous church, but this choir is still in a very Romanesque style, initially still using romanesque groin vaults, combined with a gothic centre stone, which however is not needed for Romanesque groin vaults.


          The Gothic influence increased especially between 1235 and 1260 under Archbishop Wilbrand. As the construction was supervised by different people in the span of 300 years, many changes were made to the original plan, and the cathedral size expanded greatly. The people of Magdeburg were not always happy with this, since they had to pay for the construction. In some cases already constructed walls and pillars were torn down to suit the wishes of the current supervisor.


          Construction stopped after 1274. In 1325, Archbishop Burchard III. von Schraplau was killed by the people of Magdeburg because of extreme taxes. Folklore says that especially the beer tax increase caused much anger. Afterwards Magdeburg was under a ban, and only after the donation of five atonement altars did the construction of the cathedral continue under Archbishop Otto von Hessen. Otto was also able to complete the interior construction, and formally opened the dome in 1363 in a week-long festival. At this time the cathedral was dedicated not only to St Maurice as before, but also to Saint Catherine.


          In 1360 the construction stopped again after the uncompleted parts have been covered provisionally. Only in 1477 did the construction start again under Archbishop Ernst von Sachsen, including the two towers. The towers were constructed by master builder Bastian Binder, the only master builder of the cathedral known by name. The construction of the cathedral was completed in 1520 with the placement of the ornamental cross on the north tower.


          


          Luther, the Swedes, and Napoleon
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          On October 31, 1517 Martin Luther published the 95 Theses in Wittenberg, Germany, which date is used as the start of the Protestant reformation. Luther also preached in Magdeburg in 1524. Some smaller churches in Magdeburg changed to Protestantism soon thereafter. The unpopularity of Archbishop Albrecht von Brandenburg also furthered the reformation, and after his death in 1545 in Mainz there was no successor. Magdeburg became a leader in the Protestant reformation, and was outlawed by the emperor. The Catholic church stored the cathedral treasure in Aschaffenburg for safekeeping, but the treasure was later lost to the Swedes in the Thirty Years' War. The priests of the cathedral also changed to Protestantism, and on the first advent Sunday in 1567, the first Protestant mass was held in the cathedral.


          In 1631, during the Thirty Years' War (16181648) Magdeburg was raided, and only a small group of 4000 citizens survived the murdering, raping, and looting (known as the sack of Magdeburg) by seeking refuge in the cathedral. The head priest, Reinhard Bakes, begged on his knees for the lives of his people before the conqueror Johan Tzerclaes, Count of Tilly. The cathedral survived the fires in the city, and was dedicated again to the Catholic religion. However, as Tilly's catholic forces left Magdeburg, the cathedral was completely looted, and its colorful windows were shot out. 20,000 people of Magdeburg died during the war, and at the end of the war Magdeburg had a population of only 400. Magdeburg became part of Brandenburg, and was transformed into a large fortress.


          In 1806 Magdeburg was given to Napoleon, and the cathedral was used for storage, and also as a horse barn and sheep pen. The occupation ended in 1814, and between 1826 and 1834 Frederick William III of Prussia financed the much-needed repairs and reconstruction of the cathedral. The glass windows were all replaced in 1900.


          


          The 20th century
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          The cathedral survived World War I without major damage, but the frequent Allied bombings of World War II completely destroyed the windows of the cathedral. During the heaviest firebombing on January 16, 1945, one bomb hit the dome on the west side, destroying the wall, the organ, and some other parts of the building. Fortunately, the fire brigades were able to extinguish the flames on the roof structures in time, so damage to the cathedral was only moderate. The cathedral was opened again in 1955, and a new, smaller organ was installed at a different location in 1969.


          With the establishment of the communist-led German Democratic Republic in 1949, Magdeburg fell under Soviet control. Communist leaders tried to suppress religion as a potential threat to communist doctrine, thus being active in church was a social disadvantage. The eradication of religion could not be accomplished, however, and weekly peace prayers were held in the cathedral beginning in 1983 in front of the Magdeburger Ehrenmal, a sculpture by Ernst Barlach. This led to the famous Monday demonstrations of 1989 in Leipzig and Magdeburg, which played a significant role in German reunification.


          The cathedral is currently undergoing a reconstruction phase that began in 1983 under the East German Government. In 1990, a number of solar cells were installed on the roof, marking the first solar cell installation on a church in East Germany. The solar cells provide energy for use in the church, with excess energy being added to the regional power network. The maximum output was 418 watts. In 2004, a funding drive started in 1997 for a new organ was completed, collecting 2 million. The new organ has been ordered from a company near Potsdam and will be a 36 ton instrument with 93 registers and approximately 5000 pipes. Construction is scheduled to be completed in 2007, and the new organ will hopefully be used for the first time in 2008.


          The Magdeburger Ehrenmal in the cathedral is once again the starting point of many Monday demonstrations, but this time the demonstrations are aimed against social reforms reducing government welfare. However, these demonstrations occur on a much smaller scale, so comparisons to the Monday demonstrations of 1989 are made mainly for publicity reasons.


          


          Architecture
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          The current cathedral was constructed over a period of 300 years starting from 1209, and the completion of the steeples took place only in 1520. As the Gothic architecture style was developed in the 12th century in France, there were no previous examples of gothic architecture in Germany, and German craftsmen were still very unfamiliar with the style at the start of the construction. Hence they learned by doing, and their progress can be seen in small architectural changes over the construction periods, which started with the Sanctuary in the east side of the church near the river Elbe and ended with the top of the towers. This sanctuary shows a strong Romanesque architecture influence. Unlike most other Gothic cathedrals, Magdeburg Cathedral does not have flying buttresses supporting the walls.


          The building has an inside length of 120 meters, and a height to the ceiling of 32 meters. The towers rise to 99,25 and 100,98 meters, and are among the highest church towers in eastern Germany. The layout of the cathedral consists of one nave and two aisles, with one transept crossing the nave and aisles. Each side of the transept has an entrance, the south entrance leading into the cloister. The ceiling in the nave is higher than in the aisles, allowing for clerestory windows to give light to the nave. There is a separate narthex (entrance area) in the west. The presbytery in the east is separated from the nave by a stone wall, serving the same function as a rood screen. The sanctuary and the apse follow the presbytery. The apse is also surrounded by an ambulatory. (See Cathedral diagram for details on cathedral layouts) A secondary building around a large non-rectangular cloister is connected to the south side of the cathedral. The cloister, whose south wall survived the fire of 1207 and is still from the original church, was parallel to the original church. Yet, the current church was constructed at a different angle, and hence the cloister is at an odd angle with the church.


          The ground around the Elbe river in Magdeburg is soft, and it is difficult to construct tall buildings, except for one large rock. Hence the cathedral was constructed on top of this rock, called Domfelsen in German, which means Cathedral Rock. At low water levels, this rock is visible in the Elbe. As in old times low water meant a small harvest, this rock is also called Hungerfelsen, meaning starvation rock. In any case, the rock was not big enough for the cathedral, and on the west end only the north tower could be placed on a solid rock foundation, whereas the south tower stands on soft ground. To reduce weight the south tower is therefore only an empty shell with no interior or stairs, and the three big bells, "Susanne" (e), "Apostolica" (b♭) and "Dominica" (b), are in the north tower with a solid rock foundation. However, the south tower is slightly higher than the north tower, which is optically corrected by adding an ornamental cross on the north tower.


          


          Art
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          Despite the looting and plundering, the Cathedral of Magdeburg is rich in art, ranging from antiques to modern art. The following list is not complete and only a summary of the most significant pieces. The list is roughly sorted by the time of creation.


          
            	Antique pillars made from marble, porphyry, and granite are used in the apse, originating from buildings in Ravenna, transported to Magdeburg for the construction of the first building in 937


            	The Baptismal font made of rose porphyry from a site near Assuan, Egypt. Originally designed as a fountain with a hole in the centre, the item may be thousands of years old, and is still used for baptism today.


            	The Grave of Otto I, Holy Roman Emperor from 973. During an exhumation in 1844 it was found that the grave contains a skeleton and some remains of clothes, but all offerings have been looted, presumably during the thirty year war. The Latin bronze inscription is made similar to historic designs.


            	The sculpture of Saint Maurice, created around 1250, is the first realistic depiction of an ethnic African in central European art, showing clearly the ethnic features as for example a broad nose. The figure is no longer complete.


            	The sculpture of Saint Catherine, also around 1250, was created by the same artist as the sculpture of Maurice.


            	The Royal Couple (Herrscherpaar) in the sixteen-sided chapel (also around 1250) bear very realistic and lifelike expressions. The identity of the couple is unknown, but they may represent Emperor Otto I and his wife Edith, or Jesus in heaven with his wife the holy church.


            	The sculptures of the five wise and the five foolish virgins (see The ten virgins from the List of Bible stories), also around 1250. This is the most remarkable piece of art in the cathedral. The five wise virgins are prepared and bring oil to a wedding, whereas the five foolish virgins are unprepared and bring no oil. Hence they have to go find oil and subsequently arrive late and cannot join the wedding anymore. The unknown artist masterfully expresses the emotions in the faces and the body languages of the girls, showing a much more realistic expression than what was common in art around that time. All figures are different, and have ethnic Slavic features. The sculptures are outside of the north entrance to the transept.


            	The seats in the choir from 1363 are masterfully carved and show the life of Jesus. The unknown master also created the seats in the choir in Bremen.


            	The Magdeburger Ehrenmal by Ernst Barlach was ordered as a heroic war memorial, but due to his voluntary participation during World War I Barlach was against the war and showed the pain and suffering of the war instead. This created a great controversy, and the work was almost destroyed. The spot in front of this sculpture was also the starting point of the Monday demonstrations.


            	The Lebensbaumkruzifix (literally: Tree of life cross) is a painted bronze sculpture from 1986 and expanded in 1988 that shows Jesus nailed to a tree instead of a cross. Jesus is attached to the tree only with his hands and feet, and is otherwise hanging freely. The sculpture was designed not only to be viewed from the front but from all sides. The tree is barren except for a small leaf of hope/life where the blood of Jesus drips on the tree. The artist, Prof. Jrgen Weber, wanted the sculpture to be the centerpiece near the altar, but the sculpture was placed on the south side of the transept against his wishes.
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          Catherine Cranston ( 27 May 1849  18 April 1934), widely known as KateCranston or MissCranston, was a leading figure in the development of the social phenomenon of tea rooms. She is nowadays chiefly remembered as a major patron of Charles Rennie Mackintosh and Margaret MacDonald in Glasgow, Scotland, but the name of Miss Cranston's Tea Rooms lives on in reminiscences of Glasgow in its heyday.


          


          Background


          Her father George Cranston was a baker and pastry maker and in 1849, the year of her birth, he became proprietor of the Edinburgh and Glasgow Railway Chop House and Commercial Lodgings at No. 39 George Square in Glasgow city centre. The hotel was renamed the Royal Horse, then by May 1852 was Cranston's Hotel and Dining Rooms, offering:


          
            	"Convenient Coffee room and detached Smoking Rooms on Ground Floor, commodious Commercial Room and Parlour, comfortable Bed-rooms and Baths, &c. Coffee always ready. Cigars, wines, spirits, ales, Newspapers, Time-Tables, Writing Materials. Superior and varied Bill of Fare at the usual moderate charges.

          


          Her slightly older brother Stuart (1848-1921) became a tea dealer and, according to Glasgow in 1901, was "a pioneer of the business" there of "tea shops pure and simple" who by 1901 had three such tearooms offering nothing more substantial to eat than a sandwich. Kate went on to create much more of a social facility.


          Like other cities in the United Kingdom, Glasgow was then a centre of the temperance movement which sought an alternative to male-centred pubs. Tea had previously been a luxury for the rich, but from the 1830s it was promoted as an alternative to alcoholic drinks, and many new cafs and coffee houses were opened, catering more for ordinary people. However it was not until the 1880s that tea rooms and tea shops became popular and fashionable.


          


          Miss Cranston's Tea Rooms
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          In 1878 Miss Kate Cranston opened her first tearoom, the Crown Luncheon Room, on Argyle Street, Glasgow. She set high standards of service, food quality and cleanliness, and her innovation lay in seeing the social need for something more than a restaurant or a simple "tea shop", and in putting equal attention into providing amenities designed in the latest style. Her first tearoom was decorated in a contemporary baronial style. On 16 September 1886 she opened her Ingram Street tearoom and in 1888 commissioned George Walton to decorate a new smoking room in the Arts and Crafts style in one of her tea rooms.


          In 1892 she became happily married to John Cochrane, but continued to trade under the name of Miss Cranston's Tearooms. She opened new tearooms in Buchanan Street in 1897, expanded to take over the whole building in Argyle Street by 1898, then completed her chain of four establishments with the Willow Tearooms in Sauchiehall Street, opened in 1903.


          While other cities offered very expensive and very basic tea rooms by 1901, Kate Cranston set the standard in Glasgow for more welcoming establishments. Rooms were provided for ladies only and for gentlemen only, as well as luncheon rooms where they could dine together and smoking rooms and billiards rooms for the gentlemen. Miss Cranston's Tea Rooms became social centres for all, for business men and apprentices, for ladies and ladies' maids. The Ladies Rooms were a particular success, newly allowing respectable women to get out and meet together without male company. Unlike cafes or tearooms in other cities, there was no intrusive supervision and those having tea had an assortment of Scones and cakes to hand, with a discreet notice reminding newcomers to remember the amount consumed. At "the accounting", Glasgow in 1901 reported, "One states the amount of ones indebtedness, and receives a check therefor from the attendant maiden. This, with the corresponding coin or coins, one hands in at the pay-desk, and so home. Nothing could be simpler or less irritating."


          The city was a centre of artistic innovation at the time, and the tearooms served as art galleries for paintings by the " Glasgow Boys". The architect Sir Edwin Lutyens visited the Buchanan Street tearoom in 1898, finding it "just a little outr", and wrote from there to his wife that "Miss Cranston is now Mrs. Cochrane, a dark, fat wee body with black sparkling luminous eyes, wears a bonnet garnished with roses, and has made a fortune by supplying cheap clean goods in surroundings prompted by the New Art Glasgow School."


          Tea rooms opened around the city, and in the late 1880s fine hotels elsewhere in Britain and in America began to offer tea service in tea rooms and tea courts. Glasgow in 1901 reported that "Glasgow, in truth, is a very Tokio for tea-rooms. Nowhere can one have so much for so little, and nowhere are such places more popular and frequented." and that "It is not the accent of the people, nor the painted houses, nor yet the absence of Highland policemen that makes the Glasgow man in London feel that he is in a foreign town and far from home. It is a simpler matter. It is the lack of tea-shops."


          


          Walton and Mackintosh
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          George Walton set up George Walton & Co, Ecclesiastical and House Decorators on the basis of his 1888 commission from Kate Cranston, and in 1896 was commissioned by her to design the interiors of new tearooms, designed and built by George Washington Brown of Edinburgh, at 91-93 Buchanan Street, which opened the following year. He was assisted in this by Charles Rennie Mackintosh who designed wall murals in the form of stencilled friezes depicting opposing pairs of elongated female figures surrounded by roses for the ladies tearoom, the luncheon room and the smokers gallery.


          
            	"It is believed (and averred) that in no other town can you see in a place of refreshment such ingenious and beautiful decorations in the style of the new art as in Miss Cranston's shop in Buchanan Street. Indeed, so general in the city is this belief that it has caused the Glasgow man of the better sort to coin a new adjective denoting the height of beauty... 'It's quite Kate Cranston-ish!' "

          


          Kate Cranston expanded her first tearoom to take over the whole building at 114 Argyle Street and commissioned Walton to design a new more modern interior, which opened in 1898. Walton's work included fireplaces, stencilled wall murals and stained glass panels for the doors. In the luncheon room the murals and door panels had a rose pattern theme. The furniture was designed by Mackintosh, introducing for the first time his characteristic high-backed chairs.


          In 1900 Kate Cranston gave Mackintosh the opportunity to redesign an entire room, at the Ingram Street tearoom. He had just recently married the artist Margaret Macdonald, and together they created the White Dining Room, including a hallway opening onto the street and divided off by a wooden screen with leaded glass panels, giving those entering glimpses into the room itself. His fame was spreading, and in 1902 The Studio wrote of "Miss Cranston, whose tea-rooms, designed by Mr. Mackintosh, are reckoned by some of the pilgrims to Glasgow as one of the sights of the city."


          


          The Willow Tearooms
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          Next Kate Cranston gave Mackintosh the major commission for an entire building in Sauchiehall Street, again in collaboration with his wife Margaret MacDonald on designs for the interiors. Behind a strikingly simple new faade this building provided three interlinked main tearooms at the ground floor and on a first floor gallery, with steps from that leading up a further half storey to the famous "Room de Luxe" stretching the width of the building above the main entrance and front tearoom.


          In a humorous review of the new tearoom for the Glasgow Evening News titled Erchie in an Art Tea Room, Neil Munro described the "Room de Looks":


          
            	
              
                	
                  
                    	
                      
                        	
                          
                            	
                              
                                	"The chairs is no like ony ither chairs ever I clapped eyes on, but ye could easy guess they were chairs, and a' roond the place there's a lump o' looking-gless wi' purple leeks pented on it every noo and then."

                              

                            

                          

                        

                      

                    

                  

                

              

            

          


          In 1905 Dekorative Kunst featured a special issue about the Willow Tea Rooms written by Hermann Muthesius who advised that "Today any visitor to Glasgow can rest body and soul in Miss Cranston's Tea Rooms and for a few pence drink tea, have breakfast and dream that he is in fairy land."


          


          Further projects
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          Although the Willow Tearooms completed her chain, and remains the most famous of her tea rooms, Kate Cranston carried out several more projects, and Mackintosh provided increasingly innovative designs. In 1904 she commissioned him to carry out the redecoration and design of new furniture for the mansion of Hous'hill in Nitshill which was home to herself and her husband John Cochrane.


          Mackintosh carried out further work on the Argyle Street tearoom in 1906 to design a basement conversion to form The Dutch kitchen. He did further redesigns for rooms in the Ingram Street tearooms, creating the Cloister Room and the Chinese Room in 1911. The latter provides an exotic fantasy, with bright blue finished timber screens incorporating a cashier's kiosk, elaborate door lintels and dark blue finished furniture, all in Mackintosh's version of an oriental style.


          In the same year Kate Cranston provided temporary "Exhibition Cafes" at the Scottish International Exhibition, apparently set up and designed by Charles Rennie Mackintosh, though nothing is now known of his scheme for this. The menu card designed by Margaret MacDonald Mackintosh shows the name for the tearooms, The White Cockade, but makes no visual connection with this reference to Jacobitism. It gives credit for supply of cakes to Miss Cranstons Bakery, 292 St Vincent St., Glasgow.
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          In 1916 Kate opened Cranston's Cinema De Luxe in an entertainment complex designed for her by the architect James Miller, occupying the third floor of a six storey building in Renfield Street, Glasgow.


          In 1917 Mackintosh carried out his last commission for Kate Cranston, and indeed one of his last architectural works to be constructed, with the design of an extension of the Willow Tea Rooms into the basement of the building next door to create The Dug Out in a style that anticipated Art Deco.


          Kate Cranston was greatly distressed when her husband died in 1917. She sold off her tea rooms and other businesses, and withdrew from public life. She had no children, and when she died in 1934 her will left two thirds of her estate to the poor of Glasgow.


          


          Legacy
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          Even though Kate Cranston had sold her tea rooms off, the name Miss Cranston's Tea Rooms long remained a byword for quality and for memories of Glasgow's heyday at the turn of the century. By 1938 tea rooms at 43 Argyll Arcade, 28 Buchanan Street, Renfield Street and Queen Street were being run by Cranston's Tea Rooms Ltd. They went into liquidation in 1954 and their premises were sold on for other uses.


          The Willow Tearooms were renamed, then in 1928 they were sold on to Daly's department store who incorporated the premises into their shop, keeping the Room de Luxe in operation as the department store tea room.


          Miss Cranston's Tearooms on Ingram Street continued in use as catering facilities from 1930 for Cooper's & Co., then in 1950 the rooms came into the ownership of Glasgow City Council and were used for storage and a souvenir shop. In 1971 the furnishings were removed into storage when the building was demolished, and they are now the only original set of Mackintosh tearoom interiors to survive. Ownership was transferred to Glasgow Museums in 1978, and after a further period of storage restoration work began in 1993. The Ladies' Luncheon Room was exhibited three years later, and the Chinese Room and Cloister Room have since been restored. The Glasgow Museums website reports that they are "currently assessing what will be needed to research and preserve the Charles Rennie Mackintosh interiors of the Ingram Street Tearooms for future public display."
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          While Mackintosh's reputation was eclipsed by the 1920s, he was later recognised as a pioneer of modern architecture, particularly in terms of the exterior of the Willow Tea Rooms. In the 1960s a resurgence of interest in Art Nouveau brought him international fame, and the furniture and designs he and his wife created for Kate Cranston are now extremely valuable.


          When Daly's closed, the Willow Tea Rooms were restored to an approximation of their original appearance. Catering reopened in the Room de Luxe, later extending to the recreated Tea Gallery, and was so successful that the business opened a new tearoom on the first floor of a building in Buchanan Street, near the original Buchanan Street and Ingram Street tearooms, fitted out with replicas of the White Dining Room and the Chinese Room from the Ingram Street tearoom. Confusingly, it trades under the name of The Willow Tea Rooms, as this now appears to be more familiar to visitors than Miss Cranston's name.


          However, these new tearooms draw renewed attention to the contribution Kate's patronage made to Mackintosh's work, and the impact she had on the social life of Glasgow is still remembered in popular books such as Tea at Miss Cranston's.
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              	Catherine II

              Catherine the Great
            


            
              	Empress and Autocrat of All the Russias
            


            
              	[image: ]
            


            
              	Reign

              	June 28, 1762  17 November 1796
            


            
              	Coronation

              	September 12, 1762
            


            
              	Full name

              	Sophie Friederike Auguste von Anhalt-Zerbst
            


            
              	Born

              	May 2, 1729(1729-05-02)
            


            
              	Birthplace

              	Stettin (the future Szczecin in Poland)
            


            
              	Died

              	6 November 1796 (aged67)
            


            
              	Place of death

              	Saint Petersburg, Russia
            


            
              	Buried

              	Peter and Paul Cathedral in Saint Petersburg
            


            
              	Predecessor

              	Peter III of Russia
            


            
              	Successor

              	Paul I of Russia
            


            
              	Offspring

              	Paul (legitimate)

              Anna Petrovna (1757-1759) (legitimate)

              Aleksey Bobrinsky
            


            
              	Dynasty

              	Romanov
            


            
              	Father

              	Christian Augustus, Prince of Anhalt-Zerbst
            


            
              	Mother

              	Johanna Elisabeth of Holstein-Gottorp
            

          


          Catherine II, called Catherine the Great (Russian: Екатерина II Великая, Yekaterina II Velikaya; 2 May [ O.S. 21 April] 1729  17 November [ O.S. 6 November] 1796) reigned as Empress of Russia for 34 years, from 9 July [ O.S. 28 June] 1762 until her death. She exemplifies the enlightened despot of her era.


          


          Early life


          Catherine's father, Christian August, Prince of Anhalt-Zerbst, held the rank of a Prussian general in his capacity as Governor of the city of Stettin ( now Szczecin, Poland) in the name of the king of Prussia. Though born as Sophia Augusta Frederica (Sophia Friederike Auguste von Anhalt-Zerbst, nicknamed "Figchen"), a minor German princess in Stettin, Catherine did have some (very remote) Russian ancestry, and two of her first cousins became Kings of Sweden: Gustav III and Charles XIII. In accordance with the custom then prevailing amongst the German nobility, she received her education chiefly from a French governess and from tutors.


          The choice of Sophia as wife of the prospective tsar  Peter of Holstein-Gottorp  resulted from some amount of diplomatic management in which Count Lestocq and Frederick II of Prussia took an active part. Lestocq and Frederick wanted to strengthen the friendship between Prussia and Russia in order to weaken the influence of Austria and to ruin the Russian chancellor Bestuzhev, on whom Tsarina Elizabeth relied, and who acted as a known partisan of Russo-Austrian co-operation.


          The diplomatic intrigue failed, largely due to the intervention of Sophie's mother, Johanna Elisabeth of Holstein-Gottorp, a clever and ambitious woman. Historical accounts portray Catherine's mother as emotionally cold and physically abusive, as well as a social climber who loved gossip and court intrigues. Johanna's hunger for fame centered on her daughter's prospects of becoming empress of Russia, but she infuriated Empress Elizabeth, who eventually banned her from the country for spying for King Frederick of Prussia (reigned 17401786). Nonetheless, Elizabeth took a strong liking to the daughter, and the marriage finally took place in 1745. The empress knew the family well because she had intended to marry Princess Johanna's brother Charles Augustus (Karl August von Holstein), who had died of smallpox in 1727 before the wedding could take place.


          Princess Sophia spared no effort to ingratiate herself not only with the Empress Elizabeth, but with her husband and with the Russian people. She applied herself to learning the Russian language with such zeal that she rose at night and walked about her bedroom barefoot repeating her lessons (though she mastered the language, she retained an accent). This resulted in a severe attack of pneumonia in March 1744. When she wrote her memoirs she represented herself as having made up her mind when she came to Russia to do whatever seemed necessary, and to profess to believe whatever required of her, in order to become qualified to wear the crown. The consistency of her character throughout life makes it highly probable that even at the age of fifteen she possessed sufficient maturity to adopt this worldly-wise line of conduct.


          Her father, a very devout Lutheran, strongly opposed his daughter's conversion. Despite his instructions, on June 28, 1744 the Russian Orthodox Church received her as a member with the name Catherine (Yekaterina or Ekaterina) and the (artificial) patronymic Алексеевна (Alekseyevna). On the following day the formal betrothal took place, and Catherine married the Grand Duke Peter on August 21, 1745 at Saint Petersburg. The newlyweds settled in the palace of Oranienbaum, which would remain the residence of the "young court" for 56 years.


          


          The coup d'tat of 1762


          The unlikely marriage proved unsuccessful  due to the Grand Duke Peter's impotence and immaturity, he may not have consummated it for 12 years. While Peter took a mistress (Elizabeth Vorontsova), Catherine carried on liaisons with Sergei Saltykov, Charles Hanbury Williams and Stanisław August Poniatowski. She became friends with Ekaterina Vorontsova-Dashkova, the sister of her husband's mistress, who introduced her to several powerful political groups that opposed her husband. Catherine read widely and kept up-to-date on current events in Russia and in the rest of Europe. She corresponded with many of the prominent minds of her era, including Voltaire and Diderot.


          After the death of the Empress Elizabeth on 5 January 1762 [ O.S. 25 December 1761], Peter succeeded to the throne as Peter III of Russia and moved into the new Winter Palace in Saint Petersburg; Catherine thus became Empress Consort of Russia. However, the new tsar's eccentricities and policies, including a great admiration for the Prussian king, Frederick II, alienated the same groups that Catherine had cultivated. Compounding matters, Peter intervened in a dispute between Holstein and Denmark over the province of Schleswig (see Count Johann Hartwig Ernst von Bernstorff). Peter's insistence on supporting his native Holstein in an unpopular war eroded much of his support among the nobility.
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          In July 1762, Peter committed the political error of retiring with his Holstein-born courtiers and relatives to Oranienbaum, leaving his wife in Saint Petersburg. On July 13 and July 14 the Leib Guard revolted, deposed Peter, and proclaimed Catherine the ruler of Russia. The bloodless coup succeeded; Ekaterina Dashkova, a confidante of Catherine, remarked that Peter seemed rather glad to have rid himself of the throne, and requested only a quiet estate and his mistress. Six months after his accession to the throne and three days after his deposition, on July 17, 1762, Peter III died at Ropsha at the hands of Alexei Orlov (younger brother to Gregory Orlov, then a court favorite and a participant in the coup). Soviet-era historians assumed that Catherine had ordered the murder, as she also disposed of other potential claimants to the throne ( Ivan VI and Princess Tarakanova) at about the same time, but many modern historians believe that she had no part in it.


          Catherine, although not descended from any previous Russian emperor, succeeded her husband, following the precedent established when Catherine I succeeded Peter I in 1725. Her accession- manifesto justified her succession by citing the "unanimous election" of the nation. However a great part of nobility regarded her reign as a usurpation, tolerable only during the minority of her son, Grand Duke Paul. In the 1770s a group of nobles connected with Paul ( Nikita Panin and others) contemplated the possibility of a new coup to depose Catherine and transfer the crown to Paul, whose power they envisaged restricting in a kind of constitutional monarchy. However, nothing came of this, and Catherine reigned until her death.


          


          Foreign affairs
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          During her reign Catherine extended the borders of the Russian Empire southward and westward to absorb New Russia, Crimea, Right-Bank Ukraine, Belarus, Lithuania, and Courland at the expense of two powers  the Ottoman Empire and the PolishLithuanian Commonwealth. All told, she added some 200,000miles (518,000km) to Russian territory.


          Catherine's foreign minister, Nikita Panin, exercised considerable influence from the beginning of her reign. Though a shrewd statesman, Panin dedicated much effort and millions of rubles to setting up a "Northern Accord" between Russia, Prussia, Poland, and Sweden, to counter the power of the Bourbon Habsburg League. When it became apparent that his plan could not succeed, Panin fell out of favour and, in 1781, Catherine had him replaced with a Ukrainian-born councillor, Alexander Bezborodko.


          


          Russo-Turkish Wars


          Catherine made Russia the dominant power in south-eastern Europe after her first Russo-Turkish War against the Ottoman Empire (17681774), which saw some of the greatest defeats in Turkish history, including the Battle of Chesma ( 5 July  7 July 1770) and the Battle of Kagul ( 21 July 1770). The Russian victories allowed Catherine's government to obtain access to the Black Sea and to incorporate the vast steppes of present-day southern Ukraine, where the Russians founded the new cities of Odessa, Nikolayev, Yekaterinoslav (literally: "the Glory of Catherine"; the future Dnepropetrovsk), and Kherson.


          Catherine annexed the Crimea in 1783, a mere nine years after the Crimean Khanate had gained independence from the Ottoman Empire as a result of her first war against the Turks. The Ottomans started a second Russo-Turkish War (17871792) during Catherine's reign. This war proved catastrophic for the Ottomans and ended with the Treaty of Jassy (1792), which legitimized the Russian claim to Crimea.


          


          Relations with Western Europe
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          In the European political theatre, Catherine remained ever conscious of her legacy and longed for recognition as an enlightened sovereign. She pioneered for Russia the role that Britain would later play throughout most of the nineteenth and early twentieth century  that of international mediator in disputes that could, or did, lead to war. Accordingly, she acted as mediator in the War of the Bavarian Succession (17781779) between Prussia and Austria. In 1780 she set up a League of Armed Neutrality designed to defend neutral shipping from the British Royal Navy during the American Revolution, and she refused to intervene in that revolution on the side of the British when asked.


          From 1767 to 1790, Russia fought the Russo-Swedish War against Sweden, instigated by Catherine's cousin, the King Gustav III of Sweden. Expecting to simply overtake the Russian armies still engaged in war against the Ottoman Turks and hoping to strike Saint Petersburg directly, the Swedes ultimately faced mounting human and territorial losses when opposed by Russia's Baltic Fleet. After Denmark declared war on Sweden in 1788, things looked bleak for the Swedes. After the Battle of Svensksund in 1790, the parties signed the Treaty of Vrl ( August 14, 1790) returning all conquered territories to their respective nations, and peace ensued for 20 years.


          


          The partitions of Poland


          In 1764 Catherine placed Stanisław Poniatowski, her former lover, on the Polish throne. Although the idea of partitioning Poland came from the Prussian king Frederick the Great, Catherine took a leading role in carrying this out in the 1790s. In 1768 she became formally protectress of the PolishLithuanian Commonwealth, which provoked an anti-Russian uprising in Poland (see Bar Confederation). After smashing the uprising she established in the Rzeczpospolita a system of government fully controlled by the Russian Empire through a Permanent Council under the supervision of her ambassadors and envoys.


          After the French Revolution of 1789, Catherine rejected many of the principles of the Enlightenment which she once viewed favorably. Afraid that the May Constitution of Poland (1791) might lead to a resurgence in the power of the PolishLithuanian Commonwealth and that the growing democratic movements inside the Commonwealth might become a threat to the European monarchies, Catherine decided to intervene in Poland. She provided support to a Polish anti-reform group known as the Targowica Confederation. After defeating Polish loyalist forces in the Polish War in Defense of the Constitution (1792) and in the Kosciuszko Uprising (1794), Russia completed the partitioning of Poland, dividing all of the Commonwealth territory with Prussia and Austria (1795).


          


          Relations with Japan


          In the Far East, Russians became active in fur-trapping in Kamchatka and the Kuril Islands. However, Russian settlements suffered from lack of supplies and constrained by the need to import goods over long distances across Siberia from Europe. This spurred interest in opening trade with Japan to the south for supplies and food. In 1783 storms drove a Japanese sea-captain, Daikokuya Kōdayū, ashore in the Aleutian Islands, at that time Russian territory. Russian local authorities helped his party, and the Russian government decided to use him as a trade envoy. On June 28, 1791, Catherine granted Kōdayū an audience at Tsarskoye Selo. Subsequently, in 1792, the Russian government dispatched a trade-mission led by Adam Laxman to Japan. The Tokugawa government received the mission, but negotiations failed and formal trade relations between the two countries did not come about until 1858.


          


          Arts and culture


          


          Catherine's patronage furthered the evolution of the arts in Russia more than that of any Russian sovereign before or after her. She subscribed to the ideals of the Enlightenment and considered herself a "philosopher on the throne". She showed great awareness of her image abroad, and ever desired that Europe should perceive her as a civilized and enlightened monarch, despite the fact that in Russia she often played the part of the tyrant. Even as she proclaimed her love for the ideals of liberty and freedom, she did more to tie the Russian serf to his land and to his lord than any sovereign since Boris Godunov (reigned 15981605).


          Catherine had a reputation as a patron of the arts, literature and education. The Hermitage Museum, which now occupies the whole of the Winter Palace, began as Catherine's personal collection. At the instigation of her factotum, Ivan Betskoi, she wrote a manual for the education of young children, drawing from the ideas of John Locke, and founded the famous Smolny Institute for noble young ladies. This school would become one of the best of its kind in Europe, and even went so far as to admit young girls born to wealthy merchants alongside the daughters of the nobility. She wrote comedies, fiction and memoirs, while cultivating Voltaire, Diderot and D'Alembert  all French encyclopedists who later cemented her reputation in their writings. The leading economists of her day, such as Arthur Young and Jacques Necker, became foreign members of the Free Economic Society, established on her suggestion in Saint Petersburg. She lured the scientists Leonhard Euler and Peter Simon Pallas from Berlin to the Russian capital.


          Catherine enlisted Voltaire to her cause, and corresponded with him for 15 years, from her accession to his death in 1778. He lauded her with epithets, calling her "The Star of the North" and the " Semiramis of Russia" (in reference to the legendary Queen of Babylon). Though she never met him face-to-face, she mourned him bitterly when he died, acquired his collection of books from his heirs, and placed them in the Imperial Public Library.


          Within a few months of her accession, having heard that the French government threatened to stop the publication of the famous French Encyclopdie on account of its irreligious spirit, she proposed to Diderot that he should complete his great work in Russia under her protection. Four years later she endeavoured to embody in a legislative form the principles of Enlightenment which she had imbibed from the study of the French philosophers. She called together at Moscow a Grand Commission  almost a consultative parliament  composed of 652 members of all classes (officials, nobles, burghers and peasants) and of various nationalities. The Commission had to consider the needs of the Russian Empire and the means of satisfying them. The Empress herself prepared the "Instructions for the Guidance of the Assembly", pillaging (as she frankly admitted) the philosophers of Western Europe, especially Montesquieu and Cesare Beccaria. As many of the democratic principles frightened her more moderate and experienced advisers, she refrained from immediately putting them into execution. After holding more than 200 sittings the so-called Commission dissolved without getting beyond the realm of theory.
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          During Catherine's reign, Russians imported and studied the classical and European influences which inspired the Russian "Age of Imitation". Gavrila Derzhavin, Denis Fonvizin and Ippolit Bogdanovich laid the groundwork for the great writers of the nineteenth century, especially for Aleksandr Pushkin. Catherine became a great patron of Russian opera (see Catherine II and opera for details). However, her reign also featured omnipresent censorship and state control of publications. When Radishchev published his Journey from Saint Petersburg to Moscow in 1790, warning of uprisings because of the deplorable social conditions of the peasants held as serfs, Catherine exiled him to Siberia.


          


          Religious affairs


          The circumstances of Catherine's whole-hearted adoption of things Russian (including Orthodoxy) may have prompted her personal indifference to religion. She did not allow dissenters to build chapels, and she suppressed religious dissent after the onset of the French Revolution. Politically, she exploited Christianity in her anti-Ottoman policy, promoting the protection and fostering of Christians under Turkish rule. She placed strictures on Roman Catholics (ukaz of February 23, 1769), and attempted to assert and extend state control over them in the wake of the partitions of Poland. Nevertheless, Catherine's Russia provided an asylum and a basis for re-grouping to the Society of Jesus following the suppression of the Jesuits in most of Europe in 1773.


          


          Personal life


          Catherine, throughout her long reign, took many lovers, often elevating them to high positions for as long as they held her interest, and then pensioning them off with large estates and gifts of serfs. After her affair with Grigori Alexandrovich Potemkin, he would select a candidate-lover for her who had both the physical beauty as well as the mental faculties to hold Catherine's interest (such as Alexander Dmitriev-Mamonov). Some of these men loved her in return, and she always showed generosity towards her lovers, even after the end of an affair. The last of her lovers, Prince Zubov, 40 years her junior, proved the most capricious and extravagant of them all.
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          Catherine behaved harshly to her son Paul. In her memoirs, Catherine indicated that her first lover, Sergei Saltykov, had fathered Paul, but Paul physically resembled her husband, Peter. She sequestered from the court her illegitimate son by Grigori Orlov, Alexis Bobrinskoy (later created Count Bobrinskoy by Paul). It seems highly probable that she intended to exclude Paul from the succession, and to leave the crown to her eldest grandson Alexander (whom she greatly favored), afterwards the emperor Alexander I. Her harshness to Paul stemmed probably as much from political distrust as from what she saw of his character. Whatever Catherine's other activities, she emphatically functioned as a sovereign and as a politician, guided in the last resort by interests of state. Keeping Paul in a state of semi-captivity in Gatchina and Pavlovsk, she resolved not to allow her son to dispute or to share in her authority.


          One source once quoted Catherine the Great as saying, Assuredly men of worth are never lacking, for it is affairs which make men and men which make affairs; I have never tried to look for them, and I have always found close at hand the men who have served me, and I have for the most part been well served.


          Several commentators have criticized Catherine's tactics in handling men and power. According to Brenda Meehan-Waters, "The Empress thinks it a sufficient happiness to be permitted to serve her... and when she has made what use she wanted of anyone or of which she thought him capable, she does with him as we do with an orange, after sucking out the juice we throw the peel out of a window." Others, however, portray Catherine as a good ruler who successfully kept her private life out of her political activity. Chamberlain says, "Catherine, among female rulers, seems to have broken all records in the number of her lovers. But she attended to affairs of state diligently, unlike her pleasure-loving predecessor Elizabeth, and took pride in her interest in legislation and in her role as a colonizer and founder of cities."


          Catherine and Peter III did not get along; she called him childish, without judgment, and "not enamoured of the nation over which he was destined to reign." He had a "belief in all things German" and he especially favored Prussia. Peter spent much of his time, before and during their marriage, playing with toy soldiers and military dolls. By the mid 1750s they had omitted to consummate their marriage. Given the requirement to have a indisputable heir to the throne, the Empress Elizabeth expected the couple to have children and that Catherine would remain faithful to her husband. But the pair found themselves in an unhappy marriage, and Catherine found herself tempted by the good-looking men at court. Catherine, despite her unhappiness, tried to have some sort of relationship with her husband. She wrote in her memoirs, "I resolved to show great consideration for the Grand Duke's confidence so that he would at least view me as someone he could trust, to whom he could say everything without any consequences. I succeeded in this for a long time."


          


          Poniatowski


          Sir Charles Hanbury-Williams, the English ambassador to Russia, offered Stanislaus Poniatowksi a place in the embassy in return for gaining Catherine as an ally. She needed money and a new lover, and he sent Poniatowski of the Czartoryski family, the pro-Russian faction in Poland. Catherine received the story that Poniatowski's family had sent him to Russia to learn of its greatness. The Czartoryski faction really hoped that one day he could rule Russia. Catherine met him in 1755, and they began a love affair. A twenty-two-year-old virgin, though he claimed he loved Catherine, he had to be persuaded to sleep with her. They initiated a romantic relationship, but two years later in 1757 when Poniatowski had to serve in the English forces during the Seven Years War, he had to leave Catherine. She bore his child, Anna Petrovna, born in December 1757.


          Catherine, in considering Russias expansion, made a plan for Poland. She believed "Poland was destined" to join Russia. She planned to make use of Poland's relative weakness to annex part of the country. She knew she could gain enough influence if she had a candidate for for election to the Polish throne when the very ill Augustus III of Poland died. Poniatowski, previously exiled from St. Petersburg, knew nothing of this plan  Catherine knew he would want to return to her. Augustus III died in 1763, and Poland lacked a ruler. Catherine supported Poniatowski as a candidate to become the next king. Poniatowski suspected, and perhaps not incorrectly, that she would never marry him if he had no power, because that put her at the risk of losing hers. She wanted to rule more than she wanted marriage, and knew that Poniatowski would prove a weak ruler. Rumors spread that Catherines support formed part of a plan to unite Poland and Russia. Catherine told her ambassador to Poland, Count Kayserling, that she wanted Poniatowski to rule, but she would settle for Adam Czartoryski, his uncle. She sent the Russian army into Poland right away, but she hoped to avoid fighting. On August 26, 1764 Russia invaded Poland, threatening to fight and forcing Poniatowski to become king. Poniatowski accepted the throne, and thereby put himself under Catherines control. News of Catherines plan spread and Frederick II warned her that if she tried to conquer Poland by marrying Poniatowski, all of Europe would oppose her strongly. She had no intention of marrying him, and she ordered Poniatowski to marry someone else, in order to remove all suspicion. Poniatowski refused: he never married.


          Catherine quickly lost interest in Poland after the crowning of her candidate as king. Poniatowski did not enjoy his position, and Poland remained in chaos throughout his rule.


          Prussia through the agency of Prince Henry, Russia under Catherine, and Austria under Maria Theresa began preparing the ground for the Partitions of Poland. In the first partition the three powers split 20,000 square miles between them. In the second, Russia received the most land. After this, uprisings in Poland led to the third partition, not leaving much of the country, and forcing Poniatowski out of power.


          


          Orlov


          Grigory Orlov, the grandson of a rebel in the Streltsy Uprising (1698) against Peter the Great, distinguished himself in the battle of Zorndorf ( 25 August 1758), receiving three wounds. He represented an opposite to Peters pro-Prussian sentiment, with which Catherine disagreed. By 1759, he and Catherine had become secret lovers. Many guardsmen knew of their relationship, but nobody told Catherine's husband, the Grand Duke Peter. Catherine saw Orlov as very useful, and he became instrumental in the coup dtat against her husband.


          Grigory Orlov and his brothers remained disappointed with their rewards for helping Catherine obtain the throne. Grigory expected to marry Catherine, but she named all the brothers counts, and they received money, swords, and other gifts. Orlov, though inept at politics and useless when asked for advice, received a palace in St. Petersburg when Catherine became Empress. She consulted him on affairs, but he mainly functioned as her servant. Some believe Catherine only kept Orlov to prevent Potemkin from gaining any power.


          


          Potemkin


          Grigory Potemkin had had involvement in Catherine's coup d'tat. In 1772, Catherines close friends informed her of Orlovs affairs with other women, and she dismissed him, leaving herself in a vulnerable position. By the winter of 1773 the Pugachev revolt had started to grow threatening. Catherine's son Paul had also started gaining support; both of these trends threatened her power. She called Potemkin for help  mostly military  and he became devoted to her. (Orlov died in 1783.)


          In 1772, Catherine wrote to Potemkin. Days earlier, she had found out about an uprising in the Volga region. She appointed General Alexander Bibikov to put down the uprising, but she needed Potemkins advice on military strategy. Their affair began in 1773 and ended in 1776, but he remained at the court even when Catherine met other men. He helped her command the armies, and he had advantages also. He could ask the Treasury for help, private and public, and he could sway Catherines decisions because she loved him. "Potemkin was wildly promiscuous; Catherine ... was a serial monogamist who was usually in love with her favourite of the moment."


          Potemkin quickly gained positions and awards. Russian poets wrote about his virtues, the court praised him, foreign ambassadors fought for his favour, and his family moved into the palace. He later became governor of New Russia. The court paid his expenses, and he had servants and carriages always available to him. Some historians suspect that Catherine and Potemkin secretly married: there existed supposedly two copies, both destroyed, of a marriage license, and letters sent between Potemkin and Catherine use terms like "my dearest husband", "my tender spouse", "your devoted wife". They both became involved in affairs with others, so this would be unusual if they werent married. She suspected that Potemkin felt jealous of her power. He teased her often; he avoided contact with her when she expected him, and locked his doors when he knew she would come for him. He displayed jealousy of other men at the court. She complained to him about this, but she still gave him gifts. Sir James Harris of the British embassy said, "There is now no hope of her being reclaimed ... Prince Potemkin rules her with an absolute sway; thoroughly acquainted with her weaknesses, her desires, and her passions, he operates on them and makes them operate as he pleases." One source quotes Potemkin on the subject of his influence over Catherine: Flatter her...and you will get everything you want". Contemporary literature also portrayed Catherine and the man with whom she fell in love. The 1794 German novel Pansalvin depicted Catherine as "Miranda" (in Latin: "she who must be admired"), and Potemkin as the Prince of Darkness. "Miranda was a praiseworthy princess and in her land there was perhaps only one major weakness  that the Prince of Darkness was allowed to have too much power... This flaw in Miranda was viewed as a traditional, feminine weakness  the natural submission of a woman to her lover."


          When their sexual relationship began to wane, Potemkin decided that he would choose the next man for Catherine. This way, he remained in control and they still maintained other aspects of their relationship. He chose Peter Alexeyevich Zavadovsky, whom he paid for his time with Catherine during his own absence; she could not choose men on her own. Potemkin told Zavadovsky, "You must agree, my friend, that it's not a bad line of work to be in here." Potemkin had previously had suspicions of Zavadovsky in the court. His good looks and his relation with Catherine helped promote him to major general in a month. She called him "little Petussia", and he moved into the Winter Palace. He felt jealous of Potemkins relationship with Catherine. When Potemkin returned in 1777 he had Zavadovsky removed from the palace. Catherine tried to contact him soon after he left.


          After the death of Lanskoy, another lover chosen by Potemkin, came Ermolov. Ermolov learned from Potemkin's enemies that the Prince of Taurida (Potemkin) had started taking funds from those set aside for colonizing White Russia. Potemkin told her that he had borrowed the money and would return it when he sold an estate. Ermolov also brought Catherine a letter from the former Khan of Crimea. It claimed that Potemkin had diverted payments of his pension. Catherine warned Potemkin that his power might end, but this did not concern him. He said, "I am not to be overthrown by a mere boy. Besides, who would dare try?" Apparently, Potemkin planned to decide when he would lose his power. "Potemkin was forever threatening resignation  Catherine must have been used to it." Soon Potemkin expressed his jealousy because he knew Ermolov had passed information to Catherine about him; and Catherine dismissed Ermolov. Potemkins enemies tried unsuccessfully to find Catherine another lover to make her lose interest. Vassilchikov became another lover. "Vassilchikov was a disappointing companion for Catherine, who found him corrosively dull... his caresses only made me cry, she told Potemkin afterwards."


          In 1780 Joseph II of Austria, determining whether or not to enter an alliance with Russia, asked to meet Catherine. He and his family wanted to ensure that Catherine could abandon all the Prussian ways adopted in Russia. She assured him they had. Catherine led him through the country as he inspected everything. "Russia had few of the flea-bitten taverns the Emperor expected, so Potemkin dressed up manor houses to look like inns." In preparing for the trip, Potemkin had gone to great lengths. He rapidly changed the land that had only recently become part of Russia. New villages, farms, and landscapes already existed; and people had already started to migrate and live there. He planted forests, and built towns with manufacturers, theaters, and cathedrals.


          Laveaux, a secret agent of Louis XV to the court of St. Petersburg, believed that Potemkin truly held the reins of power, and that he tricked Catherine and others into believing that she really made the decisions. He said that Potemkin convinced Catherine that all of her old lovers kept contact with her in order to steal her power. "He never fell from power; he was treated like a member of the imperial family and had absolute access to the Treasury as well as the ability to make independent decisions."


          Potemkin, a Russian, did not object to the independence of Poland as Catherine did. He would not have agreed with the partitioning of Poland, and he wanted to become king. "As for Catherine, she was subjugated by her companion. She consulted him on all important political decisions and sometimes bowed to his opinions." Potemkin convinced Catherine of the need to gain the Crimea, otherwise a perpetual obstacle. In November 1783 he told her that Russia needed the Crimea. "Believe me, that doing this will win you immortal glory greater than any other Russian Sovereign ever... Russia needs paradise." Mere weeks later, she sent him secret permission to take the actions necessary to obtain the Crimea. Catherine had arranged for a pro-Russian, Khan Shagin Girey, to come to power in the Crimea (1777). Potemkin negotiated with him and he agreed to cede the Crimea to Russia. Only months after negotiations began, Russia controlled the Black Sea and the Caspian Sea.


          Potemkin also convinced Catherine to expand the universities in Russia to increase the number of successful scientists.


          Potemkin fell very ill in August 1783. Catherine worried that he would not finish his work developing the south as he had planned. "Know that I am committed to you for a century." At this point she gave him 100,000 rubles to fund his palace on the Tauric peninsula.


          "Potemkin was not, as Orlov had been, a respected but subordinate companion, reduced to carrying out the orders of his imperial mistress. In a very short time he became the real master of Russia. Catherine decided nothing without him, bowed to his opinion and let him act for her." Potemkin died at the age of fifty-two in 1791. The devastated Catherine said, "Now I have no one left on whom I can rely." On source quotes her: "Prince Potemkin has played me a cruel turn by dying! It is me on whom all the burden now falls."


          After Potemkin died, Catherine continued to have affairs, but with far younger, far less useful and far less important men. "With the exception of Potemkin... Catherine did not treat any man as a worlds wonder, an all-important being with whom she could forget herself." Catherine the Great used her relationships with men for her benefit and the benefit of her country. Some critics condemn Catherine for this, while others praise her methods. However, her private and public lives clearly intertwined. According to Brenda Meehan-Waters, "Female rule stands condemned by the presumed weakness of women and their propensity to fall under the domination of powerful lovers and advisers. Women, by nature highly emotional, cannot separate their sex lives from their jobs."


          


          Death


          Catherine suffered a stroke on 16 November [ O.S. 5 November] 1796 and subsequently died in her bed at 9:45 the following evening without having regained consciousness.


          Catherine lies buried at the Peter and Paul Cathedral in Saint Petersburg.
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          Criticisms


          
            	In spite of her image as an "enlightened despot", Catherine abandoned attempts to lighten the burden of peasant serfs after the Pugachev Rebellion of 17731775. The degree of her growing intolerance became evident in her treatment of Radishchev.


            	Catherine's devotion to her favorites, particularly Grigori Alexandrovich Potemkin, often blinded her to the corruption that surrounded her rule, hence the force of the metaphor of the Potemkin villages.


            	Catherine played a part in the death of another pretender to the throne, Princess Tarakanova, who represented herself as Elizabeth's daughter by Alexis Razumovsky. The Empress dispatched Alexey Orlov to Italy, where he managed to seduce and capture Tarakanova. When brought to Russia, Tarakanova went to prison in the Peter and Paul Fortress, where she died of tuberculosis.


            	While Catherine probably had no direct role in the murder of her own husband, Peter III, she did nothing to punish those responsible for the crime and even promoted them.

          


          List of prominent Catherinians


          Pre-eminent figures in Catherinian Russia include:


          
            	Ivan Betskoy


            	Alexander Bezborodko


            	Yakov Bulgakov


            	Gavrila Derzhavin


            	Dmitry Levitsky


            	Aleksey Orlov


            	Nikita Panin


            	Grigory Potemkin


            	Nicholas Repnin


            	Peter Rumyantsev


            	Mikhailo Shcherbatov


            	Alexander Suvorov


            	Fyodor Ushakov


            	Catherine Vorontsova

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Catherine_II_of_Russia"
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              	Cat's Eye Nebula
            


            
              	[image: ]

              Composite image using optical images from the HST and X-ray data from the Chandra X-ray Observatory
            


            
              	Observation data

              ( Epoch J2000)
            


            
              	Right ascension

              	17h58m33.423s
            


            
              	Declination

              	+663759.52
            


            
              	Distance

              	3.3  0.9 kly (1.0  0.3 kpc)
            


            
              	Apparent magnitude (V)

              	9.8B
            


            
              	Apparent dimensions (V)

              	Core: 20

              Halo: 5.8
            


            
              	Constellation

              	Draco
            


            
              	Physical characteristics
            


            
              	Radius

              	Core: 0.2 ly
            


            
              	Absolute magnitude (V)

              	-0.2+0.80.6B
            


            
              	Notable features

              	complex structure
            


            
              	Other designations

              	NGC 6543, Snail Nebula,

              Sunflower Nebula, (includes

              IC 4677)
            


            
              	See also: Planetary nebula, Lists of nebulae
            

          


          The Cat's Eye Nebula ( NGC 6543) is a planetary nebula in the constellation of Draco. Structurally, it is one of the most complex nebulae known, with high-resolution Hubble Space Telescope observations revealing remarkable structures such as knots, jets and sinewy arc-like features.


          It was discovered by William Herschel on February 15, 1786, and was the first planetary nebula whose spectrum was investigated by the English amateur astronomer William Huggins in 1864.


          Modern studies reveal several mysteries. The intricacy of the structure may be caused in part by material ejected from a binary central star, but as yet, there is no direct evidence that the central star has a companion. Also, measurements of chemical abundances reveal a large discrepancy between measurements done by two different methods, the cause of which is uncertain.


          


          General information


          NGC 6543 is a very well-studied planetary nebula. It is relatively bright at magnitude 8.1, and also has a high surface brightness. It is situated at right ascension 17h 58.6 m and declination +6638'. Its high declination means it is easily observable from the northern hemisphere, where historically most large telescopes have been situated. NGC 6543 is situated almost exactly in the direction of the North Ecliptic Pole.


          While the bright inner nebula is rather small at 20 arcseconds in diameter (Reed et al. 1999), it has an extended halo of matter that the progenitor star ejected during its red giant phase. This halo extends over a diameter of about 386 arcseconds (6.4 arcminutes).


          Observations show that the main body of the nebula has a density of about 5,000 particles/cm and a temperature of about 8,000 K. (Wesson & Liu 2004) The outer halo has a somewhat higher temperature of about 15,000 K and a much lower density.


          The central star of NGC 6543 is an O-type star, with a temperature of approximately 80,000 K. It is approximately 10,000 times as luminous as the sun, and its radius is about 0.65 times the solar value. Spectroscopic analysis shows that the star is currently losing mass in a fast stellar wind at a rate of about 3.2107 solar masses per year - about 20 trillion tons per second. The velocity of this wind is about 1900 km/s. Calculations indicate that the central star currently weighs just over one solar mass, but theoretical evolutionary calculations imply that it had an initial mass of about 5 solar masses. (Bianchi, Cerrato & Grewing 1986)


          


          Distance


          A long standing problem in the study of planetary nebulae is that their distances are generally not well known. Many methods for estimating distances to planetary nebulae rely on making general assumptions, which may be very inaccurate for the object concerned.


          In recent years, however, observations made using the Hubble Space Telescope have allowed a new method of determining distances. All planetary nebulae are expanding, and observations several years apart and with high enough angular resolution will reveal the growth of the nebula in the plane of the sky. This is typically very smallonly a few milliarcseconds a year or less. Spectroscopic observations can reveal the velocity of expansion of the nebula along the line of sight using the Doppler Effect. Then, comparing the angular expansion with the known expansion velocity, the distance to the nebula can be calculated.


          Hubble Space Telescope observations of NGC 6543 several years apart have been used to calculate its distance. Its angular expansion rate is approximately 10 milliarcseconds per year, while its expansion velocity along the line of sight has been found to be 16.4km/s. Combining these two results implies that NGC 6543 is about 1000 parsecs (31019m), or about 3300 light-years away from Earth. (Reed et al. 1999)


          


          Age


          The angular expansion of the nebula can also be used to estimate its age. If it has been expanding at a constant rate, then to have reached a diameter of 20 arcseconds at 10 milliarcseconds a year would have taken 1000  260 years. (Reed et al. 1999) This may be an upper limit to the age, as ejected material will be slowed as it encounters material ejected from the star at earlier stages of its evolution, as well as the interstellar medium.


          


          Composition


          
            [image: Image of NGC 6543 processed to reveal the concentric rings surrounding the inner core. Also visible are the linear structures, possibly caused by precessing jets from a binary central star system.]

            
              Image of NGC 6543 processed to reveal the concentric rings surrounding the inner core. Also visible are the linear structures, possibly caused by precessing jets from a binary central star system.
            

          


          Like most astronomical objects, NGC 6543 consists mostly of hydrogen and helium, with heavier elements present in small quantities. The exact composition may be determined by spectroscopic studies. Abundances are generally expressed relative to hydrogen, the most abundant element.


          Different studies generally find varying values for elemental abundances. This is often because spectrographs attached to telescopes do not collect all the light from objects being observed, instead gathering light from a slit or small aperture. Therefore, different observations may sample different parts of the nebula.


          However, results for NGC 6543 broadly agree that, relative to hydrogen, the helium abundance is about 0.12, carbon and nitrogen abundances are both about 3104, and the oxygen abundance is about 7104. These are fairly typical abundances for planetary nebulae, with the carbon, nitrogen and oxygen abundances all larger than the values found for the sun, due to the effects of nucleosynthesis enriching the star's atmosphere in heavy elements before it is ejected as a planetary nebula. (Wesson & Liu 2004) (Hyung et al. 2000)


          Deep spectroscopic analysis of NGC 6543 may indicate that the nebula contains a small amount of material which is highly enriched in heavy elements; this is discussed further below.


          


          Kinematics and morphology


          The Cat's Eye Nebula is structurally a very complex nebula, and the mechanism or mechanisms which have given rise to its complicated morphology are not well understood.


          The structure of the bright portion of the nebula is primarily caused by the interaction of a fast stellar wind being emitted by the central star with material ejected during the formation of the nebula. This interaction causes the emission of X-rays discussed above. The stellar wind has 'hollowed out' the inner bubble of the nebula, and appears to have burst the bubble at both ends. (Balick & Preston 1987)


          It is also suspected that the central star of the nebula may be a binary star. The existence of an accretion disk caused by mass transfer between the two components of the system may give rise to polar jets, which would interact with previously ejected material. Over time, the direction of the polar jets would vary due to precession. (Miranda & Solf 1992)


          Outside the bright inner portion of the nebula, there are a series of concentric rings, thought to have been ejected before the formation of the planetary nebula, while the star was on the asymptotic giant branch of the Hertzsprung-Russell Diagram. These rings are very evenly spaced, suggesting that the mechanism responsible for their formation ejected them at very regular intervals and at very similar speeds. (Balick, Wilson & Hajian 2001)


          Further out, a large faint halo extends to large distances from the star. The halo again predates the formation of the main nebula.


          


          Open questions


          Despite intensive study, the Cat's Eye Nebula still holds many mysteries. The concentric rings surrounding the inner nebula seem to have been ejected at intervals of a few hundred years, a timescale which is rather difficult to explain. Thermal pulsations which cause planetary nebulae to be formed in the first place are believed to take place at intervals of tens of thousands of years, while smaller surface pulsations are thought to occur at intervals of years to decades. A mechanism which would eject material over the timescales required to form the concentric rings in the Cat's Eye Nebula is not yet known.


          The spectra of planetary nebulae consist of emission lines superimposed on a continuum. The emission lines may be formed either by collisional excitation of ions in the nebula, or by recombination of electrons with ions. Collisionally excited lines are generally much stronger than recombination lines, and so have historically been used to determine abundances. However, recent studies have found that abundances derived from recombination lines seen in the spectrum of NGC 6543 are some three times higher than those derived from collisionally excited lines. (Wesson & Liu 2004) The cause of this discrepancy is disputed.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cat%27s_Eye_Nebula"
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              	Yusuf Islam

              (formerly Cat Stevens)
            


            
              	Birth name

              	Steven Demetre Georgiou
            


            
              	Born

              	July 21, 1948 (1948-07-21)
            


            
              	Origin

              	London, England
            


            
              	Genre(s)

              	Folk rock

              Pop
            


            
              	Occupation(s)

              	Singer-songwriter
            


            
              	Instrument(s)

              	Vocals, guitar, classical guitar, ovation guitar, bass guitar, electric mandolin, bouzouki, keyboards, harpsichord, polymoog, penny whistle, drums, percussion
            


            
              	Years active

              	19661978, 2006present
            


            
              	Label(s)

              	Island Records, A&M, Polydor, Mountain of Light, Jamal
            


            
              	Website

              	www.catstevens.com

              www.yusufislam.org.uk
            

          


          Cat Stevens is the former stage name of musician Yusuf Islam (born Steven Demetre Georgiou on 21 July 1948 in London). He is an English musician, singer-songwriter, educator, philanthropist and prominent convert to Islam.


          As "Cat Stevens," Islam has sold over 60 million albums around the world since the late 1960s. Stevens' albums Tea for the Tillerman and Teaser and the Firecat were both certified by the RIAA as having achieved Triple Platinum status in the United States (three million sales each); his album Catch Bull at Four sold half a million copies in the first two weeks of release and was Billboard's number-one LP for three consecutive weeks. His songwriting has also earned him two ASCAP songwriting awards (for " The First Cut Is the Deepest," which has been a hit single for four different artists.)


          At the height of his fame, in 1977, Stevens converted to Islam. In 1978, he adopted the name Yusuf Islam and left his music career to devote himself to educational and philanthropic causes in the Muslim community. In 2006, he returned to pop music, with his first album of new pop songs in 28 years, entitled An Other Cup.


          He has been given several awards for his work in promoting peace in the world, including the 2004 Man for Peace award and the 2007 Mediterranean Prize for Peace. He lives with his wife, Fauzia Mubarak Ali, and five children in Brondesbury Park, London, and spends part of each year in Dubai.


          


          Early life (19481965)


          
            
              	
                Series of articles on


                [image: ]



                19661978, 2006present

              
            


            
              	
                


                Studio albums



                Matthew and Son  New Masters

                Numbers  Tea for the Tillerman

                Teaser and the Firecat  Izitso

                Foreigner  Mona Bone Jakon

                Buddha and the Chocolate Box

                Back to Earth  Catch Bull at Four


                


                Live albums



                Saturnight (Live in Tokyo)  Majikat


                


                As Yusuf Islam



                The Life of the Last Prophet

                Prayers of the Last Prophet

                A Is for Allah  Indian Ocean

                I Look I See  An Other Cup

                Footsteps in the Light


                


                Compilations



                The Very Best of Cat Stevens

                Cat Stevens Box Set  Gold

                Footsteps in the Dark  Greatest Hits


                


                Related Articles



                Folk Music

                


                Website


                www.catstevens.com

                www.yusufislam.org.uk

              
            

          


          Steven Georgiou was the third child of a Greek-Cypriot father (Stavros Georgiou) and a Swedish mother (Ingrid Wickman). The family lived above Moulin Rouge, the restaurant that his parents operated on Shaftesbury Avenue, a few steps from Piccadilly Circus in the Soho area of London. His whole family worked in the restaurant.


          Although his father was Greek Orthodox and his mother Baptist, Steven was sent to a Catholic school, St. Joseph Roman Catholic Primary School in Macklin Street.


          When Steven was about eight years old, his parents divorced, but both continued to run the restaurant and live above it. At age 12, Steven, who already played the piano, began to play guitar and write songs. A few years later, his mother returned to Gvle, Sweden, taking Steven along, where he started developing his drawing skills, influenced by his uncle Hugo, a painter.


          At age 16, he left school and was accepted by, then later dismissed from, Hammersmith Art School. Although he enjoyed art  his later record albums would feature his original artwork on the covers  Steven wanted to establish a musical career. It was during this period he was first influenced by folk music.


          


          Musical career (19661978)


          


          Early musical career


          He began to perform his songs in coffee houses and pubs. Thinking that his Greek name might not be memorable as a stage name, he sought a new one. He said, "I couldn't imagine anyone going to the record store and asking for that Stephen Demetre Georgiou album. And in England, and I was sure in America, they loved animals." He adopted the name Cat Stevens, reportedly chosen because a girlfriend said he had eyes like a cat. In 1966, at age 18, he impressed manager/producer Mike Hurst, formerly of British vocal group The Springfields, with his songs and Hurst arranged for him to record a demo and then helped him get a record deal. The first singles, " I Love My Dog" and " Matthew and Son" (the title song from his debut album, released in the beginning of 1967) reached Britain's Top 10, and the album Matthew and Son itself began charting.


          Over the next two years, Stevens recorded and toured with artists ranging from Jimi Hendrix to Engelbert Humperdinck. Stevens was considered a teen pop sensation, placing several single releases in the British pop music charts. Some of that success was attributed to the pirate radio station Wonderful Radio London, which played his records. In August 1967, he went on the air with other recording artists who had benefited from the pirate station to mourn its closure.


          His December 1967 album New Masters failed to chart in the United Kingdom. The album is now most notable for his song " The First Cut Is the Deepest" which has become an international hit for P.P. Arnold, Keith Hampshire, Rod Stewart and Sheryl Crow, and has won several song-writing awards.


          Stevens was living a fast-moving pop-star life and in early 1968 at the age of 19, he became very ill with tuberculosis. During several months in the hospital and a year of convalescence, Stevens began to question aspects of his life, took up meditation, read about other religions and became a vegetarian. During that time, as part of his spiritual awakening and questioning, he wrote as many as 40 songs, which were much more introspective than his previous work. Many of those songs were to appear on his albums in years to come.


          


          Comeback after tuberculosis


          Now healthy and armed with a new perspective on what he wanted to bring to the world with his music, and a catalog of introspective songs, the stage was set for international stardom. He landed a new record contract with an American distribution deal in 1970, signing with Island Records (then rival A&M Records in North America), and released Mona Bone Jakon, a folk-based album that was much different from his more "pop" style earlier records, drawing on his new, introspective work. The album featured the songs "Lady D'Arbanville", which was written for Stevens' girlfriend at the time, actress Patti D'Arbanville; "Pop Star", about his experience as a teen star; and "Katmandu", featuring Genesis frontman Peter Gabriel playing flute. Mona Bone Jakon was an early example of the solo singer-songwriter album that would later become very popular for other artists as well.


          Mona Bone Jakon was followed by his international breakthrough album, Tea for the Tillerman, which became a top-10 Billboard hit and reached Gold record status within six months of release (at least 500,000 sales) in the United States and in Britain, combining Stevens' new folk style with accessible lyrics that spoke of everyday situations and problems, mixed with some spiritual imagery. Tea for the Tillerman features the top-20 single " Wild World", "Hard-Headed Woman", and " Father and Son", a unique, double-voiced autobiographical song. In 2001, this album was certified by the Recording Industry Association of America (RIAA) as a Multi-Platinum record, meaning it had sold 3 million copies in the United States at that time. It is included at #206 in Rolling Stone's 2003 listing of the " 500 Greatest Albums of All Time".


          With the success of Tea for the Tillerman, Stevens was no longer opening for other acts on tour. He launched his own tour and became a star. During this period, he was romantically linked to singer Carly Simon whose top 50 songs "Legend in Your Own Time" and "Anticipation" were written about Stevens.


          


          Success


          Having established a signature sound, Stevens enjoyed a string of successes over the following years. The Teaser and the Firecat LP album (1971) reached number two and achieved gold record status within three weeks of its release in the US. It yielded several hits, including " Peace Train", " Morning Has Broken" (a Christian hymn with lyrics by Eleanor Farjeon), and " Moonshadow". This album was also certified by the RIAA as a Multi-Platinum record in 2001, with over three million US sales up until then.


          When interviewed on a Boston radio station, Stevens said about Teaser:


          
            "I get the tune and then I just keep on singing the tune until the words come out from the tune. It's kind of a hypnotic state that you reach after a while when you keep on playing it where words just evolve from it. So you take those words and just let them go whichever way they want... 'Moonshadow'? Funny, that was in Spain, I went there alone, completely alone, to get away from a few things. And I was dancin' on the rocks there... right on the rocks where the waves were like blowin' and splashin'. Really, it was so fantastic. And the moon was bright, ya know, and I started dancin' and singin' and I sang that song and it stayed. It's just the kind of moment that you want to find when you're writin' songs."

          


          Also in 1971, several of his songs were used in the soundtrack to the movie Harold and Maude, including at least one that had not been on any album prior to its inclusion on a second "greatest hits" collection many years later. Harold and Maude would go on to become a cult hit, popular for decades, bringing Stevens' music to a wide audience, long after he stopped recording.


          His next album, Catch Bull at Four, released in 1972, was his most rapidly successful album in the U.S.A - reaching Gold record status in 15 days, and holding the number-one position on the Billboard charts for three weeks. This album continued the introspective and spiritual lyrics that he was known for, combined with a rougher-edged voice and a less acoustic sound than his previous records. "Sweet Scarlet" was his response to Carly Simon's two songs about him. The single "Sitting" was released from this album, and charted at #16. Catch Bull at Four was Platinum certified in 2001.


          Subsequent releases in the 1970s also did well on the charts and in ongoing sales. His final album under the name Cat Stevens was Back to Earth, released in late 1978. Several compilation albums were released before and after he stopped recording. The most successful was the 1975 Greatest Hits which has sold over 4 million copies in the United States. In May 2003 he received his first Platinum Europe Award from the IFPI for Remember Cat Stevens, The Ultimate Collection, indicating over one million European sales.


          In 1977, Stevens secured his last chart hit with "(Remember The Days Of The) Old Schoolyard", a duet with fellow UK singer Elkie Brooks, although she remains uncredited on the release.


          His last performance before his subsequent return to music was at The Year of the Child concert in Wembley Stadium, on November 22, 1979.


          


          Conversion to Islam


          When Stevens nearly drowned in an accident in Malibu in 1975, he reports having pleaded with God to save him. Stevens described the event in a VH1 interview some years later: "I suddenly held myself and I said, 'Oh God! If you save me, I'll work for you.'" The near-death experience intensified his long-held quest for spiritual truth. He had looked into Buddhism "Zen and I Ching, numerology, tarot cards and astrology", but when his brother David gave him a copy of the Qur'an, Stevens began to find peace with himself and began his transition to Islam.


          He formally converted to the Islamic faith in 1977 and took the name Yusuf Islam in 1978, saying that he "always loved the name Joseph" and was particularly drawn to the story of Joseph in the Qur'an. ( Yusuf is the Arabic version of the name Joseph.)


          


          Life as Yusuf Islam (1978present)


          


          Islamic faith and musical career


          Following his conversion, Yusuf Islam abandoned his career as a pop star. Song and the use of musical instruments is an area of debate in Muslim jurisprudence, considered harām by some, and this is the primary reason he gave for retreating from the pop spotlight.


          He decided to use his accumulated wealth and continuing earnings from his music career on philanthropic and educational causes in the Muslim community of London and elsewhere. In 1981, he founded the Islamia Primary School in Salusbury Road in the north London area of Kilburn; after that, he founded several Islamic secondary schools and devoted his energy to providing an Islamic education to children and to charitable causes. He founded, and is chairman of, the Small Kindness charity, which initially assisted famine victims in Africa and now supports thousands of orphans and families in the Balkans, Indonesia, and Iraq. He also was chairman of the charity Muslim Aid from 1985 to 1993.


          In 1985, Yusuf Islam decided to return to the public spotlight, for the first time since his religious conversion, at the historic Live Aid concert, inspired by the famine threatening Ethiopia. Though he had written a song especially for the occasion, his appearance was skipped when Elton John's set ran too long.


          


          Salman Rushdie controversy


          The singer attracted controversy in 1989, during an address to students at London's Kingston University, where he was asked about the fatwa calling for the death of author Salman Rushdie. Newspapers quickly interpreted his response as support for the fatwa, but he released a statement the following day clarifying that he had not been supporting vigilantism, and was merely explaining the legal Islamic punishment for blasphemy. Subsequent comments of his in 1989 were also seen as support of the fatwa.


          While there has been an on-going debate over the degree to which the singer supported the call for the assassination of Rushdie, the incidents left an indelible mark on his reputation as a "man of peace". He maintains that he was misinterpreted.


          


          September 11 attacks


          Yusuf Islam immediately and vehemently spoke out against the September 11, 2001, attacks on the United States, saying:


          
            	"I wish to express my heartfelt horror at the indiscriminate terrorist attacks committed against innocent people of the United States yesterday. While it is still not clear who carried out the attack, it must be stated that no right-thinking follower of Islam could possibly condone such an action. The Qur'an equates the murder of one innocent person with the murder of the whole of humanity. We pray for the families of all those who lost their lives in this unthinkable act of violence as well as all those injured; I hope to reflect the feelings of all Muslims and people around the world whose sympathies go out to the victims of this sorrowful moment."

          


          He appeared on videotape on a VH-1 pre-show for the October 2001 Concert for New York City, condemning the attacks and singing his song " Peace Train" for the first time in public in more than 20 years, an a cappella version. He also donated half of his box-set royalties to the September 11 Fund for victims' families, and the other half to orphans in underdeveloped countries.


          


          Denial of entry into the United States


          On 21 September 2004, Yusuf Islam was traveling on a United Airlines flight from London to Washington, en route to a meeting with singer Dolly Parton, who had recorded "Peace Train" several years earlier and was planning to include another Cat Stevens song on an upcoming album. While the plane was in flight, the Computer Assisted Passenger Prescreening System flagged his name as being on a no-fly list. Customs agents alerted the Transportation Security Administration, which then diverted his flight to Bangor, Maine, where he was detained by the FBI.


          The following day, Yusuf Islam was deported back to the United Kingdom. The United States Transportation Security Administration claimed there were "concerns of ties he may have to potential terrorist-related activities." The United States Department of Homeland Security specifically alleged that Yusuf Islam had provided funding to the Palestinian Islamic militant group Hamas.


          The deportation provoked a small international controversy and led British Foreign Secretary Jack Straw to complain personally to Secretary of State Colin Powell at the United Nations. Powell responded by stating that the watch list was under review, and added, "I think we have that obligation to review these matters to see if we are right."


          Yusuf Islam believes his inclusion on the watch list may have simply been an error, a mistaken identification of him for a man with the same name, but different spelling. On 1 October 2004 Yusuf Islam requested the removal of his name, "I remain bewildered by the decision of the US authorities to refuse me entry to the United States." According to a statement by Yusuf Islam, the man on the list was named "Youssef Islam", indicating that Yusuf Islam himself was not the suspected terrorism supporter.


          Two years later, in December 2006, Yusuf Islam was admitted without incident into the United States for several radio concert performances and interviews to promote his new record.


          


          Libel case victory


          In October 2004 the British newspapers The Sun and The Sunday Times voiced their support for Yusuf Islam's deportation by the U.S. government, claiming that he had supported terrorism. Yusuf Islam sued for libel and received a substantial out-of-court "agreed settlement" and apologies from the newspapers. Both newspapers acknowledged that Yusuf Islam has never supported terrorism and that, to the contrary, he had recently been given a Man of Peace award from the private Nobel Peace Prize Laureates Committee.


          Yusuf Islam responded that he was "...delighted by the settlement [which] helps vindicate my character and good name.... It seems to be the easiest thing in the world these days to make scurrilous accusations against Muslims, and in my case it directly impacts on my relief work and damages my reputation as an artist. The harm done is often difficult to repair", and added that he intended to donate the financial award given to him by the court to help orphans of the tsunami in the Indian Ocean.


          Yusuf Islam wrote about the experience in a newspaper article titled "A Cat in a Wild World".


          


          Return to music


          For several years during the 1990s, Yusuf Islam made recordings featuring lyrics about Islamic themes accompanied only by basic percussion instruments, which he felt were acceptable to his faith. In the late 1990s, he was featured as a guest singer of "God Is the Light" on an album by the Nasheed group, Raihan.


          He produced a children's album in 2000 called A Is for Allah after realizing there were few materials designed to educate children about Islam. He also established the record label called Mountain of Light Productions, which donates a percentage of its proceeds to Islam's Small Kindness charity.


          On the occasion of the 2000 re-release of his Cat Stevens albums, Yusuf explained that he had stopped performing in English due to his misunderstanding of the Islamic faith. "This issue of music in Islam is not as cut-and-dried as I was led to believe . . . I relied on heresy (sic), that was perhaps my mistake."


          In 2003, after repeated encouragement from within the Muslim world, Yusuf Islam once again recorded "Peace Train" for a compilation CD, which also included performances by David Bowie and Paul McCartney. He performed "Wild World" in Nelson Mandela's 46664 concert with his former session player Peter Gabriel, the first time he had publicly performed in English in 25 years. In December 2004, he and Ronan Keating released a new version of "Father and Son" that debuted at number two, behind Band Aid 20's " Do They Know It's Christmas?". The proceeds of "Father and Son" were donated to the Band Aid charity. Keating's former group, Boyzone, had a hit with the song a decade earlier.


          In a 2005 press release, he explains his revived recording career:


          
            After I embraced Islam many people told me to carry on composing and recording but at the time I was hesitant for fear that it might be for the wrong reasons. I felt unsure what the right course of action was. I guess it is only now after all these years that I've come to fully understand and appreciate what everyone has been asking of me. It's as if I've come full circle - however, I have gathered a lot of knowledge on the subject in the meantime.

          


          In early 2005, Yusuf Islam released a new song entitled "Indian Ocean" about the 2004 tsunami disaster. The song featured Indian composer/producer A. R. Rahman, A-ha keyboard player Magne Furuholmen and Travis drummer Neil Primrose. Proceeds of the single went to help orphans in Banda Aceh, one of the areas worst affected by the tsunami, through Islam's Small Kindness charity. At first, the single was released only through several online music stores but later highlighted the compilation album Cat Stevens: Gold.


          On 28 May 2005, Yusuf Islam delivered a keynote speech and performed at the Adopt-A-Minefield Gala in Dsseldorf. The Adopt-A-Minefield charity, under the patronage of Sir Paul McCartney, works internationally to raise awareness and funds to clear landmines and rehabilitate landmine survivors. Yusuf Islam attended as part of an honorary committee which also included Sir George Martin, Sir Richard Branson, Dr. Boutros Boutros-Ghali, Klaus Voormann, Christopher Lee and others.


          In mid-2005, Yusuf Islam played guitar for the Dolly Parton album, Those Were the Days, on her version of his "Where Do the Children Play". (Parton had also covered "Peace Train" a few years earlier.)


          In May 2006, in anticipation of his forthcoming new pop album, the BBC1 programme "Imagine" aired a 49-minute documentary with Alan Yentob called Yusuf: The Artist formerly Known as Cat Stevens. This documentary film features rare audio and video clips from the late 1960s and 1970s, as well as an extensive interview with Yusuf Islam, his brother, several record executives, Bob Geldof, Dolly Parton, and others outlining his career as Cat Stevens, his conversion and emergence as Yusuf Islam, and his return to music in 2006. There are clips of him singing in the studio when he was recording An Other Cup as well as a few 2006 excerpts of him on guitar singing a few verses of Cat Stevens songs including "The Wind" and "On the Road to Find Out".


          Yusuf has credited his 21 year old son Muhammad Islam, also a musician and artist, for his return to secular music, when the son brought a guitar back into the house, which Yusuf began playing. Muhammad's professional name is believed to be "Yoriyos" and his debut album was released in February 2007. Yoriyos also created the art on Yusuf's album An Other Cup.


          Starting in 2006, the Cat Stevens song "Tea for The Tillerman" was used as the theme tune for the Ricky Gervais BBC-HBO sitcom Extras. A Christmas-season television commercial for gift-giving by the diamond industry aired in 2006 with Cat Power's cover of "How Can I Tell You".


          In December 2006, Yusuf was one of the artists that performed at the Nobel Peace Prize Concert in Oslo, Norway, in honour of the prize winners, Muhammad Yunus and Grameen Bank. He performed the songs "Midday (Avoid City After Dark)," "Peace Train," and "Heaven/Where True Love Goes." Yusuf also gave a concert in New York City that month as a " Jazz at Lincoln Centre" event, recorded and broadcast by KCRW-FM radio, along with an interview by Nic Harcourt. Accompanying Yusuf on guitar was Alun Davies, who played guitar on many of his Cat Stevens records.


          In April 2007, BBC1 broadcast a concert given at the Porchester Hall by Yusuf as part of BBC Sessions, his first live performance in London in 28 years (the previous being the UNICEF Year of the Child concert in 1979.) He played many new songs along with some of his classics, "Father & Son", "The Wind", "Where Do the Children Play?", "Don't Be Shy", "Wild World", and "Peace Train".


          In July 2007, Yusuf performed at a concert in Bochum, Germany, in benefit of Archbishop Desmond Tutu's Peace Centre in South Africa and the Milagro Foundation of Deborah and Carlos Santana. The audience included Nobel Laureates Mikhail Gorbachev, Desmond Tutu and other prominent global figures. He later appeared as the finale act in the German leg of Live Earth in Hamburg performing some classic Cat Stevens songs and more recent compositions reflecting his concern for peace and child welfare. His set included Stevie Wonder's "Saturn", "Peace Train", "Where Do the Children Play?", "Ruins", and "Wild World".


          Yusuf performed at the Peace One Day concert at the Royal Albert Hall on 21st September 2007.


          


          An Other Cup


          In March 2006, Yusuf Islam finished recording his first all-new pop album since 1978. The album, An Other Cup, was released internationally in November 2006 on his own label, Ya Records (distributed by Polydor Records in the UK and internationally by Atlantic Records)  the 40th anniversary of his first album, Matthew and Son. A single was simultaneously released from the album, called "Heaven/Where True Love Goes". The album was produced with Rick Nowels, who has worked with Dido and Rod Stewart. The performer is noted as "Yusuf", with a cover label identifying him as "the artist formerly known as Cat Stevens". The art on the album is credited to Yoriyos. Yusuf Islam wrote all of the songs except " Don't Let Me Be Misunderstood", and recorded it in the United States and the United Kingdom.


          Yusuf actively promoted this album, appearing on radio and television and in print interviews. He was interviewed by the BBC in November 2006, "It's me, so it's going to sound like that of course . . . This is the real thing. . . . When my son brought the guitar back into the house, you know, that was the turning point. It opened a flood of, of new ideas and music which I think a lot of people would connect with."


          Asked in a November 2006 Billboard magazine interview about why the artist is credited as "Yusuf" rather than "Yusuf Islam", he said, "Because 'Islam' doesn't have to be sloganized. The second name is like the official tag, but you call a friend by their first name. It's more intimate, and to me that's the message of this record."


          As for why the sleeve says "the artist formerly known as Cat Stevens", he responded, "That's the tag with which most people are familiar; for recognition purposes I'm not averse to that. For a lot of people, it reminds them of something they want to hold on to. That name is part of my history and a lot of the things I dreamt about as Cat Stevens have come true as Yusuf Islam."


          On CBS Sunday Morning in December 2006, Yusuf Islam said, "You know, the cup is there to be filled . . . with whatever you want to fill it with. For those people looking for Cat Stevens, they'll probably find him in this record. If you want to find Yusuf, go a bit deeper, you'll find him."


          


          Awards


          Stevens was nominated to be inducted into the Rock and Roll Hall of Fame in 2005, but not voted in.


          On 10 November 2004, Yusuf Islam was presented with a Man for Peace award by the private foundation of former USSR president Mikhail Gorbachev, for his 'dedication to promote peace, the reconciliation of people and to condemn terrorism'; the ceremony was held in Rome, Italy and attended by five Nobel Peace Prize laureates. A year later, on 4 November 2005, he was awarded an honorary doctorate by the University of Gloucestershire for services to education and humanitarian relief. In October 2003 he received the World Social Award for "humanitarian relief work helping children and victims of war".


          On 20 October 2005, Yusuf Islam was named ASCAP's Songwriter of the Year and received Song of the Year honours for " The First Cut Is the Deepest", at a special presentation in London. At the ceremony, The American Society of Composers, Authors and Publishers ( ASCAP) honoured the top British writer and publisher members of the UK's Performing Rights Society.


          On 11 October 2006, Yusuf Islam was named Songwriter of the Year for the second year running and received another award for the same song " The First Cut Is the Deepest".


          On 4 January 2007, Yusuf Islam was awarded the Mediterranean Prize for Peace in Naples, Italy. He received the award "as a result of the work he has done to increase peace in the world".


          On 25 March 2007, he received the German ECHO "special award for life achievements as musician and ambassador between cultures" in Berlin


          On 24 May 2007, Yusuf Islam was awarded the Ivor Novello award for Outstanding Song Collection, in a ceremony held in London.


          On 10 July 2007, Yusuf Islam was awarded an honorary doctorate (LLD) by the University of Exeter, in recognition of "his humanitarian work and improving understanding between Islamic and western cultures". The ceremony was attended by esteemed personalities including Professor Ekmeleddin Ihsanoglu and guitarist Brian May.


          


          Discography


          


          As Cat Stevens


          
            	1967: Matthew and Son


            	1967: New Masters


            	1970: Mona Bone Jakon


            	1970: Tea for the Tillerman


            	1971: Teaser and the Firecat


            	1972: Catch Bull at Four


            	1973: Foreigner


            	1974: Buddha and the Chocolate Box


            	1974: Saturnight (Live in Tokyo)


            	1975: Numbers


            	1977: Izitso


            	1978: Back to Earth


            	2004: Majikat

          


          


          As Yusuf Islam


          
            	1995: The Life of the Last Prophet


            	1999: Prayers of the Last Prophet


            	2000: A Is for Allah


            	2001: Bismillah


            	2003: I Look I See


            	2005: Indian Ocean


            	2006: Footsteps in the Light


            	2006: An Other Cup


            	2007: Yusuf's Cafe Session

          


          


          Compilations


          
            	1975: Greatest Hits


            	1984: Footsteps in the Dark: Greatest Hits, Vol. 2


            	1987: Classics, Volume 24


            	1999: Remember Cat Stevens - The Ultimate Collection


            	2000: The Very Best of Cat Stevens


            	2001: Cat Stevens Box Set


            	2005: Gold


            	2007: 20th Century Masters: The Millennium Collection: The Best of Cat Stevens


            	2007: Harold and Maude


            	2007: Collected

          


          

          The song Wild World was used in the final episode of series one of Skins, an english teen drama. In the final scene most of the characters sung several of the lyrics with the character of Sid singing the majority of the song.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cat_Stevens"
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          Cattle, colloquially referred to as cows (though technically cow refers only to female bovines), are domesticated ungulates, a member of the subfamily Bovinae of the family Bovidae. They are raised as livestock for meat (called beef and veal), dairy products (milk), leather and as draught animals (pulling carts, plows and the like). In some countries, such as India, they are honored in religious ceremonies and revered. It is estimated that there are 1.3 billion cattle in the world today.


          


          Species of cattle


          Cattle were originally identified by Carolus Linnaeus as three separate species. These were Bos taurus, the European cattle, including similar types from Africa and Asia; Bos indicus, the zebu; and the extinct Bos primigenius, the aurochs. The aurochs is ancestral to both zebu and European cattle. More recently these three have increasingly been grouped as one species, with Bos primigenius taurus, Bos primigenius indicus and Bos primigenius primigenius as the subspecies.


          Complicating the matter is the ability of cattle to interbreed with other closely related species. Hybrid individuals and even breeds exist, not only between European cattle and zebu but also with yaks (called a dzo), banteng, gaur, and bison (" cattalo"), a cross-genera hybrid. For example, genetic testing of the Dwarf Lulu breed, the only humpless "Bos taurus-type" cattle in Nepal, found them to be a mix of European cattle, zebu and yak. Cattle cannot successfully be bred with water buffalo or African buffalo.


          The aurochs was originally spread throughout Europe, North Africa, and much of Asia. In historical times, their range was restricted to Europe, and the last animals were killed by poachers in Masovia, Poland, in 1627. Breeders have attempted to recreate cattle of similar appearance to aurochs by careful crossing of domesticated cattle breeds, creating the Heck cattle breed. (See aurochs and zebu articles for more information.)


          


          Terminology


          


          Word origin


          Cattle did not originate as a name for bovine animals. It derives from the Latin caput, head, and originally meant movable property, especially livestock of any kind. The word is closely related to " chattel" (a unit of personal property) and "capital" in the economic sense.


          Older English sources like King James Version of the Bible refer to livestock in general as cattle (as opposed to the word deer which then was used for wild animals). Additionally other species of the genus Bos are sometimes called wild cattle. Today, the modern meaning of "cattle", without any other qualifier, is usually restricted to domesticated bovines.


          


          Types of cattle
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          An intact adult male is called a " bull." An adult female who has had more than one or two calves (depending on regional usage) is called a "cow." The adjective applying to cattle in general is usually "bovine." Young cattle are called calves until they are weaned, then weaners until they are a year old in some areas, in other areas, particularly with beef cattle, they may be known as feeder-calves or simply feeders. After that, they are referred to as " yearlings" if between one and two years of age, or by gender: A young female before she has had a calf of her own is called a " heifer" (pronounced /ˈhɛfər/, "heffer"). A young female that has had only one calf is occasionally called a "first-calf heifer." An older (usually over 500 kg) castrated male is called a "bullock" in the British Isles and Australasia, though the term refers to a young bull in North America. The term " steer" is generally used to denote a young castrated male, unless kept for draft purposes, in which case it is called an " ox" (plural "oxen". In North America, draft cattle are called "working steers" until they are 4 years of age, at which time the term "oxen" applies). In the USA, though the term "steer" is used as the generic term for a castrated male, in the extremely uncommon situation where an animal is castrated as an adult, the term "stag" is technically correct, though rarely used. Many other large animal species, including whales, hippopotamuses, camels, elk, and elephants, use the terms "bull", "cow" and "calf" to denote males, females, and young within the species.


          


          Dilemma about singular terminology


          Cattle is both a plural and a mass noun, but there is no singular equivalent: it is a plurale tantum. Thus one may refer to "three cattle" or "some cattle", but not "one cattle". There is no universally used singular equivalent in modern English to "cattle", other than the gender and age-specific terms such as cow, bull, steer, heifer, and so on.


          Strictly speaking, the singular noun for the domestic bovine was "ox": a bull is a male ox and a cow is a female ox. However, "ox" today is rarely used in this general sense. An ox today generally denotes a draught beast, most commonly a castrated male (but is not to be confused with the unrelated wild musk ox).
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          "Cow" has been in general use as a singular for the collective "cattle" in spite of the objections of those who point out that it is a female-specific term, rendering phrases such as "that cow is a bull" absurd. However, it is easy to use when a singular is needed and the gender is not known, as in "There is a cow in the road". Further, any herd of fully mature cattle in or near a pasture is statistically likely to consist mostly of cows, so the term is probably accurate. Other than the few bulls needed for breeding, the vast majority of male cattle are castrated as calves and slaughtered for meat before the age of three years. Thus, in a pastured herd, any calves or herd bulls usually are clearly distinguishable from the cows due to distinctively different sizes and clear anatomical differences.


          Colloquially, more general non- specific terms may denote cattle when a singular form is needed. Australian, New Zealand and British farmers use the term "beast" or "cattle beast". "Bovine" is also used in Britain. The term "critter" is common in the western United States and Canada, particularly when referring to young cattle. In some areas of the American South (particularly the Appalachian region), where both dairy and beef cattle are present, an individual animal was once called a "beef critter", though that term is becoming archaic.


          


          Other terminology


          Obsolete terms for cattle include "neat" (this use survives in " neatsfoot oil", extracted from the feet and legs of cattle), and "beefing" (young animal fit for slaughter).


          Cattle raised for human consumption are called " beef cattle". Within the beef cattle industry in parts of the United States, the term "beef" (plural "beeves") is still used in its archaic sense to refer to an animal of either gender. Cows of certain breeds that are kept for the milk they give are called " dairy cows" or "milking cows" (formerly "milch cows"  "milch" was pronounced as "milk"). Most young male offspring of dairy cows are generally sold for veal, and may be referred to as veal calves. In some places, a cow kept to provide milk for one family is called a "house cow".


          An onomatopoeia imitating one of the commonest sounds made by cattle is "moo", and this sound is also called lowing. There are a number of other sounds made by cattle, including calves bawling and bulls bellowing (a high-pitched yodeling call). The bullroarer makes a sound similar to a territorial call made by bulls.


          


          Biology


          Cattle have one stomach, with four compartments. They are the rumen, reticulum, omasum, and abomasum, the rumen being the largest compartment. Cattle sometimes consume metal objects which are deposited in the reticulum, the smallest compartment, and this is where hardware disease occurs. The reticulum is known as the "Honeycomb." The omasum's main function is to absorb water and nutrients from the digestible feed. The omasum is known as the "Many Plies." The abomasum is most like the human stomach; this is why it is known as the "True Stomach".
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          Cattle are ruminants, meaning that they have a digestive system that allows them to utilize otherwise indigestible foods by repeatedly regurgitating and rechewing them as "cud." The cud is then reswallowed and further digested by specialized microorganisms that live in the rumen. These microbes are primarily responsible for breaking down cellulose and other carbohydrates into volatile fatty acids (VFAs) that cattle use as their primary metabolic fuel. The microbes that live inside of the rumen are also able to synthesize amino acids from non-protein nitrogenous sources such as urea and ammonia. As these microbes reproduce in the rumen older generations die and their carcasses continue on through the digestive tract. Theses carcasses are then partially digested by the cattle, allowing it to gain a high quality protein source. These features allow cattle to thrive on grasses and other vegetation.


          The gestation period for a cow is nine months. A newborn calf weighs roughly 25 to 45 kg (55 to 100 lb). Very large steers can weigh as much as 1,800 kg (4,000 pounds), although 600 to 900 kg (1,300 to 1,900 lb) is more usual for adults. Cattle usually live up to about 15 years (occasionally as much as 25 years).


          A common misconception about cattle (particularly bulls) is that they are enraged by the colour red (something provocative is often said to be "like a red rag to a bull"). This is incorrect, as cattle are red-green colour-blind. The myth arose from the use of red capes in the sport of bullfighting; in fact, two different capes are used. The capote is a large, flowing cape that is magenta and yellow. The more famous muleta is the smaller, red cape, used exclusively for the final, fatal segment of the fight. It is not the colour of the cape that angers the bull, but rather the movement of the fabric that irritates the bull and incites it to charge.


          Although cattle cannot distinguish red from green, they do have two kinds of colour receptors in their retinas ( cone cells) and so are theoretically able to distinguish some colours, probably in a similar way to other red-green colour-blind or dichromatic mammals (such as dogs, cats, horses and up to ten percent of male humans).


          


          Uses of cattle
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          Cattle occupy a unique role in human history, domesticated since at least the early Neolithic. They are raised for meat ( beef cattle), milk ( dairy cattle), and hides. They are also used as draft animals and in certain sports. Some consider cattle the oldest form of wealth, and cattle raiding consequently one of the earliest forms of theft.


          In Portugal, Spain, Southern France and some Latin American countries, bulls are used in the sport of bullfighting while a similar sport, Jallikattu, is seen in South India; in many other countries this is illegal. Other sports such as bull riding are seen as part of a rodeo, especially in North America. Bull-leaping, a central ritual in Bronze Age Minoan culture (see Bull (mythology)), still exists in south-western France.


          The outbreaks of bovine spongiform encephalopathy ( mad cow disease) have limited some traditional uses of cattle for food, for example the eating of brains or spinal cords.


          In modern times, cattle are also entered into agricultural competitions. These competitions can involve live cattle or carcasses.


          


          Cattle husbandry
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          Cattle are often raised by allowing herds to graze on the grasses of large tracts of rangeland. Raising cattle in this manner allows the productive use of land that might be unsuitable for growing crops. The most common interactions with cattle involve daily feeding, cleaning and milking. Many routine husbandry practices involve ear tagging, dehorning, loading, medical operations, vaccinations and hoof care, as well as training for agricultural shows and preparations. There are also some cultural differences in working with cattle- the cattle husbandry of Fulani men rests on behavioural techniques, whereas in Europe cattle are controlled primarily by physical means like fences.


          Breeders can utilize cattle husbandry to reduce M. bovis infection susceptibility by selective breeding and maintaining herd health to avoid concurrent disease. Cattle are farmed for beef, veal, dairy, leather and they are sometimes used simply to maintain grassland for wildlife- for example, in Epping Forest, England. They are often used in some of the most wild places for livestock. Depending on the breed, cattle can survive on hill grazing, heaths, marshes, moors and semi desert. Modern cows are more commercial than older breeds and, having become more specialized, are less versatile. For this reason many smaller farmers still favour old breeds, like the dairy breed of cattle Jersey.


          


          Oxen
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          Oxen (singular ox) are large and heavyset breeds of Bos taurus cattle trained as draft animals. Often they are adult, castrated males. Usually an ox is over four years old due to the need for training and to allow it to grow to full size. Oxen are used for plowing, transport, hauling cargo, grain-grinding by trampling or by powering machines, irrigation by powering pumps, and wagon drawing. Oxen were commonly used to skid logs in forests, and sometimes still are, in low-impact select-cut logging. Oxen are most often used in teams of two, paired, for light work such as carting. In the past, teams might have been larger, with some teams exceeding twenty animals when used for logging.


          An ox is nothing more than a mature bovine with an "education." The education consists of the animal's learning to respond appropriately to the teamster's (ox driver's) signals. These signals are given by verbal commands or by noise (whip cracks) and many teamsters were known for their voices and language. In North America, the commands are (1) get up, (2) whoa, (3) back up, (4) gee (turn to the right) and (5) haw (turn to the left). Oxen must be painstakingly trained from a young age. Their teamster must make or buy as many as a dozen yokes of different sizes as the animals grow. A wooden yoke is fastened about the neck of each pair so that the force of draft is distributed across their shoulders. From calves, oxen are chosen with horns since the horns hold the yoke in place when the oxen lower their heads, back up, or slow down (particularly with a wheeled vehicle going downhill). Yoked oxen cannot slow a load like harnessed horses can; the load has to be controlled downhill by other means. The gait of the ox is often important to ox trainers, since the speed the animal walks should roughly match the gait of the ox driver who must work with it.


          U.S. ox trainers favored larger breeds for their ability to do more work and for their intelligence. Because they are larger animals, the typical ox is the male of a breed, rather than the smaller female. Females are potentially more useful producing calves and milk.
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          Oxen can pull harder and longer than horses, particularly on obstinate or almost un-movable loads. This is one of the reasons that teams were dragging logs from forests long after horses had taken over most other draught uses in Europe and North America. Though not as fast as horses, they are less prone to injury because they are more sure-footed and do not try to jerk the load.


          An "ox" is not a unique breed of bovine, nor have any "blue" oxen lived outside the folk tales surrounding Paul Bunyan, the mythical American logger. A possible exception and antecedent to this legend is the Belgian Blue breed which is known primarily for its unusual musculature and at times exhibits unusual White/Blue, Blue Roan, or Blue coloration. The unusual musculature of the breed is believed to be due to a natural mutation of the gene that codes for the protein Myostatin, which is responsible for normal muscle atrophy.


          Many oxen are still in use worldwide, especially in developing countries. In the Third World oxen can lead lives of misery, as they are frequently malnourished. Oxen are driven with sticks and goads when they are weak from malnutrition. When there is insufficient food for humans, animal welfare has low priority.


          Ox is also used for various cattle products, irrespective of age, sex or training of the beast  for example, ox-blood, ox-liver, ox-kidney, ox-heart, ox-hide etc.


          


          Cattle in religion, traditions and folklore
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            	The Evangelist St. Luke is depicted as an ox in Christian art.


            	In Judaism, as described in Numbers 19:2, the ashes of a sacrificed unblemished red heifer that has never been yoked can be used for ritual purification of people who came into contact with a corpse.


            	The ox is one of the 12-year cycle of animals which appear in the Chinese zodiac related to the Chinese calendar. See: Ox (Zodiac).


            	The constellation Taurus represents a bull.


            	An apocryphal story has it that a cow started the Great Chicago Fire by kicking over a kerosene lamp. Michael Ahern, the reporter who created the cow story, admitted in 1893 that he had made it up because he thought it would make colorful copy.


            	On February 18, 1930 Elm Farm Ollie became the first cow to fly in an airplane and also the first cow to be milked in an airplane.


            	The first known law requiring branding in North America was enacted on February 5, 1644 by Connecticut. It said that all cattle and pigs have to have a registered brand or earmark by May 1, 1644.


            	The akabeko (赤べこ, red cow, akabeko ?) is a traditional toy from the Aizu region of Japan that is thought to ward off illness.


            	The case of Sherwood v. Walker -- involving a supposedly barren heifer that was actually pregnant -- first enunciated the concept of Mutual mistake as a means of destroying the Meeting of the minds in Contract law.


            	The Maasai tribe of East Africa traditionally believe that all cows on earth are the God-given property of the Maasai

          


          


          Cattle in Hindu tradition
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          Cows are venerated within the Hindu religion of India. According to Vedic scripture they are to be treated with the same respect 'as one's mother' because of the milk they provide; "The cow is my mother. The bull is my sire." They appear in numerous stories from the Puranas and Vedas, for example the deity Krishna is brought up in a family of cowherders, and given the name Govinda (protector of the cows). Also Shiva is traditionally said to ride on the back of a bull named Nandi. Bulls in particular are seen as a symbolic emblem of selfless duty and religion. In ancient rural India every household had a few cows which provided a constant supply of milk and a few bulls that helped as draft animals. Many Hindus feel that at least it was economically wise to keep cattle for their milk rather than consume their flesh for one single meal.


          Gandhi explains his feelings about cow protection as follows:


          
            "The cow to me means the entire sub-human world, extending man's sympathies beyond his own species. Man through the cow is enjoined to realize his identity with all that lives. Why the ancient rishis selected the cow for apotheosis is obvious to me. The cow in India was the best comparison; she was the giver of plenty. Not only did she give milk, but she also made agriculture possible. The cow is a poem of pity; one reads pity in the gentle animal. She is the second mother to millions of mankind. Protection of the cow means protection of the whole dumb creation of God. The appeal of the lower order of creation is all the more forceful because it is speechless."

          


          


          In heraldry


          Cattle are represented in heraldry by the bull.


          


          Present status


          
            [image: Simmental cattle resting on a Swiss pasture]

            
              Simmental cattle resting on a Swiss pasture
            

          


          The world cattle population is estimated to be about 1.3 billion head. India is the nation with the largest number of cattle, about 400 million, followed by Brazil and China, with about 150 million each, and the United States, with about 100 million. Africa has about 200 million head of cattle, many of which are herded in traditional ways and serve largely as tokens of their owners' wealth. Europe has about 130 million head of cattle (CT 2006, SC 2006).


          Cattle today are the basis of a many billion dollar industry worldwide. The international trade in beef for 2000 was over $30 billion and represented only 23 percent of world beef production. (Clay 2004). The production of milk, which is also made into cheese, butter, yogurt, and other dairy products, is comparable in size to beef production and provides an important part of the food supply for much of the world's people. Cattle hides, used for leather to make shoes and clothing, are another important product. In India and other poorer nations, cattle are also important as draft animals as they have been for thousands of years.


          


          Environmental impact


          
            [image: Cattle - especially when kept on enormous feedlots such as this one - have been named as a contributing factor in the rise in greenhouse gas emissions.]

            
              Cattle - especially when kept on enormous feedlots such as this one - have been named as a contributing factor in the rise in greenhouse gas emissions.
            

          


          A 400-page United Nations report from the Food and Agriculture Organization (FAO) states that cattle are "responsible for 18% of greenhouse gases."Cattle are blamed for a host of other environmental crimes, from acid rain to the introduction of alien species, from producing deserts to creating dead zones in the oceans, from poisoning rivers and drinking water to destroying coral reefs.


          The report, entitled Livestock's Long Shadow, also surveys the damage done by sheep, chickens, pigs and goats. But in almost every case, the world's 1.5 billion cattle are cited as being most to blame. The report concludes that, unless changes are made, the massive damage reckoned to be due to livestock may more than double by 2050, as demand for meat increases. One of the cited changes suggests that intensification of the livestock industry may be necessary, since intensification leads to fewer cattle for a given level of production.


          Some of the microbes respire in the gut by an anaerobic process known as methanogenesis (producing the gas methane). Cattle emit a large amount of methane, 95% of it through eructation or burping, not flatulence. As the carbon in the methane comes from the digestion of vegetation produced by photosynthesis, its release into the air by this process would normally be considered harmless, because there is no net increase in carbon in the atmosphere  it's removed as carbon dioxide from the air by photosynthesis and returned to it as methane. But methane is a more potent greenhouse gas than carbon dioxide, having a warming effect 23 times greater, and so the methane gas produced by livestock is a significant contributor to the increase in greenhouse gases. Research is underway on methods of reducing this source of methane, by the use of dietary supplements, or treatments to reduce the proportion of methanogenetic microbes, perhaps by vaccination.


          Alternative views on this issue note that the problem may not be cattle per se, but rather the concentration of cattle into feedlots, where they are fed a concentrated high-corn diet which produces rapid weight gain, but has side effects which include increased acidity in the digestive system. Manure and other byproducts of concentrated agriculture also have environmental consequences.
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        CauchySchwarz inequality


        
          

          In mathematics, the CauchySchwarz inequality, also known as the Schwarz inequality, the Cauchy inequality, or the CauchyBunyakovskySchwarz inequality, is a useful inequality encountered in many different settings, such as linear algebra applied to vectors, in analysis applied to infinite series and integration of products, and in probability theory, applied to variances and covariances.


          The inequality for sums was published by Augustin Cauchy(1821), while the corresponding inequality for integrals was first stated by Viktor Yakovlevich Bunyakovsky(1859) and rediscovered by Hermann Amandus Schwarz(1888) (often misspelled "Schwartz").


          


          Statement of the inequality


          The CauchySchwarz inequality states that for all vectors x and y of a real or complex inner product space,


          
            	[image: |\langle x,y\rangle|^2 \leq \langle x,x\rangle \cdot \langle y,y\rangle,]

          


          where [image: \langle\cdot,\cdot\rangle] is the inner product. Equivalently, by taking the square root of both sides, and referring to the norms of the vectors, the inequality is written as


          
            	[image:  |\langle x,y\rangle| \leq \|x\| \cdot \|y\|.\, ]

          


          Moreover, the two sides are equal if and only if x and y are linearly dependent (or, in a geometrical sense, they are parallel or one of the vectors is equal to zero).


          If [image: x_1,\cdots, x_n\in\mathbb C] and [image: y_1,\cdots, y_n\in\mathbb C] are the components of x and y with respect to an orthonormal basis of V the inequality may be restated in a more explicit way as follows:


          
            	[image: |\overline{x}_1 y_1 + \cdots + \overline{x}_n y_n|^2 \leq (|x_1|^2 + \cdots + |x_n|^2) (|y_1|^2 + \cdots + |y_n|^2).]

          


          Equality holds if and only if either x = 0, or there exists a scalar  such that


          
            	[image:  y_1 = \lambda x_1, \ y_2 = \lambda x_2, \dots, y_n = \lambda x_n.]

          


          The finite-dimensional case of this inequality for real vectors was proved by Cauchy in 1821, and in 1859 Cauchy's student V.Ya. Bunyakovsky noted that by taking limits one can obtain an integral form of Cauchy's inequality. The general result for an inner product space was obtained by K.H.A.Schwarz in 1885.


          


          Proof


          As the inequality is trivially true in the case y = 0, we may assume <y, y> is nonzero. Let  be a complex number. Then,


          
            	[image:  0 \leq \left\| x-\lambda y \right\|^2 = \langle x-\lambda y,x-\lambda y \rangle = \langle x,x \rangle - \bar{\lambda} \langle x,y \rangle - \lambda \langle y,x \rangle + |\lambda|^2 \langle y,y\rangle. ]

          


          Choosing


          
            	[image:  \lambda = \langle x,y \rangle \cdot \langle y,y \rangle^{-1}]

          


          we obtain


          
            	[image:  0 \leq \langle x,x \rangle - |\langle x,y \rangle|^2 \cdot \langle y,y \rangle^{-1}]

          


          which is true if and only if


          
            	[image:  |\langle x,y \rangle|^2 \leq \langle x,x \rangle \cdot \langle y,y \rangle ]

          


          or equivalently:


          
            	[image:  \big| \langle x,y \rangle \big| \leq \left\|x\right\| \left\|y\right\|, ]

          


          which is the CauchySchwarz inequality.


          


          Notable special cases


          


          Rn


          In Euclidean space Rn with the standard inner product, the CauchySchwarz inequality is


          
            	[image: \left(\sum_{i=1}^n x_i y_i\right)^2\leq \left(\sum_{i=1}^n x_i^2\right) \left(\sum_{i=1}^n y_i^2\right).]

          


          In this special case, an alternative proof is as follows: Consider the polynomial in z


          
            	[image: (x_1 z + y_1)^2 + \cdots + (x_n z + y_n)^2.]

          


          Note that the polynomial is quadratic in z. Since the polynomial is nonnegative, it cannot have any roots unless all the ratios xi/yi are equal. Hence its discriminant is less than or equal to zero, that is,


          
            	[image: \left(\sum ( x_i \cdot y_i ) \right)^2 - \sum {x_i^2} \cdot \sum {y_i^2} \le 0],

          


          which yields the CauchySchwarz inequality.


          An equivalent proof for Rn starts with the summation below.


          Expanding the brackets we have:


          
            	[image:  \sum_{i=1}^n \sum_{j=1}^n \left( x_i y_j - x_j y_i \right)^2 = \sum_{i=1}^n x_i^2 \sum_{j=1}^n y_j^2 + \sum_{j=1}^n x_j^2 \sum_{i=1}^n y_i^2 - 2 \sum_{i=1}^n x_i y_i \sum_{j=1}^n x_j y_j ],

          


          collecting together identical terms (albeit with different summation indices) we find:


          
            	[image:  \frac{1}{2} \sum_{i=1}^n \sum_{j=1}^n \left( x_i y_j - x_j y_i \right)^2 = \sum_{i=1}^n x_i^2 \sum_{i=1}^n y_i^2 - \left( \sum_{i=1}^n x_i y_i \right)^2 . ]

          


          Because the left-hand side of the equation is a sum of the squares of real numbers it is greater than or equal to zero, thus:


          
            	[image:  \sum_{i=1}^n x_i^2 \sum_{i=1}^n y_i^2 - \left( \sum_{i=1}^n x_i y_i \right)^2 \geq 0 ] .

          


          Also, when n = 2 or 3, the dot product is related to the angle between two vectors and one can immediately see the inequality:


          
            	[image: |x \cdot y| = \|x\| \|y\| | \cos \theta | \le \|x\| \|y\|.]

          


          Furthermore, in this case the CauchySchwarz inequality can also be deduced from Lagrange's identity. For n = 3, Lagrange's identity takes the form


          
            	[image: \langle x,x\rangle \cdot \langle y,y\rangle = |\langle x,y\rangle|^2 + |x \times y|^2]

          


          from which readily follows the CauchySchwarz inequality.


          


          L2


          For the inner product space of square-integrable complex-valued functions, one has


          
            	[image: \left|\int f(x) \overline{g}(x)\,dx\right|^2\leq\int \left|f(x)\right|^2\,dx \cdot \int\left|g(x)\right|^2\,dx.]

          


          A generalization of this is the Hlder inequality.


          


          Use


          The triangle inequality for the inner product is often shown as a consequence of the CauchySchwarz inequality, as follows: given vectors x and y,


          
            	
              
                
                  	[image: \|x + y\|^2]

                  	[image: = \langle x + y, x + y \rangle]
                


                
                  	

                  	[image: = \|x\|^2 + \langle x, y \rangle + \langle y, x \rangle + \|y\|^2]
                


                
                  	

                  	[image: \le \|x\|^2 + 2|\langle x, y \rangle| + \|y\|^2]
                


                
                  	

                  	[image: \le \|x\|^2 + 2\|x\|\|y\| + \|y\|^2]
                


                
                  	

                  	[image: \le \left(\|x\| + \|y\|\right)^2]
                

              

            

          


          Taking the square roots gives the triangle inequality.


          The CauchySchwarz inequality allows one to extend the notion of "angle between two vectors" to any real inner product space, by defining:


          
            	[image:  \cos\theta_{xy}=\frac{\langle x,y\rangle}{\|x\| \|y\|} ]

          


          The CauchySchwarz inequality proves that this definition is sensible, by showing that the right hand side lies in the interval [  1,1], and justifies the notion that real inner product spaces are simply generalizations of the Euclidean space.


          The CauchySchwarz is used to prove that the inner product is a continuous function with respect to the topology induced by the inner product itself.


          The CauchySchwarz inequality is usually used to show Bessel's inequality.


          The general formulation of the Heisenberg uncertainty principle is derived using the CauchySchwarz inequality in the inner product space of physical wave functions.


          


          Generalizations


          Various generalizations of the CauchySchwarz inequality exist in the context of operator theory, e.g. for operator-convex functions, and operator algebras, where the domain and/or range of  are replaced by a C*-algebra or W*-algebra.


          This section lists a few of such inequalities from the operator algebra setting, to give a flavor of results of this type.


          


          Positive functionals on C*- and W*-algebras


          One can discuss inner products as positive functionals. Given a Hilbert space L2(m), m being a finite measure, the inner product <  ,  > gives rise to a positive functional  by


          
            	[image: \phi (g) = \langle g, 1 \rangle.]

          


          Since < f,f >  0, (f*f)  0 for all f in L2(m), where f* is pointwise conjugate of f. So  is positive. Conversely every positive functional  gives a corresponding inner product < f , g > = (g*f). In this language, the CauchySchwarz inequality becomes


          
            	[image: | \phi(g^*f) |^2 \leq \phi(f^*f) \phi(g^*g) ,]

          


          which extends verbatim to positive functionals on C*-algebras.


          We now give an operator theoretic proof for the CauchySchwarz inequality which passes to the C*-algebra setting. One can see from the proof that the CauchySchwarz inequality is a consequence of the positivity and anti-symmetry inner-product axioms.


          Consider the positive matrix


          
            	[image:  M = \begin{bmatrix} f^*\ g^* \end{bmatrix} \begin{bmatrix} f & g \end{bmatrix} = \begin{bmatrix} f^*f & f^* g \ g^*f & g^*g \end{bmatrix}. ]

          


          Since  is a positive linear map whose range, the complex numbers C, is a commutative C*-algebra,  is completely positive. Therefore


          
            	[image:  M' = (I_2 \otimes \phi)(M) = \begin{bmatrix} \phi(f^*f) & \phi(f^* g) \ \phi(g^*f) & \phi(g^*g) \end{bmatrix} ]

          


          is a positive 2  2 scalar matrix, which implies it has positive determinant:


          
            	[image:  \phi(f^*f) \phi(g^*g) - | \phi(g^*f) |^2 \geq 0 \quad \mbox{i.e.} \quad \phi(f^*f) \phi(g^*g) \geq | \phi(g^*f) |^2. ]

          


          This is precisely the CauchySchwarz inequality. If f and g are elements of a C*-algebra, f* and g* denote their respective adjoints.


          We can also deduce from above that every positive linear functional is bounded, corresponding to the fact that the inner product is jointly continuous.


          


          Positive maps


          Positive functionals are special cases of positive maps. A linear map  between C*-algebras is said to be a positive map if a  0 implies (a)  0. It is natural to ask whether inequalities of Schwarz-type exist for positive maps. In this more general setting, usually additional assumptions are needed to obtain such results.


          


          Kadison's inequality


          One such inequality is the following:


          Theorem If  is a unital positive map, then for every normal element a in its domain, we have (a*a)  (a*)(a) and (a*a)  (a)(a*).


          This extends the fact (a*a)  1  (a)*(a) = |(a)|2, when  is a linear functional.


          The case when a is self-adjoint, i.e. a = a*, is known as Kadison's inequality.


          [bookmark: 2-positive_maps]


          2-positive maps


          When  is 2-positive, a stronger assumption than merely positive, one has something that looks very similar to the original CauchySchwarz inequality:


          Theorem (Modified Schwarz inequality for 2-positive maps) For a 2-positive map  between C*-algebras, for all a, b in its domain,


          
            	i) (a)*(a)  ||(1)|| (a*a).

          


          
            	ii) ||(a*b)||2  ||(a*a)||  ||(b*b)||.

          


          A simple argument for ii) is as follows. Consider the positive matrix


          
            	[image:  M= \begin{bmatrix} a^* & 0 \ b^* & 0 \end{bmatrix} \begin{bmatrix} a & b \ 0 & 0 \end{bmatrix} = \begin{bmatrix} a^*a & a^* b \ b^*a & b^*b \end{bmatrix}. ]

          


          By 2-positivity of ,


          
            	[image:  (I_2 \otimes \Phi) M = \begin{bmatrix} \Phi(a^*a) & \Phi(a^* b) \ \Phi(b^*a) & \Phi(b^*b) \end{bmatrix} ]

          


          is positive. The desired inequality then follows from the properties of positive 2  2 (operator) matrices.


          Part i) is analogous. One can replace the matrix [image: \begin{bmatrix} a & b \\ 0 & 0 \end{bmatrix}] by [image: \begin{bmatrix} 1 & a \\ 0 & 0 \end{bmatrix}.]
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            [image: Lechuguilla Cave, New Mexico]

            
              Lechuguilla Cave, New Mexico
            

          


          A cave is a natural underground void large enough for a human to enter. Some people suggest that the term cave should only apply to cavities that have some part that does not receive daylight; however, in popular usage, the term includes smaller spaces like sea caves, rock shelters, and grottos.


          Speleology is the science of exploration and study of all aspects of caves. Exploring a cave for recreation or science may be called caving, potholing, or occasionally (only in Canada and the United States), spelunking (see Caving).


          


          Types and formation


          The formation and development of caves is known as speleogenesis. Caves are formed by various geologic processes. These may involve a combination of chemical processes, erosion from water, tectonic forces, microorganisms, pressure, atmospheric influences, and even digging.


          Most caves are formed in limestone by dissolution.


          
            [image: Speleothems in Hall of the Mountain King, Ogof Craig a Ffynnon, South Wales.]

            
              Speleothems in Hall of the Mountain King, Ogof Craig a Ffynnon, South Wales.
            

          


          
            	
              Solutional caves may form anywhere with rock that is soluble, and are most prevalent in limestone, but can also form in other material, including chalk, dolomite, marble, granite, salt, sandstone, fossilized coral and gypsum.

              
                	The largest and most abundant solutional caves are located in limestone. Limestone dissolves under the action of rainwater and groundwater charged with H2CO3 ( carbonic acid) and naturally occurring organic acids. The dissolution process produces a distinctive landform known as karst, characterized by sinkholes, sinking streams, and underground drainage. Limestone caves are often adorned with calcium carbonate formations produced through slow precipitation. This include: flowstones, stalactites, stalagmites, helictites, draperies, soda straws and columns. These secondary mineral deposits in caves are called speleothems.


                	The world's most spectacularly decorated cave is generally regarded to be Lechuguilla Cave in New Mexico. Lechuguilla and nearby Carlsbad Caverns are now believed to be examples of another type of solutional cave. They were formed by H2S ( hydrogen sulfide) gas rising from below, where reservoirs of oil give off sulfurous fumes. This gas mixes with ground water and forms H2SO4 (sulfuric acid). The acid then dissolves the limestone from below, rather than from above, by acidic water percolating from the surface.

              

            

          


          
            [image: Exploring a lava tube in Hawaii]

            
              Exploring a lava tube in Hawaii
            

          


          
            	Some caves are formed at the same time as the surrounding rock. These are sometimes called primary caves.

              
                	Lava tubes are formed through volcanic activity and are the most common 'primary' caves. The lava flows downhill and the surface cools and solidifies. The hotter lava continues to flow under that crust, and if most of the liquid lava beneath the crust flows out, a hollow tube remains, thus forming a cavity. Examples of such caves can be found on Tenerife, Big Island, and many other places. Kazumura Cave near Hilo is a remarkably long and deep lava tube; it is 65.6kilometers (40.8mi) long.


                	Blister caves are also formed through volcanic activity.

              

            

          


          
            [image: Painted Cave, a large sea cave, Santa Cruz Island, California]

            
              Painted Cave, a large sea cave, Santa Cruz Island, California
            

          


          
            	Sea caves are found along coasts around the world. A special case is littoral caves, which are formed by wave action in zones of weakness in sea cliffs. Often these weaknesses are faults, but they may also be dykes or bedding-plane contacts. Some wave-cut caves are now above sea level because of later uplift. Elsewhere, in places such as Thailand's Phang Nga Bay, solutional caves have been flooded by the sea and are now subject to littoral erosion. Sea caves are generally around 5meters (16ft) to 50meters (160ft) in length but may exceed 300meters (980ft).

          


          
            [image: Glacier cave in Big Four Glacier, Big Four Mountain, Washington, ca. 1920.]

            
              Glacier cave in Big Four Glacier, Big Four Mountain, Washington, ca. 1920.
            

          


          
            	Glacier caves occur in ice and under glaciers and are formed by melting. They are also influenced by the very slow flow of the ice, which tends to close the caves again. (These are sometimes called ice caves, though this term is properly reserved for caves that contain year-round ice formations).

          


          
            	Fracture caves are formed when layers of more soluble minerals, such as gypsum, dissolve out from between layers of less soluble rock. These rocks fracture and collapse in blocks.


            	Talus caves are the openings between rocks that have fallen down into a pile, often at the bases of cliffs.


            	Anchihaline caves are caves, usually coastal, containing a mixture of freshwater and saline water (usually sea water). They occur in many parts of the world, and often contain highly specialized and endemic faunas.

          


          


          Patterns


          
            	Branchwork caves resemble surface dentritic stream patterns; they are made up of passages that join downstream as tributaries. Branchwork caves are the most common of cave patterns and are formed near sinkholes where groundwater recharge occurs. Each passage or branch is fed by a separate recharge source and converges into other higher order branches downstream.

          


          
            	Angular Network caves form from intersecting fissures of carbonate rock that have had fractures widened by chemical erosion. These fractures form high, narrow, straight passages that persist in widespread closed loops.

          


          
            	Anastomotic caves largely resemble surface braided streams with their passages separating and then meeting further down drainage. They usually form along one bed or structure, and only rarely cross into upper or lower beds.

          


          
            	Spongework caves are formed as solution cavities are joined by mixing of chemically diverse water. The cavities form a pattern that is three-dimensional and random, resembling a sponge.

          


          
            	Ramiform caves form as irregular large rooms, galleries, and passages. These randomized three-dimensional rooms form from a rising water table that erodes the carbonate rock with hydrogen-sulfide enriched water.

          


          


          Geographic distribution


          Caves are found throughout the world, but only a portion of them have been explored and documented by cavers. The distribution of documented cave systems is widely skewed toward countries where caving has been popular for many years (such as France, Italy, Australia, the UK, the United States, etc.). As a result, explored caves are found widely in Europe, Asia, North America, and Oceania but are sparse in South America, Africa, and Antarctica. This is a great generalization, as large expanses of North America and Asia contain no documented caves, whereas areas such as the Madagascar dry deciduous forests and parts of Brazil contain many documented caves. As the worlds expanses of soluble bedrock are researched by cavers, the distribution of documented caves is likely to shift. For example, China, despite containing around half the world's exposed limestone - more than 1,000,000square kilometers (390,000sqmi) - has relatively few documented caves.


          


          Record lengths, depths, pitches and volumes


          
            [image: Canyon passage in Mammoth Cave, the world's longest cave.]

            
              Canyon passage in Mammoth Cave, the world's longest cave.
            

          


          The cave system with the greatest total length of passage is Mammoth Cave ( Kentucky, USA) at 591kilometers (367mi) in length. This record is unlikely to be surpassed in the near future, as the next most extensive known cave is Jewel Cave near Custer, South Dakota, at 225kilometers (140mi).


          The deepest known cave (measured from its highest entrance to its lowest point) is Voronya Cave (Abkhazia, Georgia), with a depth of 2,191meters (7,190ft). This was the first cave to be explored to a depth of more than 2kilometers (1.2mi). (The first cave to be descended below 1kilometer (0.62mi) was the famous Gouffre Berger in France). The Illyuzia-Mezhonnogo-Snezhnaya cave in Abkhazia, Georgia, (1,753meters (5,750ft)) and the Lamprechtsofen Vogelschacht Weg Schacht in Austria (1,632meters (5,350ft)) are the current second- and third-deepest caves. This particular record has changed several times in recent years.


          The deepest individual pitch (vertical drop) within a cave is 603meters (1,980ft) in Vrtoglavica Cave in Slovenia, followed by Patkov Gut at 553meters (1,810ft) in the Velebit mountain, Croatia.


          The largest individual cavern ever discovered is the Sarawak chamber, in the Gunung Mulu National Park ( Miri, Sarawak, Borneo, Malaysia), a sloping, boulder strewn chamber with an area of approximately 600meters (2,000ft) by 400meters (1,300ft) and a height of 80meters (260ft).


          


          Ecology


          
            [image: Townsend's Big-eared bats in a cave]

            
              Townsend's Big-eared bats in a cave
            

          


          Cave-inhabiting animals are often categorized as troglobites (cave-limited species), troglophiles (species that can live their entire lives in caves, but also occur in other environments), trogloxenes (species that use caves, but cannot complete their life cycle wholly in caves) and accidentals (animals not in one of the previous categories). Some authors use separate terminology for aquatic forms (e.g., stygobites, stygophiles, and stygoxenes).


          Of these animals, the troglobites are perhaps the most unusual organisms. Troglobitic species often show a number of characteristics, termed troglomorphies, associated with their adaptation to subterranean life. These characteristics may include a loss of pigment (often resulting in a pale or white coloration), a loss of eyes (or at least of optical functionality), an elongation of appendages, and an enhancement of other senses (such as the ability to sense vibrations in water). Aquatic troglobites (or stygobites), such as the endangered Alabama cave shrimp, live in bodies of water found in caves and get nutrients from detritus washed into their caves and from the feces of bats and other cave inhabitants. Other aquatic troglobites include cave fish, the Olm, and cave salamanders such as the Texas Blind Salamander.


          Cave insects such as Oligaphorura (formerly Archaphorura) schoetti are troglophiles, reaching 1.7millimeters (0.067in) in length. They have extensive distribution and have been studied fairly widely. Most specimens are female but a male specimen was collected from St Cuthberts Swallet in 1969.


          Bats, such as the Gray bat and Mexican Free-tailed Bat, are trogloxenes and are often found in caves; they forage outside of the caves. Some species of cave crickets are classified as trogloxenes, because they roost in caves by day and forage above ground at night.


          Because of the fragile nature of the cave ecosystem, and the fact that cave regions tend to be isolated from one another, caves harbour a number of endangered species, such as the Tooth cave spider, Liphistiidae Liphistius trapdoor spider, and the Gray bat.


          Caves are visited by many surface-living animals, including humans. These are usually relatively short-lived incursions, due to the lack of light and sustenance.


          


          Archaeological and social importance


          
            [image: Taino petroglyphs in a cave in Puerto Rico]

            
              Taino petroglyphs in a cave in Puerto Rico
            

          


          Throughout history, primitive peoples have made use of caves for shelter, burial, or as religious sites. Since items placed in caves are protected from the climate and scavenging animals, this means caves are an archaeological treasure house for learning about these people. Cave paintings are of particular interest. One example is the Great Cave of Niah, in Malaysia, which contains evidence of human habitation dating back 40,000 years.


          In Germany some experts found signs of cannibalism in the caves at the Hnne.


          Caves are also important for geological research because they can reveal details of past climatic conditions in speleothems and sedimentary rock layers.


          Caves are frequently used today as sites for recreation. Caving, for example, is the popular sport of cave exploration. For the less adventurous, a number of the world's prettier and more accessible caves have been converted into show caves, where artificial lighting, floors, and other aids allow the casual visitor to experience the cave with minimal inconvenience. Caves have also been used for BASE jumping and cave diving.


          Caves are also used for the preservation or aging of wine and cheese. The constant, slightly chilly temperature and high humidity that most caves possess makes them ideal for such uses.
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          A caveman is a popular stock character based upon stereotyped concepts of the way in which early prehistoric humans or homininans may have looked and behaved. The term is sometimes used colloquially to refer to the Neanderthals or Cro-Magnon (i.e., Homo sapiens of the Paleolithic era). The term has been discouraged in serious use, due to its inaccuracy and dependence on certain misconceptions about early humans.


          


          History and meaning of the term


          In the past, many people shared the view of the 17th century philosopher Thomas Hobbes that the life of a human being without civilization was "...solitary, poore, nasty, brutish and short". The modern scientific perception of prehistoric lifestyle is now that of the hunter-gatherer.


          Caveman is traditionally portrayed as being clothed in animal skins, armed with bone or wood clubs, unintelligent, and aggressive. Furthermore, cavemen are often shown as living in caves; but this stemmed from the ritual paintings found in caves, where they are likely to be better-preserved than in more exposed locations. It is more probable that the caves were religious gathering places or temporary shelter, and not the actual dwellings of the supposed 'cavemen'. Thus, expressions such as " Balrog" or "living in a hole" have become cultural metaphors for a modern human who supposedly displays traits of brutishness or extreme ignorance. See also troglodyte.


          In fiction, especially as pure entertainment or satire, cavemen are sometimes as living contemporaneously with dinosaurs, a situation contradicted by archaeological and paleontological evidence which shows that non-avian dinosaurs became extinct 65 million years ago, at which time true primates had not yet appeared.


          In popular culture, the comic strips B.C., Alley Oop and occasionally The Far Side, and Gogs, portray "cavemen" in that way. The animated television series The Flintstones, a spoof on family sitcoms, portrays the Flintstones, not in caves, but in 1950s-1960s ranch-style homes that suggested caves and had stone fittings.


          Stereotypical cavemen are also often featured in advertising, including advertisements for Minute Maid. More recently, GEICO launched a series of humorous television commercials and attempts at viral marketing, collectively known as the GEICO Cavemen advertising campaign, where GEICO announcers are repeatedly denounced by modern cavemen for perpetuating a stereotype of unintelligent, backward cavemen. The GEICO advertisements spawned a TV series called Cavemen (TV series) which is currently on indefinite hiatus.
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              	Motto:"He hath founded it upon the seas"
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              	Capital

              (and largest city)

              	George Town

            


            
              	Official languages

              	English
            


            
              	Demonym

              	Caymanian
            


            
              	Government

              	British Overseas Territory
            


            
              	-

              	Queen

              	Queen Elizabeth II
            


            
              	-

              	Governor

              	Stuart Jack
            


            
              	-

              	Leader of

              Government Business

              	

              Kurt Tibbetts
            


            
              	Creation
            


            
              	-

              	Split from Jamaica

              	1962
            


            
              	Area
            


            
              	-

              	Total

              	260km( 207th)

              100.4 sqmi
            


            
              	-

              	Water(%)

              	1.6
            


            
              	Population
            


            
              	-

              	2005estimate

              	45,017( 208th)
            


            
              	-

              	1999census

              	0
            


            
              	-

              	Density

              	139.5/km( 63rd)

              364.2/sqmi
            


            
              	HDI(2003)

              	n/a(NA)( unranked)
            


            
              	Currency

              	Cayman Islands dollar ( KYD)
            


            
              	Time zone

              	( UTC-5)
            


            
              	-

              	Summer( DST)

              	not observed( UTC-5)
            


            
              	Internet TLD

              	.ky
            


            
              	Calling code

              	+1 345
            

          


          The Cayman Islands are a British overseas territory located in the western Caribbean Sea, comprising the islands of Grand Cayman, Cayman Brac, and Little Cayman. It is a tax haven financial centre and one of the many scuba diving destinations in the Caribbean.


          


          History


          The Cayman Islands were first sighted by European eyes when Christopher Columbus, on 10 May 1503, encountered them during his disastrous fourth and final voyage to the New World. He named them Las Tortugas after the numerous sea turtles there. The first recorded English visitor to the islands was Sir Francis Drake, who landed there in 1586 and named them the Cayman Islands after the Neo-Taino nations term ( caiman) for crocodile (Zayas, 1914).
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          The first recorded permanent inhabitant of the Cayman Islands, Isaac Bodden, was born on Grand Cayman around 1700. He was the grandson of the original settler named Bodden who was probably one of Oliver Cromwell's soldiers at the taking of Jamaica in 1655.


          The islands, along with nearby Jamaica, were captured, then ceded to England in 1670 under the Treaty of Madrid. They were governed as a single colony with Jamaica until 1962 when they became a separate British Overseas Territory and Jamaica became an independent Commonwealth realm.


          The largely unprotected at sea level island of Grand Cayman was hit by Hurricane Ivan on 11- 12 September 2004, which destroyed many buildings and damaged 70% of them. Power, water and communications were all disrupted in some areas for months as Ivan was the worst hurricane to hit the islands in 86 years. However, Grand Cayman forced a major rebuilding process and within two years its infrastructure was nearly returned to pre-Ivan levels. The Cayman Islands have the dubious honour of having experienced the most hurricane strikes in history. Due to the proximity of the islands, more hurricane and tropical systems have affected the Cayman Islands than any other region in the Atlantic basin (brushed or hit every 2.23 years). The Cayman Islands enjoy a high global standard of living fully dependent upon tourism and tax-haven dependent banking.


          


          Geography
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          The Cayman Islands are located in the western Caribbean Sea. They are the peaks of a massive underwater ridge, known as the Cayman Trench, standing 8,000 feet (2,400 m) from the sea floor, which barely exceeds the surface. The islands lie in the centre of the Caribbean south of Cuba and West of Jamaica. They are situated about 400 miles (650km) south of Miami, 180 miles (300km) south of Cuba, and 195 miles (315km) northwest of Jamaica. Grand Cayman is by far the biggest, with an area of 76 square miles (197km). The two "Sister Islands" of Cayman Brac and Little Cayman are located about 80 miles (130km) east of Grand Cayman and have areas of 14 square miles (36km) and 10 square miles (25.9km) respectively.


          All three islands were formed by large coral heads covering submerged ice age peaks of western extensions of the Cuban Sierra Maestra range and are mostly flat. One notable exception to this is The Bluff on Cayman Brac's eastern part, which rises to 140feet (42.6m) above sea level, the highest point on the island.


          Cayman avian fauna includes two endemic subspecies of Amazona parrots: Amazona leucocephala hesterna, or Cayman Brac Parrot, native only to Cayman Brac, and Amazona leucocephala caymanensis or Grand Cayman Parrot, which is native only to Grand Cayman. Another notable fauna is the endangered Blue Iguana, which is native to Grand Cayman. There is also the agouti and the Booby Birds on Cayman Brac.


          


          Districts
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          Administratively, The Cayman Islands are divided into seven districts:


          
            	Bodden Town (the former capital)


            	Cayman Brac


            	East End


            	George Town (the present capital)


            	Little Cayman


            	North Side


            	West Bay

          


          


          Demographics


          The Cayman Islands have more registered businesses than it has people. The latest population estimate of the Cayman Islands is about 50,000 as of July 2006, representing a mix of more than 100 nationalities. Out of that number, about half are of Caymanian descent. About 60% of the population is of mixed race (mostly mixed African-European). Of the remaining 40%, about half are of European descent and half are of African descent. The islands are almost exclusively Christian, with large number of Presbyterians and Catholics. Caymanians enjoy one of the highest standards of living in the Caribbean. The vast majority of the population resides on Grand Cayman. Cayman Brac is the second most populated with about 1,200 residents, followed by Little Cayman with around 200 permanent residents.


          Many of the prominent and wealthy families in Grand Cayman such as the Waltons, Scotts, Kirkconnells, and Fosters are originally from Cayman Brac. They control a large proportion of real estate property and business enterprises, along with having significant positions in the financial sector.


          The capital and major city of the Cayman Islands is George Town, which is located on the south west coast of Grand Cayman.


          


          Economy


          The economy of the Cayman Islands was once centred around turtling. However, this industry began to disappear in the twentieth century and tourism and financial services began to become the economic mainstays during the 1970s. The United States is the Cayman Islands' largest trading partner.


          With an average income of around $42,000, Caymanians enjoy the highest standard of living in the Caribbean. According to the CIA World Factbook, the Cayman Islands GDP per capita is the 12th highest in the world. The islands print their own currency, the Cayman Islands Dollar (KYD), which is pegged to the U.S. dollar at a fixed rate of 1 KYD = 1.2 USD.


          The government's primary source of income is indirect taxation. An import duty of 5% to 20% is levied against goods imported into the islands. Few goods are exempt; notable examples include books, cameras and infant formula. The government charges licensing fees to financial institutions that operate in the islands as well as work permit fees for expatriate employees ranging from around US$500 for a clerk to around US$20,000 for a CEO.
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          Tourism


          Tourism accounts for 70-75% of the annual GDP of the Cayman Islands. Of the millions of tourists that visit the islands annually, 99% visit Grand Cayman. George Town also serves as a major cruise ship port, which brings in 4,000 to 22,000 tourists a day, five days a week, depending on the number of ships in port.


          One of Grand Cayman's (GCM) main attractions is the world-famous Seven Mile Beach on which a number of the island's hotels and resorts are located. Seven Mile Beach is regarded by many as one of the best beaches in the world. Historical sites in GCM such as Pedro St. James Castle in BoddenTown also attract visitors. The Sister Islands - Little Cayman and Cayman Brac - also supply their own unique charm.


          The Cayman Islands is regarded as one of the world's best SCUBA diving destinations because of its crystal-clear waters and pristine walls. Cayman Brac and Little Cayman are also elite SCUBA dive destinations. There are several snorkelling locations where tourists can swim with stingrays including the popular Stingray City, Grand Cayman. Divers find two shipwrecks off the shores of Cayman Brac particularly interesting including the MV Keith Tibbetts.


          Other Grand Cayman tourist attractions include the Ironshore landscape of Hell, the 24- acre marine theme park Boatswain's Beach, also home of the Cayman Turtle Farm, the production of gourmet sea salt, and the Mastic Trail, a hiking trail through the forests in the centre of the island. On Cayman Brac, a lighthouse and a few local museums are tourist draws. Little Cayman's wildlife attracts nature lovers, especially bird watchers in search of the island's Red-footed Booby population.


          Art and Culture are other features of the Cayman Islands that attract international attention. The National Museum and National Gallery preserve contemporary and dated art works of local and international talent. A Cultural History Exhibition is displayed within the museum, and teaches patrons about historical customs and traditions native to the Cayman Islands. The Gallery sponsors eight exhibitions every year and is located in the Harbour Place in George Town.


          


          Financial services industry


          The Cayman Islands are recognised as a financial services centre.


          The Cayman Islands financial services industry encompasses banking, mutual funds, captive insurance, reinsurance, vessel registration, companies and partnerships, trusts, structured finance and the Cayman Islands Stock Exchange. As of December 2005, just over 70,000 companies were incorporated on the Cayman Islands including 430 banking and trust companies, 720 captive insurance firms and more than 7,000 funds. The government distinguishes between local (or "ordinary" companies), doing business primarily with the local population, and "exempted" companies conducting business primarily with overseas entities.
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          There has been a trend of financial institutions reincorporating in first world countries with better regulation.


          A recent report released by the International Monetary Fund (IMF) assessing supervision and regulation in the Cayman Islands' banking, insurance and securities industries, as well as its anti- money laundering regime, recognised the jurisdiction's comprehensive regulatory and compliance frameworks. "An extensive program of legislative, rule and guideline development has introduced an increasingly effective system of regulation, both formalising earlier practices and introducing enhanced procedures," noted IMF assessors. The report further stated that "the supervisory system benefits from a well-developed banking infrastructure with an internationally experienced and qualified workforce as well as experienced lawyers, accountants and auditors," adding that, "the overall compliance culture within Cayman is very strong, including the compliance culture related to AML ( anti-money laundering) obligations...". The Cayman Islands had previously (briefly) appeared on the FATF Blacklist in 2000, although its listing was thought to be harsh, and was criticised at the time.


          From http://www.pbs.org/wgbh/pages/frontline/shows/tax/schemes/cayman.html:


          "In May 2000, the Cayman Islands avoided the OECD's infamous blacklist by "committing" itself to a string of reforms to improve transparency, remove discriminatory practices, and begin to exchange information with OECD member states about their citizens.


          However, with the election of George W. Bush to the U.S. presidency, cooperation between Cayman and the OECD lost momentum. In May 2001, after the U.S. Treasury Department announced that it would not support the OECD initiative, other than pursuing tax exchange agreements, the OECD turned its attention to another initiative, the EU Tax Savings Directive."


          "While the... (tax information exchange agreements (TIEA))... somewhat bolster the U.S. government's ability to prosecute corporations and individuals engaging in tax evasion, the agreements are limited, and in most cases do not allow the IRS to investigate suspected corporations or individuals unless there is a court order or strong evidence of criminal activity." As one Cayman official stated, "Despite excellent fishing in the Cayman waters, no fishing expeditions are allowed."


          Another obstacle hampering the IRS investigations of tax fraud by U.S. citizens in the Cayman Islands is Cayman's Confidential Relationships Preservations Law (CRPL), which requires banking confidentiality unless there is evidence of criminal activity. While the Cayman government has gone a long way towards enforcing due diligence and the sharing of information with the U.S. government, Cayman's banking privacy laws remain intact. David McConney, CEO of Cayman National Bank, says, "Financial privacy is fundamental to traditional banker/customer relationships. If you have not committed a criminal act, no Cayman financial institution may release any information to any third party without your express approval."


          If the IRS wants to investigate potential wrongdoing by a U.S. corporation or individual, it must request information from Cayman's chief justice on a case-by-case basis. Unfortunately, this painstaking process is inadequate to deal with the numerous cases of tax fraud perpetrated by U.S. citizens and corporations. Furthermore, the IRS does not have sufficient resources to pursue investigations of wrongdoing on a case-by-case basis."


          From http://www.radiocayman.gov.ky/pls/portal30/docs/FOLDER/MARKETINGANDPROMOTIONS/PRESSRELEASES/2002PRESSRELEASES/ENRON.PDF:


          "On 27 November 2001, the Cayman Islands, concluded a tax information exchange agreement with the U.S. The agreement provides for exchange of information, upon request, for criminal tax evasion, civil and administrative tax matters relating to U.S. federal income tax. It provides for confidential treatment of information exchanged, and, in accordance with U.S. law, any such information may not be disclosed to any third party. It applies to criminal tax evasion for taxable periods commencing 1 January 2004, and to all other tax matters for taxable periods commencing 1 January 2006."


          From http://www.mondaq.com/article.asp?articleid=21025:


          "OECD commitment


          In May 2000 the Cayman Islands gave a letter of commitment to the OECD relating to alleged harmful tax competition. Under the letter of commitment, the Cayman Islands Government will implement a plan to share bank account information with foreign Governments that are conducting criminal tax evasion investigations for the first tax year after 31 December 2003, and on civil and administrative tax matters for the first tax year after 31 December 2005.


          Tax information exchange agreement


          On 27 November 2001 the Cayman Islands entered into a tax information exchange agreement with the US. The agreement is structured to conform with the Cayman Islands OECD commitment of May 2000. The implementation procedure will require that information be provided only in response to a specific request which is relevant to a tax examination or investigation conducted in accordance with the laws of the requesting state. Requests will be submitted by foreign tax authorities to a competent authority in the Cayman Islands who will act in a capacity similar to that in which the Cayman Islands Chief Justice has acted pursuant to other international information exchange agreements. Confidentiality provisions will ensure that information that has been exchanged is adequately protected from unauthorised disclosure.


          It is likely that there will be further bilateral tax information exchange agreements. However, the Cayman Islands Government has made it clear that it will not enter into any agreements with countries that have legislation discriminating against the Cayman Islands.


          EU Savings Directive


          What has become known as the Savings Directive is part of a package of measures by the European Commission to tackle "harmful tax competition" in the European Union. It is designed to address the ability of "residents of Member States . to avoid any form of taxation in their Member State of residence on interest they receive in another Member State".


          The current form of the Savings Directive is a compromise solution following the failure of Member States to agree on the original proposal for the imposition of withholding tax on interest payments (which would have had a serious effect on the Eurobond market in London). In implementation of the requirement that Member States "promote the adoption of the same measures" in their dependent or associated territories, the UK Government has committed its Caribbean dependent territories, including the Cayman Islands, to their adoption and has threatened to "legislate" for them.


          The Savings Directive requires the reporting of certain information relating to interest payments (including dividend payments by certain investment vehicles whose investments in debt instruments exceeds a certain percentage) to individuals resident in Member States. That information is to be provided by the paying agent (essentially, the last intermediary in a chain of intermediaries), who is also responsible for determining the residence of the payee.


          The Cayman Islands Government is concerned that any application of the Savings Directive to the Islands, without equivalent application to their competitors, will result in little benefit to the European Union at a disproportionate cost to the Islands. The UK Government is aware from its own regulatory impact assessment that implementation of the Savings Directive will result in significant additional costs to both the public and private sectors in the UK, and the same will undoubtedly be true in the Cayman Islands.


          The Cayman Islands has declined to commit to the implementation of the measures in the Savings Directive, and is now bringing legal proceedings to challenge the legality of certain aspects of the Savings Directive."


          From: http://www.escapeartist.com/OREQ21/Asset_Protection.html


          "If you read the press releases from the offshore jurisdictions that signed TIEAs, youll come away believing that they may be invoked only in the event of probable cause of tax fraud by a particular taxpayer. But thats not what most of the treaties actually say. Instead, most TIEAs state that any information foreseeably relevant or material to United States federal tax administration and enforcement with respect to the person identified for investigation must be turned over to the IRS.


          Not probable cause of a criminal or even civil tax offense. Not even reasonable suspicion. Merely foreseeably relevant. U.S. courts have interpreted this authority as permitting TIEA information requests even if the United States has no tax interest and no claim for U.S. taxes are potentially due and owing. In other words, fishing expeditions into offshore accounts are explicitly permitted. The potential for abuse is obvious."


          From: http://www.investorsoffshore.com/html/faq/faq_expat_tabletemp.html


          "The Cayman Islands are one of the premier offshore financial centres, but have something of a reputation as a stereotypical 'tax haven' in Europe, although they have been attempting to guard against money laundering practices. It has to be said, however, that in the absence of proven wrongdoing, the emphasis is still firmly on preserving confidentiality. (Although this was dealt a blow by the judgment awarded in 2002 to the US Internal revenue Service in Miami, allowing them access to American Express and MasterCard records covering US citizens with offshore assets in the Caymans.)"


          From: http://cayman.com.ky/banking.htm


          "Advantages of a Cayman Islands Bank Account: No capital gains tax, Corporation Tax, withholding tax..."


          Yet withholding tax is specifically stated in the "Official Guide To Investing In The Cayman Islands" http://www.investcayman.ky/forms/ci-investment-guide2005.pdf:


          "Banks adhere to the know your client rule. These rules have been approved by the U.S. Internal Revenue Service, enabling institutions in the Cayman Islands to become qualified intermediaries under the U.S. Withholding Tax Rules introduced on 1 January 2001."


          From: http://www.alsea.org/forum/forum_posts.asp?TID=52


          "Cayman Islands Bank Fails to Block IRS Discovery of Documents (Posted: 09 Nov 2006 at 7:23am) Cayman National Bank fails to quash an IRS summons seeking documents relating to a judgment obtained by the bank against a U.S. citizen. The court, in Cayman National Bank Ltd. v. United States , rejects arguments that discovery is barred by the attorney-client privilege, that IRS should have obtained discovery under the Tax Information Exchange Agreement between the United States and the United Kingdom, and that production would violate Cayman Islands law. Greg Cook, EA, CPA www.cookco.us"


          On the phone with Cayman National Bank officer: "We will disclose your information if there is any court order to do so in the U.S."


          Press release for TIEA between U.S. and Cayman Islands, except document is missing:

          http://www.cimoney.com.ky/section/mediacentre/default.aspx?id=493

          One location of same TIEA:

          http://www.oecd.org/dataoecd/20/17/35514531.pdf


          


          Government


           The Cayman Islands are a British overseas territory, listed by the UN Special Committee of twenty-four as one of the last non-self governing territories. A fifteen-seat Legislative Assembly is elected by the people every four years to handle domestic affairs. Of the elected Members of the Legislative Assembly (MLAs), five are chosen to serve as government ministers in a cabinet headed by the governor. The head of government is the Leader of Government Business, which is currently The Honourable Kurt Tibbetts.


          A Governor is appointed by the British government to represent the monarch. The governor can exercise complete executive authority if they wish through blanket powers reserved to them in the constitution. They must give royal assent to all legislation, which allows them the power to strike down any law the legislature may see fit for the country. In modern times, the governor usually allows the country to be run by the cabinet, and the civil service to be run by the Chief Secretary, who is the Acting Governor when the Governor is not able to discharge his usual duties for one reason or another. The current governor of the Cayman Islands is Stuart Jack and the current Chief Secretary is The Honourable George McCarthy, OBE, JP.^


          


          Taxation


          Caymanians and Caymanian companies are not subject to any form of direct taxation. However, an import tax of between 5% and 20% is levied on most imported goods. Import taxes on automobiles ranges from 27.5% to 40% for most vehicles while Hummers are taxed at 100% of their value.


          


          Education


          


          Primary and secondary schools


          The Cayman Islands Education Department operates state schools. Caymanian children are entitled to free primary and secondary education. Various churches and private foundations operate several private schools that offer American and British based studies starting in nursery to Year 13.


          


          Colleges and universities


          Grand Cayman is home to University College of the Cayman Islands, the only government run University on the island. The University College is located at 168 Olympic Way in Georgetown, Grand Cayman. The International College of the Cayman Islands which is located in Newlands about seven miles (11 km) east of George Town. The college was established in 1970 and offers Associate's, Bachelor's and Post Graduate degree programmes. Grand Cayman is also home to St. Matthew's University, which includes a medical school and a school of veterinary medicine.


          The Cayman Islands Law School (CILS), a branch of the University of Liverpool in the UK, is also based on Grand Cayman. Situated in George Town, the law school has been in operation since 1982. As taken from the student handbook, "The Law School provides tuition for both full and part-time programmes leading to the Bachelor of Law (Honours) Degree of the University of Liverpool and the qualification of Attorney-at-Law of the Cayman Islands, following successful completion of the postgraduate Professional Practicum Course (PPC)


          The Cayman Islands Civil Service College, a unit of Cayman Islands government organised under the Portfolio of the Civil Service, is also located in Grand Cayman. Co-situated with University College of the Cayman Islands in a building on the south side of the campus, the intent of the CICSC is offer both degree programmes and continuing education units of various sorts. Further, the College is planned to develop as a government research centre. It opened in autumn 2007.


          


          Health care


          The Cayman Islands have a modern health care system. There are two hospitals in George Town, the government run George Town Hospital and the smaller, private Chrissie Tomlinson Memorial Hospital. Additionally, Faith Hospital is an eighteen-bed facility on Cayman Brac. The Government maintains a satellite clinic on Little Cayman.


          Health insurance is handled by private insurers and a government-run company (CINICO). There is no universal health coverage as in the UK. All employers are required under Law to provide Health Insurance for their employees (although the employee may be required to contribute 50% of the premium). Full time employees also contribute USD 10 every month to the "Indigent Fund" which helps cover care for the unemployed, elderly etc.


          Currently the islands lack facilities for cardiac catheterisation, though many feel the population is large enough to support the procedure. Various attempts to establish a cath lab in George Town Hospital have stalled. The Cayman Islands lacked an MRI after one was destroyed during Hurricane Ivan, but in July 2007 a new unit was installed at the Chrissie Tomlinson Memorial Hospital.


          For divers and others in need of hyperbaric oxygen therapy, there is a two-person recompression chamber at George Town Hospital on Grand Cayman, run by Cayman Hyperbaric Services. The same organisation has built a hyperbaric unit at Faith Hospital in Cayman Brac, expected to be operational in January 2008.


          


          Work permits


          In order to work in the Cayman Islands as a non-citizen, a work permit is required. This involves passing a police background check and a health check. A prospective worker will not be granted a permit if certain medical conditions are present. Work permits are not issued after age 60.


          The Cayman Islands presently imposes a controversial ["rollover"] policy in relation to expatriate workers who require a work permit. Non-Caymanians are only permitted to reside and work within the Territory for a maximum of seven years (non-renewable) unless they satisfy the criteria of key employees. The policy has been the subject of some controversy within the press, and concerns have been expressed that in the long term, the policy may damage the pre-eminence of the Cayman Islands as an offshore financial centre by making it difficult to recruit and retain experienced staff from onshore financial centres. Government employees are no longer exempt from this "rollover" policy according to this report in a local newspaper . The Governor has decided to use his constitutional powers, which give him absolute control for the disposition of civil service employees, to determine which expatriate civil servants are dismissed after seven years service and which are not.


          This policy is enshrined in the Immigration Law (2003 revision), written by the UDP government, and subsequently enforced by the PPM government. Both governments agree to the term limits on foreign workers, and the majority of Caymanians also agree it is necessary to protect local culture, and heritage from being eroded by a large number of foreigners gaining residency/citizenship.


          


          Military


          The defence of the Cayman Islands is the responsibility of the United Kingdom. The Islands have their own police force, the Royal Cayman Islands Police Service. Regular off-shore marine patrols are conducted by the RCIP and Grand Cayman is a port of call for the United States Coast Guard.


          


          Foreign relations


          The foreign relations of the Cayman Islands are largely managed from the United Kingdom, as the islands remain an overseas territory of the UK. However, the Government of the Cayman Islands often resolves important issues with foreign governments alone, without intervention from Britain. Although in its early days, the Cayman Islands' most important relationships were with Britain and Jamaica, in recent years, a relationship with the United States has developed.


          Though the Cayman Islands are involved in no major international disputes, they have come under some criticism due to the use of their territory for narcotics trafficking and money laundering. In an attempt to address this, the Government entered into the Narcotics Agreement of 1984 and the Mutual Legal Assistance Treaty of 1986 with the United States, in order to reduce the use of their facilities associated with these activities. In more recent years, they have stepped up the fight against money laundering, by limiting banking secrecy, introducing requirements for customer identification and record keeping, and requiring banks to cooperate with foreign investigators.


          Due to their status as an overseas territory of the UK, the Cayman Islands have no representation either on the United Nations, or in most other international organisations. However, the Cayman Islands still participates in some international organisations, being a full member of the Central Development Bank, and an associate member of Caricom and UNESCO, and a member of a sub-bureau of Interpol.


          


          Sport


          The Cayman Islands are members of FIFA, the International Olympic Committee and the Pan American Sports Organisation, and also compete in the biannual Island Games.
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          CBBC - short for Children's BBC - is the brand-name for the BBC's children's television programmes aimed at children aged between 6 and 12 years old. The Children's BBC name as a dedicated programming strand began on 9 September 1985, with the CBBC name used informally since 1990. This became official with a relaunch of the BBC's branding in 1997.


          CBBC programmes are shown on BBC One, BBC Two and the CBBC Channel. CBBC has a sister brand, CBeebies, for children under 6.


          CBBC comes under the control of the BBC Children's department, who are responsible for creating programming for children up to the age of 16. It is based in the East Tower of the BBC Television Centre, with some programmes coming from Scotland and Bristol.


          Since February 2006, the Controller of BBC Children's has been Richard Deverell, with Anne Gilchrist as Creative Director of CBBC and Michael Carrington as Creative Director of CBeebies.


          The department splits output into age groups, with CBeebies for ages up to 6, the CBBC brand for ages 6 to 12, and BBC Switch, for ages 12 to 16.


          


          Programming


          CBBC produces a whole range of programme types, including drama, news, entertainment, educational programmes and what is known as 'contemporary factual'.


          


          Presentation


          From launch until 1994, links between programmes were usually broadcast from the NC1 (BBC One) continuity suite, dubbed The Broom Cupboard. It was kitted out with a set and was fully operational, with the presenter actually operating the vision mixing and audio consoles. By 1994, the operation was expanded; Presentation Studio A was used until 1997, before moving to the purpose-built studio TC9, near the Blue Peter garden at BBC Television Centre. During a brief period of expansion in studio facilities in 2005, links for BBC One and BBC Two utilised studio TC10 (on the sixth floor of TV Centre, and originally news studio N1), whilst 'The Channel' became the sole occupant of TC9. The last live continuity links from TC9 were broadcast on BBC One on Friday 1 December 2006, presented for the final time by Angellica Bell and Simon Grant, who left CBBC without being replaced, leading to a reduction in the number of studio presenters.


          Since Monday 4 December 2006, all CBBC Presentation output on BBC One, BBC Two and the CBBC Channel has been produced from studio TC12.


          CBBC relaunched for the fifth time on September 3, 2007. The previous CSO computer generated backgrounds that were used from December 2006, were replaced by a real set, constructed in TC12. The set is a nod to CBBC's roots, with a similar set up to the broom cupboard.


          CBeebies presentation is recorded in nearby TC0.


          


          Presenters


          The main CBBC presenter is Ed Petrie. Accompanied by a talking cactus called Oucho, he presents on the CBBC Channel and CBBC's coverage on BBC One every weekday afternoon. Some weekend links have been presented by Anne Foy with her dog Elliot. Barney Harwood and Chute presenter Ross Lee also make occasional appearances.


          Notable former presenters have included Phillip Schofield, Andy Crane, Andi Peters, Philippa Forrester, Zo Ball, Toby Anstis, Chris Jarvis, Angellica Bell and Andrew Hayden-Smith.


          


          Logos


          These logos show how the visual style of CBBC has developed over the course of its life:


          
            
              	1985-1991

              	1991-1997

              	1997-2002
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              	2002- 2005

              	2005- 2007

              	2007- present
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          Other services


          


          CBBC extra


          


          CBBC extra is a free interactive television service from CBBC provided by BBCi. It is accessible from the CBBC Channel by pressing red and then selecting CBBC extra. It can also be accessed from any other BBC channel by pressing red and going to page number 570. The service differs across digital platforms, for example DSAT (i.e: Sky) viewers can access a video loop. Its availability on DTT ( Freeview) is dependent upon BBCi not showing other interactive services, such as major sports events coverage.


          CBBC extra offers 'Nev's Horoscopes', games, the UK Top 40, jokes sent in by viewers and a weekly competition.


          Former presenters of CBBC Extra include Matt Edmonson, Rani Price, Sophie McDonnell and Mohini Sule. The current presenter is Anne Foy.


          


          Website


          The CBBC website provides a wide range of activities for viewers, such as games, puzzles and frequently updated news feeds.


          


          Adventure Rock


          Adventure Rock (previously named CBBC World) is a virtual online world for children currently in development, planned to launch in the Spring of 2008. Press releases have stated "it would allow digitally literate children the access to characters and resources they had come to expect. Users would be able to build an online presence, known as an avatar, then create and share content."


          The emphasis on the system will be on safety and responsibility, with no chatrooms or the financial aspects available in other online worlds such as Second Life.


          Controller of Children's BBC Richard Deverell said:" Adventure Rock is a good example of the way we need to go. The thing that interests me is that children are at the vanguard. And that is where we are taking Children's BBC."
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Apiales

                  


                  
                    	Family:

                    	Apiaceae

                  


                  
                    	Genus:

                    	Apium

                  


                  
                    	Species:

                    	graveolens

                  

                

              
            


            
              	Binomial name
            


            
              	Apium graveolens

              L.
            

          


          
            
              	Celery, raw

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 10 kcal  60 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	3 g
                  


                  
                    	- Sugars 2 g
                  


                  
                    	- Dietary fibre 1.6 g 
                  


                  
                    	Fat

                    	0.2 g
                  


                  
                    	Protein

                    	0.7 g
                  


                  
                    	Water

                    	95 g
                  


                  
                    	Vitamin C 3 mg

                    	5%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          Apium graveolens is a plant species in the family Apiaceae, and yields two important vegetables known as celery and celeriac. Cultivars of the species have been used for centuries, whilst others have been domesticated only in the last 200-300 years. The stalk is the part consumed.


          


          Taxonomy


          Celery was officially described by Carolus Linnaeus in Volume One of his Species Plantarum in 1753.


          The closely related Apium bermejoi from the island of Minorca is one of the rarest plants in Europe with only 60 individuals left.


          


          Uses


          Apium graveolens is used around the world as a vegetable, either for the crisp petiole (leaf stalk) or fleshy taproot.


          In temperate countries, celery is also grown for its seeds, which yield a valuable volatile oil used in the perfume and pharmaceutical industries. It also contains an organic compound called apiol. Celery seeds can be used as flavouring or spice either as whole seeds or, ground and mixed with salt, as celery salt. Celery salt can also be made from an extract of the roots. Celery Salt is used as a seasoning, in cocktails (notably to enhance the flavour of Bloody Mary cocktails), on the Chicago-style hot dog, and in Old Bay Seasoning.


          Celery is one of three vegetables considered the holy trinity (along with onions and bell peppers) of Louisiana Creole and Cajun cuisine. It is also one of the three vegetables (together with onions and carrots) that constitute the French mirepoix, which is often used as a base for sauces and soups. It is a staple in Chicken Noodle Soup.


          


          Medicine


          The use of celery seed in pills for relieving pain was described by Aulus Cornelius Celsus ca. 30 AD.
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              Celery seeds
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              Cross-section of a Pascal celery stalk.
            

          


          


          Nutrition


          Celery is valuable in diets, where it provides low-calorie fibre bulk. Celery contains androstenone, not androsterone . Bergapten in the seeds can increase photosensitivity, so the use of essential oil externally in bright sunshine should be avoided. The oil and large doses of seeds should be avoided during pregnancy: they can act as a uterine stimulant. Seeds intended for cultivation are not suitable for eating as they are often treated with fungicides. There is a common belief that celery is so difficult for humans to digest, that it has negative calories because human digestion burns more calories than can be extracted.


          


          Allergic responses


          Although many people enjoy foods made with celery, a small minority of people can have severe allergic reactions. For people with celery allergy, exposure can cause potentially fatal anaphylactic shock. The allergen does not appear to be destroyed at cooking temperatures. Celery rootcommonly eaten as celeriac, or put into drinksis known to contain more allergen than the stalk. Seeds contain the highest levels of allergen content. Celery is amongst a small group of foods (headed by peanuts) that appear to provoke the most severe allergic reactions (anaphylaxis). Exercise-induced anaphylaxis may be exacerbated. An allergic reaction also may be triggered by eating foods that have been processed with machines that have previously processed celery, making avoiding such foods difficult. In contrast with peanut allergy being most prevalent in the U.S., celery allergy is most prevalent in Central Europe. In the European Union, foods that contain or may contain celery, even in trace amounts, have to be clearly marked as such.


          


          History


          Zohary and Hopf note that celery leaves and inflorences were part of the garlands found in the tomb of Tutankhamun, pharaoh of ancient Egypt, and celery mericarps dated to the 7th century BC were recovered in the Heraion of Samos. However, they note "since A. graveolens grows wild in these areas it is hard to decide whether these remains represent wild or cultivated forms." Only by classical times is it certain that celery was cultivated.


          M. Fragiska mentions another archeological find of celery, dating to the 9th century BC, at Kastanas; however, the literary evidence for ancient Greece is far more abundant. In Homer's Iliad, the horses of Myrmidons graze on wild celery that grows in the marshes of Troy, and in Odyssey there is mention of the meadows of violet and wild celery surrounding the cave of Calypso.


          


          Cultural depictions


          A chthonian symbol, celery was said to have sprouted from the blood of Kadmilos, father of the Cabers, chthonian divinities celebrated in Samothrace, Lemnos and Thebes. The spicy odour and dark leaf colour encouraged this association with the cult of death. In classical Greece celery leaves were used as garlands for the dead, and the wreaths of the winners at the Isthmian Games were first made of celery before being replaced by crowns made of pine. According to Pliny the Elder (Natural History XIX.46), in Archaia the garland worn by the winners of the sacred contest at Nemea was also made of celery.


          


          Cultivation


          Apium graveolens grows to 1 m (3 ft) tall. The leaves are pinnate to bipinnate leaves with rhombic leaflets 3-6 cm long and 2-4 cm broad. The flowers are creamy-white, 2-3 mm diameter, produced in dense compound umbels. The seeds are broad ovoid to globose, 1.5-2 mm long and wide.


          In North America, commercial production of celery is dominated by a variety called Pascal celery. Gardeners can grow a range of cultivars, many of which differ little from the wild species, mainly in having stouter leaf stems. They are ranged under two classes, white and red; the white cultivars being generally the best flavoured, and the most crisp and tender.


          The wild form of celery is known as smallage. It has a furrowed stalk with wedge-shaped leaves, the whole plant having a coarse, earthy taste, and a distinctive smell. With cultivation and blanching, the stalks lose their acidic qualities and assume the mild, sweetish, aromatic taste particular to celery as a salad plant.


          The plants are raised from seed, sown either in a hot bed or in the open garden according to the season of the year, and after one or two thinnings out and transplantings they are, on attaining a height of 15-20 cm, planted out in deep trenches for convenience of blanching, which is affected by earthing up to exclude light from the stems.


          In the past, celery was grown as a vegetable for winter and early spring; because of its antitoxic properties, it was perceived as a cleansing tonic, welcomed after the stagnation of winter.


          


          Harvesting and storage


          Harvesting occurs when the average size of celery in a field is marketable; due to extremely uniform crop growth, fields are harvested only once. Petioles and leaves are removed and harvested celery are packed by size and quality (determined by colour, shape, straightness and thickness of petiole, stalk and midrib length and absence of disease, cracks, splits, insect damage and rot). When properly stored in optimal conditions, celery can be stored for up to seven weeks between 0 to 2C (32 to 36F). Inner stalks may continue growing if kept at temperatures above 0C (32F). Freshly-cut petioles of celery are prone to decay, which can be prevented or reduced through the use of sharp blades during processing, gentle handling and proper sanitation.
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                  Dion singing " God Bless America" at a May 2, 2002 concert aboard the USS Harry S. Truman.
                

              
            


            
              	Background information
            


            
              	Birth name

              	Cline Marie Claudette Dion
            


            
              	Born

              	March 30, 1968 (1968-03-30)

              Charlemagne, Quebec, Canada
            


            
              	Origin

              	Montreal, Quebec, Canada
            


            
              	Genre(s)

              	Pop, rock
            


            
              	Occupation(s)

              	Singer, songwriter
            


            
              	Years active

              	1981  present
            


            
              	Label(s)

              	550 Music/ Epic/ SME Records (19862004)

              Epic/ SBMG Records (2004present)
            


            
              	Website

              	www.celinedion.com
            

          


          Cline Marie Claudette Dion, OC, OQ, (born March 30, 1968) is a Canadian singer, and occasional songwriter and actress. Born to a large, impoverished family in Charlemagne, Quebec, Dion emerged as a teen star in the French-speaking world after her manager and future husband Ren Anglil mortgaged his home to finance her first record. In 1990 she released the anglophone album Unison, establishing herself as a viable pop artist in North America and other English speaking areas of the world.


          Dion first gained international recognition in the 1980s after she won the 1982 Yamaha World Popular Song Festival and the 1988 Eurovision Song Contest. Following a series of French albums in the early 1980s, she signed on to Sony Records in 1986. With the help of her husband, she achieved worldwide success with several English and French albums, ending the decade as one of the most successful artists in pop music. However, in 1999, at the height of her success, Dion announced a temporary retraction from entertainment in order to start a family and spend time with her husband, who had been diagnosed with cancer. She returned to the music scene in 2002 and signed a four-year contract to perform nightly in a five-star theatrical show at the Colosseum at Caesars Palace, Las Vegas.


          Dion's music has been influenced by genres ranging from pop, soul and rock to gospel and classical, and while her releases have often received mixed critical reception, she is renowned for her technically skilled and powerful vocals. In 2004, after accumulating record sales in excess of 175 million, she was presented with the Chopard Diamond Award from the World Music Awards show for becoming the " Best-selling Female Artist in the World." In April 2007 Sony BMG announced that Celine Dion had sold more than 200 million albums worldwide.


          


          Life and music career


          


          Childhood and early beginnings
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              Dion's performance at the Yamaha World Popular Song Festival won her the gold medal as well as the award for being the top performer.
            

          


          The youngest of fourteen children born to Adhmar Dion and Thrse Tanguay, Cline Dion was raised a Roman Catholic in a poverty-stricken, but, by her own account, happy, home in Charlemagne. Music had always been a part of the family, as she grew up singing with her siblings in her parents' small piano bar called 'Le Vieux Baril.' From an early age Dion had dreamed of being a performer; In a 1994 interview with People magazine, she recalled, "I missed my family and my home, but I don't regret having lost my adolescence. I had one dream: I wanted to be a singer."


          At age twelve, Dion collaborated with her mother and her brother Jacques to compose her first song, " Ce n'tait qu'un rve" ("It Was Only a Dream"). Her brother Michel sent the recording to music manager Ren Anglil, whose name he discovered on the back of a Ginette Reno album. Anglil was moved to tears by Dion's voice, and decided to make her a star. He mortgaged his home to fund her first record, La voix du bon Dieu (a play on words "The Voice of God/The Road to God," 1981), which became a local number-one record and made Dion an instant star in Quebec. Her popularity spread to other parts of the world when she competed in the 1982 Yamaha World Popular Song Festival in Tokyo, Japan, and won the musician's award for "Top Performer" as well as the gold medal for "Best Song," with " Tellement j'ai d'amour pour toi" ("I Have So Much Love for You"). By 1983, in addition to becoming the first Canadian artist to receive a gold record in France for the single " D'amour ou d'amiti" ("Of Love or of Friendship"), Dion had also won several Flix Awards, including "Best Female performer" and "Discovery of the Year." Further success in Europe, Asia, and Australia came when Dion represented Switzerland in the 1988 Eurovision Song Contest with the song " Ne partez pas sans moi" ("Don't Go Without Me") and won the contest in Dublin, Ireland. However, American success was yet to come, partly because she was exclusively a Francophone artist.


          At eighteen, after seeing a Michael Jackson performance, Dion told Anglil that she wanted to be a star like Jackson. Though confident in her talent, Angelil realized that her image needed to be changed in order for her to be marketed worldwide. Dion receded from the spotlight for a number of months, during which she underwent a physical makeover, and was sent to the cole Berlitz School in 1989 to polish her English. This marked the start of her English-language music career. According to an episode of VH-1's Behind The Music, she learned to speak English in just three months.


          [bookmark: 1990.E2.80.931992:_Career_breakthrough]


          19901992: Career breakthrough


          A year after she had learned English, Dion made her debut into the Anglophone market with Unison (1990). She incorporated the help of many established musicians, including Vito Luprano and Canadian producer David Foster. The album was largely influenced by 1980s soft rock music that quickly found a niche within the adult contemporary radio format. Unison hit the right notes with critics: Jim Faber of Entertainment Weekly wrote that Dion's vocals were "tastefully unadorned," and that she never attempted to "bring off styles that are beyond her." Stephen Erlewine of All Music Guide declared it as, "a fine, sophisticated American debut." Singles from the album included " (If There Was) Any Other Way," " The Last to Know," " Unison," and " Where Does My Heart Beat Now," a mid-tempo soft-rock ballad which made prominent use of the electric guitar. The latter became her first single to chart on the U.S. Billboard Hot 100, peaking at number four. The album established Dion as a rising singer in the United States, and across Continental Europe and Asia. In 1991, Dion was also a soloist in " Voices That Care," a tribute to American troops fighting in Operation Desert Storm.


          Dion's real international breakthrough came when she duetted with Peabo Bryson on the title track to Disney's animated film Beauty and the Beast (1991). The song captured a musical style that Dion would utilize in the future: sweeping, classically influenced ballads with soft instrumentation. Both a critical and commercial hit, the song became her second U.S. top ten single, and won the Academy Award for Best Song, and the Grammy Award for Best Pop Performance by a Duo or Group with Vocal. " Beauty and the Beast" was featured on Dion's 1992 self-titled album, which, like her debut, had a strong rock influence combined with elements of soul and classical music. Owing to the success of the lead-off single and her collaboration with Foster and Diane Warren, the album was as well received as Unison. Other singles that achieved moderate success included " If You Asked Me To" (a cover of Patti LaBelle's song from the 1989 movie Licence to Kill) which peaked at number four on the U.S. Billboard Hot 100, the gospel-tinged " Love Can Move Mountains," and " Nothing Broken But My Heart." As with Dion's earlier releases, the album had an overtone of love.


          By 1992 Unison, Cline Dion, and media appearances had propelled Dion to superstardom in North America. She had achieved one of her main objectives: wedging her way into the Anglophone market and achieving fame. However, while she was experiencing rising success in the U.S., her French fans in Canada criticized her for neglecting them. She would later regain her fan base at the Felix Awards show, where, after winning "English Artist of the Year," she openly refused to accept the award. She asserted that she was  and would always be a French, not an English, artist. Apart from her commercial success, there were also changes in Dion's personal life, as Anglil, who was twenty-six years her senior, transitioned from manager to lover. However, the relationship was kept a secret as they both feared that the public would find their relations inappropriate.


          [bookmark: 1993.E2.80.931995:_Popularity_established]


          19931995: Popularity established


          In 1993 Dion announced her feelings for her manager by declaring him "the colour of [her] love" in the dedication section of her third Anglophone album The Colour of My Love. However, instead of criticizing their relationship as Dion had feared, fans embraced the couple. Eventually, Anglil and Dion married in an extravagant wedding ceremony in December 1994, which was broadcast live on Canadian television.


          As it was dedicated to her manager, the album's motif focused on love and romance. It became her most successful record up to that point, selling more than six million copies in the U.S., two million in Canada, and peaking at number-one in many countries. The album also spawned Dion's first U.S., Canadian, and Australian number-one single " The Power of Love" (a remake of Jennifer Rush's 1985 hit), which would become her signature hit until she reached new career heights in the late 1990s. Subsequent singles, such as " When I Fall in Love," a duet with Clive Griffin, and " Misled" failed to reach the upper tier of the pop charts in the U.S., but were moderately successful in Canada. The Colour of My Love also became Dion's first bona fide hit in Europe, and in particular the United Kingdom. Both the album and the single " Think Twice" simultaneously occupied the top of the British charts for five consecutive weeks. "Think Twice," which remained at number one for seven weeks, eventually became the fourth single by a female artist to sell in excess of one million copies in the U.K., while the album was eventually certified five-times platinum for two-million copies sold.


          Dion kept to her French roots and continued to release many Francophone recordings between each English record. These included Dion chante Plamondon (1991);  l'Olympia (1994), a live album that was recorded during one of Dion's concerts at the Olympia Theatre in Paris; and D'eux (1995  also known as The French Album in the United States), which would go on to become the best-selling French album of all time. As these albums were in French, the worldwide commercial success was limited. However, Dion's Francophone fans embraced each release, and generally, they achieved more credibility than her Anglophone works.


          The mid-1990s was a transitional period for Dion's musical style, as she slowly diverged from strong rock influences and transitioned into a more pop and soul style (though the electric guitar remained a central part of her music). Her songs began with more delicate melodies that used softer instrumentations, and built up to strong climaxes, over which her vocals could be displayed. This new sound received mixed reviews from critics, with Arion Berger of Entertainment Weekly accusing her of preferring vocal acrobatics over dynamics and embarking on a trend of uninspiring, "crowd-pleasing ballads." Resultantly, she earned frequent comparisons to artists such as Whitney Houston and Mariah Carey. There were also signs that her work was becoming more clichd: critically, The Colour of My Love was not consistent with earlier works. However, while critical praise declined, Dion's releases performed increasingly well on the international charts, and in 1996 she won the World Music Award for "Worlds Best-selling Canadian Female Recording Artist of the Year" for the third time. By the mid-1990s, she had established herself as one of the best-selling artists in the world, among female performers such as Carey and Houston.
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          19961999: Worldwide commercial success


          Falling into You (1996), Dion's fourth Anglophone album, presented the singer at the height of her popularity, and showed a further progression of her music. In an attempt to reach a wider audience, the album combined many elements, such as ornate orchestral frills, African chanting, and outlandish musical effects. Additionally, instruments like the violin, Spanish guitar, trombone, the cavaquinho, and saxophone created a new sound. The singles encompassed a variety of musical styles. The title track " Falling into You" and " River Deep, Mountain High" (a Tina Turner cover) made prominent use of percussion instruments; " It's All Coming Back to Me Now" (a remake of Jim Steinman's song) and a remake of Eric Carmen's " All by Myself" kept their soft-rock atmosphere, but were combined with the classical sound of the piano; and the number-one single " Because You Loved Me," which was written by Diane Warren, was a maudlin ballad that served as the theme to the 1996 film Up Close & Personal. Falling into You garnered career-best reviews for Dion. While Dan Leroy wrote that it was not very different from her previous work, and Stephen Holden of The New York Times and Natalie Nichols of Los Angeles Times wrote that the album was formulaic, other critics such as Chuck Eddy of Entertainment Weekly, Stephen Thomas Erlewine of AMG, and Daniel Durchholz lavished the album as "compelling," "passionate," "stylish," "elegant," and "remarkably well-crafted." Falling Into You became Dion's most critically and commercially successful album: it topped the charts in many countries and became one of the best-selling albums of all time. It also won Grammy Awards for Best Pop Album, and the academy's highest honour Album of the Year. Dion's status on the world stage was further solidified when she was asked to perform " The Power of the Dream" at the opening ceremonies of the 1996 Atlanta Olympic Games. In March 1996, Dion launched the Falling into You Tour in support of her new album, giving concerts around the world for over a year.


          Dion followed Falling into You with Let's Talk About Love (1997), which was publicized as its sequel. The recording process took place in London, New York City, and Los Angeles, and featured a host of special guests, such as Barbra Streisand on " Tell Him"; the Bee Gees on " Immortality"; and world-renowned tenor Luciano Pavarotti on " I Hate You Then I Love You." Other musicians included Carole King, Sir George Martin, and Jamaican singer Diana King, who added a reggae tinge to " Treat Her Like a Lady." As the name suggests, the album had the same theme as Dion's preceding albums"love." However, emphasis was also placed on "brotherly love" with "Where Is the Love" and "Let's Talk About Love." The most successful single from the album became the classically influenced ballad " My Heart Will Go On," which was composed by James Horner, and produced by Horner and Walter Afanasieff. Serving as the love theme for the 1997 blockbuster film Titanic, the song topped the charts in many countries across the world, and became Dion's signature song. The singles "My Heart Will Go On" and "Think Twice" made her the only female artist in the UK to have two singles to sell more than a million copies. In support of her album, Dion embarked on the Let's Talk About Love Tour between 1998 and 1999, which received mixed reviews.


          Dion ended the 1990s with two more successful albums the Christmas album These Are Special Times (1998), and the compilation album All the Way... A Decade of Song (1999). On These Are Special Times, Dion became more involved in the writing process. The album was her most classically influenced yet, with orchestral arrangements found on virtually every track. " I'm Your Angel," a duet with R. Kelly, became Dion's fourth and final U.S. number one single, and another hit single across the world. All the Way... A Decade of Song drew together her most successful hits coupled with seven new songs, including the lead off single " That's the Way It Is," a cover of Roberta Flack's " The First Time Ever I Saw Your Face," and " All the Way," a duet with Frank Sinatra.


          By the end of the 1990s, Celine Dion had sold more than 100 million albums worldwide, and had won a slew of industry awards. Her status as one of the biggest divas of contemporary music was further solidified when she was asked to perform on VH1's Divas Live special in 1998, with superstars Aretha Franklin, Gloria Estefan, Shania Twain, and Mariah Carey. That year she also received two of the highest honours from her home country: "Officer of the Order of Canada for Outstanding Contribution to the World of Contemporary Music" and "Officer of the National Order of Quebec." A year later she was inducted into the Canadian Broadcast Hall of Fame, and was honoured with a star on Canada's Walk of Fame. She also won the Grammy Awards for " Best Female Pop Vocal Performance" and the most coveted " Record of the Year" for " My Heart Will Go On" (the song won four awards, but two were presented to the songwriters).


          Compared to her debut, both the quality and sound of Dion's music had also changed significantly. The soft-rock influences on her earlier releases were no longer prominent; they were replaced by more soul/adult contemporary styles. However, the theme of "love" remained in all her releases, and this led to many critics dismissing her work as banal. In a scathing review of Let's Talk About Love, Rob O'Connor wrote:


          
            
              	

              	What never ceases to amaze me is how the trite-est, most clich-ridden music often takes an assembly-line of lauded music industry professionals to perfect... Sinking ships are what I imagine as this tune [" My Heart Will Go On"] plows onward of four-plus minutes, and this album feels as if were never to end. Is it no wonder why I have such fears of going to the dentist?

              	
            

          


          Dion was also criticized for some of her remakes and duets. " The First Time Ever I Saw Your Face" and " All the Way" were described as disastrous and "creepy" by both Allison Stewart of The Chicago Tribune and Erlwine of All Music Guide. Even though she was still praised for her vocal abilities (Elysa Gardner of L.A Times called her voice a "technical marvel,") the much-favored vocal restraint heard on her early releases had also waned, and Steve Dollar, in reviewing These Are Special Times wrote that Dion was a "vocal Olympian for whom there ain't no mountainor scalehigh enough."
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          20002002: Career break


          After releasing and promoting thirteen albums during the 1990s, Dion stated that she needed to settle down, and announced on her latest album All the Way... A Decade of Song, that she needed to take a step back from the spotlight and enjoy life. Anglil's diagnosis with throat cancer also prompted her to hiatus. While on break, Dion was unable to escape the spotlight. In 2000, the National Enquirer published a false story about the singer. Brandishing a picture of Dion and her husband, the magazine misquoted Dion, printing the headline, "Celine  'I'm Pregnant With Twins!'" Dion later sued the magazine for more than twenty million dollars. The editors of the Enquirer printed an apology and a full retraction to Dion in the next issue, and donated money to the American Cancer Society in honour of Dion and her husband. A year after the incident, after undergoing fertility treatments, Dion gave birth to a son, Ren-Charles Dion Anglil, on January 25, 2001 in Florida.


          Following the September 11, 2001 attacks, Dion returned to the music scene, and in a televised performance sang " God Bless America" at the benefit concert America: A Tribute to Heroes. Chuck Taylor of Billboard wrote, "the performance... brings to mind what has made her one of the celebrated vocalists of our time: the ability to render emotion that shakes the soul. Affecting, meaningful, and filled with grace, this is a musical reflection to share with all of us still searching for ways to cope."
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          20022003: Return to music


          Dion's aptly titled A New Day Has Come, released in March 2002, ended her three-year break from the music industry. The album was Dion's most personal yet, and established a more mature side of Dion with the songs " A New Day Has Come," " I'm Alive," and " Goodbye's (The Saddest Word)," a change that resulted from her new-found maternal responsibilities, because, in her own words, "becoming a mother makes you a grown-up." She stated, "A New Day Has Come, for Rene, for me, is the baby. It has everything to do with the baby...That song ["A New Day Has Come"] represents very well the mood I'm feeling right now. It represents the whole album." While the album achieved commercial success, critical comments suggested that it was "forgettable" and the lyrics were "lifeless." Both Rob Sheffield of Rolling Stone magazine, and Ken Tucker of Entertainment Weekly, stated that Dion's music had not matured during her break, and classed her music as trite and mediocre. Sal Cinquemani of Slant magazine called the album "a lengthy collection of drippy, gooey pop fluffer-nutter."


          


          Drawing inspiration from personal experiences, Dion released One Heart (2003), an album that represented her appreciation for life. The album largely consisted of dance music  a deviation from the soaring, melodramatic ballads, for which she had once been given mixed reception. Although it achieved moderate success, One Heart hinted at Dions' inability to overcome the creative wall that she had hit, and words such as "predictable" and "banal" appeared even in the most lenient reviews. A cover of Roy Orbison's " I Drove All Night," released to launch her new advertising campaign with Chrysler, incorporated dance-pop and rock and roll and was called reminiscent of Cher's 1980s work. However, it was dismissed as Dion trying to please her sponsors.


          By the mid 2000s Dion's music had changed to the point where her releases possessed maternal overtones. Miracle (2004), a multimedia project conceived by Dion and photographer Anne Geddes, had a theme centering on babies and motherhood. The album was saturated with lullabies and other songs of maternal love and inspiration, the two most popular being covers of Louis Armstrong's " What a Wonderful World" and John Lennon's " Beautiful Boy." The reviews for Miracle were generally weak: while Charles Taylor of Billboard magazine wrote that the single "Beautiful Boy" was "an unexpected gem" and called Dion "a timeless, enormously versatile artist," Chuck Arnold of People Magazine labeled the album as excessively sentimental, while Nancy Miller of Entertainment Weekly opined that "the whole earth-mama act is just opportunism."


          The Francophone album 1 fille & 4 types (1 Girl & 4 Guys, 2003), fared better than her first two comebacks, and showed Dion trying to distance herself from the "diva" image. She recruited Jean-Jacques Goldman, Gildas Arzel, Eric Benzi, and Jacques Veneruso, with whom she had previously worked on two of her best selling French albums S'il suffisait d'aimer and D'eux. Labeled "the album of pleasure" by Dion herself, the cover showed Dion in a simple and relaxed manner, contrary to the choreographed poses usually found on her album covers. The album achieved relative critical success: reviewer Stephen Erlwine of All Music Guide wrote that Dion was "getting back to pop basics and performing at a level unheard in a while."


          Though her albums were relatively successful, signs of a decline began to appear in the poorer critical reception of The Collector's Series, Volume One (2000), A New Day Has Come (2002), and One Heart (2003). The mass appeal of Dion's later works had declined due to the nature of the themes. Her songs received less airplay as radio became less embracing of balladeers like Dion, Carey and Houston, and was focused on more up-tempo, Urban/ Hip-hop songs. However, by 2005 Dion had accumulated sales of more than 175 million records, and received the Chopard Diamond World Music award for becoming the best-selling female artist in the world.
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          20032007: A New Day... Live in Las Vegas


          


          In early 2002 Dion had announced a three-year, 600-show contract to appear five nights a week in an entertainment extravaganza, A New Day..., at Caesars Palace, Las Vegas. This move was seen as "one of the smartest business decisions in years by any major recording artist" given the relatively poor performance of her current releases. She conceived the idea for the show after seeing O by Franco Dragone early in her break from recording, and began on March 25, 2003, in a 4000-seat arena designed for her show. The show, put together by Dragone, is a combination of dance, music, and visual effects. It includes Dion performing her biggest hits against an array of dancers and special effects.


          Reviewer Mike Weatherford felt that, at first, Dion was not as relaxed as she should be, and at times, it was hard to find the singer among the excessive stage ornamentations and dancers. However, he noted that the show has become more enjoyable, due to Dion's improved stage-presence and simpler costumes. The show has also been well-received by audiences, despite the complaints of expensive tickets; the show has sold out almost every night since its 2003 opening. According to Pollstar, Dion had sold 322,000 tickets and grossed US$43.9 million in the first half of 2005, and by July 2005, she had sold out 315 out of 384 shows. By the end of 2005, Dion grossed more than US$76 million, placing sixth on Billboard's Money Makers list for 2005. A New Day... was the 6th biggest selling tour in America in 2006. Because of the show's success, Dion's contract was extended into 2007 for an undisclosed sum. On January 5, 2007 it was announced that the show will end on December 15, 2007, with tickets for the period after October 2007 having gone on sale from March 1. The Live in Las Vegas - A New Day... DVD was released on December 10, 2007 in Europe and the following day in North America.
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          2007present: Return to studio


          In 2005, Dion released her first comprehensive greatest hits album in French, On ne change pas, which features three new songs, including a duet with Il Divo called " I Believe in You". Her latest French language album, D'elles, released on May 21, 2007, debuted at the top of the Canadian album charts, selling 72,200 copies in its first week. It marked her tenth number-one album in the SoundScan era, and her eighth to debut at the top position. In Canada, the album has been certified 2x platinum, and within the first week has already shipped half a million units worldwide. D'Elles also reached No. 1 in France and Belgium. The first single " Et s'il n'en restait qu'une (je serais celle-l)" debuted at the top of the French singles chart a month earlier.


          On October 27, 2007 Dion appeared on the fourth series of the British talent contest, The X Factor, as a mentor to the show's contestants. She also performed " Taking Chances" on the live show which was her first UK performance for five years. Dion released her latest English album Taking Chances on November 12 in Europe, and on the 13th in North America. Her first studio album since 2003's One Heart, the album features pop, R&B, and rock inspired music. Dion has collaborated with John Shanks, ex- Evanescence guitarist Ben Moody, as well as Kristian Lundin, Peer Astrom, Linda Perry, and R&B singer-songwriter Ne-Yo. Dion stated, "I think this album represents a positive evolution in my career [...] I'm feeling strong, maybe a little gutsier than in the past, and just as passionate about music and life as I ever was." Dion will launch her year-long worldwide Taking Chances Tour on February 14, 2008 in South Africa.


          


          Artistry and image


          Dion grew up listening to the music of Aretha Franklin, Michael Jackson, Carole King, Anne Murray, Barbra Streisand, and the Bee Gees, all of whom she would eventually collaborate with. During her younger years, which she spent performing in her parents' piano bar along with her other siblings, she also performed many songs by Ginette Reno and other popular Quebecois artists. She has also expressed appreciation for dith Piaf, Sir Elton John, and opera singer Luciano Pavarotti, as well as many soul singers of the 1960s, 70's and 80's, including Roberta Flack, Etta James and Patti Labelle, whose songs she would later rerecord. Her English-language material has been influenced by numerous genres, including pop, rock, gospel, R&B and soul, and her lyrics focus on themes of poverty, world hunger, and spirituality, with an overemphasis on love and romance. After the birth of her child, her work also began to emphasize maternal bond and brotherly love.


          Dion has faced considerable criticism from many critics, who state that her music often retreats behind pop and soul conventions, and marked by excessive sentimentality. According to Keith Harris of Rolling Stone magazine, "[Dion's] sentimentality is bombastic and defiant rather than demure and retiring....[she] stands at the end of the chain of drastic devolution that goes Aretha-Whitney-Mariah. Far from being an aberration, Dion actually stands as a symbol of a certain kind of pop sensibility  bigger is better, too much is never enough, and the riper the emotion the more true." Dion's francophone releases, by contrast, tend to be deeper and more varied than her English releases, and consequently have achieved more credibility.


          Dion is often regarded as one of pop music's greatest and most influential voices and according to some sources, she possesses a five octave range. In MTV's "22 Greatest Voices in Music" countdown, she placed ninth (sixth for a female), and she was also placed fourth in Cove magazine's list of "The 100 Outstanding Pop Vocalists." Upon her debut, many critics had welcomed her restrained vocal inflections, and she was praised for her technical virtuosity and intensity. As Charles Alexander of Time writes, "Her voice glides effortlessly from deep whispers to dead-on high notes, a sweet siren that combines force with grace." As her music progressed, however, Dion's vocal performances came to resemble more closely those of her contemporaries, especially Whitney Houston and Mariah Carey, and she was heavily criticized for oversinging and for lacking the emotional intensity that once was a part of her earlier work. One critic noted that the emotion, "seems to have been trained right out of her lovely voice," leaving her with "more voice than heart."


          Many critics have stated that Dion's involvement in the production aspect of her music is fundamentally lacking, which results in her work being overproduced and impersonal. Additionally, while she came from a family in which all of her siblings were musicians, she never learned to play any musical instruments. However, she did help to compose many of her earlier French songs, and had always tried to involve herself with the production and recording of her albums. On her first English album, which she recorded before she had a firm command of the English language, she expressed disapproval of the record, which, according to her, could have been avoided if she had assumed more creative input. By the time she released her second English album Celine Dion, she had assumed more control of the production and recording process, hoping to dispel earlier criticisms. She stated, "On the second album I said, 'Well, I have the choice to be afraid one more time and not be 100 percent happy, or not be afraid and be part of this album.' This is my album." She would continue to involve herself in the production of subsequent releases, helping to write a few of her songs on Let's Talk About Love (1997) and These Are Special Times (1998).


          Despite her success, Dion is often the subject of media ridicule and parody. She is frequently impersonated on shows like MADtv, Saturday Night Live and South Park for her strong accent, as well as her conservative nature and on-stage movements. She is also heavily mocked in her home country of Canada on popular shows Royal Canadian Air Farce and This Hour Has 22 Minutes. However, Dion has stated that she is unaffected by the comments, and has even stated that she is flattered that people take the time to impersonate her. She even invited Ana Gasteyer, who parodied her on SNL, to appear on stage during one of her performances.


          Dion is rarely the centre of media controversies. However, in 2005, following the Hurricane Katrina disaster, she appeared on Larry King Live and tearfully criticized U.S. President George W. Bush regarding the Iraq War and his slow response in aiding the victims of Hurricane Katrina: "How come it's so easy to send planes in another country, to kill everyone in a second, to destroy lives? We need to be there right now to rescue the rest of the people." She later claimed, "When I do interviews with Larry King or the big TV shows like that, they put you on the spot, which is very difficult. I do have an opinion, but I'm a singer. I'm not a politician."


          


          Other activities


          Dion became an entrepreneur with the establishment of her franchise restaurant "Nickels" in 1990. She has since divested her interests in the chain and is no longer affiliated with Nickels as of 1997. She also has a range of eyewear and a line of perfume, manufactured by Coty, Inc.. In October 2004, Canada's national air carrier Air Canada hired Dion as part of the new promotional campaign as the airline unveiled new in-flight service products and new aircraft livery. " You and I," the theme song sung by Dion, was written by advertising executives working for Air Canada.


          Dion has actively supported many charity organizations worldwide. She has promoted the Canadian Cystic Fibrosis Foundation (CCFF) since 1982 and became the foundation's National Celebrity Patron in 1993. She has an emotional attachment to the foundation; her niece Karine succumbed to the disease at the age of sixteen. In 2003, Dion joined a number of other celebrities, athletes and politicians, including Josh Groban and Yolanda Adams, to support "World Children's Day", a global fundraising effort sponsored by McDonald's. The effort raised money from more than 100 countries and benefited many orphanages and children's health organizations. Dion has also been a major supporter of the T.J. Martell Foundation, the Diana Princess of Wales Memorial Fund, and many health and education campaigns. She also donated $1 million to the victims of Hurricane Katrina, and held a fund-raising event for the victims of the 2004 Asian Tsunami, raising more than $1 million.


          


          Selected discography


          The following is a selective list of Dion's Anglophone and Francophone releases. To view an exhaustive list of her discography, see Celine Dion albums discography and Celine Dion singles discography.


          
            
              	
                

                English-language studio albums


                
                  	1990: Unison


                  	1992: Celine Dion


                  	1993: The Colour of My Love


                  	1996: Falling into You


                  	1997: Let's Talk About Love


                  	2002: A New Day Has Come


                  	2003: One Heart


                  	2007: Taking Chances

                

              

              	
                

                French-language studio albums


                
                  	1987: Incognito


                  	1991: Dion chante Plamondon


                  	1995: D'eux


                  	1998: S'il suffisait d'aimer


                  	2003: 1 fille & 4 types


                  	2007: D'elles

                

              
            

          


          


          Singles


          
            
              
                	Year

                	Single

                	Peak positions
              


              
                	CAN

                	U.S.

                	UK

                	FRA
              


              
                	1990

                	" Where Does My Heart Beat Now"

                	6

                	4

                	72

                	20
              


              
                	1992

                	" If You Asked Me To"

                	3

                	4

                	57

                	
              


              
                	" Beauty and the Beast" (duet with Peabo Bryson)

                	2

                	9

                	9

                	
              


              
                	1993

                	" The Power of Love"

                	1

                	1

                	4

                	3
              


              
                	" Un garon pas comme les autres (Ziggy)"

                	

                	

                	

                	2
              


              
                	1994

                	" Think Twice"

                	14

                	95

                	1

                	
              


              
                	1995

                	" Pour que tu m'aimes encore"

                	

                	

                	7

                	1
              


              
                	" Je sais pas"

                	

                	

                	

                	1
              


              
                	1996

                	" Because You Loved Me"

                	1

                	1

                	5

                	19
              


              
                	" It's All Coming Back to Me Now"

                	2

                	2

                	3

                	13
              


              
                	1997

                	" All by Myself"

                	

                	4

                	6

                	5
              


              
                	" Tell Him" (duet with Barbra Streisand)

                	12

                	

                	3

                	4
              


              
                	1998

                	" The Reason"

                	

                	

                	11

                	1
              


              
                	" My Heart Will Go On"

                	14

                	1

                	1

                	1
              


              
                	" Immortality"(duet with the Bee Gees)

                	

                	

                	5

                	15
              


              
                	" I'm Your Angel" (duet with R. Kelly)

                	37

                	1

                	3

                	97
              


              
                	" S'il suffisait d'aimer"

                	

                	

                	

                	4
              


              
                	2000

                	" I Want You to Need Me"

                	1

                	

                	

                	
              


              
                	2001

                	" Sous le vent" (duet with Garou)

                	14

                	

                	

                	1
              


              
                	2002

                	" A New Day Has Come"

                	2

                	22

                	7

                	23
              


              
                	2003

                	" I Drove All Night"

                	1

                	45

                	27

                	22
              


              
                	" Tout l'or des hommes"

                	2

                	

                	

                	3
              


              
                	2005

                	" Je ne vous oublie pas"

                	

                	

                	

                	2
              


              
                	2007

                	" Et s'il n'en restait qu'une (je serais celle-l)"

                	

                	

                	

                	1
              


              
                	Number of number-one singles

                	4

                	4

                	2

                	6
              

            

          


          


          Tours


          
            
              	Year

              	Title

              	Format
            


            
              	19831984

              	Les chemins de ma maison tourne

              	None
            


            
              	1985

              	C'est pour toi tourne

              	Vinyl Cline Dion en concert
            


            
              	1988

              	Incognito tourne

              	None
            


            
              	19901991

              	Unison Tour

              	VHS Unison
            


            
              	19921993

              	Celine Dion Tour

              	None
            


            
              	19941995

              	The Colour of My Love Tour

              	DVD, VHS The Colour of My Love Concert; CD  l'Olympia
            


            
              	1995

              	D'eux Tour

              	DVD, VHS Live  Paris; CD Live  Paris
            


            
              	19961997

              	Falling into You Tour

              	VHS Live in Memphis
            


            
              	19981999

              	Let's Talk About Love Tour

              	DVD, VHS Au cur du stade; CD Au cur du stade
            


            
              	20032007

              	A New Day...

              	DVD Live in Las Vegas - A New Day...; CD A New Day... Live in Las Vegas
            


            
              	20082009

              	Taking Chances Tour

              	None
            

          


          


          Filmography


          
            	Touched by an Angel


            	The Nanny


            	La fureur de Celine


            	Des fleurs sur la neige
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        Cell (biology)
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              Cells in culture, stained for keratin (red) and DNA (green)
            

          


          The cell is the structural and functional unit of all known living organisms. It is the smallest unit of an organism that is classified as living, and is sometimes called the building block of life. Some organisms, such as most bacteria, are unicellular (consist of a single cell). Other organisms, such as humans, are multicellular. (Humans have an estimated 100 trillion or 1014 cells; a typical cell size is 10 m; a typical cell mass is 1nanogram.) The largest known cell is an ostrich egg. In 1837 before the final cell theory was developed, a Czech Jan Evangelista Purkyně observed small "granules" while looking at the plant tissue through a microscope. The cell theory, first developed in 1839 by Matthias Jakob Schleiden and Theodor Schwann, states that all organisms are composed of one or more cells. All cells come from preexisting cells. Vital functions of an organism occur within cells, and all cells contain the hereditary information necessary for regulating cell functions and for transmitting information to the next generation of cells.


          The word cell comes from the Latin cellula, meaning, a small room. The descriptive name for the smallest living biological structure was chosen by Robert Hooke in a book he published in 1665 when he compared the cork cells he saw through his microscope to the small rooms monks lived in.


          


          General principles


          Each cell is at least somewhat self-contained and self-maintaining: it can take in nutrients, convert these nutrients into energy, carry out specialized functions, and reproduce as necessary. Each cell stores its own set of instructions for carrying out each of these activities.
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              Mouse cells grown in a culture dish. These cells grow in large clumps, but each individual cell is about 10 micrometres across
            

          


          All cells have several different abilities:


          
            	Reproduction by cell division: ( binary fission/ mitosis or meiosis).


            	Use of enzymes and other proteins coded for by DNA genes and made via messenger RNA intermediates and ribosomes.


            	Metabolism, including taking in raw materials, building cell components, converting energy, molecules and releasing by-products. The functioning of a cell depends upon its ability to extract and use chemical energy stored in organic molecules. This energy is released and then used in metabolic pathways.


            	Response to external and internal stimuli such as changes in temperature, pH or levels of nutrients.


            	Cell contents are contained within a cell surface membrane that is made from a lipid bilayer with proteins embedded in it.

          


          Some prokaryotic cells contain important internal membrane-bound compartments, but eukaryotic cells have a specialized set of internal membrane compartments. Material is moved between these compartments by regulated traffic and transport of small spheres of membrane-bound material called vesicles.



          


          Anatomy of cells


          There are two types of cells: eukaryotic and prokaryotic. Prokaryotic cells are usually independent, while eukaryotic cells are often found in multicellular organisms.


          


          Prokaryotic cells


          
            [image: Diagram of a typical prokaryotic cell]

            
              Diagram of a typical prokaryotic cell
            

          


          Prokaryotes differ from eukaryotes since they lack a nuclear membrane and a cell nucleus. Prokaryotes also lack most of the intracellular organelles and structures that are seen in eukaryotic cells. There are two kinds of prokaryotes, bacteria and archaea, but these are similar in the overall structures of their cells. Most functions of organelles, such as mitochondria, chloroplasts, and the Golgi apparatus, are taken over by the prokaryotic cell's plasma membrane. Prokaryotic cells have three architectural regions: appendages called flagella and pili  proteins attached to the cell surface; a cell envelope - consisting of a capsule, a cell wall, and a plasma membrane; and a cytoplasmic region that contains the cell genome (DNA) and ribosomes and various sorts of inclusions. Other differences include:


          
            	The plasma membrane (a phospholipid bilayer) separates the interior of the cell from its environment and serves as a filter and communications beacon.


            	Most prokaryotes have a cell wall (some exceptions are Mycoplasma (bacteria) and Thermoplasma (archaea)). This wall consists of peptidoglycan in bacteria, and acts as an additional barrier against exterior forces. It also prevents the cell from "exploding" ( cytolysis) from osmotic pressure against a hypotonic environment. A cell wall is also present in some eukaryotes like plants (cellulose) and fungi, but has a different chemical composition.


            	A prokaryotic chromosome is usually a circular molecule (an exception is that of the bacterium Borrelia burgdorferi, which causes Lyme disease). Even without a real nucleus, the DNA is condensed in a nucleoid. Prokaryotes can carry extrachromosomal DNA elements called plasmids, which are usually circular. Plasmids can carry additional functions, such as antibiotic resistance.

          


          


          Eukaryotic cells
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              Diagram of a typical animal (eukaryotic) cell, showing subcellular components.

              Organelles:

              (1) nucleolus

              (2) nucleus

              (3) ribosome

              (4) vesicle

              (5) rough endoplasmic reticulum (ER)

              (6) Golgi apparatus

              (7) Cytoskeleton

              (8) smooth endoplasmic reticulum

              (9) mitochondria

              (10) vacuole

              (11) cytoplasm

              (12) lysosome

              (13) centrioles within centrosome
            

          


          Eukaryotic cells are about 10 times the size of a typical prokaryote and can be as much as 1000 times greater in volume. The major difference between prokaryotes and eukaryotes is that eukaryotic cells contain membrane-bound compartments in which specific metabolic activities take place. Most important among these is the presence of a cell nucleus, a membrane-delineated compartment that houses the eukaryotic cell's DNA. It is this nucleus that gives the eukaryote its name, which means "true nucleus." Other differences include:


          
            	The plasma membrane resembles that of prokaryotes in function, with minor differences in the setup. Cell walls may or may not be present.


            	The eukaryotic DNA is organized in one or more linear molecules, called chromosomes, which are associated with histone proteins. All chromosomal DNA is stored in the cell nucleus, separated from the cytoplasm by a membrane. Some eukaryotic organelles such as mitochondria also contain some DNA.


            	Eukaryotes can move using cilia or flagella. The flagella are more complex than those of prokaryotes.

          


          
            
              Table 1: Comparison of features of prokaryotic and eukaryotic cells
            

            
              	

              	Prokaryotes

              	Eukaryotes
            


            
              	Typical organisms

              	bacteria, archaea

              	protists, fungi, plants, animals
            


            
              	Typical size

              	~ 1-10 m

              	~ 10-100 m ( sperm cells, apart from the tail, are smaller)
            


            
              	Type of nucleus

              	nucleoid region; no real nucleus

              	real nucleus with double membrane
            


            
              	DNA

              	circular (usually)

              	linear molecules ( chromosomes) with histone proteins
            


            
              	RNA-/protein-synthesis

              	coupled in cytoplasm

              	RNA-synthesis inside the nucleus

              protein synthesis in cytoplasm
            


            
              	Ribosomes

              	50S+30S

              	60S+40S
            


            
              	Cytoplasmatic structure

              	very few structures

              	highly structured by endomembranes and a cytoskeleton
            


            
              	Cell movement

              	flagella made of flagellin

              	flagella and cilia containing microtubules; lamellipodia and filopodia containing actin
            


            
              	Mitochondria

              	none

              	one to several thousand (though some lack mitochondria)
            


            
              	Chloroplasts

              	none

              	in algae and plants
            


            
              	Organization

              	usually single cells

              	single cells, colonies, higher multicellular organisms with specialized cells
            


            
              	Cell division

              	Binary fission (simple division)

              	Mitosis (fission or budding)

              Meiosis
            

          


          
            
              Table 2: Comparison of structures between animal and plant cells
            

            
              	

              	Typical animal cell

              	Typical plant cell
            


            
              	Organelles

              	
                
                  	Nucleus

                    
                      	Nucleolus (within nucleus)

                    

                  


                  	Rough endoplasmic reticulum (ER)


                  	Smooth ER


                  	Ribosomes


                  	Cytoskeleton


                  	Golgi apparatus


                  	Cytoplasm


                  	Mitochondria


                  	Vesicles


                  	Lysosomes


                  	Centrosome

                    
                      	Centrioles

                    

                  


                  	Vacuoles

                

              

              	
                
                  	Nucleus

                    
                      	Nucleolus (within nucleus)

                    

                  


                  	Rough ER


                  	Smooth ER


                  	Ribosomes


                  	Cytoskeleton


                  	Golgi apparatus ( dictiosomes)


                  	Cytoplasm


                  	Mitochondria


                  	Vesicles


                  	Chloroplast and other plastids


                  	Central vacuole(large)

                    
                      	Tonoplast (central vacuole membrane)

                    

                  


                  	Peroxisome (e.g. Glyoxysome)


                  	Vacuoles

                

              
            


            
              	Additional structures

              	
                
                  	Plasma membrane


                  	Flagellum


                  	Cilium

                

              

              	
                
                  	Plasma membrane


                  	Flagellum (only in gametes)


                  	Cell wall


                  	Plasmodesmata

                

              
            

          


          


          Subcellular components
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              The cells of eukaryotes (left) and prokaryotes (right).
            

          


          All cells, whether prokaryotic or eukaryotic, have a membrane that envelops the cell, separates its interior from its environment, regulates what moves in and out (selectively permeable), and maintains the electric potential of the cell. Inside the membrane, a salty cytoplasm takes up most of the cell volume. All cells possess DNA, the hereditary material of genes, and RNA, containing the information necessary to build various proteins such as enzymes, the cell's primary machinery. There are also other kinds of biomolecules in cells. This article will list these primary components of the cell, then briefly describe their function.


          


          Cell membrane: A cell's defining boundary


          The cytoplasm of a cell is surrounded by a cell membrane or plasma membrane. The plasma membrane in plants and prokaryotes is usually covered by a cell wall. This membrane serves to separate and protect a cell from its surrounding environment and is made mostly from a double layer of lipids ( hydrophobic fat-like molecules) and hydrophilic phosphorus molecules. Hence, the layer is called a phospholipid bilayer. It may also be called a fluid mosaic membrane. Embedded within this membrane is a variety of protein molecules that act as channels and pumps that move different molecules into and out of the cell. The membrane is said to be 'semi-permeable', in that it can either let a substance (molecule or ion) pass through freely, pass through to a limited extent or not pass through at all. Cell surface membranes also contain receptor proteins that allow cells to detect external signalling molecules such as hormones.


          


          Cytoskeleton: A cell's scaffold


          The cytoskeleton acts to organize and maintain the cell's shape; anchors organelles in place; helps during endocytosis, the uptake of external materials by a cell, and cytokinesis, the separation of daughter cells after cell division; and moves parts of the cell in processes of growth and mobility. The eukaryotic cytoskeleton is composed of microfilaments, intermediate filaments and microtubules. There is a great number of proteins associated with them, each controlling a cell's structure by directing, bundling, and aligning filaments. The prokaryotic cytoskeleton is less well-studied but is involved in the maintenance of cell shape, polarity and cytokinesis.


          


          Genetic material


          Two different kinds of genetic material exist: deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). Most organisms use DNA for their long-term information storage, but some viruses (e.g., retroviruses) have RNA as their genetic material. The biological information contained in an organism is encoded in its DNA or RNA sequence. RNA is also used for information transport (e.g., mRNA) and enzymatic functions (e.g., ribosomal RNA) in organisms that use DNA for the genetic code itself. Transfer RNA (tRNA) molecules are used to add specific amino acids during the process of protein translation.


          Prokaryotic genetic material is organized in a simple circular DNA molecule (the bacterial chromosome) in the nucleoid region of the cytoplasm. Eukaryotic genetic material is divided into different, linear molecules called chromosomes inside a discrete nucleus, usually with additional genetic material in some organelles like mitochondria and chloroplasts (see endosymbiotic theory).


          A human cell has genetic material in the nucleus (the nuclear genome) and in the mitochondria (the mitochondrial genome). In humans the nuclear genome is divided into 23 pairs of linear DNA molecules called chromosomes. The mitochondrial genome is a circular DNA molecule distinct from the nuclear DNA. Although the mitochondrial DNA is very small compared to nuclear chromosomes, it codes for 13 proteins involved in mitochondrial energy production as well as specific tRNAs.


          Foreign genetic material (most commonly DNA) can also be artificially introduced into the cell by a process called transfection. This can be transient, if the DNA is not inserted into the cell's genome, or stable, if it is. Certain viruses also insert their genetic material into the genome.


          


          Organelles


          The human body contains many different organs, such as the heart, lung, and kidney, with each organ performing a different function. Cells also have a set of "little organs," called organelles, that are adapted and/or specialized for carrying out one or more vital functions.


          There are several types of organelles within an animal cell. Some (such as the nucleus and golgi apparatus) are typically solitary, while others (such as mitochondria, peroxisomes and lysosomes) can be numerous (hundreds to thousands). The cytosol is the gelatinous fluid that fills the cell and surrounds the organelles.


          
            	Mitochondria and Chloroplasts (the power generators)


            	Mitochondria are self-replicating organelles that occur in various numbers, shapes, and sizes in the cytoplasm of all eukaryotic cells. Mitochondria play a critical role in generating energy in the eukaryotic cell. Mitochondria generate the cell's energy by the process of oxidative phosphorylation, utilizing oxygen to release energy stored in cellular nutrients (typically pertaining to glucose) to generate ATP. Mitochondria multiply by splitting in two.

          


          
            	Organelles that are modified chloroplasts are broadly called plastids, and are involved in energy storage through the process of photosynthesis, which utilizes solar energy to generate carbohydrates and oxygen from carbon dioxide and water.

          


          
            	Mitochondria and chloroplasts each contain their own genome, which is separate and distinct from the nuclear genome of a cell. Both of these organelles contain this DNA in circular plasmids, much like prokaryotic cells, strongly supporting the evolutionary theory of endosymbiosis; since these organelles contain their own genomes and have other similarities to prokaryotes, they are thought to have developed through a symbiotic relationship after being engulfed by a primitive cell.

          


          
            	Ribosomes


            	The ribosome is a large complex of RNA and protein molecules. This is where proteins are produced. Ribosomes can be found either foating freely or bound to a membrane (the rough endoplasmatic reticulum in eukaryotes, or the cell membrane in prokaryotes).

          


          
            
              	
                
                  	Cell nucleus (a cell's information centre)


                  	The cell nucleus is the most conspicuous organelle found in a eukaryotic cell. It houses the cell's chromosomes, and is the place where almost all DNA replication and RNA synthesis ( transcription) occur. The nucleus is spherical in shape and separated from the cytoplasm by a double membrane called the nuclear envelope. The nuclear envelope isolates and protects a cell's DNA from various molecules that could accidentally damage its structure or interfere with its processing. During processing, DNA is transcribed, or copied into a special RNA, called mRNA. This mRNA is then transported out of the nucleus, where it is translated into a specific protein molecule. The nucleolus is a specialized region within the nucleus where ribosome subunits are assembled. In prokaryotes, DNA processing takes place in the cytoplasm.
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                  	Endoplasmic reticulum (eukaryotes only)


                  	The endoplasmic reticulum (ER) is the transport network for molecules targeted for certain modifications and specific destinations, as compared to molecules that will float freely in the cytoplasm. The ER has two forms: the rough ER, which has ribosomes on its surface and secretes proteins into the cytoplasm, and the smooth ER, which lacks them. Smooth ER plays a role in calcium sequestration and release.

                

              
            


            
              	
                
                  	Golgi apparatus (eukaryotes only)


                  	The primary function of the Golgi apparatus is to process and package the macromolecules such as proteins and lipids that are synthesized by the cell. It is particularly important in the processing of proteins for secretion. The Golgi apparatus forms a part of the endomembrane system of eukaryotic cells. Vesicles that enter the Golgi apparatus are processed in a cis to trans direction, meaning they coalesce on the cis side of the apparatus and after processing pinch off on the opposite (trans) side to form a new vesicle in the animal cell.
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                  	Lysosomes and Peroxisomes (eukaryotes only)


                  	Lysosomes contain digestive enzymes (acid hydrolases). They digest excess or worn-out organelles, food particles, and engulfed viruses or bacteria. Peroxisomes have enzymes that rid the cell of toxic peroxides. The cell could not house these destructive enzymes if they were not contained in a membrane-bound system. These organelles are often called a "suicide bag" because of their ability to detonate and destroy the cell.

                

              
            


            
              	
                
                  	Centrosome (the cytoskeleton organiser)


                  	The centrosome produces the microtubules of a cell - a key component of the cytoskeleton. It directs the transport through the ER and the Golgi apparatus. Centrosomes are composed of two centrioles, which separate during cell division and help in the formation of the mitotic spindle. A single centrosome is present in the animal cells. They are also found in some fungi and algae cells.

                

              
            


            
              	
                
                  	Vacuoles


                  	Vacuoles store food and waste. Some vacuoles store extra water. They are often described as liquid filled space and are surrounded by a membrane. Some cells, most notably Amoeba, have contractile vacuoles, which are able to pump water out of the cell if there is too much water.

                


                Structures outside the cell wall


                Capsule


                It is present only in some bacteria outside the cell wall. It is gelatinous in nature. The capsule may be polysaccharide as in pneumococci, meningococci or polypeptide as bacillus anthracis or hyaluronic acid as in streptococci. Capsules not stained by ordinary stain and can detected by special stain. The capsule is antigenic. The capsule has antiphagocytic function so it determines the virulence of many bacteria. It also plays a role in attachment of the organism to mucous membranes.


                Flagella


                Flagella are the organ of mobility. They arise from cytoplasm and extrude through the cell wall. They are long and thick thread like appendages, protein in nature, formed of flagellin protein (antigenic). They can not be stained by gram stain. They have a special stain. According to their arrangement they may be monotrichate, amphitrichate, lophotrichate, peritrichate.


                Fimbriae (pili)


                They are short and thin hair like filaments, formed of protein called pilin (antigenic). Fimbriae are responsible for attachement of bacteria to specific receptors of human cell (adherence). There are special types of pili called (sex pili) involved in the process of conjunction.


                Cell functions


                Cell growth and metabolism


                Between successive cell divisions, cells grow through the functioning of cellular metabolism.


                Cell metabolism is the process by which individual cells process nutrient molecules. Metabolism has two distinct divisions: catabolism, in which the cell breaks down complex molecules to produce energy and reducing power, and anabolism, in which the cell uses energy and reducing power to construct complex molecules and perform other biological functions. Complex sugars consumed by the organism can be broken down into a less chemically-complex sugar molecule called glucose. Once inside the cell, glucose is broken down to make adenosine triphosphate (ATP), a form of energy, via two different pathways.


                The first pathway, glycolysis, requires no oxygen and is referred to as anaerobic metabolism. Each reaction is designed to produce some hydrogen ions that can then be used to make energy packets (ATP). In prokaryotes, glycolysis is the only method used for converting energy.


                The second pathway, called the Krebs cycle, or citric acid cycle, occurs inside the mitochondria and is capable of generating enough ATP to run all the cell functions.
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                    An overview of protein synthesis.

                    Within the nucleus of the cell (light blue), genes (DNA, dark blue) are transcribed into RNA. This RNA is then subject to post-transcriptional modification and control, resulting in a mature mRNA (red) that is then transported out of the nucleus and into the cytoplasm (peach), where it undergoes translation into a protein. mRNA is translated by ribosomes (purple) that match the three-base codons of the mRNA to the three-base anti-codons of the appropriate tRNA. Newly-synthesized proteins (black) are often further modified, such as by binding to an effector molecule (orange), to become fully active.
                  

                


                Creation of new cells


                Cell division involves a single cell (called a mother cell) dividing into two daughter cells. This leads to growth in multicellular organisms (the growth of tissue) and to procreation ( vegetative reproduction) in unicellular organisms.


                Prokaryotic cells divide by binary fission. Eukaryotic cells usually undergo a process of nuclear division, called mitosis, followed by division of the cell, called cytokinesis. A diploid cell may also undergo meiosis to produce haploid cells, usually four. Haploid cells serve as gametes in multicellular organisms, fusing to form new diploid cells.


                DNA replication, or the process of duplicating a cell's genome, is required every time a cell divides. Replication, like all cellular activities, requires specialized proteins for carrying out the job.


                Protein synthesis


                Cells are capable of synthesizing new proteins, which are essential for the modulation and maintenance of cellular activities. This process involves the formation of new protein molecules from amino acid building blocks based on information encoded in DNA/RNA. Protein synthesis generally consists of two major steps: transcription and translation.


                Transcription is the process where genetic information in DNA is used to produce a complementary RNA strand. This RNA strand is then processed to give messenger RNA (mRNA), which is free to migrate through the cell. mRNA molecules bind to protein-RNA complexes called ribosomes located in the cytosol, where they are translated into polypeptide sequences. The ribosome mediates the formation of a polypeptide sequence based on the mRNA sequence. The mRNA sequence directly relates to the polypeptide sequence by binding to transfer RNA (tRNA) adapter molecules in binding pockets within the ribosome. The new polypeptide then folds into a functional three-dimensional protein molecule.


                Cell movement or motility


                Cells can move during many processes: such as wound healing, the immune response and cancer metastasis. For wound healing to occur, white blood cells and cells that ingest bacteria move to the wound site to kill the microorganisms that cause infection. A the same time fibroblasts (connective tissue cells) move there to remodel damaged structures. In the case of tumor development, cells from a primary tumor move away and spread to other parts of the body. Cell motility involves many receptors, crosslinking, bundling, binding, adhesion, motor and other proteins. The process is divided into three steps - protrusion of the leading edge of the cell, adhesion of the leading edge and deadhesion at the cell body and rear, and cytoskeletal contraction to pull the cell forward. Each of these steps is driven by physical forces generated by unique segments of the cytoskeleton.


                Origins of cells


                The origin of cells has to do with the origin of life, which began the history of life on Earth. The birth of the cell marked the passage from prebiotic chemistry to biological life.


                Origin of the first cell


                
                  	For more information, RNA world hypothesis


                  	For more information, Last universal ancestor

                


                The unit of selection in modern organisms and populations of organisms is not clear, with natural selection being proposed to work at the level of genes, cells, individual organisms, groups of organisms and even species. None of these models are mutually-exclusive and selection may act on multiple levels simultaneously. However, in a gene-centered view of evolution, life is regarded in terms of replicatorsthat is the DNA molecules in the organism. If freely-floating DNA molecules that code for enzymes are not enclosed in cells, the enzymes that benefit a given replicator (for example, by producing nucleotides) may do so less efficiently, and may in fact benefit competing replicators. If the entire DNA molecule of a replicator is enclosed in a cell, then the enzymes coded from the molecule will be kept close to the DNA molecule itself. The replicator will directly benefit from its encoded enzymes.


                Biochemically, cell-like spheroids formed by proteinoids are observed by heating amino acids with phosphoric acid as a catalyst. They bear many of the basic features provided by cell membranes. Proteinoid-based protocells enclosing RNA molecules may have been the first cellular life forms on Earth. Some amphiphiles have the tendency to spontaneously form membranes in water. A spherically closed membrane contains water and is a hypothetical precursor to the modern cell membrane composed of proteins and phospholipid bilayer membranes.


                Origin of eukaryotic cells


                The eukaryotic cell seems to have evolved from a symbiotic community of prokaryotic cells. It is almost certain that DNA-bearing organelles like the mitochondria and the chloroplasts are what remains of ancient symbiotic oxygen-breathing proteobacteria and cyanobacteria, respectively, where the rest of the cell seems to be derived from an ancestral archaean prokaryote cell  a theory termed the endosymbiotic theory.


                There is still considerable debate about whether organelles like the hydrogenosome predated the origin of mitochondria, or viceversa: see the hydrogen hypothesis for the origin of eukaryotic cells.


                Sex, as the stereotyped choreography of meiosis and syngamy that persists in nearly all extant eukaryotes, may have played a role in the transition from prokaryotes to eukaryotes. An 'origin of sex as vaccination' theory suggests that the eukaryote genome accreted from prokaryan parasite genomes in numerous rounds of lateral gene transfer. Sex-as-syngamy (fusion sex) arose when infected hosts began swapping nuclearized genomes containing coevolved, vertically transmitted symbionts that conveyed protection against horizontal infection by more virulent symbionts.


                History


                
                  	1632  1723: Antonie van Leeuwenhoek teaches himself to grind lenses, builds a microscope and draws protozoa, such as Vorticella from rain water, and bacteria from his own mouth.


                  	1665: Robert Hooke discovers cells in cork, then in living plant tissue using an early microscope.


                  	1839: Theodor Schwann and Matthias Jakob Schleiden elucidate the principle that plants and animals are made of cells, concluding that cells are a common unit of structure and development, and thus founding the cell theory.


                  	The belief that life forms are able to occur spontaneously ( generatio spontanea) is contradicted by Louis Pasteur (1822  1895) (although Francesco Redi had performed an experiment in 1668 that suggested the same conclusion).


                  	1855: Rudolph Virchow states that cells always emerge from cell divisions (omnis cellula ex cellula).


                  	1931: Ernst Ruska builds first transmission electron microscope (TEM) at the University of Berlin. By 1935, he has built an EM with twice the resolution of a light microscope, revealing previously-unresolvable organelles.


                  	1953: Watson and Crick made their first announcement on the double- helix structure for DNA on February 28.


                  	1981: Lynn Margulis published Symbiosis in Cell Evolution detailing the endosymbiotic theory.

                

              
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cell_(biology)"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Cello


        
          

          
            
              Cello

              Violoncello
            

            
              	
                
                  [image: Cello]
                


                


                
                  
                    	Classification
                  


                  
                    	
                      String instrument ( bowed)

                    
                  


                  
                    	Playing range
                  


                  
                    	
                      
                        [image: ]
                      

                    
                  


                  
                    	Related instruments
                  


                  
                    	
                      
                        	Violin family (violin, viola)


                        	Viol family (includes double bass)

                      

                    
                  


                  
                    	Musicians
                  


                  
                    	
                      
                        	List of Cellists

                      

                    
                  

                

              
            

          


          The violoncello (abbreviated to cello, or 'cello, plural cellos or cellithe c is pronounced [tʃ], as in the ch in "checkers", thus "Chell-lo") is a bowed string instrument. A person who plays a cello is called a cellist. The cello is used as a solo instrument, in chamber music, and as a member of the string section of an orchestra.


          


          Description
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              Study of a three-quarter size cello.
            

          


          The name cello is an abbreviation of the Italian violoncello, which means "little violone", referring to the violone, the lowest-pitched instrument of the viol family, the group of string instruments that were superseded by the violin family. Cellos are tuned in fifths, starting with C2 (two octaves below middle C) as the lowest string, followed by G3, D4, and A4. It is tuned the same way as the viola, only an octave lower.


          The cello is most closely associated with European classical music, and has been described as the closest sounding instrument to the human voice. The instrument is a part of the standard orchestra and is the bass voice of the string quartet, as well as being part of many other chamber groups. A large number of concertos and sonatas have been written for the cello. The instrument is less common in popular music, but is sometimes featured in pop and rock recordings. The cello has also recently appeared in major hip-hop and R & B performances, such as singers Rihanna and Ne-Yo's performance at the American Music Awards. The instrument has also been modified for Indian classical music by Nancy Lesh and Saskia Rao-de Haas.


          Among the most famous Baroque works for the cello are J. S. Bach's six unaccompanied Suites. From the Classical era, the two concertos by Joseph Haydn in C major and D major stand out, as do the five sonatas for cello and pianoforte of Beethoven which span the important three periods of his compositional evolution. Romantic era repertoire includes the Schumann Concerto in A minor, the Concerto by Antonn Dvořk, and the two sonatas by Brahms. Compositions from the early 20th century include Elgar's Cello Concerto in E minor, unaccompanied cello sonatas by Zoltn Kodly (Op.8), Paul Hindemith (Op.25) and W.H. Squire . The cello's versatility made it popular with composers in the mid- to late twentieth century such as Prokofiev, Shostakovich, Britten, Ligeti and Dutilleux, encouraged by soloists who specialized in contemporary music (such as Siegfried Palm and Mstislav Rostropovich) commissioning from and collaborating with composers.


          


          Construction


          


          Body


          The cello is typically made from wood, although other materials such as carbon fibre or aluminium may be used. A traditional cello has a spruce top, with maple for the back, sides, and neck. Other woods, such as poplar or willow, are sometimes used for the back and sides. Less expensive cellos frequently have tops and backs made of laminated wood.


          The top and back are traditionally hand-carved, though less expensive cellos are often machine-produced. The sides, or ribs, are made by heating the wood and bending it around forms. The cello body has a wide top bout, narrow middle formed by two C-bouts, and wide bottom bout, with the bridge and sound holes just below the middle.


          The top and back of the cello has decorative border inlay known as purfling. Purfling looks attractive, but is not just for decoration. If a cello is dropped or bumped against something so that damage occurs, the purfling can stop cracks from forming. A crack may form at the rim of the instrument, but will spread no further. Without purfling, cracks can spread up or down the top or back. Playing, traveling and the weather all affect the cello and can increase a crack if purfling is not in place. Less expensive instruments typically have the purfling painted on.


          Cello manufacturer Luis & Clark constructs cellos from carbon fibre. Carbon fiber cellos are particularly suitable for outdoor playing because of the strength of the material and its resistance to humidity and temperature fluctuations. However, the sound quality of a carbon fibre is much different than the classic wood style. It does not ring as clear.


          In the late 1920s and early 1930s, the Aluminum Company of America (Alcoa) as well as German luthier G.A. Pfretzschner produced an untold number of aluminum cellos (in addition to aluminum double basses and violins). An advertisement published in N.Y. Music Service catalogue (1930) reads: "...made entirely of aluminium with the exception of the fingerboard. They have many advantages over the wood basses and violoncellos, as they cannot crack, split or warp and are made to last forever ... possessing a tone quality that is deep, resonant and responsive to the utmost degree. Violoncello $150."


          


          Neck, pegbox, and scroll


          Above the main body is the carved neck, which leads to a pegbox and the scroll. The neck, pegbox, and scroll are normally carved out of a single piece of wood. Attached to the neck and extending over the body of the instrument is the fingerboard. The nut is a raised piece of wood, where the fingerboard meets the pegbox, which the strings rest on. The pegbox houses four tuning pegs, one for each string. The pegs are used to tune the cello by either tightening or loosening the string. The scroll is a traditional part of the cello and all other members of the violin family. Ebony is usually used for the tuning pegs, fingerboard, and nut, but other hard woods, such as boxwood or rosewood, can be used.


          


          Strings


          Strings on a cello have cores made out of gut, metal, or synthetic materials, such as Perlon. Most modern strings used today are also wound with metallic materials like aluminium, titanium and chromium. Cellists may mix different types of strings on their instruments.


          


          Tailpiece and endpin


          The tailpiece and endpin are found in the lower part of the cello. The tailpiece is traditionally made of ebony or another hard wood, but can also be made of plastic or steel. It attaches the strings to the lower end of the cello, and can have one or more fine tuners. The endpin or spike is made of wood, metal or rigid carbon fibre and supports the cello in playing position. In the Baroque period the cello was held between the calves. Around the 1830s, the Belgian cellist Auguste Adrien Servais introduced the endpin and propagated its use. Modern endpins are retractable and adjustable; older ones were removed when not in use. (The word "endpin" also refers to the button of wood located at this place in all instruments in the violin family.) The sharp tip of the cello's endpin is sometimes capped with a rubber tip that protects the tip from dulling and prevents the cello from slipping on the floor.


          


          Bridge and f-holes
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              The bridge of a cello, with a mute
            

          


          The bridge holds the strings above the cello and transfers their vibrations to the top of the instrument and the soundpost inside (see below). The bridge is not glued, but rather held in place by the tension of the strings. The f-holes, named for their shape, are located on either side of the bridge, and allow air to move in and out of the instrument as part of the sound-production process. The f-holes also act as access points to the interior of the cello for repairs or maintenance. Sometimes a small hose containing a water-soaked sponge, called a Dampit, is inserted through the f-holes, and serves as a humidifier.


          


          Internal features


          Internally, the cello has two important features: a bass bar, which is glued to the underside of the top of the instrument, and a round wooden sound post, which is wedged between the top and bottom plates. The bass bar, found under the bass foot of the bridge, serves to support the cello's top and distribute the vibrations. The sound post, found under the treble side of the bridge, connects the back and front of the cello. Like the bridge, the sound post is not glued, but is kept in place by the tensions of the bridge and strings. Together, the bass bar and sound post transfer the strings' vibrations to the top (front) of the instrument (and to a lesser extent the back), acting as a diaphragm to produce the instrument's sound.


          


          Glue


          Cellos are constructed and repaired using hide glue, which is strong but reversible, allowing for disassembly when needed. Tops may be glued on with diluted glue, since some repairs call for the removal of the top. Theoretically, hide glue is weaker than the body's wood, so as the top or back shrinks side-to-side, the glue holding it will let go, avoiding a crack in the plate.


          


          Bow
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              A cello bow.
            

          


          Traditionally, bows are made from pernambuco or brazilwood. Both come from the same species of tree (Caesalpina echinata), but pernambuco, used for higher-quality bows, is the heartwood of the tree and is darker in colour than brazilwood (which is sometimes stained to compensate). Pernambuco is a heavy, resinous wood with great elasticity which makes it an ideal wood for instrument bows.


          Bow sticks are also made from carbon-fiber, which is stronger than wood. Inexpensive, low-quality student bows are often made from fibreglass. An average cello bow is 73cm long (shorter than a violin or viola bow) 3cm high (from the frog to the stick) and 1.5cm wide. The frog of a cello bow typically has a rounded corner like that of a viola bow, but is wider. A cello bow is roughly 10 grams heavier than a viola bow, which in turn is roughly 10 g heavier than a violin bow.


          The bow hair is horsehair, though synthetic hair in different colors is also available. The hair is coated with rosin by the player to make it grip the strings and cause them to vibrate. Bows need to be re-haired periodically, especially if the hairs break frequently or lose their gripping quality. The hair is kept under tension while playing by a screw which pulls the frog (the part of the bow under the hand) back.


          


          Development


          The cello developed from the bass violin, first referred to by Jambe de Fer in 1556, which was originally a three-string instrument. The first instance of a composer specifying the bass violin may have been Gabrieli in Sacrae symphoniae, 1597. Monteverdi referred to the instrument as "basso de viola da braccio" in Orfeo (1607). Although the first bass violin, possibly invented by Amati as early as 1538, was most likely inspired by the viol, it was created to be used in consorts with the violin. The bass violin was actually often referred to as a "violone," or "large viola," as were the viols of the same period. Instruments that share features with both the bass violin and the viola de gamba appear in Italian art of the early 1500s...


          The invention of wire-wound strings (fine wire around a thin gut core), around 1660 in Bologna, allowed for a finer bass sound than was possible with purely gut strings on such a short body. Bolognese makers exploited this new technology to create the cello, a somewhat smaller instrument suitable for solo repertoire due to both the timbre of the instrument and the fact that the smaller size made it easier to play virtuosic passages. This instrument had disadvantages as well, however. The cello's light sound was not as suitable for church and ensemble playing, so it had to be doubled by basses or violones.


          Around 1700, Italian players popularized the cello in northern Europe, although the bass violin (basse de violon) continued to be used for another two decades in France. Many existing bass violins were literally cut down in size in order to convert them into cellos according to the smaller pattern cello as developed by Stradivari, who also made a number of old pattern large cello's (the 'Servais'). The bass violin remained the "most used" instrument in England as late as 1740, where the violoncello was still "not common." The sizes, names, and tunings of the cello varied widely by geography and time. The size was not standardized until around 1750.


          Despite similarities to the viola da gamba, the cello is actually part of the viola da braccio family, meaning "viol of the arm", which includes, among others, the violin and viola. Though paintings like Bruegel's "The Rustic Wedding" and de Fer in his Epitome Musical suggest that the bass violin had alternate playing positions, these were short-lived and the more practical and ergonomic a gamba position eventually replaced them entirely.


          Baroque era cellos differed from the modern instrument in several ways. The neck has a different form and angle which matches the baroque bass-bar and stringing. Modern cellos have an endpin at the bottom to support the instrument (and transmit some of the sound through the floor), while Baroque cellos are held only by the calves of the player. Modern bows curve in and are held at the frog; Baroque bows curve out and are held closer to the bow's point of balance. Modern strings normally have a metal core, although some use a synthetic core; Baroque strings are made of gut, with the G and C strings wire-wound. Modern cellos often have fine-tuners connecting the strings to the tailpiece, which make it much easier to tune the instrument. Overall, the modern instrument has much higher string tension than the Baroque cello, resulting in a louder, more projecting tone, with fewer overtones.


          No educational works specifically devoted to the cello existed before the 18th century, and those that do exist contain little value to the performer beyond simple accounts of instrumental technique. The earliest cello manual is Michel Corrette's Mthode, thorique et pratique pour apprendre en peu de temps le violoncelle dans sa perfection (Paris, 1741).


          


          Playing technique
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              Seated Cellist
            

          


          


          Body position


          The cello is played while seated. Its weight is supported mainly by its endpin or spike, which rests on the floor; it is steadied on the lower bout between the knees of the seated player, and on the upper bout against the upper chest. The neck of the cello is above the player's left shoulder, and the C-String tuning peg is just behind the left ear. The bow is drawn horizontally across the strings. In early times, female cellists sometimes played side-saddle, since it was considered improper for a lady to part her knees in public. A player's handedness does not alter the way the cello is held or used. In exceedingly rare cases the cello has been played in a mirror-image posture: this is usually because of a physical disability of one of the player's arms or hands which makes the required technique impossible for that side of the body. In such a situation, the player must decide whether or not to reverse the set-up of the cello (the string positions, bass-bar, sound post, fingerboard shape, and bridge carving are all asymmetrical).


          


          Left hand technique


          The position of the left hand fingers along the strings determine the pitch of the note. The closer to the bridge that the string is depressed, the higher in pitch will be the resulting sound, because the vibrating string length has been shortened. In the neck positions (which use just less than half of the fingerboard, nearest the top of the instrument), the thumb rests on the back of the neck; in thumb position (a general name for notes on the remainder of the fingerboard) the thumb usually rests alongside the fingers on the string and the side of the thumb is used to play notes. The fingers are normally held curved with each knuckle bent, with the fingertips in contact with the string. If a finger is required on two (or more) strings at once to play perfect fifths (in double stops or chords) it is used flat. In slower, or more expressive playing, the contact point can move slightly away from the nail to the pad of the finger, allowing a fuller vibrato.


          


          Vibrato


          Vibrato is a small oscillation in the pitch of a note, usually considered expressive. It is created by a partial rotation of the upper arm at the shoulder joint, which translates into a linear oscillation of the lower arm. The fixed point of contact of the fingertip on the string absorbs this motion by rocking back and forth. It is this change in the attitude of the fingertip to the string which causes the pitch to vary. Vibrato is a key expressive device, and a well-developed vibrato technique is an essential element of a modern cellist's skill. In some styles of music, such as that of the Romantic period, vibrato may be used on almost every note. However, in other styles, such as Baroque repertoire, vibrato is used only rarely, as an ornament. In any case, the choice of whether to use vibrato, and how much, is normally a stylistic decision on the part of the player. Typically, the lower the pitch of the note played, the wider and slower the vibrato.


          


          Harmonics


          Harmonics played on the cello fall into two classes; natural and artificial. Natural harmonics are produced by lightly touching (but not depressing) the string with the finger at certain places, and then bowing (or, rarely, plucking) the string. For example, the halfway point of the string will produce a harmonic that is one octave above the unfingered (open) string. Natural harmonics only produce notes that are part of the harmonic series for the string on which they occur. Artificial harmonics, in which the player depresses the string fully with one finger while touching the same string lightly with another finger, can produce any notes above middle C. They usually appear with the touching note a perfect fourth above the stopped note, which produces a sound two octaves above the stopped note, although other intervals are available. All harmonics produce a distinctive flute-like sound, and are usually performed without vibrato.


          


          Glissando


          Glissando ("sliding", in Italian) is an effect played by sliding the finger up or down the fingerboard without releasing the string. This causes the pitch to rise and fall smoothly, without separate, discernible steps.


          


          Right hand technique


          In cello playing, the bow is much like the breath of a wind instrument player. Arguably, it is the major determinant in the expressiveness of the playing. The right hand holds the bow and controls the duration and character of the notes. The bow is drawn across the strings roughly halfway between the end of the fingerboard and the bridge, in a direction perpendicular to the strings. The bow is held with all five fingers of the right hand, the thumb opposite the fingers and closer to the cellist's body. The shape of the hand should resemble that of its relaxed state, with all fingers curved, including the thumb. The transmission of weight from the arm to the bow happens through the pronation (inward rotation) of the forearm, which pushes the index finger and to a lesser degree the middle finger onto the bow. The necessary counterforce is provided by the thumb. Depending upon the school of training, the other two fingers are used in various degrees to help maintain the angle of the bow to the string and are critical to controlling the bow when it is off the string. (See also spiccato).


          In English, the terminology for bow direction (down and up) can be misleading. A downbow is drawn to the right of the player, and an upbow to the left. A downbow is drawn by first using the upper arm, then the forearm, then the wrist (turning slightly inward) in order to maintain a straight stroke. An upbow is drawn by moving first the forearm, then the upper arm, then the wrist (pushing slightly upward). The bow is mostly used perpendicular to the string being played. In order to perform string changes the whole arm is either lowered or lifted, with as little wrist movement as possible in order to maintain the angle to the string. However, flexibility of the wrist is necessary when changing the bow direction from up-bow to down-bow and vice versa. For very fast bow movements, the wrist is used to accomplish the horizontal movement of bow. For longer strokes, the arm is used as well as the wrist.


          Tone production and volume of sound depend on a combination of several factors. The three most important ones are: bow speed, weight applied to the string, and point of contact of the bow hair with the string. A good player will be capable of a very even tone, and will counter the natural tendency to play with the most force with the part of the bow nearest to the frog or heel, and the least force near the tip. The closer to the bridge the string is bowed, the more projecting and brighter the tone, with the extreme (sul ponticello) producing a metallic, shimmery sound. If bowing closer to the fingerboard (sul tasto), the sound produced will be softer, more mellow, and less defined.


          


          Double stops


          Double stops involve the playing of two notes at the same time. Two strings are fingered simultaneously, and the bow is drawn so as to sound them both at once. Triple and quadruple stops may also be played (in a "broken" fashion), but are difficult to sustain because of the change in slope of the bridge. To extend the technique in this area, Frances-Marie Uitti has invented a two-bow system: one bow plays above the strings and one below, allowing for sustained triple and quadruple stops. However, this technique is very rarely seen or used.


          


          Pizzicato


          In pizzicato playing, the string is plucked directly with the fingers or thumb. Usually this is done with the right hand, while the bow is held away from the strings by the rest of the hand or (for extended passages) set down. A single string can be played pizzicato, or double, triple, or quadruple stops can be played. Occasionally, a player must bow one string with the right hand and simultaneously pluck another with the left. This is marked by a "+" above the note. Strumming of chords is also possible, in guitar fashion.


          


          Col legno


          Col legno is the technique in which the player uses the wood rather than the hair of the bow on the strings; it takes two different forms, col legno battuto and col legno tratto. Col legno battuto is performed as a percussive technique with no sustaining of the sound. The much less common alternative is col legno tratto, wherein the wood is drawn across the string as the hair is in a normal bow stroke.


          


          Spiccato


          In spiccato playing, the strings are not "drawn" by the bow hair but struck by it, while still retaining some horizontal motion, to generate a more percussive, crisp sound. It may be performed by using the wrist to "dip" the bow into the strings. Spiccato is usually associated with lively playing. On a violin, spiccato bowing comes off the string, but on a cello, the wood of the bow may rise briskly up without the hair actually leaving the string.


          


          Staccato


          In staccato, the player moves the bow a small distance and stops it on the string, making a short sound, the rest of the written duration being taken up by silence.


          


          Legato


          Legato is a technique where the notes are smoothly connected without accents or breaks.


          


          Shoulder


          The violoncello da spalla (sometimes "violoncello piccolo da spalla" or "violoncello da span") was the first cello referred to in print (by Jambe de Fer in 1556). "Cello" in Italian is a diminutive and spalla means "shoulder" in Italian so that violoncello da spalla suggest a "little violin" that may be held on the shoulder so that the player could perform while walking or that the early, short-necked instrument was hung across the shoulder by a strap. By the turn of the twentieth century, it had grown customary to abbreviate the name violoncello to 'cello, with the apostrophe indicating the six missing prefix letters. It now is acceptable to use the name "cello" without the apostrophe and as a full designation.


          


          Sizes
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          Standard-sized cellos are referred to as "full-size". However, cellos come in smaller (fractional) sizes, from "seven-eighths" and "three-quarter" down to "one-sixteenth" sized cellos (e.g. 7/8, 3/4, 1/2, 1/4, 1/8, 1/10, 1/16). The smaller-sized cellos are identical to standard cellos in construction, range, and usage, but are simply 'scaled-down' for the benefit of children and shorter adults. A "half-size" cello is not actually half the size of a "full-size", but only slightly smaller. Many smaller cellists prefer to play a "seven-eighths" cello as the hand stretches in the lower positions are less demanding. Although rare, cellos in sizes larger than four-fourths do exist. Cellists with unusually large hands may play a slightly larger than full-sized cello. Cellos made before approximately 1700 tended to be considerably larger than those made after that date, and than those made and commonly played today. Around 1680, string-making technology made lower pitches on shorter strings possible. The cellos of Stradivari, for example, can be clearly divided into two models, with the style made before 1702 characterized by larger instruments (of which only three examples are extant in their original size and configuration), and the style made during and after 1702, when Stradivari, presumably in response to the "new" type of strings, began making cellos of a smaller size. This later model is the one most commonly used by modern luthiers.


          
            
              	Approximate dimensions for 4/4 size cello

              	Average size (cm)

              	Average size (in)
            


            
              	Approximate width horizontally from A peg to C peg ends

              	16

              	6 - 5/16
            


            
              	Back length excluding half round where neck joins

              	75.5

              	29 - 12/16
            


            
              	Upper bouts (shoulders)

              	34

              	13 - 6/16
            


            
              	Lower bouts (hips)

              	44

              	17 - 5/16
            


            
              	Bridge height

              	9

              	3 - 9/16
            


            
              	Rib depth at shoulders including edges of front and back

              	12.5

              	4 - 15/16
            


            
              	Rib depth at hips including edges

              	12.8

              	5 - 1/16
            


            
              	Distance beneath fingerboard to surface of belly at neck join

              	2.2

              	14/16
            


            
              	Bridge to back total depth

              	26.7

              	10 - 8/16
            


            
              	Overall height excluding end pin

              	121

              	47 - 10/16
            


            
              	End pin unit and spike

              	5.5

              	2 - 3/16
            

          


          


          Accessories


          There are many accessories to the cello, (some more essential than others).


          
            	Cases are used to protect the cello and bow when traveling, and for safe storage.


            	Rosin, made from conifer resin, is applied to the bow hairs to increase the effectiveness of the friction, grip or bite, and allow proper sound production.


            	Endpin stops or straps (tradenames include Rockstop and Black Hole) keep the cello from sliding if the endpin does not have a rubber piece on the end (used on wood floors) though in many cases a rubber piece will not suffice on even a wood floor.


            	Wolf tone eliminators are sometimes placed on cello strings between the tailpiece and the bridge in order to eliminate acoustic anomalies known as wolf tones or "wolfs".


            	Mutes are used to change the sound of the cello by reducing overtones. Practice mutes (made of metal) significantly reduce the instrument's volume (they are also referred to as "hotel mutes").


            	Metronomes provide a steady tempo by sounding out a certain number of beats per minute. Many models can also produce a tuning pitch of A4 (440Hz), among others.


            	Humidifiers are used to control and stabilize the humidity around and inside the cello and are popular with travelling cellists.


            	Tuners are used to tune the instrument.

          


          


          Current use


          


          Orchestral


          Cellos are part of the standard symphony orchestra. Usually, the orchestra includes eight to twelve cellists. The cello section, in standard orchestral seating, is located on stage left (the audience's right) in the front, opposite the first violin section. However, some orchestras and conductors prefer switching the positioning of the viola and cello sections. The principal, or "first chair" cellist is the section leader, determining bowings for the section in conjunction with other string principals, and playing solos. Principal players always sit closest to the audience.


          The cellos are a critical part of orchestral music; all symphonic works involve the cello section, and many pieces require cello soli or solos. Much of the time, cellos provide part of the harmony for the orchestra. On many occasions, the cello section will play the melody for a brief period of time, before returning to the harmony. There are also cello concertos, which are orchestral pieces in which a featured, solo cellist is accompanied by an entire orchestra.


          


          Solo


          There are numerous cello concertos - where a solo cello is accompanied by an orchestra - notably 25 by Vivaldi, 12 by Boccherini, 3 by C.P.E. Bach, 2 by Haydn, 2 by Saint-Sans, 2 by Dvořk, and one each by Schumann, Lalo and Elgar. Beethoven's Triple Concerto for Cello, Violin and Piano and Brahms' Double Concerto for Cello and Violin are also part of the concertante repertoire although in both cases the cello shares solo duties with at least one other instrument. Moreover, several composers wrote large-scale pieces for cello and orchestra, which are concertos in all but name. The most important are Strauss' tone poem Don Quixote, Tchaikovsky's Variations on a Rococo Theme, Bloch's Schelomo and Bruch's Kol Nidrei.


          In the 20th century, the cello repertoire grew. This was due to the influence of virtuoso cellist Mstislav Rostropovich who inspired, commissioned and/or premiered dozens of new works. Among these, Prokofiev's Symphonia Concertante, Britten's Cello Symphony and the concertos of Shostakovich, Lutosławski and Dutilleux have already become part of the standard repertoire. In addition, Hindemith, Barber, Honegger, Villa-Lobos, Myaskovsky, Walton, Glass, Rodrigo, Arnold, Penderecki and Ligeti also wrote major concertos for other cellists (notably Gregor Piatigorsky, Siegfried Palm and Julian Lloyd Webber).
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          There are also many sonatas for cello and piano. Those written by Beethoven, Mendelssohn, Chopin, Brahms, Grieg, Rachmaninoff, Debussy, Shostakovich, Prokofiev and Britten are the most famous.


          Finally, there are several unaccompanied pieces for cello, most importantly J.S. Bach's six Unaccompanied Suites for Cello (arguably the most important cello pieces), Zoltn Kodly's Sonata for Solo Cello and Britten's three Unaccompanied Suites for Cello. Other notable examples include Dutilleux' Trois Strophes sur le Nom de Sacher, Berio's Les Mots Sont Alls (both part of a series of twelve compositions for solo cello commissioned by Rostropovich for Swiss conductor Paul Sacher's 70th birthday), Ligeti and Carter's sonatas and Xenakis' Nomos Alpha and Kottos.


          


          Quartets and other ensembles


          The cello is a member of the traditional string quartet as well as string quintets, sextet or trios and other mixed ensembles. There are also pieces written for two, three, four or more cellos; this type of ensemble is also called a "cello choir" and its sound is familiar from the introduction to Rossini's William Tell Overture as well as Zaccharias' prayer scene in Verdi's Nabucco. As a self-sufficient ensemble, its most famous repertoire is Villa-Lobos' first of his Bachianas Brasileiras for cello ensemble (the fifth is for soprano and 8 cellos). Another example is Boulez' Messagesquisse for 7 cellos. The Twelve Cellists of the Berlin Philharmonic Orchestra (or "the Twelve" as they have since taken to being called) specialize in this repertoire and have commissioned many works, including arrangements of well-known popular songs.


          


          Popular music and jazz


          Though the cello is less common in popular music than in "classical" music, it is sometimes featured in pop and rock recordings. The cello is rarely part of a group's standard lineup (though like its cousin the violin it is becoming more common in mainstream pop).


          In the 1960s, artists such as the Beatles and Cher used the cello in popular music, in songs such as " Bang Bang (My Baby Shot Me Down)," " Eleanor Rigby" and " Strawberry Fields Forever". In the 1970s, the Electric Light Orchestra enjoyed great commercial success taking inspiration from so-called "Beatlesque" arrangements, adding the cello (and violin) to the standard rock combo line-up and in 1978 the UK based rock band, Colosseum II, collaborated with cellist Julian Lloyd Webber on the recording Variations.


          Established non-traditional cello groups include Apocalyptica, a group of Finnish cellists best known for their versions of Metallica songs, Rasputina, a group of two female cellists committed to an intricate cello style intermingled with Gothic music, Von Cello, a cello fronted rock power trio, and Break of Reality who mix elements of classical music with the more modern rock and metal genre. These groups are examples of a style that has become known as cello rock. The crossover string quartet bond also includes a cellist. Silenzium and Vivacello are Russian (Novosibirsk) groups playing rock and metal and having more and more popularity in Siberia.


          More recent bands using the cello are Aerosmith, Nirvana, Oasis, Murder by Death, Cursive, and OneRepublic. So-called "chamber pop" artists like Kronos Quartet and Margot and the Nuclear So and So's have also recently made cello common in modern alternative rock. Heavy metal band System of a Down has also made use of the cello's rich sound. The indie rock band The Stiletto Formal are known for using a cello as a major staple of their sound.


          Post-rock bands and other avant-garde groups commonly feature strings; cellos and violins over violas and contrabasses.


          The cello can also be used in bluegrass and folk music, with notable players including Ben Sollee of the Sparrow Quartet and the "Cajun cellist" Sean Grissom.


          The cello and the double bass are now also used in some modern Chinese orchestras.


          In jazz, bassists Oscar Pettiford and Harry Babasin were among the first to use the cello as a solo instrument; both tuned their instrument in fourths, an octave above the double bass. Fred Katz (who was not a bassist) was one of the first notable jazz cellists to use the instrument's standard tuning and arco technique. Contemporary jazz cellists include Abdul Wadud, Diedre Murray, Ron Carter, Dave Holland, David Darling, Lucio Amanti, Akua Dixon, Ernst Reijseger, Fred Lonberg-Holm, Vincent Courtois, Jean-Charles Capon, and Erik Friedlander.


          


          Instrument makers


          A luthier is someone who builds or repairs stringed instruments, ranging from guitars to violins. The following luthiers are notable for the cellos they have produced:


          
            	Nicol Amati


            	William Forster


            	Nicol Gagliano


            	Matteo Goffriller


            	Giovanni Battista Guadagnini


            	Giuseppe Guarneri


            	Domenico Montagnana


            	Giovanni Battista Rogeri


            	Francesco Ruggieri


            	Stefano Scarampella


            	Antonio Stradivari


            	David Tecchler


            	Carlo Giuseppe Testore


            	Jean Baptiste Vuillaume

          


          


          Cellists


          A person who plays the cello is called a cellist, not a "celloist." For a list of notable cellists, see the list of cellists. See also Category:Cellists.


          


          Famous cellos


          Famous cellos include:


          
            	Andrea Amati, 1572, played by Wieland Kuijken


            	Servais Stradivarius Smithsonian, Washington DC


            	Davidov Stradivarius, played by Jacqueline du Pr and Yo-Yo Ma


            	Barjansky Stradivarius, played by Julian Lloyd Webber


            	Bonjour Stradivarius, played by Soo Bae


            	Paganini-Ladenburg Stradivarius, played by Clive Greensmith of the Tokyo String Quartet


            	Duport Stradivarius, played by Mstislav Rostropovich


            	Piatti Stradivarius, 1720, played by Carlos Prieto

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cello"
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          Celtic Football Club is a Scottish football club based in Glasgow, which competes in the Scottish Premier League, the highest form of competition in Scotland. The full name of the club is The Celtic Football Club. Until 1994, the club's full name was The Celtic Football and Athletic Company Ltd.


          Celtic play home games at Celtic Park commonly referred to as Parkhead, which has a capacity of 60,832, and is currently the largest football stadium in Scotland. In 2006-07, Celtic Park attracted an average attendance of 57,927, making the club second after Manchester United in average attendance for any football club in the UK.


          Together with their rivals, Rangers F.C., they form the Old Firm which is one of the most famous and fierce rivalries in sport. Celtic has traditionally been linked with its founding roots which stemmed from the Irish immigrant community in Glasgow.


          In 1967, Celtic became the first British team to win the European Champions Cup, which had previously been the preserve of Italian, Portuguese and Spanish clubs. Celtic won every competition that they entered that season: the Scottish League, the Scottish Cup, the Scottish League Cup, the European Cup and the Glasgow Cup.


          Additionally, Celtic remain the only Scottish club ever to have reached the final, and are the only club ever to win the trophy with a team composed entirely of home-grown talent; as all of the players in the side were Scottish, and all were born within a 30-mile radius of Celtic Park. Celtic again reached the European Cup final in 1970, only to be beaten by Feyenoord in extra time. In 2003 Martin O'Neill led the team to the UEFA Cup final in Seville where they lost 3-2 to F.C. Porto after extra time. Around 114,000 Celtic supporters travelled to Seville for the final.


          The club's traditional playing colours are green and white hooped shirts and white shorts with white socks. Celtic are one of the best-supported clubs in the world, with an estimated fanbase of approximately nine million.


          Celtic won the Scottish Premier League and Scottish Cup in 2006-07 season.


          


          Formation
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          Celtic Football Club was formally constituted at a meeting in St. Mary's Church hall on East Rose Street (now Forbes Street), Calton, Glasgow, by an Irish Marist brother named Brother Walfrid originally from Ballymote in County Sligo on 6 November 1887.


          The charity established by Brother Walfrid was named The Poor Children's Dinner Table. Walfrid's move to establish the club as a means of fund raising was largely inspired by the example of Hibernian F.C. who were formed out of the immigrant Irish population thirteen years earlier in Edinburgh.


          On 28 May 1888, Celtic played their first official match against Rangers and won 5-2 in what was described as a "friendly encounter". Celtic had 8 'guest' players from Hibernian playing that day.


          


          History of Celtic F.C.


          Celtic Football Club was formally constituted at a meeting in St. Mary's church hall in East Rose Street (now Forbes Street), Calton, Glasgow, by Marist Brother Walfrid on November 6, 1887, with the purpose stated in the official club records as "being to alleviate poverty in Glasgow's East End parishes".


          Walfrid's move to establish the club as a means of fund-raising was largely inspired by the example of Hibernian F.C. who were formed out of the immigrant Irish population a few years earlier in Edinburgh. Walfrid's own suggestion of the name 'Celtic' (pronounced Seltik), was intended to reflect the club's Irish and Scottish roots, and was adopted at the same meeting.


          The Old Firm and sectarianism


          The term sectarian refers to a group who belongs to a religious and cultural sect, and display contempt, hatred or dislike of all others, not belonging to their sect.


          Celtic have a historic association with the peoples of Ireland and Scots of Irish extraction, who are both predominantly Catholic. Supporters of rivals Rangers tended to sympathise with Protestantism and British Unionism. As a result both clubs became linked to the opposing factions in the political difficulties of Northern Ireland, which intensified the rivalry in Scotland.


          In recent times both clubs have taken measures to combat sectarianism. Working alongside the Scottish Parliament, church groups and community organisations, the Old Firm has clamped down on sectarian songs, inflammatory flag-waving, and troublesome supporters, using increased levels of policing and surveillance. In 1996, for instance, Celtic launched their Bhoys Against Bigotry campaign, later followed by Youth Against Bigotry to "educate the young on having ... respect for all aspects of the community - all races, all colours, all creeds", according to then chief executive Ian McLeod. In October 2006, club chairman Brian Quinn dismissed calls to institute a list of what songs are unacceptable at Celtic Park and chief executive Peter Lawwell defended the singing of "Irish ballads" at matches. In previous years, a small minority of the Celtic travelling support regularly sang songs which included lyrics supporting the Irish Republican Army, however such songs have become a rare occurrence since the launch of said campaigns. The end of sectarian singing by Celtic supporters was sparked by Rangers receiving a UEFA fine for singing sectarian songs in 2006.


          In November 2007, Jeanette Findlay, head of The Celtic Trust - an organisation made up of around 200 club shareholders and supporters, caused controversy by claiming that certain songs about IRA which were sung by a section of the Celtic support were not pro-terrorist. Findlay's remarks were widely criticised and described as "unrepresentative" by the club.


          



          


          Recent seasons
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          2004-05


          Following a close race for the SPL title, with Rangers closely following, the club extended their lead at the top of the SPL table to two points as they lined up for the final game of the season, with a win at Motherwell F.C. required to seal the title. With two minutes remaining on the clock, Celtic were leading 1  0  a result which would have handed them the league.


          However, Motherwell's Scott McDonald (now playing for Celtic) netted two last-minute goals. Rangers defeated Hibernian 1  0 at Easter Road, thereby winning the league championship title. Earlier in the season Celtic recorded a record seventh straight win over city rivals Rangers.


          Celtic ended the season one week later with a 10 win over Dundee United F.C. in the Scottish Cup Final, which was marked by fans as Martin O'Neill's final match as manager.


          On 25 May 2005, O'Neill announced he would resign as manager of Celtic at the end of 2004-05 season along with first team coach Steve Walford and assistant manager John Robertson. It was widely reported that O'Neill decided to take time out of football in order to care for his ailing wife Geraldine, who is ill with lymphoma. He is currently manager of Aston Villa F.C.
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          2005-06
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          Former Aberdeen F.C. player and Scotland international Gordon Strachan took charge of the club on 1 June 2005, on a 12-month rolling contract, similar to O'Neill's arrangement with the club; his contract effectively extending for one calendar year from any current date. Garry Pendrey was appointed as Strachan's assistant manager.


          In his first competitive match, against Artmedia Bratislava on 27 July 2005, Celtic lost 5-0 in the first leg of an important Champions League 2nd Round qualifier, suffering the worst European defeat in the club's history and the widest margin of defeat since the 1963-64 season, when the club lost 6-0 to Kilmarnock F.C. at Rugby Park. In the second leg of the match against Artmedia Bratislava they won 4-0 but were eliminated from European competition on aggregate.


          In Strachan's first domestic match of the 2005-06 SPL season, Celtic relinquished a 3-1 half-time lead over Motherwell at Fir Park on 30 July 2005, the game ending in a 4-4 draw after Celtic managed to equalise through a goal by Craig Beattie.


          The nine goals against Celtic in Strachan's first two competitive matches is the biggest goal tally scored against the club in successive matches for 14 years.


          However, following these setbacks, and a defeat against Rangers in the pair's first match of the season at Ibrox, Celtic recorded a series of victories, including beating Rangers twice, and returned to the top of the SPL - a vast improvement on their form at the start of the season.


          Celtic knocked arch rivals Rangers out of the League cup on 19 November 2005. Celtic were knocked out of the Scottish Cup on 8 January 2006 by First Division side Clyde F.C.


          Celtic beat Rangers again on 12 February to make it 17 wins from the previous 21 Old Firm games. Celtic won the CIS Cup, with a 3-0 win over Dunfermline Athletic on 19 March. They created a new scoring record for the SPL, an 8-1 victory against Dunfermline in February 2006, where Maciej Żurawski scored 4 goals and assisted in 2 others.


          On 5 April 2006 Celtic clinched their 40th title thanks to a goal from John Hartson in a 1-0 win against Hearts at Celtic Park. The title was Celtic's fourth title in six years. This feat was achieved with six games remaining until the end of the season and before the SPL split. The Bhoys lifted the SPL trophy on Easter Sunday 2006 at home to Hibernian, after a 1-1 draw.


          In April 2006, Celtic's reserve and Under-19 teams also won their championships, completing a clean sweep of Scotland's league competitions. Celtic's reserve team have now won their league 5 years in a row and the Under-19 have won their league 4 years in a row.
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          2006-07


          Such was the good form of Celtic and the lack of a clear rival in the early stages of the 2006/07 season, that bookmakers Paddy Power took the unprecedented step of paying out on Celtic as the winners of the SPL on November 4, 2006, only 13 games into the season. By mid-November Celtic were 15 points clear of their nearest challengers.


          On November 21, Celtic defeated Manchester United 1-0 at home earning them qualification to the knockout stage of the last 16 teams for the first time since the format was altered in 1993, drawing AC Milan. After both legs of the tie ended 0-0, Celtic's Champions League run was ended by a solitary Milan goal in extra-time by Kaka.


          During the January 2007 transfer window Celtic signed Scotland internationals and former Hearts players Steven Pressley and Paul Hartley, full-back Jean-Jol Perrier-Doumb from Rennes on loan and goalkeeper Mark Brown from Inverness Caledonian Thistle.


          On April 22, 2007 Celtic won their 41st league championship, and second in a row. The title was won by an injury-time free-kick from Shunsuke Nakamura in a 2-1 victory against Kilmarnock. The result left Celtic 13 points clear of Rangers with four matches remaining. They then finished the season 12 points above Rangers.


          On 26 May 2007 Celtic won the Scottish Cup for a record 34th time after beating Dunfermline 1-0. The winner was scored by Jean-Jol Perrier-Doumb in the 84th minute.


          [bookmark: 2007-08]


          2007-08


          Celtic bolstered their side for the 2007-08 season, signing Scott Brown, Chris Killen, Scott McDonald and Massimo Donati. Neil Lennon left for Nottingham Forest after seven years with the club, with Stephen McManus taking over the club captaincy.


          The club was drawn against Russian side Spartak Moscow in the third round of qualifying for the UEFA Champions League 2007-08. The tie ended in a penalty shootout, with Artur Boruc saving twice to ensure Celtic's passage to the next round. This was Celtic's first European penalty shootout victory. They competed against A.C. Milan, S.L. Benfica and FC Shakhtar Donetsk in the group stages, going unbeaten at home but losing all their away matches. They finished second in their group, ensuring qualification to the knockout stage for the second year in successions, where they drew FC Barcelona. The club's first signing of the winter transfer window was Andreas Hinkel. They followed up with signing Japanese youngster Koki Mizuno as well as Greek international striker Georgios Samaras. Celtic again strengthened their squad with the double signing of Barry Robson from Dundee Utd as well as young striker Ben Hutchinson from Middlesbrough F.C.


          


          Records


          
            	The Scottish Cup final win against Aberdeen F.C. in 1937 was attended by a crowd of 146,433 at Hampden Park in Glasgow, which remains a record for a club match in European football.


            	Celtic currently hold the UK record for an unbeaten run in professional football: 62 games (49 won, 13 drawn), from 13 November 1915 until 21 April 1917- a total of 17 months and four days in all (they lost at home to Kilmarnock F.C. on the last day of the season).


            	Celtic also hold the SPL record for an unbeaten run of home matches (77), spanning from 2001 to 2004 (this run was ended by a 2-1 defeat to Aberdeen on 21 April 2004), and the record for the longest run of consecutive wins in a single season (25 matches).


            	Record victory: 11-0, against Dundee in 1895.


            	Record defeat: 0-8 against Motherwell in 1937.


            	Record home defeat: 0-8 against Dumbarton F.C. in 1892.


            	Record post war home defeat 1-5 Aberdeen 1948.


            	Record European victory 9-0 KPV Kokkola (Finland), 1970.


            	Record European defeat: 0-5 against FC Artmedia Bratislava on 27 July 2005.


            	Record victory against Rangers: 7-1 1957 Scottish league cup final.


            	Complete record v Rangers P371 W133 D91 L147 F508 A529


            	Record points earned in a season: 72 (Premier Division, 1987/88, 2 points for a win); 103 (Scottish Premier League, 2001/02, 3 points for a win), also the SPL points tally record.


            	Record home attendance: 92,000 against Rangers in 1938. A 3-0 victory for Celtic.


            	Most capped player: 102, Kenny Dalglish: Scotland.


            	Record appearances: Billy McNeill, 790 from 1957 - 1975.


            	Most goals in a season: Henrik Larsson, 53.


            	Record scorer: Jimmy McGrory, 468 (plus 13 whilst on loan at Clydebank).


            	First British club to reach the final of the European Cup.


            	First Scottish, British and northern European team to win the European Cup.


            	Only club in history to have won the European Cup with a team comprised entirely of home-grown players.


            	Hold the record for the highest score in a domestic cup final: Celtic 7 - 1 Rangers, Scottish League Cup Final 1957


            	Hold the record for the highest attendance for a European club competition match: Celtic v Leeds United in the European Cup semi-final 1970 at Hampden Park, Glasgow. Official attendance 136,505.


            	Fastest hat-trick in European Club Football - Mark Burchill vs Jeunesse Esch, Luxembourg in 2000.


            	Earliest SPL Championship won. Won with 6 games to go against Kilmarnock on 18 April 2004 and Hearts on 5 April 2006.


            	First weekly club publication in the UK, The Celtic View.


            	Biggest margin of victory in the SPL. 8-1 against Dunfermline, February 2006.


            	First stadium in the UK to stage motorcycle speedway racing on 28 April 1928.


            	Celtic and Hibernian hold the record for the biggest transfer fee between two Scottish clubs. Celtic bought Scott Brown from Hibernian on 16 May 2007 for 4.4m.

          


          


          Major honours


          
            [image: Trophy case at Celtic Park]

            
              Trophy case at Celtic Park
            

          


          
            	European Cup: 1


          


          
            	
              
                	1966-67

              

            

          


          
            	Scottish Premier League: 41


          


          
            	
              
                	1893, 1894, 1896, 1898, 1905, 1906, 1907, 1908, 1909, 1910, 1914, 1915, 1922, 1926, 1936, 1938, 1954, *1966, 1968, 1969, 1970, 1971, 1972, 1973, 1974*, 1977, 1979, 1981, 1982, 1986, 1988, 1998, 2001, 2002, 2004, 2006, 2007

              

            

          


          *Set a then world record of nine championships in a row. This now Scottish record was equalled by Rangers in 1997.


          
            	Scottish Cup: 34 (record)


          


          
            	
              
                	1892, 1899, 1900, 1904, 1907, 1908, 1911, 1912, 1914, 1923, 1925, 1927, 1931, 1933, 1937, 1951, 1954, 1965, 1967, 1969, 1971, 1972, 1974, 1975, 1977, 1980, 1985, 1988, 1989, 1995, 2001, 2004, 2005, 2007

              

            

          


          
            	Scottish League Cup: 13


          


          
            	
              
                	1957, 1958, 1966, 1967, 1968, 1969, 1970, 1975, 1983, 1998, 2000, 2001, 2006

              

            

          


          


          Minor honours


          
            	Intercontinental Cup runners-up: 1


          


          
            	
              
                	1967

              

            

          


          
            	European Cup runners-up: 1


          


          
            	
              
                	1969-70

              

            

          


          
            	UEFA Cup runners-up: 1


          


          
            	
              
                	2002-03

              

            

          


          
            	Under 18 Scottish Premier League: 2


          


          
            	
              
                	2000, 2003

              

            

          


          
            	Under 19 Scottish Premier League: 3


          


          
            	
              
                	2004, 2005, 2006

              

            

          


          
            	Under 21 Scottish Premier League: 3


          


          
            	
              
                	2002, 2003, 2004

              

            

          


          
            	Reserve Scottish Premier League: 3


          


          
            	
              
                	2005, 2006, 2007

              

            

          


          
            	Scottish Youth Cup: 9


          


          
            	
              
                	1984, 1987, 1989, 1996, 1997, 1999, 2003, 2005, 2006

              

            

          


          
            	Coronation Cup: 1


          


          
            	
              
                	1953

              

            

          


          
            	Glasgow Cup: 28


          


          
            	
              
                	1891, 1892, 1895, 1896, 1905, 1906, 1907, 1908, 1910, 1916, 1917, 1920, 1921, 1927, 1928, 1929, 1931, 1939, 1941, 1949, 1956, 1962, 1964, 1965, 1967, 1968, 1970, 1975*, 1982

              

            

          


          * 1975 trophy shared with Rangers after a 2-2 draw todd whyte created it


          


          Individual


          
            	All players are from Scotland unless otherwise stated.

          


          
            
              Top Goalscorers
            

            
              	#

              	Name

              	Career

              	Goals
            


            
              	1

              	James McGrory

              	1922-1937

              	472
            


            
              	2

              	Bobby Lennox

              	1961-1978

              1979-1980

              	273
            


            
              	3

              	Henrik Larsson

              	1997-2004

              	242
            


            
              	4

              	Stevie Chalmers

              	1958-1971

              	231
            


            
              	5

              	Jimmy Quinn

              	1900-1917

              	217
            


            
              	6

              	Patsy Gallacher

              	1911-1926

              	192
            


            
              	7

              	John Hughes

              	1960-1971

              	189
            


            
              	8

              	Sandy McMahon

              	1891-1903

              	171
            


            
              	9

              	Jimmy McMenemy

              	1902-1920

              	168
            


            
              	10

              	Kenny Dalglish

              	1969-1977

              	167
            

          


          
            
              Most Appearances
            

            
              	#

              	Name

              	Career

              	Apps
            


            
              	1

              	Billy McNeill

              	1957-1975

              	790
            


            
              	2

              	Paul McStay

              	1981-1997

              	678
            


            
              	3

              	Roy Aitken

              	1976-1990

              	669
            


            
              	4

              	Danny McGrain

              	1970-1987

              	661
            


            
              	5

              	Pat Bonner

              	1978-1995

              	642
            


            
              	6

              	Bobby Lennox

              	1961-1978

              1979-1980

              	587
            


            
              	7

              	Bobby Evans

              	1944-1960

              	548
            


            
              	8

              	Jimmy Johnstone

              	1962-1975

              	515
            


            
              	9

              	Jimmy McMenemy

              	1902-1920

              	515
            


            
              	10

              	Tommy Burns

              	1975-1989

              	504
            

          


          


          Managers


          
            	All managers from Scotland unless otherwise stated.

          


          
            
              	Name

              	Scottish League

              	Scottish Cup

              	Scottish League Cup

              	European Cup

              	Total
            


            
              	Maley, Willie Willie Maley

              	16

              	14

              	-

              	-

              	30
            


            
              	McStay, Jimmy Jimmy McStay

              	0

              	0

              	-

              	-

              	0
            


            
              	McGrory, Jimmy Jimmy McGrory

              	1

              	2

              	2

              	-

              	5
            


            
              	Stein, Jock Jock Stein

              	10

              	9

              	6

              	1

              	26
            


            
              	McNeill, Billy Billy McNeill

              	4

              	3

              	1

              	0

              	8
            


            
              	Hay, David David Hay

              	1

              	1

              	0

              	0

              	2
            


            
              	Brady, Liam Liam Brady

              	0

              	0

              	0

              	0

              	0
            


            
              	Macari, Lou Lou Macari

              	0

              	0

              	0

              	0

              	0
            


            
              	Burns, Tommy Tommy Burns

              	0

              	1

              	0

              	0

              	1
            


            
              	Jansen, Wim Wim Jansen

              	1

              	0

              	1

              	0

              	2
            


            
              	Venglo, Jozef Jozef Venglo

              	0

              	0

              	0

              	0

              	0
            


            
              	Barnes, John John Barnes

              	0

              	0

              	0

              	0

              	0
            


            
              	Dalglish, Kenny Kenny Dalglish

              	0

              	0

              	1

              	0

              	1
            


            
              	O'Neill, Martin Martin O'Neill

              	3

              	3

              	1

              	0

              	7
            


            
              	Strachan, Gordon Gordon Strachan

              	2

              	1

              	1

              	0

              	4
            

          


          


          Players


          
            	As of 31 January 2008.

          


          


          Current squad


          
            
              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	1

                    	[image: Flag of Poland]

                    	GK

                    	Artur Boruc
                  


                  
                    	2

                    	[image: Flag of Germany]

                    	DF

                    	Andreas Hinkel
                  


                  
                    	3

                    	[image: Flag of England]

                    	DF

                    	Lee Naylor
                  


                  
                    	5

                    	[image: Flag of Scotland]

                    	DF

                    	Gary Caldwell ( vice-captain)
                  


                  
                    	6

                    	[image: Flag of Guinea]

                    	DF

                    	Bobo Bald
                  


                  
                    	8

                    	[image: Flag of Scotland]

                    	MF

                    	Scott Brown
                  


                  
                    	9

                    	[image: Flag of Greece]

                    	FW

                    	Georgios Samaras (on loan from Man City)
                  


                  
                    	10

                    	[image: Flag of the Netherlands]

                    	FW

                    	Jan Vennegoor of Hesselink ( vice-captain)
                  


                  
                    	11

                    	[image: Flag of Scotland]

                    	MF

                    	Paul Hartley
                  


                  
                    	12

                    	[image: Flag of Scotland]

                    	DF

                    	Mark Wilson
                  


                  
                    	14

                    	[image: Flag of Scotland]

                    	FW

                    	Derek Riordan
                  


                  
                    	15

                    	[image: Flag of the Netherlands]

                    	MF

                    	Evander Sno
                  


                  
                    	17

                    	[image: Flag of Scotland]

                    	DF

                    	Steven Pressley ( vice-captain)
                  


                  
                    	18

                    	[image: Flag of Italy]

                    	MF

                    	Massimo Donati
                  


                  
                    	19

                    	[image: Flag of Scotland]

                    	MF

                    	Barry Robson
                  

                

              

              	

              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	20

                    	[image: Flag of England]

                    	FW

                    	Ben Hutchinson
                  


                  
                    	21

                    	[image: Flag of Scotland]

                    	GK

                    	Mark Brown
                  


                  
                    	24

                    	[image: Flag of Cameroon]

                    	DF

                    	Jean-Jol Perrier-Doumb
                  


                  
                    	25

                    	[image: Flag of Japan]

                    	MF

                    	Shunsuke Nakamura
                  


                  
                    	27

                    	[image: Flag of Australia]

                    	FW

                    	Scott McDonald
                  


                  
                    	29

                    	[image: Flag of Japan]

                    	MF

                    	Koki Mizuno
                  


                  
                    	33

                    	[image: Flag of New Zealand]

                    	FW

                    	Chris Killen
                  


                  
                    	41

                    	[image: Flag of Scotland]

                    	DF

                    	John Kennedy
                  


                  
                    	44

                    	[image: Flag of Scotland]

                    	DF

                    	Stephen McManus ( captain)
                  


                  
                    	46

                    	[image: Flag of Ireland]

                    	MF

                    	Aiden McGeady
                  


                  
                    	47

                    	[image: Flag of Northern Ireland]

                    	GK

                    	Michael McGovern
                  


                  
                    	48

                    	[image: Flag of Ireland]

                    	DF

                    	Darren O'Dea
                  


                  
                    	49

                    	[image: Flag of Scotland]

                    	DF

                    	Scott Cuthbert
                  


                  
                    	52

                    	[image: Flag of Scotland]

                    	DF

                    	Paul Caddis
                  


                  
                    	53

                    	[image: Flag of Scotland]

                    	MF

                    	Simon Ferry (Reserve)
                  

                

              
            

          


          



          


          Out on loan


          
            
              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	4

                    	[image: Flag of Scotland]

                    	DF

                    	Adam Virgo (on loan to Colchester United)
                  


                  
                    	16

                    	[image: Flag of Denmark]

                    	MF

                    	Thomas Gravesen (on loan to Everton)
                  


                  
                    	45

                    	[image: Flag of Ireland]

                    	MF

                    	James O'Brien (on loan to Dundee Utd)
                  

                

              

              	

              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	

                    	[image: Flag of Scotland]

                    	GK

                    	Scott Fox (on loan to Ayr United)
                  


                  
                    	

                    	[image: Flag of Iceland]

                    	FW

                    	Kjartan Finnbogason (on loan to tvidabergs FF)
                  

                

              
            

          


          [bookmark: 2007-08_transfers]


          2007-08 transfers


          


          Reserve & youth squad


          
            
              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	26

                    	[image: Flag of Ireland]

                    	FW

                    	Cillian Sheridan (Reserve)
                  


                  
                    	38

                    	[image: Flag of Scotland]

                    	MF

                    	Rocco Quinn (Reserve)
                  


                  
                    	43

                    	[image: Flag of Ireland]

                    	FW

                    	Diarmuid O'Carroll (Reserve)
                  


                  
                    	45

                    	[image: Flag of Ireland]

                    	MF

                    	James O'Brien (Reserve)
                  


                  
                    	50

                    	[image: Flag of Italy]

                    	MF

                    	Luca Santonocito (Youth)
                  


                  
                    	51

                    	[image: Flag of Scotland]

                    	FW

                    	Nicky Riley (Reserve)
                  


                  
                    	52

                    	[image: Flag of Scotland]

                    	DF

                    	Paul Caddis (Reserve)
                  


                  
                    	54

                    	[image: Flag of Scotland]

                    	MF

                    	Ryan Conroy (Reserve)
                  


                  
                    	55

                    	[image: Flag of Scotland]

                    	FW

                    	Paul McGowan (Reserve)
                  

                

              

              	

              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	TBA

                    	[image: Flag of Ireland]

                    	GK

                    	Paul Skinner (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Scotland]

                    	DF

                    	Jason Marr (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Ireland]

                    	DF

                    	Laurence Gaughan (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Northern Ireland]

                    	DF

                    	Daniel Lafferty (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Scotland]

                    	DF

                    	Kevin Ross (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Northern Ireland]

                    	FW

                    	Declan Bunting (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Scotland]

                    	MF

                    	Charles Grant (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Scotland]

                    	MF

                    	Sean Anderson (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Ireland]

                    	MF

                    	Paul Cahillane (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Ireland]

                    	MF

                    	Graham Carey (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Scotland]

                    	MF

                    	Ross Hepburn (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Scotland]

                    	FW

                    	Mark Millar (Reserve)
                  


                  
                    	TBA

                    	[image: Flag of Scotland]

                    	FW

                    	John W. Kelly (Reserve)
                  

                

              
            

          


          


          Non-playing staff


          


          Boardroom


          
            
              	Position

              	Name
            


            
              	Chairman

              	John Reid
            


            
              	Chief Executive

              	Peter Lawwell
            


            
              	Director of Finance

              	Eric J. Riley
            


            
              	Non-Executive Director

              	Dermot Desmond
            


            
              	Non-Executive Director

              	Eric Hagman
            


            
              	Non-Executive Director

              	Thomas E. Allison
            


            
              	Non-Executive Director

              	Brian McBride
            


            
              	Non-Executive Director

              	Brian Wilson
            


            
              	Commercial Director

              	David Thomson
            

          


          


          Management


          
            
              	Position

              	Name
            


            
              	Manager

              	Gordon Strachan
            


            
              	Assistant Manager

              	Garry Pendrey
            


            
              	First Team Coach & Head of Youth Development

              	Tommy Burns
            


            
              	Reserve Team Coach

              	Willie McStay
            


            
              	Reserve Assistant Team Coach

              	Danny McGrain
            


            
              	Youth Team Coach

              	John McLaughlan
            


            
              	Under 17's Coach

              	Joe McBride
            


            
              	Goalkeeping Coach

              	Jim Blyth
            


            
              	Goalkeeping Coach

              	Stevie Woods
            


            
              	Club Doctor

              	Derek McCormack
            


            
              	Head of Sports Science

              	Gregory Dupont
            


            
              	Physiotherapist

              	Tim Williamson
            


            
              	Physiotherapist

              	Gavin McCarthy
            


            
              	Kit Controller

              	John Clark
            


            
              	Football Development Manager

              	John Park
            


            
              	Chief Scout

              	Ray Clarke
            


            
              	Scout

              	Tom O'Neil
            

          


          


          Sponsors


          
            	Carling


            	NTL Ireland


            	T-Mobile


            	Nike, Inc.


            	Thomas Cook


            	Phoenix Motorcars


            	MBNA


            	The Big Plus


            	Sanyo


            	Scottish Leader (whisky)


            	Soccer Savings


            	Celtic Village

          


          


          Notable former players


          


          Greatest ever team


          
            
              	
                
                  [image: ]


                  
                    SIMPSON

                  


                  
                    McNEILL

                  


                  
                    MURDOCH

                  


                  
                    GEMMELL

                  


                  
                    McGRAIN

                  


                  
                    JOHNSTONE

                  


                  
                    AULD

                  


                  
                    McSTAY

                  


                  
                    LARSSON

                  


                  
                    DALGLISH

                  


                  
                    LENNOX

                  

                

              
            


            
              	Greatest ever Celtic team
            

          


          The following team was voted the greatest ever Celtic team by supporters in 2002.


          
            	[image: Flag of Sweden] Henrik Larsson - Voted Celtic's greatest ever foreign player

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Celtic_F.C."
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Celtic mythology


        
          

          
            
              	Series on

              Celtic mythology

              [image: Coventina]
            


            
              	
                Celtic polytheism

                Celtic deities

              
            


            
              	Ancient Celtic religion
            


            
              	
                Druids  Bards  Vates

                British Iron Age religion

                Celtic religious patterns

                Gallo-Roman religion

                Romano-British religion

              
            


            
              	Brythonic mythology
            


            
              	
                Welsh mythology

                Breton mythology

                Mabinogion  Taliesin

                Cad Goddeu

                Trioedd Ynys Prydein

                Matter of Britain  King Arthur

              
            


            
              	Gaelic mythology
            


            
              	
                Irish mythology

                Scottish mythology

                Hebridean mythology

                Tuatha D Danann

                Mythological Cycle

                Ulster Cycle

                Fenian Cycle

                Immrama  Echtrae

              
            


            
              	See also
            


            
              	
                Celts  Gaul

                Galatia  Celtiberians

                Early history of Ireland

                Prehistoric Scotland

                Prehistoric Wales

                Index of related articles

              
            

          


          Celtic mythology is the mythology of Celtic polytheism, apparently the religion of the Iron Age Celts. Like other Iron Age Europeans, the early Celts maintained a polytheistic mythology and religious structure. Among Celtic peoples in close contact with Rome, such as the Gauls and Celtiberians, their mythology did not survive the Roman empire, their subsequent conversion to Christianity, and the loss of their Celtic languages. Ironically, it is mostly through contemporary Roman and Christian sources that their mythology has been preserved. The Celtic peoples who maintained either their political or linguistic identities (such as the Gaels and Brythonic tribes of the British Isles) left vestigial remnants of their forebears' mythologies, put into written form during the Middle Ages.


          


          Overview


          Though the Celtic world at its apex covered much of western and central Europe, it was not politically unified nor was there any substantial central source of cultural influence or homogeneity; as a result, there was a great deal of variation in local practices of Celtic religion (although certain motifsfor example, the god Lughappear to have diffused throughout the Celtic world). Inscriptions to more than three hundred deities, often equated with their Roman counterparts, have survived, but of these most appear to have been genii locorum, local or tribal gods, and few were widely worshipped. However, from what has survived of Celtic mythology, it is possible to discern commonalities which hint at a more unified pantheon than is often given credit.


          The nature and functions of these ancient gods can be deduced from their names, the location of their inscriptions, their iconography, the Roman gods they are equated with, and similar figures from later bodies of Celtic mythology.


          Celtic mythology is found in a number of distinct, if related, subgroups, largely corresponding to the branches of the Celtic languages:


          
            	Ancient Celtic religion (known primarily through archaeological sources rather than through written mythology; cf. Ancient Gaulish and British deities)


            	mythology in Goidelic languages, represented chiefly by Gaelic mythology (cf. also Scottish mythology and Irish mythology)

              
                	Mythological Cycle


                	Ulster Cycle


                	Fenian cycle


                	Historical Cycle

              

            


            	mythology in Brythonic languages, represented chiefly by Welsh mythology (cf. also Breton mythology and folklore)

          


          


          The mythology of Ireland


          The oldest body of myths is found in early medieval manuscripts from Ireland. These were written by Christians, so the formerly divine nature of the characters is obscured. The basic myth appears to be a war between two apparently divine races, the Tuatha D Danann and the Fomorians, which forms the basis for the text Cath Maige Tuireadh (the Battle of Mag Tuireadh), as well as portions of the history-focused Lebor Gabla renn (the Book of Invasions). The Tuatha D represent the functions of human society such as kingship, crafts and war, while the Fomorians represent chaos and wild nature.


          


          The Dagda


          The supreme god of the Irish pantheon appears to have been The Dagda. The name means the 'Good God', not good in a moral sense, but good at everything, or all-powerful. The Dagda is a father-figure, a protector of the tribe and the basic Celtic god of whom other male Celtic deities were variants. Celtic gods were largely unspecialised entities, and perhaps more like a clan rather than as a formal pantheon.


          Because the particular character of Dagda is a figure of burlesque lampoonery in Irish mythology, some authors conclude that he was trusted to be benevolent enough to tolerate a joke at his expense.


          Irish tales depict the Dagda as a figure of power, armed with a spear and associated with a cauldron. In Dorset there is a famous outline of an ithyphallic giant known as the Cerne Abbas Giant with a club cut into the chalky soil. While this was probably produced in relatively modern times (English Civil War era), it was long thought to be a representation of the Dagda. This has been called into question by recent studies which show that there may have been a representation of what looks like a large drapery hanging from the horizontal arm of the figure, leading to suspicion that this figure actually represents Hercules(Heracles), with the skin of the Nemean Lion over his arm and carrying the club he used to kill it. In Gaul, it is speculated that the Dagda is associated with Sucellos, the striker, equipped with a hammer and cup.


          


          The Morrgan


          The Morrgan was a tripartite battle goddess of the ancient Irish Celts. Collectively she was known as the Morrgan, but her divisions were also referred to as Nemhain, Macha, and Badb (among other, less common names), with each representing different aspects of combat. She is most commonly known for her involvement in the Tin B Cailnge, where she is at various times a helper and a hindrance to the hero Cchulainn, and in the Cath Maige Tuireadh (the Battle of Mag Tuired) where she also plays the role of a poet, magician and sovereignty figure, and gives the victory to the Tuatha D Danann. She was most often represented as a crow or raven but could take many different forms, including a cow, wolf or eel. The Morrgan can be compared to other Indo-European goddesses of death such as Kali in the Hindu pantheon and the Valkyries in Norse Mythology.


          


          Lgh/Lug


          The widespread diffusion of the god Lugus (seemingly related to the mythological figure Lugh in Irish) in Celtic religion is apparent from the number of place names in which his name appears, occurring across the Celtic world from Ireland to Gaul. The most famous of these are the cities of Lugdunum (the modern French city of Lyon) and Lugdunum Batavorum (the modern city of Leiden). Lug is described in the Celtic myths as a latecomer to the list of deities, and is usually described as having the appearance of a young man. He is often associated with light, the sun, and summer. His weapons were the throwing-spear and sling, and in Ireland a festival called the Lughnasa (Modern Irish lnasa) was held in his honour.


          


          Others


          
            [image: A statuette in the Museum of Brittany, Rennes, probably depicting Brigantia (Brigid): c2nd century BCE]

            
              A statuette in the Museum of Brittany, Rennes, probably depicting Brigantia (Brigid): c2nd century BCE
            

          


          Among these are the goddess Brigid (or Brigit), the Dagda's daughter; nature goddesses like Tailtiu and Macha; Epona, the horse goddess; and riu.


          Male gods included Goibniu, the smith god and immortal brewer of beer, as well as Angus Og, the god of love.


          


          The mythology of Wales


          Less is known about the pre-Christian mythologies of Britain than those of Ireland. Important reflexes of British mythology appear in the Four Branches of The Mabinogi, especially in the names of several characters, such as Rhiannon (the Divine Queen), Teyrnon (the Divine King), and Bendigeidfran (Bran [Crow] the Blessed). Other characters, in all likelihood, derive from mythological sources, and various episodes, such as the appearance of Arawn, a king of the Otherworld seeking the aid of a mortal in his own feuds, and the tale of the hero who cannot be killed except under seemingly contradictory circumstances, can be traced throughout Indo-European myth and legend. The children of Llŷr (Sea = Irish Lir) in the Second and Third Branches, and the children of Dn ( Danu in Irish and earlier Indo-European tradition) in the Fourth Branch are major figures, but the tales themselves are not primary mythology.


          While further mythological names and references appear elsewhere in Welsh narrative and tradition, especially in the tale of Culhwch and Olwen, where we find, for example, Mabon ap Modron (the Divine Son of the Divine Mother), and in the collected Triads of the Island of Britain, not enough is known of the British mythological background to reconstruct either a narrative of creation or a coherent pantheon of British deities. Indeed, though there is much in common with Irish myth, there may have been no unified British mythological tradition per se. Whatever its ultimate origins, the surviving material has been put to good use in the service of literary masterpieces that address the cultural concerns of Wales in the early and later Middle Ages.


          


          Remnants of Gaulish and other mythology


          The Celts also worshipped a number of deities of which we know little more than their names. Classical writers preserve a few fragments of legends or myths that may possibly be Celtic.


          According to the Syrian rhetorician Lucian, Ogmios was supposed to lead a band of men chained by their ears to his tongue as a symbol of the strength of his eloquence.


          The Roman poet Lucan (1st century AD) mentions the gods Taranis, Teutates and Esus, but there is little Celtic evidence that these were important deities.


          A number of objets d'art, coins, and altars may depict scenes from lost myths, such as the representations of Tarvos Trigaranus or of an equestrian Jupiter surmounting a snake-legged human-like figure. The Gundestrup cauldron has been also interpreted mythically.


          Along with dedications giving us god names, there are also deity representations to which no name has yet been attached. Among these are images of a three headed or three faced god, a squatting god, a god with a snake, a god with a wheel, and a horseman with a kneeling giant. Some of these images can be found in Late Bronze Age peat bogs in Britain, indicating the symbols were both pre-Roman and widely spread across Celtic culture. The distribution of some of the images has been mapped and shows a pattern of central concentration of an image along with a wide scatter indicating these images were most likely attached to specific tribes and were distributed from some central point of tribal concentration outward along lines of trade. The image of the three headed god has a central concentration among the Belgae, between the Oise, Marne and Moselle rivers. The horseman with kneeling giant is centered on either side of the Rhine. These examples seem to indicate regional preferences of a common image stock.


          


          Julius Caesars comments on Celtic religion and their significance


          The classic entry about the Celtic gods of Gaul is the section in Julius Caesar's Commentarii de bello Gallico (5251 BC; The Gallic War). In this he names the five principal gods worshipped in Gaul (according to the practice of his time, he gives the names of the closest equivalent Roman gods) and describes their roles. Mercury was the most venerated of all the deities and numerous representations of him were to be discovered. Mercury was seen as the originator of all the arts (and is often taken to refer to Lugus for this reason), the supporter of adventurers and of traders, and the mightiest power concerning trade and profit. Next the Gauls revered Apollo, Mars, Jupiter, and Minerva. Among these divinities the Celts are described as holding roughly equal views as did other populations: Apollo dispels sickness, Minerva encourages skills, Jupiter governs the skies, and Mars influences warfare. In addition to these five, he mentions that the Gauls traced their ancestry to Dis Pater.


          


          The problem with Caesars equivalent Roman gods


          As typical of himself as a Roman of the day, though, Caesar does not write of these gods by their Celtic names but by the names of the Roman gods with which he equated them, a process that significantly confuses the chore of identifying these Gaulish gods with their native names in the insular mythologies. He also portrays a tidy schema which equates deity and role in a manner that is quite unfamiliar to the colloquial literature handed down. Still, despite the restrictions, his short list is a helpful and fundamentally precise observation. In balancing his description with the oral tradition, or even with the Gaulish iconography, one is apt to recollect the distinct milieus and roles of these gods. Caesar's remarks and the iconography allude to rather dissimilar phases in the history of Gaulish religion. The iconography of Roman times is part of a setting of great social and political developments, and the religion it depicts may actually have been less obviously ordered than that upheld by the druids (the priestly order) in the era of Gaulish autonomy from Rome. Conversely, the want of order is often more ostensible than factual. It has, for example, been noticed that out of the several hundred names including a Celtic aspect that can be found in Gaul the greater part crop up only once. This has led some scholars to conclude that the Celtic deities and the related cults were local and tribal as opposed to pan-Celtic. Proponents of this opinion quote Lucan's reference to a divinity called Teutates, which they translate as tribal spirit (*teuta is believed to have meant tribe in Proto-Celtic). The apparent array of divine names may, nonetheless, be justified differently: many may be mere epithets applied to key gods worshiped in extensive pan-Celtic cults. The concept of the Celtic pantheon as a large number of local deities is gainsaid by certain well-testified gods whose cults seem to have been followed across the Celtic world.
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              	Capital

              (and largest city)

              	Bangui

            


            
              	Official languages

              	Sango, French
            


            
              	Demonym

              	Central African
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Franois Boziz
            


            
              	-

              	Prime Minister

              	Faustin-Archange Touadra
            


            
              	Independence

              	from France
            


            
              	-

              	Date

              	August 13, 1960
            


            
              	Area
            


            
              	-

              	Total

              	622,984km( 43rd)

              240,534 sqmi
            


            
              	-

              	Water(%)

              	0
            


            
              	Population
            


            
              	-

              	2007estimate

              	4,216,666( 124th)
            


            
              	-

              	2003census

              	3,895,150
            


            
              	-

              	Density

              	6.77/km( 191st)

              17.53/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$5.015 billion( 153rd)
            


            
              	-

              	Per capita

              	$1,198( 167th)
            


            
              	GDP (nominal)

              	2006estimate
            


            
              	-

              	Total

              	$1.48 billion( 152nd)
            


            
              	-

              	Per capita

              	$355( 160th)
            


            
              	Gini(1993)

              	61.3(high)
            


            
              	HDI(2007)

              	▲ 0.384(low)( 171st)
            


            
              	Currency

              	Central African CFA franc ( XAF)
            


            
              	Time zone

              	WAT ( UTC+1)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+1)
            


            
              	Internet TLD

              	.cf
            


            
              	Calling code

              	+236
            

          


          The Central African Republic (CAR), French: Rpublique Centrafricaine pronounced [ʀepyblik sɑ̃tʀafʀikɛn] or Centrafrique [sɑ̃tʀafʀik]) is a landlocked country in Central Africa. It borders Chad in the north, Sudan in the east, the Republic of the Congo and the Democratic Republic of the Congo in the south, and Cameroon in the west.


          Most of the CAR consists of Sudano-Guinean savannas but it also includes a Sahelo-Sudanese zone in the north and an equatorial forest zone in the south. Two thirds of the country lies in the basins of the Ubangi River, which flows south into the Congo River, while the remaining third lies in the basin of the Chari River, which flows north into Lake Chad.


          Since most of the territory is located in the Ubangi and Shari river basins, the French called the colony it carved out in this region Ubangi-Shari, or Oubangui-Chari in French. This French colony of Ubangi-Shari became a semi-autonomous territory of the French Community in 1958 and then an independent nation on 13 August 1960. For over three decades after independence, the CAR was ruled by presidents who were not chosen in truly democratic elections or who took power by force. Local discontent with this system was eventually reinforced by international pressure, following the end of the Cold War.


          The first fair democratic elections were held in 1993 with resources provided by the country's donors and help from the UN Office for Electoral Affairs. They brought Ange-Flix Patass to power, but President Patass lost popular support and was overthrown by French-backed General Franois Boziz in 2003. General Boziz won a democratic election in May 2005.


          Inability to pay workers in the public sector led to strikes in 2007, forcing the resignation of the government in early 2008. A new Prime Minister, Faustin-Archange Touadra was named on January 22, 2008.


          The Central African Republic is one of the poorest countries in the world and among the ten poorest countries in Africa.


          In 2001 The Ecologist magazine estimated that Central African Republic is the world's leading country in sustainable development.


          


          History


          


          Pre-history


          Between about 1000 BC and 1000 AD, Adamawa-Eastern-speaking peoples spread eastward from Cameroon to Sudan and settled in most of the territory of the CAR. During the same period, a much smaller number of Bantu-speaking immigrants settled in Southwestern CAR and some Central Sudanic-speaking populations settled along the Oubangi. The majority of the CAR's inhabitants thus speak Adamawa-Eastern languages or Bantu languages belonging to the Niger-Congo family. A minority speak Central Sudanic languages of the Nilo-Saharan family. More recent immigrants include many Muslim merchants who most often speak Arabic or Hausa.


          


          Exposure to the outside world


          Until the early 1800s, the peoples of the CAR lived beyond the expanding Islamic frontier in the Sudanic zone of Africa and thus had relatively little contact with Abrahamic religions or northern economies. During the first decades of the nineteenth century, however, Muslim traders began increasingly to penetrate the region of the CAR and to cultivate special relations with local leaders in order to facilitate their trade and settlement in the region. The initial arrival of Muslim traders in the early 1800s was relatively peaceful and depended upon the support of local peoples, but after about 1850, slave traders with well-armed soldiers began to penetrate the region. Between c. 1860 and 1910, slave traders from Sudan, Chad, Cameroon, Dar al-Kuti in Northern CAR and Nzakara and Zande states in Southeastern CAR exported much of the population of Eastern CAR, a region with very few inhabitants today.


          


          French colonialism


          European penetration of Central African territory began in the late nineteenth century during the so-called Scramble for Africa (c. 1875-1900). Count Savorgnan de Brazza took the lead in establishing the French Congo with headquarters in the city named after him, Brazzaville, and sent expeditions up the Ubangi River in an effort to expand France's claims to territory in Central Africa. King Leopold II of Belgium, Germany and the United Kingdom also competed to establish their claims to territory in the Central African region. In 1889 the French established a post on the Ubangi River at Bangui, the future capital of Ubangi-Shari and the CAR. De Brazza then sent expeditions in 1890-91 up the Sangha River in what is now Southwestern CAR, up the centre of the Ubangi basin toward Lake Chad, and eastward along the Ubangi River toward the Nile. De Brazza and the procolonial in France wished to expand the borders of the French Congo to link up with French territories in West Africa, North Africa and East Africa. In 1894, the French Congo's borders with Leopold II's Congo Free State and German Cameroon were fixed by diplomatic agreements. Then, in 1899, the French Congo's border with Sudan was fixed along the Congo-Nile watershed, leaving France without her much coveted outlet on the Nile and turning Southeastern Ubangi-Shari into a cul-de-sac.


          Once European negotiators agreed upon the borders of the French Congo, France had to decide how to pay for the costly occupation, administration, and development of the territory. The reported financial successes of Leopold II's concessionary companies in the Congo Free State convinced the French government in 1899 to grant 17 private companies large concessions in the Ubangi-Shari region. In return for the right to exploit these lands by buying local products and selling European goods, the companies promised to pay rent to the colonial state and to promote the development of their concessions. The companies employed European and African agents who frequently used extremely brutal and atrocious methods to force Central Africans to work for them. At the same time, the French colonial administration began to force Central Africans to pay taxes and to provide the state with free labor. The companies and French administration often collaborated in their efforts to force Central Africans to work for their benefit, but they also often found themselves at odds. Some French officials reported abuses committed by private company militias and even by their own colonial colleagues and troops, but efforts to bring these criminals to justice almost always failed. When news of terrible atrocities committed against Central Africans by concessionary company employees and colonial officials or troops reached France and caused an outcry, there were investigations and some feeble attempts at reform, but the situation on the ground in Ubangi-Shari remained essentially the same.


          In the meantime, during the first decade of French colonial rule (c. 1900-1910), the rulers of African states in the Ubangi-Shari region increased their slave raiding activities and also their sale of local products to European companies and the colonial state. They took advantage of their treaties with the French to procure more weapons which were used to capture more slaves and so much of the eastern half of Ubangi-Shari was depopulated as a result of the export of Central Africans by local rulers during the first decade of colonial rule. Those who had power, Africans and Europeans, often made life miserable for those who did not have the power to resist.


          During the second decade of colonial rule (c. 1910-1920), armed employees of private companies and the colonial state continued to use brutal methods to deal with local populations who resisted forced labor but the power of local African rulers was destroyed and so slave raiding was greatly diminished. In 1911, the Sangha and Lobaye basins were ceded to Germany as part of an agreement which gave France a free-hand in Morocco and so Western Ubangi-Shari came under German rule until World War I, during which France reconquered this territory by using Central African troops.


          The third decade of colonial rule (1920-1930) was a period of transition during which a network of roads was built, cash crops were promoted, mobile health services were formed to combat sleeping sickness, and Protestant missions established stations in different parts of the country. New forms of forced labor were also introduced, however, as the French conscripted large numbers of Ubangians to work on the Congo-Ocean Railway and many of these recruits died of exhaustion and illness. In 1925 the French writer Andr Gide published Voyage au Congo in which he described the alarming consequences of conscription for the Congo-Ocean railroad and exposed the continuing atrocities committed against Central Africans in Western Ubangi-Shari by employees of the Forestry Company of Sangha-Ubangi, for example. In 1928 a major insurrection, the Kongo-Wara 'war of the hoe handle' broke out in Western Ubangi-Shari and continued for several years. The extent of this insurrection, perhaps the largest anticolonial rebellion in Africa during the interwar years, was carefully hidden from the French public because it provided evidence, once again, of strong opposition to French colonial rule and forced labor.


          During the fourth decade of colonial rule (c. 1930-1940), cotton, tea, and coffee emerged as important cash crops in Ubangi-Shari and the mining of diamonds and gold began in earnest. Several cotton companies were granted purchasing monopolies over large areas of cotton production and were thus able to fix the prices paid to cultivators in order to assure profits for their shareholders. Europeans established coffee plantations and Central Africans also began to cultivate coffee.


          The fifth decade of colonial rule (c. 1940-1950) was shaped by the Second World War and the political reforms which followed in its wake. In September 1940 pro-Gaullist French officers took control of Ubangi-Shari.


          


          Independence


          On 1 December 1958 the colony of Ubangi-Shari became an autonomous territory within the French Community and took the name Central African Republic. The founding father and president of the Conseil de Gouvernement, Barthlmy Boganda, died in a mysterious plane accident in 1959, just eight days before the last elections of the colonial era. On 13 August 1960 the Central African Republic gained its independence and two of Boganda's closest aides, Abel Goumba and David Dacko, became involved in a power struggle. With the backing of the French, Dacko took power and soon had Goumba arrested. By 1962 President Dacko had established a one-party state.


          On 31 December 1965 Dacko was overthrown by Colonel Jean-Bdel Bokassa, who suspended the constitution and dissolved the National Assembly. President Bokassa declared himself President for life in 1972, and named himself Emperor Bokassa I of the Central African Empire on 4 December 1976. A year later, Emperor Bokassa crowned himself in a lavish and expensive ceremony that was ridiculed by much of the world. In 1979 France carried out a coup against Bokassa and "restored" Dacko to power. Dacko, in turn, was overthrown in a coup by General Andr Kolingba on 1 September 1981.


          Kolingba suspended the constitution and ruled with a military junta until 1985. He introduced a new constitution in 1986 which was adopted by a nationwide referendum. Membership in his new party, the Rassemblement Dmocratique Centrafricain (RDC) was voluntary. In 1987, semi-competitive elections to parliament were held and municipal elections were held in 1988. Kolingba's two major political opponents, Abel Goumba and Ange-Flix Patass, boycotted these elections because their parties were not allowed to compete.


          By 1990, after the fall of the Berlin Wall, a pro-democracy movement became very active. In May 1990 a letter signed by 253 prominent citizens asked for the convocation of a National Conference but Kolingba refused this request and detained several opponents. Pressure from the United States, more reluctantly from France, and from a group of locally represented countries and agencies called GIBAFOR (France, USA, Germany, Japan, EU, World Bank and UN) finally led Kolingba to agree, in principle, to hold free elections in October 1992, with help from the UN Office of Electoral Affairs. After using the excuse of alleged irregularities to suspend the results of the elections as a pretext for holding on to power, President Kolingba came under intense pressure from GIBAFOR to establish a "Conseil National Politique Provisoire de la Rpublique" (Provisional National Political Council) (CNPPR) and to set up a "Mixed Electoral Commission" which included representatives from all political parties.


          When elections were finally held in 1993, again with the help of the international community, Ange-Flix Patass came in first in the first round and Kolingba came in fourth after Abel Goumba and David Dacko. In the second round, Patass won 53 percent of the vote while Goumba won 45.6 percent. Most of Patass's support came from Gbaya, Kare and Kaba voters in seven heavily-populated prefectures in the northwest while Goumba's support came largely from ten less-populated prefectures in the south and east. Furthermore, Patass's party, the Mouvement pour la Libration du Peuple Centrafricain (MLPC) or Movement for the Liberation of the Central African People gained a simple but not an absolute majority of seats in parliament, which meant Patass needed coalition partners.


          Patass relieved former President Kolingba of his military rank of general in March 1994 and then charged several former ministers with various crimes. Patass also removed many Yakoma from important, lucrative posts in the government. Two hundred mostly Yakoma members of the presidential guard were also dismissed or reassigned to the army. Kolingba's RDC loudly proclaimed that Patass's government was conducting a "witch hunt" against the Yakoma.


          A new constitution was approved on 28 December 1994 and promulgated on 14 January 1995, but this constitution, like those before it, did not have much impact on the practice of politics. In 1996-1997, reflecting steadily decreasing public confidence in its erratic behaviour, three mutinies against Patass's government were accompanied by widespread destruction of property and heightened ethnic tension. On 25 January 1997, the Bangui Peace Accords were signed which provided for the deployment of an inter-African military mission, the Mission Interafricaine de Surveillance des Accords de Bangui (MISAB). Mali's former president, Amadou Tour, served as chief mediator and brokered the entry of ex-mutineers into the government on 7 April 1997. The MISAB mission was later replaced by a U.N. peacekeeping force, the Mission des Nations Unies en RCA (MINURCA).


          In 1998 parliamentary elections resulted in Kolingba' RDC winning 20 out of 109 seats, which constituted a comeback, but in 1999, notwithstanding widespread public anger in urban centers with his corrupt rule, Patass won free elections to become president for a second term. On 28 May 2001 rebels stormed strategic buildings in Bangui in an unsuccessful coup attempt. The army chief of staff, Abel Abrou, and General Francois N'Djadder Bedaya were shot, but Patass regained the upper hand by bringing in at least 300 troops of the rebel leader Jean-Pierre Bemba from over the river in the Democratic Republic of the Congo and by Libyan soldiers.


          In the aftermath of this failed coup, militias loyal to Patass sought revenge against rebels in many neighborhoods of the capital, Bangui, that resulted in the destruction of many homes as well as the torture and murder of many opponents. Eventually Patass came to suspect that General Franois Boziz was involved in another coup attempt against him and so Boziz fled with loyal troops to Chad. On 25 October 2002 Boziz launched a surprise attack against Patass, who was out of the country. Libyan troops and some 1,000 soldiers of Bemba's Congolese rebel organization failed to stop the rebels, who took control of the country and thus succeeded in overthrowing Patass.


          Franois Boziz suspended the constitution and named a new cabinet which included most opposition parties. Abel Goumba, "Mr. Clean", was named vice-president, which gave Boziz's new government a positive image. Boziz established a broad-based National Transition Council to draft a new constitution and announced that he would step down and run for office once the new constitution was approved. A national dialogue was held from 15 September to 27 October 2003, and Boziz won a fair election that excluded Patass, to be elected president on a second ballot, in May 2005.


          


          Development and humanitarian needs


          The CAR is heavily dependent upon multilateral foreign aid and the presence of numerous NGOs which provide numerous services which the government fails to provide. As one UNDP official put it, the CAR is a country "sous serum," or a country metaphorically hooked up to an IV. (Mehler 2005:150). The very presence of numerous foreign personnel and organizations in the country, including peacekeepers and even refugee camps, provides an important source of revenue for many Central Africans.


          The country is self-sufficient in food crops, but much of the population lives at a subsistence level. Livestock development is hindered by the presence of the tsetse fly.


          In 2006 due to ongoing violence, over 50,000 in the country's north-west were at risk of starvation, and this was only averted thanks to United Nations support.


          


          Politics


          The country is currently under the rule of Franois Boziz. A new constitution was approved by voters in a referendum held on December 5, 2004. Full multiparty presidential and parliamentary elections were held in March 2005, with a second round in May. Boziz was declared the winner after a run-off vote.


          In February 2006, there were reports of widespread violence in the northern part of the CAR. Thousands of refugees fled their homes, caught in the crossfire of battles between government troops and rebel forces. More than 7,000 people fled to neighboring Chad. Those who remained in the CAR told of government troops systematically killing men and boys suspected of cooperating with rebels.


          


          Prefectures and sub-prefectures
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          The Central African Republic is divided into 14 administrative prefectures (prfectures), along with 2 economic prefectures (prfectures economiques) and one autonomous commune. The prefectures are further divided into 71 sub-prefectures (sous-prfectures).


          The prefectures include:


          
            
              	
                
                  	Bamingui-Bangoran


                  	Basse-Kotto


                  	Haute-Kotto


                  	Haut-Mbomou


                  	Kmo


                  	Lobaye


                  	Mambr-Kad

                

              

              	
                
                  	Mbomou


                  	Nana-Mambr


                  	Ombella-M'Poko


                  	Ouaka


                  	Ouham


                  	Ouham-Pend


                  	Vakaga

                

              
            

          


          the two economic prefectures are Nana-Grbizi and Sangha-Mbar; the commune is Bangui.


          


          Geography
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          The Central African Republic is an entirely land-locked nation within the interior of the African continent. It is bordered by the countries of Cameroon, Chad, the Sudan, the Democratic Republic of the Congo and the Republic of the Congo. Much of the country consists of flat, or rolling plateau savanna, typically about 1,640 feet (500m) above sea level. In the northeast are the Fertit Hills, and there are scattered hills in southwest part of the country. To the northwest is the Yade Massif, a granite plateau with an altitude of 3,750 feet (1,143m).


          At 240,519 mi (622,984 km), the Central African Republic is the world's 43rd-largest country (after Somalia). It is comparable in size to Ukraine, and is somewhat smaller than the US state of Texas.


          Much of the southern border is formed by tributaries of the Congo River, with the Mbomou River in the east merging with the Uele River to form the Ubangi River. In the west, the Sangha River flows through part of the country. The eastern border lies along the edge of the Nile river watershed.


          Estimates of the amount of the country covered by forest ranges up to 8%, with the densest parts in the south. The forest is highly diverse, and includes commercially important species of Ayous, Sapelli and Sipo. The current deforestation rate is 0.4% per annum, and lumber poaching is commonplace.


          The climate of the C.A.R. is generally tropical. The northern areas are subject to harmattan winds, which are hot, dry, and carry dust. The northern regions have been subject to desertification, and the northeast is desert. The remainder of the country is prone to flooding from nearby rivers.


          


          Economy


          
            [image: A boy playing with a burnt lamp in the city of Birao, Central African Republic. The town was almost completely burnt down in March 2007 during fighting between rebels and government troops.]

            
              A boy playing with a burnt lamp in the city of Birao, Central African Republic. The town was almost completely burnt down in March 2007 during fighting between rebels and government troops.
            

          


          The economy of the CAR is dominated by the cultivation and sale of food crops such as cassava, peanuts, maize, sorghum, millet, sesame and plantains. The current annual real GDP growth rate is just above 3%. The importance of foodcrops over exported cash crops is indicated by the fact that the total production of cassava, the staple food of most Central Africans, ranges between 200,000 and 300,000 tons a year, while the production of cotton, the principal exported cash crop, ranges from 25,000 to 45,000 tons a year. Foodcrops are not exported in large quantities but they still constitute the principal cash crops of the country because Central Africans derive far more income from the periodic sale of surplus foodcrops than from exported cash crops such as cotton or coffee. Many rural and urban women also transform some foodcrops into alcoholic drinks such as sorghum beer or hard liquor and derive considerable income from the sale of these drinks. Much of the income derived from the sale of foods and alcohol is not "on the books" and thus is not considered in calculating per capita income, which is one reason why official figures for per capita income are not accurate in the case of the CAR. The per capita income of the CAR is often listed as being around $300 a year, said to be one of the lowest in the world, but this figure is based mostly on reported sales of exports and largely ignores the more important but unregistered sale of foods, locally-produced alcohol, diamonds, ivory, bushmeat, and traditional medicine, for example. The informal economy of the CAR is more important than the formal economy for most Central Africans.


          Diamonds constitute the most important export of the CAR, frequently accounting for 40-55% of export revenues, but an estimated 30-50% of the diamonds produced each year leave the country clandestinely.


          Export trade is hindered by poor economic development, and the location of this country far from the coast.


          The natural wilderness regions of this country had good potential as ecotourist destinations. The country is noted for its population of forest elephants. In the southwest, the Dzanga-Sangha National Park is a rain forest area. To the north, the Manovo-Gounda St Floris National Park has been well-populated with wildlife, including leopards, lions, and rhinos. To the northeast the Bamingui-Bangoran National Park. However the population of wildlife in these parks has severely diminished over the past 20 years due to poaching, particularly from the neighboring Sudan.


          


          Demographics


          The population has tripled since independence. In 1960 the population was 1,232,000. The current population is at 4,302,360. (February 2008 est.) Note: estimates for this country explicitly take into account the effects of excess mortality due to AIDS; this can result in lower life expectancy, higher infant mortality and death rates, lower population and growth rates, and changes in the distribution of population by age and sex than would otherwise be expected.


          The United Nations estimates that approximately 11% of the population ages 15 - 49 is HIV positive. Only 3% of the country has antiretroviral therapy available, compared to 17% coverage in neighbouring countries of Chad and the Republic of the Congo.


          The nation is divided into over 80 ethnic groups, each having its own language. The largest ethnic groups are the Baya 33%, Banda 27%, Mandjia 13%, Sara 10%, Mboum 7%, M'Baka 4%, and Yakoma 4%, with 2% others, including Europeans. Religiously, about 35% of the population follows indigenous beliefs, 25% is Protestant, 25% is Roman Catholic, and 15% is Muslim.


          


          Culture


          See also:


          
            	List of writers from the Central African Republic


            	Music of the Central African Republic


            	Public holidays in the Central African Republic

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Central_African_Republic"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Central bank


        
          

          The central bank, reserve bank, or monetary authority, is the entity responsible for the monetary policy of a country or of a group of member states. Its primary responsibility is to maintain the stability of the national currency and money supply, but more active duties include controlling subsidized- loan interest rates, and acting as a "bailout" lender of last resort to the banking sector during times of financial crisis (private banks often being integral to the national financial system). It may also have supervisory powers, to ensure that banks and other financial institutions do not behave recklessly or fraudulently.


          Most richer countries today have an "independent" central bank--- that is, one which operates under rules designed to prevent political interference. Examples include the European Central Bank, the Banco Central de Chile, the Reserve Bank of Australia, the Reserve Bank of India, the Bank of England, the Bank of Canada, Sveriges Riksbank, the Banco de la Repblica de Colombia, Norges Bank, State Bank of Pakistan, National Bank of Azerbaijan and the U.S. Federal Reserve. Some central banks are publicly-owned, and others are, in theory, privately-owned. In practice, there is little difference between public and private ownership, since in the latter case almost all profits of the bank are paid to the government either as a tax or a transfer to the government.


          


          Activities and responsibilities


          Functions of a central bank (not all functions are carried out by all banks):


          
            	implementation of monetary policy


            	controls the nation's entire money supply


            	the Government's banker and the bankers' bank ("Lender of Last Resort")


            	manages the country's foreign exchange and gold reserves and the Government's stock register;


            	regulation and supervision of the banking industry:


            	setting the official interest rate - used to manage both inflation and the country's exchange rate - and ensuring that this rate takes effect via a variety of policy mechanisms

          


          


          Monetary policy


          Central banks implement a country's chosen monetary policy. At the most basic level, this involves establishing what form of currency the country may have, whether a fiat currency, gold-backed currency (disallowed for countries with membership of the IMF), currency board or a currency union. When a country has its own national currency, this involves the issue of some form of standardized currency, which is essentially a form of promissory note: a promise to exchange the note for "money" under certain circumstances. Historically, this was often a promise to exchange the money for precious metals in some fixed amount. Now, when many currencies are fiat money, the "promise to pay" consists of nothing more than a promise to pay the same sum in the same currency.
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              The ECB building in Frankfurt
            

          


          In many countries, the central bank may use another country's currency either directly (in a currency union), or indirectly, by using a currency board. In the latter case, local currency is directly backed by the central bank's holdings of a foreign currency in a fixed-ratio; this mechanism is used, notably, in Hong Kong and Estonia.


          In countries with fiat money, monetary policy may be used as a shorthand form for the interest rate targets and other active measures undertaken by the monetary authority.


          


          Currency issuance


          Many central banks are "banks" in the sense that they hold assets (foreign exchange, gold, and other financial assets) and liabilities. A central bank's primary liabilities are the currency outstanding, and these liabilities are backed by the assets the bank owns. Central banks in jurisdictions with fiat currencies such as the USA may "create" new money, usually backed by the full faith and credit of the government.


          Central banks generally earn money by issuing currency notes and "selling" them to the public for interest-bearing assets, such as government bonds. Since currency usually pays no interest, the difference in interest generates income. In most central banking systems, this income is remitted to the government. The European Central Bank remits its interest income to its owners, the central banks of the member countries of the European Union.


          Although central banks generally hold government debt, in some countries the outstanding amount of government debt is smaller than the amount the central bank may wish to hold. In many countries, central banks may hold significant amounts of foreign currency assets, rather than assets in their own national currency, particularly when the national currency is fixed to other currencies.


          


          Naming of central banks


          There is no standard terminology for the name of a central bank, but many countries use the "Bank of Country" form (e.g., Bank of England, Bank of Canada, Bank of Russia). Some are styled national banks, such as the National Bank of Ukraine. In other cases they may incorporate the word "Central" (e.g. European Central Bank, Central Bank of Ireland). In many countries, there may be private banks that incorporate the term national. Many countries have state-owned banks or other quasi-government entities that have entirely separate functions, such as financing imports and exports.


          In some countries, particularly in some Communist countries, the term national bank may be used to indicate both the monetary authority and the leading banking entity, such as the USSR's Gosbank (state bank). In other countries, the term national bank may be used to indicate that the central bank's goals are broader than monetary stability, such as full employment, industrial development, or other goals.


          The word "Reserve" is also used, primarily in the U.S., Australia, New Zealand, South Africa and India.


          


          Interest rate interventions


          Typically a central bank controls certain types of short-term interest rates. These influence the stock- and bond markets as well as mortgage and other interest rates. The European Central Bank for example announces its interest rate at the meeting of its Governing Council (in the case of the Federal Reserve, the Board of Governors).


          Both the Federal Reserve and the ECB are composed of one or more central bodies that are responsible for the main decisions about interest rates and the size and type of open market operations, and several branches to execute its policies. In the case of the Fed, they are the local Federal Reserve Banks, for the ECB they are the national central banks.


          Interest rate interventions are the most common and are dealt with in more detail below.


          


          Limits of enforcement power


          Contrary to popular perception, central banks are not all-powerful and have limited powers to put their policies into effect. Most importantly, although the perception by the public may be that the "central bank" controls some or all interest rates and currency rates, economic theory (and substantial empirical evidence) shows that it is impossible to do both at once in an open economy. Robert Mundell's " impossible trinity" is the most famous formulation of these limited powers, and postulates that it is impossible to target monetary policy (broadly, interest rates), the exchange rate (through a fixed rate) and maintain free capital movement. Since most Western economies are now considered "open" with free capital movement, this essentially means that central banks may target interest rates or exchange rates with credibility, but not both at once.


          Even when targeting interest rates, most central banks have limited ability to influence the rates actually paid by private individuals and companies.


          Even the US must engage in buying and selling to meet its targets. In the most famous case of policy failure, George Soros arbitraged the pound sterling's relationship to the ECU and (after making $2B himself and forcing the UK to spend over $8B defending the pound) forced it to abandon its policy. Since then he has been a harsh critic of clumsy bank policies and argued that no one should be able to do what he in fact did.


          The most complex relationships are those between the yuan and the US dollar, and between the Euro and its neighbours. The situation in Cuba is so exceptional as to require the Cuban peso to be dealt with simply as an exception, since the US forbids direct trade with Cuba. US dollars were ubiquitous in Cuba's economy after its legalization in 1991, but were officially removed from circulation in 2004 and replaced by the Convertible peso.


          


          Policy instruments


          The main monetary policy instruments available to central banks are open market operation, bank reserve requirement, interest rate policy, re-lending and re-discount (including using the term repurchase market), and credit policy (often coordinated with trade policy). While capital adequacy is important, it is defined and regulated by the Bank for International Settlements, and central banks in practice generally do not apply stricter rules.


          To enable open market operations, a central bank must hold foreign exchange reserves (usually in the form of government bonds) and official gold reserves. It will often have some influence over any official or mandated exchange rates: Some exchange rates are managed, some are market based (free float) and many are somewhere in between ("managed float" or "dirty float").


          


          Interest rates


          By far the most visible and obvious power of many modern central banks is to influence market interest rates; contrary to popular belief, they rarely "set" rates to a fixed number. Although the mechanism differs from country to country, most use a similar mechanism based on a central bank's ability to create as much fiat money as required.


          The mechanism to move the market towards a 'target rate' (whichever specific rate is used) is generally to lend money or borrow money in theoretically unlimited quantities, until the targeted market rate is sufficiently close to the target. Central banks may do so by lending money to and borrowing money from (taking deposits from) a limited number of qualified banks, or by purchasing and selling bonds. As an example of how this functions, the Bank of Canada sets a target overnight rate, and a band of plus or minus 0.25%. Qualified banks borrow from each other within this band, but never above or below, because the central bank will always lend to them at the top of the band, and take deposits at the bottom of the band; in principle, the capacity to borrow and lend at the extremes of the band are unlimited. Other central banks use similar mechanisms.


          It is also notable that the target rates are generally short-term rates. The actual rate that borrowers and lenders receive on the market will depend on (perceived) credit risk, maturity and other factors. For example, a central bank might set a target rate for overnight lending of 4.5%, but rates for (equivalent risk) five-year bonds might be 5%, 4.75%, or, in cases of inverted yield curves, even below the short-term rate. Many central banks have one primary "headline" rate that is quoted as the "Central bank rate." In practice, they will have other tools and rates that are used, but only one that is rigorously targeted and enforced.


          "The rate at which the central bank lends money can indeed be chosen at will by the central bank; this is the rate that makes the financial headlines." - Henry C.K. Liu, in an Asia Times article explaining modern central bank function in detail He explains further that "the US central-bank lending rate is known as the Fed funds rate. The Fed sets a target for the Fed funds rate, which its Open Market Committee tries to match by lending or borrowing in the money market.... a fiat money system set by command of the central bank. The Fed is the head of the central-bank snake because the US dollar is the key reserve currency for international trade. The global money market is a US dollar market. All other currencies markets revolve around the US dollar market." Accordingly the US situation isn't typical of central banks in general.


          A typical central bank has several interest rates or monetary policy tools it can set to influence markets.


          
            	Marginal Lending Rate (currently 5.00% in the Eurozone) A fixed rate for institutions to borrow money from the CB.(In the US this is called the Discount rate).


            	Main Refinancing Rate (4.00% in the Eurozone) This is the publicly visible interest rate the central bank announces. It is also known as Minimum Bid Rate and serves as a bidding floor for refinancing loans. (In the US this is called the Federal funds rate).


            	Deposit Rate (3.00% in the Eurozone) The rate parties receive for deposits at the CB.

          


          These rates directly affect the rates in the money market, the market for short term loans.


          


          Open Market Operations


          Through open market operations, a central bank influences the money supply in an economy directly. Each time it buys securities, exchanging money for the security, it raises the money supply. Conversely, selling of securities lowers the money supply. Buying of securities thus amounts to printing new money while lowering supply of the specific security.


          The main open market operations are:


          
            	Temporary lending of money for collateral securities ("Reverse Operations" or " repurchase operations", otherwise known as the "repo" market). These operations are carried out on a regular basis, where fixed maturity loans (of 1 week and 1 month for the ECB) are auctioned off.


            	Buying or selling securities (" direct operations") on ad-hoc basis.


            	Foreign exchange operations such as forex swaps.

          


          All of these interventions can also influence the foreign exchange market and thus the exchange rate. For example the People's Bank of China and the Bank of Japan have on occasion bought several hundred billions of U.S. Treasuries, presumably in order to stop the decline of the U.S. dollar versus the Renminbi and the Yen.


          


          Capital requirements


          All banks are required to hold a certain percentage of their assets as capital, a rate which may be established by the central bank or the banking supervisor. For international banks, including the 55 member central banks of the Bank for International Settlements, the threshold is 8% (see the Basel Capital Accords) of risk-adjusted assets, whereby certain assets (such as government bonds) are considered to have lower risk and are either partially or fully excluded from total assets for the purposes of calculating capital adequacy. Partly due to concerns about asset inflation and repurchase agreements, capital requirements may be considered more effective than deposit/reserve requirements in preventing indefinite lending: when at the threshold, a bank cannot extend another loan without acquiring further capital on its balance sheet.


          


          Reserve requirements


          Another significant power that central banks hold is the ability to establish reserve requirements for other banks. By requiring that a percentage of liabilities be held as cash or deposited with the central bank (or other agency), limits are set on the money supply.


          In practice, many banks are required to hold a percentage of their deposits as reserves. Such legal reserve requirements were introduced in the nineteenth century to reduce the risk of banks overextending themselves and suffering from bank runs, as this could lead to knock-on effects on other banks. See also money multiplier, Ponzi scheme. As the early 20th century gold standard and late 20th century dollar hegemony evolved, and as banks proliferated and engaged in more complex transactions and were able to profit from dealings globally on a moment's notice, these practices became mandatory, if only to ensure that there was some limit on the ballooning of money supply. Such limits have become harder to enforce. The People's Bank of China retains (and uses) more powers over reserves because the yuan that it manages is a non- convertible currency.


          Even if reserves were not a legal requirement, prudence would ensure that banks would hold a certain percentage of their assets in the form of cash reserves. It is common to think of commercial banks as passive receivers of deposits from their customers and, for many purposes, this is still an accurate view.


          This passive view of bank activity is misleading when it comes to considering what determines the nation's money supply and credit. Loan activity by banks plays a fundamental role in determining the money supply. The money deposited by commercial banks at the central bank is the real money in the banking system; other versions of what is commonly thought of as money are merely promises to pay real money. These promises to pay are circulatory multiples of real money. For general purposes, people perceive money as the amount shown in financial transactions or amount shown in their bank accounts. But bank accounts record both credit and debits that cancel each other. Only the remaining central-bank money after aggregate settlement - final money - can take only one of two forms:


          
            	physical cash, which is rarely used in wholesale financial markets,


            	central-bank money.

          


          The currency component of the money supply is far smaller than the deposit component. Currency and bank reserves together make up the monetary base, called M1 and M2.


          


          Exchange requirements


          To influence the money supply, some central banks may require that some or all foreign exchange receipts (generally from exports) be exchanged for the local currency. The rate that is used to purchase local currency may be market-based or arbitrarily set by the bank. This tool is generally used in countries with non-convertible currencies or partially-convertible currencies. The recipient of the local currency may be allowed to freely dispose of the funds, required to hold the funds with the central bank for some period of time, or allowed to use the funds subject to certain restrictions. In other cases, the ability to hold or use the foreign exchange may be otherwise limited.


          In this method, money supply is increased by the central bank when the central bank purchases the foreign currency by issuing (selling) the local currency. The central bank may subsequently reduce the money supply by various means, including selling bonds or foreign exchange interventions.


          


          Margin requirements and other tools


          In some countries, central banks may have other tools that work indirectly to limit lending practices and otherwise restrict or regulate capital markets. For example, a central bank may regulate margin lending, whereby individuals or companies may borrow against pledged securities. The margin requirement establishes a minimum ratio of the value of the securities to the amount borrowed.


          Central banks often have requirements for the quality of assets that may be held by financial institutions; these requirements may act as a limit on the amount of risk and leverage created by the financial system. These requirements may be direct, such as requiring certain assets to bear certain minimum credit ratings, or indirect, by the central bank lending to counterparties only when security of a certain quality is pledged as collateral.


          


          Examples of use


          The People's Bank of China has been forced into particularly aggressive and differentiating tactics by the extreme complexity and rapid expansion of the economy it manages. It imposed some absolute restrictions on lending to specific industries in 2003, and continues to require 1% more (7%) reserves from urban banks (typically focusing on export) than rural ones. This is not by any means an unusual situation. The US historically had very wide ranges of reserve requirements between its dozen branches. Domestic development is thought to be optimized mostly by reserve requirements rather than by capital adequacy methods, since they can be more finely tuned and regionally varied.


          


          Banking supervision and other activities


          In some countries a central bank through its subsidiaries controls and monitors the banking sector. In other countries banking supervision is carried out by a government department such as the UK Treasury, or an independent government agency (eg UK's Financial Services Authority). It examines the banks' balance sheets and behaviour and policies toward consumers. Apart from refinancing, it also provides banks with services such as transfer of funds, bank notes and coins or foreign currency. Thus it is often described as the "bank of banks".


          Many countries such as the United States will monitor and control the banking sector through different agencies and for different purposes, although there is usually significant cooperation between the agencies. For example, money centre banks, deposit-taking institutions, and other types of financial institutions may be subject to different (and occasionally overlapping) regulation. Some types of banking regulation may be delegated to other levels of government, such as state or provincial governments.


          Any cartel of banks is particularly closely watched and controlled. Most countries control bank mergers and are wary of concentration in this industry due to the danger of groupthink and runaway lending bubbles based on a single point of failure, the credit culture of the few large banks.


          


          Independence


          Over the past decade, there has been a trend towards increasing the independence of central banks as a way of improving long-term economic performance. However, while a large volume of economic research has been done to define the relationship between central bank independence and economic performance, the results are ambiguous.


          Advocates of central bank independence argue that a central bank which is too susceptible to political direction or pressure may encourage economic cycles (" boom and bust"), as politicians may be tempted to boost economic activity in advance of an election, to the detriment of the long-term health of the economy and the country. In this context, independence is usually defined as the central banks operational and management independence from the government. On the other hand, an independent central bank can, and has been proven in the past to have done as such (The Great Depression), create a boom & bust scenario for the profit of the owners & shareholders of the bank itself.


          The literature on central bank independence has defined a number of types of independence.


          Legal Independence: The independence of the central bank is enshrined in law. This type of independence is limited in a democratic state; in almost all cases the central bank is accountable at some level to government officials, either through a government minister or directly to a legislature. Even defining degrees of legal independence has proven to be a challenge since legislation typically provides only a framework within which the government and the central bank work out their relationship.


          Goal Independence: The central bank has the right to set its own policy goals, whether inflation targeting, control of the money supply, or maintaining a fixed exchange rate. While this type of independence is more common, many central banks prefer to announce their policy goals in partnership with the appropriate government departments. This increases the transparency of the policy setting process and thereby increases the credibility of the goals chosen by providing assurance that they will not be changed without notice. In addition, the setting of common goals by the central bank and the government helps to avoid situations where monetary and fiscal policy are in conflict; a policy combination that is clearly sub-optimal.


          Operational Independence: The central bank has the independence to determine the best way of achieving its policy goals, including the types of instruments used and the timing of their use. This is the most common form of central bank independence. The granting of independence to the Bank of England in 1997 was, in fact, the granting of operational independence; the inflation target continued to be announced in the Chancellors annual budget speech to Parliament.


          Management Independence: The central bank has the authority to run its own operations (appointing staff, setting budgets, etc) without excessive involvement of the government. The other forms of independence are not possible unless the central bank has a significant degree of management independence. One of the most common statistical indicators used in the literature as a proxy for central bank independence is the turn-over-rate of central bank governors. If a government is in the habit of appointing and replacing the governor frequently, it clearly has the capacity to micro-manage the central bank through its choice of governors.


          It is argued that an independent central bank can run a more credible monetary policy, making market expectations more responsive to signals from the central bank. Recently, both the Bank of England (1997) and the European Central Bank have been made independent and follow a set of published inflation targets so that markets know what to expect. Even the People's Bank of China has been accorded great latitude due to the difficulty of problems it faces, though in the People's Republic of China the official role of the bank remains that of a national bank rather than a central bank, underlined by the official refusal to "unpeg" the yuan or to revalue it "under pressure". PBoC independence can thus be read more as independence from the US which rules the financial markets, not from the Communist Party of China which rules the country. The fact that the CPoC is not elected also relieves the pressure to please people, increasing its independence.


          Governments generally have some degree of influence over even "independent" central banks; the aim of independence is primarily to prevent short-term interference. For example, the chairman of the U.S. Federal Reserve Bank is appointed by the President of the U.S. (all nominees for this post are recommended by the owners of the Federal Reserve, as are all the board members), and his choice must be confirmed by the Congress.


          International organizations such as the World Bank, the BIS and the IMF are strong supporters of central bank independence. This results, in part, from a belief in the intrinsic merits of increased independence. The support for independence from the international organizations also derives partly from the connection between increased independence for the central bank and increased transparency in the policy-making process. The IMFs FSAP review self-assessment, for example, includes a number of questions about central bank independence in the transparency section. An independent central bank will score higher in the review than one that is not independent.


          


          History


          In Europe prior to the 17th century most money was commodity money, typically gold or silver. However, promises to pay were widely circulated and accepted as value at least five hundred years earlier in both Europe and Asia. The medieval European Knights Templar ran probably the best known early prototype of a central banking system, as their promises to pay were widely regarded, and many regard their activities as having laid the basis for the modern banking system. At about the same time, Kublai Khan of the Mongols introduced fiat currency to China, which was imposed by force by the confiscation of specie.


          The oldest central bank in the world is the Riksbank in Sweden, which was opened in 1668 with help from Dutch businessmen. This was followed in 1694 by the Bank of England, created by Scottish businessman William Paterson in the City of London at the request of the English government to help pay for a war. The US Federal Reserve was created by the U.S. Congress through the passing of the Glass-Owen Bill, signed by President Woodrow Wilson on December 23, 1913.


          The People's Bank of China evolved its role as a central bank starting in about 1979 with the introduction of market reforms in that country, and this accelerated in 1989 when the country took a generally capitalist approach to developing at least its export economy. By 2000 the PBoC was in all senses a modern central bank, and emerged as such partly in response to the European Central Bank. This is the most modern bank model and was introduced with the euro to coordinate the European national banks, which continue to separately manage their respective economies other than currency exchange and base interest rates.
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          A Central Processing Unit (CPU), or sometimes just called processor, is a description of a class of logic machines that can execute computer programs. This broad definition can easily be applied to many early computers that existed long before the term "CPU" ever came into widespread usage. The term itself and its initialism have been in use in the computer industry at least since the early 1960s . The form, design and implementation of CPUs have changed dramatically since the earliest examples, but their fundamental operation has remained much the same.


          Early CPUs were custom-designed as a part of a larger, sometimes one-of-a-kind, computer. However, this costly method of designing custom CPUs for a particular application has largely given way to the development of mass-produced processors that are suited for one or many purposes. This standardization trend generally began in the era of discrete transistor mainframes and minicomputers and has rapidly accelerated with the popularization of the integrated circuit (IC). The IC has allowed increasingly complex CPUs to be designed and manufactured to tolerances on the order of nanometers. Both the miniaturization and standardization of CPUs have increased the presence of these digital devices in modern life far beyond the limited application of dedicated computing machines. Modern microprocessors appear in everything from automobiles to cell phones to children's toys.


          


          History of CPUs
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          Prior to the advent of machines that resemble today's CPUs, computers such as the ENIAC had to be physically rewired in order to perform different tasks. These machines are often referred to as "fixed-program computers," since they had to be physically reconfigured in order to run a different program. Since the term "CPU" is generally defined as a software (computer program) execution device, the earliest devices that could rightly be called CPUs came with the advent of the stored-program computer.


          The idea of a stored-program computer was already present during ENIAC's design, but was initially omitted so the machine could be finished sooner. On June 30, 1945, before ENIAC was even completed, mathematician John von Neumann distributed the paper entitled " First Draft of a Report on the EDVAC." It outlined the design of a stored-program computer that would eventually be completed in August 1949 . EDVAC was designed to perform a certain number of instructions (or operations) of various types. These instructions could be combined to create useful programs for the EDVAC to run. Significantly, the programs written for EDVAC were stored in high-speed computer memory rather than specified by the physical wiring of the computer. This overcame a severe limitation of ENIAC, which was the large amount of time and effort it took to reconfigure the computer to perform a new task. With von Neumann's design, the program, or software, that EDVAC ran could be changed simply by changing the contents of the computer's memory.


          While von Neumann is most often credited with the design of the stored-program computer because of his design of EDVAC, others before him such as Konrad Zuse had suggested similar ideas. Additionally, the so-called Harvard architecture of the Harvard Mark I, which was completed before EDVAC, also utilized a stored-program design using punched paper tape rather than electronic memory. The key difference between the von Neumann and Harvard architectures is that the latter separates the storage and treatment of CPU instructions and data, while the former uses the same memory space for both. Most modern CPUs are primarily von Neumann in design, but elements of the Harvard architecture are commonly seen as well.


          Being digital devices, all CPUs deal with discrete states and therefore require some kind of switching elements to differentiate between and change these states. Prior to commercial acceptance of the transistor, electrical relays and vacuum tubes (thermionic valves) were commonly used as switching elements. Although these had distinct speed advantages over earlier, purely mechanical designs, they were unreliable for various reasons. For example, building direct current sequential logic circuits out of relays requires additional hardware to cope with the problem of contact bounce. While vacuum tubes do not suffer from contact bounce, they must heat up before becoming fully operational and eventually stop functioning altogether. Usually, when a tube failed, the CPU would have to be diagnosed to locate the failing component so it could be replaced. Therefore, early electronic (vacuum tube based) computers were generally faster but less reliable than electromechanical (relay based) computers.


          Tube computers like EDVAC tended to average eight hours between failures, whereas relay computers like the (slower, but earlier) Harvard Mark I failed very rarely . In the end, tube based CPUs became dominant because the significant speed advantages afforded generally outweighed the reliability problems. Most of these early synchronous CPUs ran at low clock rates compared to modern microelectronic designs (see below for a discussion of clock rate). Clock signal frequencies ranging from 100 kHz to 4MHz were very common at this time, limited largely by the speed of the switching devices they were built with.


          


          Discrete transistor and IC CPUs
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          The design complexity of CPUs increased as various technologies facilitated building smaller and more reliable electronic devices. The first such improvement came with the advent of the transistor. Transistorized CPUs during the 1950s and 1960s no longer had to be built out of bulky, unreliable, and fragile switching elements like vacuum tubes and electrical relays. With this improvement more complex and reliable CPUs were built onto one or several printed circuit boards containing discrete (individual) components.


          During this period, a method of manufacturing many transistors in a compact space gained popularity.The integrated circuit (IC) allowed a large number of transistors to be manufactured on a single semiconductor-based die, or "chip." At first only very basic non-specialized digital circuits such as NOR gates were miniaturized into ICs. CPUs based upon these "building block" ICs are generally referred to as "small-scale integration" (SSI) devices. SSI ICs, such as the ones used in the Apollo guidance computer, usually contained transistor counts numbering in multiples of ten. To build an entire CPU out of SSI ICs required thousands of individual chips, but still consumed much less space and power than earlier discrete transistor designs. As microelectronic technology advanced, an increasing number of transistors were placed on ICs, thus decreasing the quantity of individual ICs needed for a complete CPU. MSI and LSI (medium- and large-scale integration) ICs increased transistor counts to hundreds, and then thousands.


          In 1964 IBM introduced its System/360 computer architecture which was used in a series of computers that could run the same programs with different speed and performance. This was significant at a time when most electronic computers were incompatible with one another, even those made by the same manufacturer. To facilitate this improvement, IBM utilized the concept of a microprogram (often called "microcode"), which still sees widespread usage in modern CPUs . The System/360 architecture was so popular that it dominated the mainframe computer market for the decades and left a legacy that is still continued by similar modern computers like the IBM zSeries. In the same year (1964), Digital Equipment Corporation (DEC) introduced another influential computer aimed at the scientific and research markets, the PDP-8. DEC would later introduce the extremely popular PDP-11 line that originally was built with SSI ICs but was eventually implemented with LSI components once these became practical. In stark contrast with its SSI and MSI predecessors, the first LSI implementation of the PDP-11 contained a CPU composed of only four LSI integrated circuits .


          Transistor-based computers had several distinct advantages over their predecessors. Aside from facilitating increased reliability and lower power consumption, transistors also allowed CPUs to operate at much higher speeds because of the short switching time of a transistor in comparison to a tube or relay. Thanks to both the increased reliability as well as the dramatically increased speed of the switching elements (which were almost exclusively transistors by this time), CPU clock rates in the tens of megahertz were obtained during this period. Additionally, while discrete transistor and IC CPUs were in heavy usage, new high-performance designs like SIMD (Single Instruction Multiple Data) vector processors began to appear. These early experimental designs later gave rise to the era of specialized supercomputers like those made by Cray Inc.


          


          Microprocessors
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          The introduction of the microprocessor in the 1970s significantly affected the design and implementation of CPUs. Since the introduction of the first microprocessor (the Intel 4004) in 1970 and the first widely used microprocessor (the Intel 8080) in 1974, this class of CPUs has almost completely overtaken all other central processing unit implementation methods. Mainframe and minicomputer manufacturers of the time launched proprietary IC development programs to upgrade their older computer architectures, and eventually produced instruction set compatible microprocessors that were backward-compatible with their older hardware and software. Combined with the advent and eventual vast success of the now ubiquitous personal computer, the term "CPU" is now applied almost exclusively to microprocessors.


          Previous generations of CPUs were implemented as discrete components and numerous small integrated circuits (ICs) on one or more circuit boards. Microprocessors, on the other hand, are CPUs manufactured on a very small number of ICs; usually just one. The overall smaller CPU size as a result of being implemented on a single die means faster switching time because of physical factors like decreased gate parasitic capacitance. This has allowed synchronous microprocessors to have clock rates ranging from tens of megahertz to several gigahertz. Additionally, as the ability to construct exceedingly small transistors on an IC has increased, the complexity and number of transistors in a single CPU has increased dramatically. This widely observed trend is described by Moore's law, which has proven to be a fairly accurate predictor of the growth of CPU (and other IC) complexity to date.


          While the complexity, size, construction, and general form of CPUs have changed drastically over the past sixty years, it is notable that the basic design and function has not changed much at all. Almost all common CPUs today can be very accurately described as von Neumann stored-program machines. As the aforementioned Moore's law continues to hold true, concerns have arisen about the limits of integrated circuit transistor technology. Extreme miniaturization of electronic gates is causing the effects of phenomena like electromigration and subthreshold leakage to become much more significant. These newer concerns are among the many factors causing researchers to investigate new methods of computing such as the quantum computer, as well as to expand the usage of parallelism and other methods that extend the usefulness of the classical von Neumann model.


          


          CPU operation


          The fundamental operation of most CPUs, regardless of the physical form they take, is to execute a sequence of stored instructions called a program.The program is represented by a series of numbers that are kept in some kind of computer memory. There are four steps that nearly all von Neumann CPUs use in their operation: fetch, decode, execute, and writeback.


          

          The first step, fetch, involves retrieving an instruction (which is represented by a number or sequence of numbers) from program memory. The location in program memory is determined by a program counter (PC), which stores a number that identifies the current position in the program. In other words, the program counter keeps track of the CPU's place in the current program. After an instruction is fetched, the PC is incremented by the length of the instruction word in terms of memory units. Often the instruction to be fetched must be retrieved from relatively slow memory, causing the CPU to stall while waiting for the instruction to be returned. This issue is largely addressed in modern processors by caches and pipelinearchitectures (see below).


          The instruction that the CPU fetches from memory is used to determine what the CPU is to do. In the decode step, the instruction is broken up into parts that have significance to other portions of the CPU. The way in which the numerical instruction value is interpreted is defined by the CPU's instruction set architecture(ISA). Often, one group of numbers in the instruction, called the opcode, indicates which operation to perform. The remaining parts of the number usually provide information required for that instruction, such as operands for an addition operation. Such operands may be given as a constant value (called an immediate value), or as a place to locate a value: a processor register|register or a memory address, as determined by some addressing mode. In older designs the portions of the CPU responsible for instruction decoding were unchangeable hardware devices. However, in more abstract and complicated CPUs and ISAs, a microprogram is often used to assist in translating instructions into various configuration signals for the CPU. This microprogram is sometimes rewritable so that it can be modified to change the way the CPU decodes instructions even after it has been manufactured.


          After the fetch and decode steps, the execute step is performed. During this step, various portions of the CPU are connected so they can perform the desired operation. If, for instance, an addition operation was requested, an arithmetic logic unit (ALU) will be connected to a set of inputs and a set of outputs. The inputs provide the numbers to be added, and the outputs will contain the final sum. The ALU contains the circuitry to perform simple arithmetic and logical operations on the inputs (like addition and bitwise operations). If the addition operation produces a result too large for the CPU to handle, an arithmetic overflow flag in a flags register may also be set .


          The final step, writeback, simply "writes back" the results of the execute step to some form of memory. Very often the results are written to some internal CPU register for quick access by subsequent instructions. In other cases results may be written to slower, but cheaper and larger,Random access memory|main memory. Some types of instructions manipulate the program counter rather than directly produce result data. These are generally called "jumps" and facilitate behaviour like Control flow#Loops|loops, conditional program execution (through the use of a conditional jump), and Subroutine|functions in programs. Many instructions will also change the state of digits in a "flags" register. These flags can be used to influence how a program behaves, since they often indicate the outcome of various operations. For example, one type of "compare" instruction considers two values and sets a number in the flags register according to which one is greater. This flag could then be used by a later jump instruction to determine program flow.


          After the execution of the instruction and writeback of the resulting data, the entire process repeats, with the next instruction cycle normally fetching the next-in-sequence instruction because of the incremented value in the program counter. If the completed instruction was a jump, the program counter will be modified to contain the address of the instruction that was jumped to, and program execution continues normally. In more complex CPUs than the one described here, multiple instructions can be fetched, decoded, and executed simultaneously. This section describes what is generally referred to as the "Classic RISC pipeline," which in fact is quite common among the simple CPUs used in many electronic devices (often called microcontroller). It largely ignores the important role of CPU cache, and therefore the access stage of the pipeline.


          


          Design and implementation


          
            
              	Prerequisites
            


            
              	Computer architecture
            


            
              	Digital circuits
            

          


          


          Integer range


          The way a CPU represents numbers is a design choice that affects the most basic ways in which the device functions. Some early digital computers used an electrical model of the common decimal (base ten) numeral system to represent numbers internally. A few other computers have used more exotic numeral systems like ternary (base three). Nearly all modern CPUs represent numbers in binary form, with each digit being represented by some two-valued physical quantity such as a "high" or "low" voltage.


          
            [image: MOS 6502 microprocessor in a dual in-line package, an extremely popular 8-bit design.]

            
              MOS 6502 microprocessor in a dual in-line package, an extremely popular 8-bit design.
            

          


          Related to number representation is the size and precision of numbers that a CPU can represent. In the case of a binary CPU, a bit refers to one significant place in the numbers a CPU deals with. The number of bits (or numeral places) a CPU uses to represent numbers is often called " word size", "bit width", "data path width", or "integer precision" when dealing with strictly integer numbers (as opposed to floating point). This number differs between architectures, and often within different parts of the very same CPU. For example, an 8-bit CPU deals with a range of numbers that can be represented by eight binary digits (each digit having two possible values), that is, 28 or 256 discrete numbers. In effect, integer size sets a hardware limit on the range of integers the software run by the CPU can utilize.


          Integer range can also affect the number of locations in memory the CPU can address (locate). For example, if a binary CPU uses 32 bits to represent a memory address, and each memory address represents one octet (8 bits), the maximum quantity of memory that CPU can address is 232 octets, or 4 GiB. This is a very simple view of CPU address space, and many designs use more complex addressing methods like paging in order to locate more memory than their integer range would allow with a flat address space.


          Higher levels of integer range require more structures to deal with the additional digits, and therefore more complexity, size, power usage, and general expense. It is not at all uncommon, therefore, to see 4- or 8-bit microcontrollers used in modern applications, even though CPUs with much higher range (such as 16, 32, 64, even 128-bit) are available. The simpler microcontrollers are usually cheaper, use less power, and therefore dissipate less heat, all of which can be major design considerations for electronic devices. However, in higher-end applications, the benefits afforded by the extra range (most often the additional address space) are more significant and often affect design choices. To gain some of the advantages afforded by both lower and higher bit lengths, many CPUs are designed with different bit widths for different portions of the device. For example, the IBM System/370 used a CPU that was primarily 32 bit, but it used 128-bit precision inside its floating point units to facilitate greater accuracy and range in floating point numbers . Many later CPU designs use similar mixed bit width, especially when the processor is meant for general-purpose usage where a reasonable balance of integer and floating point capability is required.


          


          Clock rate


          Most CPUs, and indeed most sequential logic devices, are synchronous in nature. That is, they are designed and operate on assumptions about a synchronization signal. This signal, known as a clock signal, usually takes the form of a periodic square wave. By calculating the maximum time that electrical signals can move in various branches of a CPU's many circuits, the designers can select an appropriate period for the clock signal.


          This period must be longer than the amount of time it takes for a signal to move, or propagate, in the worst-case scenario. In setting the clock period to a value well above the worst-case propagation delay, it is possible to design the entire CPU and the way it moves data around the "edges" of the rising and falling clock signal. This has the advantage of simplifying the CPU significantly, both from a design perspective and a component-count perspective. However, it also carries the disadvantage that the entire CPU must wait on its slowest elements, even though some portions of it are much faster. This limitation has largely been compensated for by various methods of increasing CPU parallelism (see below).


          However architectural improvements alone do not solve all of the drawbacks of globally synchronous CPUs. For example, a clock signal is subject to the delays of any other electrical signal. Higher clock rates in increasingly complex CPUs make it more difficult to keep the clock signal in phase (synchronized) throughout the entire unit. This has led many modern CPUs to require multiple identical clock signals to be provided in order to avoid delaying a single signal significantly enough to cause the CPU to malfunction. Another major issue as clock rates increase dramatically is the amount of heat that is dissipated by the CPU. The constantly changing clock causes many components to switch regardless of whether they are being used at that time. In general, a component that is switching uses more energy than an element in a static state. Therefore, as clock rate increases, so does heat dissipation, causing the CPU to require more effective cooling solutions.


          One method of dealing with the switching of unneeded components is called clock gating, which involves turning off the clock signal to unneeded components (effectively disabling them). However, this is often regarded as difficult to implement and therefore does not see common usage outside of very low-power designs. Another method of addressing some of the problems with a global clock signal is the removal of the clock signal altogether. While removing the global clock signal makes the design process considerably more complex in many ways, asynchronous (or clockless) designs carry marked advantages in power consumption and heat dissipation in comparison with similar synchronous designs. While somewhat uncommon, entire CPUs have been built without utilizing a global clock signal. Two notable examples of this are the ARM compliant AMULET and the MIPS R3000 compatible MiniMIPS. Rather than totally removing the clock signal, some CPU designs allow certain portions of the device to be asynchronous, such as using asynchronous ALUs in conjunction with superscalar pipelining to achieve some arithmetic performance gains. While it is not altogether clear whether totally asynchronous designs can perform at a comparable or better level than their synchronous counterparts, it is evident that they do at least excel in simpler math operations. This, combined with their excellent power consumption and heat dissipation properties, makes them very suitable for embedded computers .


          


          Parallelism


          
            [image: Model of a subscalar CPU. Notice that it takes fifteen cycles to complete three instructions.]

            
              Model of a subscalar CPU. Notice that it takes fifteen cycles to complete three instructions.
            

          


          The description of the basic operation of a CPU offered in the previous section describes the simplest form that a CPU can take. This type of CPU, usually referred to as subscalar, operates on and executes one instruction on one or two pieces of data at a time.


          This process gives rise to an inherent inefficiency in subscalar CPUs. Since only one instruction is executed at a time, the entire CPU must wait for that instruction to complete before proceeding to the next instruction. As a result the subscalar CPU gets "hung up" on instructions which take more than one clock cycle to complete execution. Even adding a second execution unit (see below) does not improve performance much; rather than one pathway being hung up, now two pathways are hung up and the number of unused transistors is increased. This design, wherein the CPU's execution resources can operate on only one instruction at a time, can only possibly reach scalar performance (one instruction per clock). However, the performance is nearly always subscalar (less than one instruction per cycle).


          Attempts to achieve scalar and better performance have resulted in a variety of design methodologies that cause the CPU to behave less linearly and more in parallel. When referring to parallelism in CPUs, two terms are generally used to classify these design techniques. Instruction level parallelism (ILP) seeks to increase the rate at which instructions are executed within a CPU (that is, to increase the utilization of on-die execution resources), and thread level parallelism (TLP) purposes to increase the number of threads (effectively individual programs) that a CPU can execute simultaneously. Each methodology differs both in the ways in which they are implemented, as well as the relative effectiveness they afford in increasing the CPU's performance for an application.


          


          Instruction level parallelism


          
            [image: Basic five-stage pipeline. In the best case scenario, this pipeline can sustain a completion rate of one instruction per cycle.]

            
              Basic five-stage pipeline. In the best case scenario, this pipeline can sustain a completion rate of one instruction per cycle.
            

          


          One of the simplest methods used to accomplish increased parallelism is to begin the first steps of instruction fetching and decoding before the prior instruction finishes executing. This is the simplest form of a technique known as instruction pipelining, and is utilized in almost all modern general-purpose CPUs. Pipelining allows more than one instruction to be executed at any given time by breaking down the execution pathway into discrete stages. This separation can be compared to an assembly line, in which an instruction is made more complete at each stage until it exits the execution pipeline and is retired.


          Pipelining does, however, introduce the possibility for a situation where the result of the previous operation is needed to complete the next operation; a condition often termed data dependency conflict. To cope with this, additional care must be taken to check for these sorts of conditions and delay a portion of the instruction pipeline if this occurs. Naturally, accomplishing this requires additional circuitry, so pipelined processors are more complex than subscalar ones (though not very significantly so). A pipelined processor can become very nearly scalar, inhibited only by pipeline stalls (an instruction spending more than one clock cycle in a stage).


          
            [image: Simple superscalar pipeline. By fetching and dispatching two instructions at a time, a maximum of two instructions per cycle can be completed.]

            
              Simple superscalar pipeline. By fetching and dispatching two instructions at a time, a maximum of two instructions per cycle can be completed.
            

          


          Further improvement upon the idea of instruction pipelining led to the development of a method that decreases the idle time of CPU components even further. Designs that are said to be superscalar include a long instruction pipeline and multiple identical execution units. In a superscalar pipeline, multiple instructions are read and passed to a dispatcher, which decides whether or not the instructions can be executed in parallel (simultaneously). If so they are dispatched to available execution units, resulting in the ability for several instructions to be executed simultaneously. In general, the more instructions a superscalar CPU is able to dispatch simultaneously to waiting execution units, the more instructions will be completed in a given cycle.


          Most of the difficulty in the design of a superscalar CPU architecture lies in creating an effective dispatcher. The dispatcher needs to be able to quickly and correctly determine whether instructions can be executed in parallel, as well as dispatch them in such a way as to keep as many execution units busy as possible. This requires that the instruction pipeline is filled as often as possible and gives rise to the need in superscalar architectures for significant amounts of CPU cache. It also makes hazard-avoiding techniques like branch prediction, speculative execution, and out-of-order execution crucial to maintaining high levels of performance. By attempting to predict which branch (or path) a conditional instruction will take, the CPU can minimize the number of times that the entire pipeline must wait until a conditional instruction is completed. Speculative execution often provides modest performance increases by executing portions of code that may or may not be needed after a conditional operation completes. Out-of-order execution somewhat rearranges the order in which instructions are executed to reduce delays due to data dependencies.


          In the case where a portion of the CPU is superscalar and part is not, the part which is not suffers a performance penalty due to scheduling stalls. The original Intel Pentium (P5) had two superscalar ALUs which could accept one instruction per clock each, but its FPU could not accept one instruction per clock. Thus the P5 was integer superscalar but not floating point superscalar. Intel's successor to the Pentium architecture, P6, added superscalar capabilities to its floating point features, and therefore afforded a significant increase in floating point instruction performance.


          Both simple pipelining and superscalar design increase a CPU's ILP by allowing a single processor to complete execution of instructions at rates surpassing one instruction per cycle (IPC). Most modern CPU designs are at least somewhat superscalar, and nearly all general purpose CPUs designed in the last decade are superscalar. In later years some of the emphasis in designing high-ILP computers has been moved out of the CPU's hardware and into its software interface, or ISA. The strategy of the very long instruction word (VLIW) causes some ILP to become implied directly by the software, reducing the amount of work the CPU must perform to boost ILP and thereby reducing the design's complexity.


          


          Thread level parallelism


          Another strategey of achieving performance is to execute multiple programs or threads in parallel. This area of research is known as parallel computing. In Flynn's taxonomy, this strategy is known as Multiple Instructions-Multiple Data or MIMD.


          One technology used for this purpose was multiprocessing (MP). The initial flavor of this technology is known as symmetric multiprocessing (SMP), where a small number of CPUs share a coherent view of their memory system. In this scheme, each CPU has additional hardware to maintain a constantly up-to-date view of memory. By avoiding stale views of memory, the CPUs can cooperate on the same program and programs can migrate from one CPU to another. To increase the number of cooperating CPUs beyond a handful, schemes such as non-uniform memory access (NUMA) and directory-based coherence protocols were introduced in the 1990s. SMP systems are limited to a small number of CPUs while NUMA systems have been built with thousands of processors. Initially, multiprocessing was built using multiple discrete CPUs and boards to implement the interconnect between the processors. When the processors and their interconnect are all implemented on a single silicon chip, the technology is known as a multi-core microprocessor.


          It was later recognized that finer-grain parallelism existed with a single program. A single program might have several threads (or functions) that could be executed separately or in parallel. Some of earliest examples of this technology implemented input/output processing such as direct memory access as a separate thread from the computation thread. A more general approach to this technology was introduced in the 1970s when systems were designed to run multiple computation threads in parallel. This technology is known as multi-threading (MT). This approach is considered more cost-effective than multiprocessing, as only a small number of components within a CPU is replicated in order to support MT as opposed to the entire CPU in the case of MP. In MT, the execution units and the memory system including the caches are shared among multiple threads. The downside of MT is that the hardware support for multithreading is more visible to software than that of MP and thus supervisor software like operating systems have to undergo larger changes to support MT. One type of MT that was implemented is known as block multithreading, where one thread is executed until it is stalled waiting for data to return from external memory. In this scheme, the CPU would then quickly switch to another thread which is ready to run, the switch often done in one CPU clock cycle. Another type of MT is known as simultaneous multithreading, where instructions of multiple threads are executed in parallel within one CPU clock cycle.


          For several decades from the 1970s to early 2000s, the focus in designing high performance general purpose CPUs was largely on achieving high ILP through technologies such as pipelining, caches, superscalar execution, Out-of-order execution, etc. This trend culminated in large, power-hungry CPUs such as the Intel Pentium 4. By the early 2000s, CPU designers were thwarted from achieving higher performance from ILP techniques due to the growing disparity between CPU operating frequencies and main memory operating frequencies as well as escalating CPU power dissipation owing to more esoteric ILP techniques.


          CPU designers then borrowed ideas from commercial computing markets such as transaction processing, where the aggregate performance of multiple programs, also known as throughput computing, was more important than the performance of a single thread or program.


          This reversal of emphasis is evidenced by the proliferation of dual and multiple core CMP (chip-level multiprocessing) designs and notably, Intel's newer designs resembling its less superscalar P6 architecture. Late designs in several processor families exhibit CMP, including the x86-64 Opteron and Athlon 64 X2, the SPARC UltraSPARC T1, IBM POWER4 and POWER5, as well as several video game console CPUs like the Xbox 360's triple-core PowerPC design, and the PS3's 8-core Cell microprocessor.


          


          Data parallelism


          A less common but increasingly important paradigm of CPUs (and indeed, computing in general) deals with data parallelism. The processors discussed earlier are all referred to as some type of scalar device. As the name implies, vector processors deal with multiple pieces of data in the context of one instruction. This contrasts with scalar processors, which deal with one piece of data for every instruction. Using Flynn's taxonomy, these two schemes of dealing with data are generally referred to as SISD (single instruction, single data) and SIMD (single instruction, multiple data), respectively. The great utility in creating CPUs that deal with vectors of data lies in optimizing tasks that tend to require the same operation (for example, a sum or a dot product) to be performed on a large set of data. Some classic examples of these types of tasks are multimedia applications (images, video, and sound), as well as many types of scientific and engineering tasks. Whereas a scalar CPU must complete the entire process of fetching, decoding, and executing each instruction and value in a set of data, a vector CPU can perform a single operation on a comparatively large set of data with one instruction. Of course, this is only possible when the application tends to require many steps which apply one operation to a large set of data.


          Most early vector CPUs, such as the Cray-1, were associated almost exclusively with scientific research and cryptography applications. However, as multimedia has largely shifted to digital media, the need for some form of SIMD in general-purpose CPUs has become significant. Shortly after floating point execution units started to become commonplace to include in general-purpose processors, specifications for and implementations of SIMD execution units also began to appear for general-purpose CPUs. Some of these early SIMD specifications like Intel's MMX were integer-only. This proved to be a significant impediment for some software developers, since many of the applications that benefit from SIMD primarily deal with floating point numbers. Progressively, these early designs were refined and remade into some of the common, modern SIMD specifications, which are usually associated with one ISA. Some notable modern examples are Intel's SSE and the PowerPC-related AltiVec (also known as VMX).
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              	Building
            


            
              	Type

              	Museum & Library
            


            
              	Architectural Style

              	High-Tech Modern
            


            
              	Structural System

              	Concrete frame & precast concrete ribbed roof
            


            
              	Location

              	Paris, France
            


            
              	Construction
            


            
              	Completed

              	1977
            


            
              	Design Team
            


            
              	Architect

              	Renzo Piano & Richard Rogers
            


            
              	Structural engineer

              	Ove Arup & Partners
            


            
              	Services engineer

              	Ove Arup & Partners
            

          


          Centre Georges Pompidou (constructed 19711977 and known as the Pompidou Centre in English) is a complex in the Beaubourg area of the IVe arrondissement of Paris, near Les Halles and the Marais.


          It houses the Bibliothque publique d'information, a vast public library, the Muse National d'Art Moderne, and IRCAM, a centre for music and acoustic research. Because of its location, the Centre is known locally as Beaubourg. It is named after Georges Pompidou, who was president of France from 1969 to 1974, and was opened on January 31, 1977.
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              Coloured pipes on the external face of the Pompidou Centre.
            

          


          


          Architecture


          The Centre was designed by the Italian architect Renzo Piano, the British architect couple Richard Rogers and Sue Rogers, and the British structual engineer Edmund Happold (who would later found Buro Happold) and Irish structural engineer Peter Rice. The project was awarded to this team in an architectural design competition, whose results were announced in 1971. Reporting on Rogers' winning the Pritzker Prize in 2007, the New York Times noted that the design of the Centre "turned the architecture world upside down" and that "Mr. Rogers earned a reputation as a high-tech iconoclast with the completion of the 1977 Pompidou Center, with its exposed skeleton of brightly colored tubes for mechanical systems. The Pompidou 'revolutionized museums,' the Pritzker jury said, 'transforming what had once been elite monuments into popular places of social and cultural exchange, woven into the heart of the city. The characteristic piping is colour-coded according to the contents: yellow for electricity, red for transport(elevators), blue for air, and green for water'".


          


          Construction


          The Centre was built by GTM and completed in 1977.


          


          Stravinsky Fountain


          
            [image: La Sirène]

            
              La Sirne
            

          


          The nearby Stravinsky Fountain (also called the Fontaine des automates), features works by Jean Tinguely and Niki de Saint-Phalle.


          Video footage of the fountain appeared frequently throughout the French language telecourse, French in Action.


          



          


          Place Georges Pompidou


          The Place Georges Pompidou in front of the museum is noted for the presence of street performers, such as mimes and jugglers.


          


          Public transport


          
            	Nearby Mtro stations: Rambuteau, Les Halles


            	RER Chtelet - Les Halles

          


          External liks


          
            	Official website


            	Video about the Centre Pompidou


            	Bibliothque publique d'information website


            	Paris Pages  Muse National d'Art Moderne


            	Photographs


            	Photographs


            	Visiting Information


            	Photographs of Beaubourg and district

          


          



          
            	Centre Georges Pompidou is at coordinates Coordinates:

          


          
            
              	
                
                  
                    	
                      
Popular visitor attractions in Paris
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        Centre of mass


        
          

          In physics, the centre of mass of a system of particles is a specific point at which, for many purposes, the system's mass behaves as if it were concentrated. The centre of mass is a function only of the positions and masses of the particles that comprise the system. In the case of a rigid body, the position of its centre of mass is fixed in relation to the object (but not necessarily in contact with it). In the case of a loose distribution of masses in free space, such as, say, shot from a shotgun, the position of the centre of mass is a point in space among them that may not correspond to the position of any individual mass. In the context of an entirely uniform gravitational field, the centre of mass is often called the centre of gravity  the point where gravity can be said to act.


          The center of mass of a body does not always coincide with its intuitive geometric centre, and one can exploit this freedom. Engineers try to design a sport car centre of gravity as low as possible to make the car handle better. When high jumpers perform a " Fosbury Flop", they bend their body in such a way that it is possible for the jumper to clear the bar while his or her centre of mass does not.


          The so-called centre of gravity frame (a less-preferred term for the centre of momentum frame) is an inertial frame defined as the inertial frame in which the centre of mass of a system is at rest.


          


          Definition


          The centre of mass [image: \mathbf{R}] of a system of particles is defined as the average of their positions [image: \mathbf{r}_i], weighted by their masses mi:


          
            	[image: \mathbf{R} = { \sum m_i \mathbf{r}_i \over \sum m_i }]

          


          For a continuous distribution with mass density [image: \rho(\mathbf{r})] and total mass M, the sum becomes an integral:


          
            	[image: \mathbf R =\frac 1M \int \mathbf{r} \; dm = \frac 1M \int\rho(\mathbf{r})\, \mathbf{r} \ dV =\frac{\int\rho(\mathbf{r})\, \mathbf{r} \ dV}{\int\rho(\mathbf{r})\ dV}]

          


          If an object has uniform density then its centre of mass is the same as the centroid of its shape.


          


          Examples


          
            	The center of mass of a two-particle system lies on the line connecting the particles (or, more precisely, their individual centers of mass). The centre of mass is closer to the more massive object; for details, see barycenter below.


            	The center of mass of a ring is at the centre of the ring (in the air).


            	The centre of mass of a solid triangle lies on all three medians and therefore at the centroid, which is also the average of the three vertices.


            	The centre of mass of a rectangle is at the intersection of the two diagonals.


            	In a spherically symmetric body, the center of mass is at the centre. This approximately applies to the Earth: the density varies considerably, but it mainly depends on depth and less on the other two coordinates.


            	More generally, for any symmetry of a body, its centre of mass will be a fixed point of that symmetry.

          


          


          History


          The concept of centre of gravity was first introduced by the ancient Greek mathematician, physicist, and engineer Archimedes of Syracuse. Archimedes showed that the torque exerted on a lever by weights resting at various points along the lever is the same as what it would be if all of the weights were moved to a single point  their center of gravity. In work on floating bodies he demonstrated that the orientation of a floating object is the one that makes its centre of gravity as low as possible. He developed mathematical techniques for finding the centers of gravity of objects of uniform density of various well-defined shapes, in particular a triangle, a hemisphere, and a frustum of a circular paraboloid.


          In the Middle Ages, theories on the centre of gravity were further developed by Abū Rayhān al-Bīrūnī, al-Razi (Latinized as Rhazes), Omar Khayym, and al-Khazini.


          


          Motion


          The following equations of motion assume that there is a system of particles governed by internal and external forces. An internal force is a force caused by the interaction of the particles within the system. An external force is a force that originates from outside the system, and acts on one or more particles within the system. The external force need not be due to a uniform field.


          For any system with no external forces, the centre of mass moves with constant velocity. This applies for all systems with classical internal forces, including magnetic fields, electric fields, chemical reactions, and so on. More formally, this is true for any internal forces that satisfy the weak form of Newton's Third Law.


          The total momentum for any system of particles is given by


          
            	[image: \mathbf{p}=M\mathbf{v}_\mathrm{cm}]

          


          Where M indicates the total mass, and vcm is the velocity of the center of mass. This velocity can be computed by taking the time derivative of the position of the centre of mass.


          An analogue to the famous Newton's Second Law is


          
            	[image: \mathbf{F} = M\mathbf{a}_\mathrm{cm}]

          


          Where F indicates the sum of all external forces on the system, and acm indicates the acceleration of the centre of mass.


          


          Rotation and centers of gravity


          
            [image: Diagram of an educational toy that balances on a point: the CM (C) settles below its support (P). Any object whose CM is below the fulcrum will not topple.]

            
              Diagram of an educational toy that balances on a point: the CM (C) settles below its support (P). Any object whose CM is below the fulcrum will not topple.
            

          


          The centre of mass is often called the centre of gravity because any uniform gravitational field g acts on a system as if the mass M of the system were concentrated at the centre of mass R. This is seen in at least two ways:


          
            	The gravitational potential energy of a system is equal to the potential energy of a point particle having the same mass M located at R.


            	The gravitational torque on a system equals the torque of a force Mg acting at R:

              
                	[image: \mathbf{R} \times M\mathbf{g}=\sum_im_i \mathbf{r}_i \times \mathbf{g}.]

              

            

          


          If the gravitational field acting on a body is not uniform, then the centre of mass does not necessarily exhibit these convenient properties concerning gravity. As the situation is put in Feynman's influential textbook The Feynman Lectures on Physics:


          
            	"The center of mass is sometimes called the center of gravity, for the reason that, in many cases, gravity may be considered uniform. ...In case the object is so large that the nonparallelism of the gravitational forces is significant, then the center where one must apply the balancing force is not simple to describe, and it departs slightly from the center of mass. That is why one must distinguish between the center of mass and the centre of gravity."

          


          Later authors are often less careful, stating that when gravity is not uniform, "the center of gravity" departs from the CM. This usage seems to imply a well-defined "centre of gravity" concept for non-uniform fields, but there is no such thing. Even when considering tidal forces on planets, it is sufficient to use centers of mass to find the overall motion. In practice, for non-uniform fields, one simply does not speak of a "centre of gravity".


          


          CM frame


          The angular momentum vector for a system is equal to the angular momentum of all the particles around the center of mass, plus the angular momentum of the centre of mass, as if it were a single particle of mass M:


          
            	[image: \mathbf{L}_\mathrm{sys} = \mathbf{L}_\mathrm{cm} + \mathbf{L}_\mathrm{around\,cm}]

          


          This is a corollary of the Parallel Axis Theorem.


          



          


          Engineering


          



          


          Aeronautical significance


          The centre of mass is an important point on an aircraft, which significantly affects the stability of the aircraft. To ensure the aircraft is safe to fly, it is critical that the center of gravity fall within specified limits. This range varies by aircraft, but as a rule of thumb it is centered about a point one quarter of the way from the wing leading edge to the wing trailing edge (the quarter chord point). If the center of mass is ahead of the forward limit, the aircraft will be less maneuverable, possibly to the point of being unable to rotate for takeoff or flare for landing. If the centre of mass is behind the aft limit, the moment arm of the elevator is reduced, which makes it more difficult to recover from a stalled condition. The aircraft will be more maneuverable, but also less stable, and possibly so unstable that it is impossible to fly.


          


          Barycenter in astronomy


          The barycenter (or barycentre; from the Greek ύ) is the point between two objects where they balance each other. In other words, the centre of gravity where two or more celestial bodies orbit each other. When a moon orbits a planet, or a planet orbits a star, both bodies are actually orbiting around a point that lies outside the center of the greater body. For example, the moon does not orbit the exact center of the earth, instead orbiting a point outside the earth's centre (but well below the surface of the Earth) where their respective masses balance each other. The barycenter is one of the foci of the elliptical orbit of each body. This is an important concept in the fields of astronomy, astrophysics, and the like (see two-body problem).


          In a simple two-body case, r1, the distance from the centre of the first body to the barycenter is given by:


          
            	[image: r_1 = a \cdot {m_2 \over m_1 + m_2} = {a \over 1 + m_1/m_2}]

          


          where:


          
            	a is the distance between the two bodies' centers;


            	m1 and m2 are the masses of the two bodies.

          


          r1 is essentially the semi-major axis of the first body's orbit around the barycenter  and r2 = a - r1 the semi-major axis of the second body's orbit. Where the barycenter is located within the more massive body, that body will appear to "wobble" rather than following a discernible orbit.


          The following table sets out some examples from our solar system. Figures are given rounded to three significant figures. The last two columns show R1, the radius of the first (more massive) body, and r1/R1, the ratio of the distance to the barycenter and that radius: a value less than one shows that the barycenter lies inside the first body.


          
            
              Examples
            

            
              	Larger

              body

              	m1

              (mE=1)

              	Smaller

              body

              	m2

              (mE=1)

              	a

              ( km)

              	r1

              (km)

              	R1

              (km)

              	r1/R1
            


            
              	Remarks
            


            
              	Earth

              	1

              	Moon

              	0.0123

              	384,000

              	4,670

              	6,380

              	0.732
            


            
              	The Earth has a perceptible "wobble".
            


            
              	Pluto

              	0.0021

              	Charon

              	0.000,254

              (0.121mPluto)

              	 19,600

              	2,110

              	1,150

              	1.83
            


            
              	Both bodies have distinct orbits around the barycenter, and as such Pluto and Charon were considered as a double planet by many before the redefinition of planet in August 2006.
            


            
              	Sun

              	333,000

              	Earth

              	1

              	150,000,000

              (1 AU)

              	449

              	696,000

              	0.000,646
            


            
              	The Sun's wobble is barely perceptible.
            


            
              	Sun

              	333,000

              	Jupiter

              	318

              	778,000,000

              (5.20 AU)

              	742,000

              	696,000

              	1.07
            


            
              	The Sun orbits a barycenter just above its surface.
            

          


          If m1 >> m2  which is true for the Sun and any planet  then the ratio r1/R1 approximates to:


          
            	[image: {a \over R_1} \cdot {m_2 \over m_1}]

          


          Hence, the barycenter of the Sun-planet system will lie outside the Sun only if:


          
            	[image: {a \over R_{\bigodot}} \cdot {m_{planet} \over m_{\bigodot}} > 1 \; \Rightarrow \; {a \cdot m_{planet}} > {R_{\bigodot} \cdot m_{\bigodot}} \approx 2.3 \times 10^{11} \; m_{Earth} \; \mbox{km} \approx 1530 \; m_{Earth} \; \mbox{AU}]

          


          That is, where the planet is heavy and far from the Sun.


          If Jupiter had Mercury's orbit (57,900,000 km, 0.387 AU), the Sun-Jupiter barycenter would be only 5,500 km from the centre of the Sun (r1/R1 ~ 0.08). But even if the Earth had Eris' orbit (68 AU), the Sun-Earth barycenter would still be within the Sun (just over 30,000 km from the centre).


          To calculate the actual motion of the Sun, you would need to sum all the influences from all the planets, comets, asteroids, etc. of the solar system (see n-body problem). If all the planets were aligned on the same side of the Sun, the combined centre of mass would lie about 500,000 km above the Sun's surface.


          The calculations above are based on the mean distance between the bodies and yield the mean value r1. But all celestial orbits are elliptical, and the distance between the bodies varies between the apses, depending on the eccentricity, e. Hence, the position of the barycenter varies too, and it is possible in some systems for the barycenter to be sometimes inside and sometimes outside the more massive body. This occurs where:


          
            	[image: {1 \over {1-e}} > {r_1 \over R_1} > {1 \over {1+e}}]

          


          Note that the Sun-Jupiter system, with eJupiter = 0.0484, just fails to qualify: 1.05 ≯ 1.07 > 0.954.


          


          Animations


          Images are representative, not simulated.


          
            
              	[image: ]

              Two bodies of similar mass orbiting around a common barycenter. (similar to the 90 Antiope system)

              	[image: ]

              Two bodies with a difference in mass orbiting around a common barycenter, as in the Pluto- Charon system.

              	[image: ]

              Two bodies with a major difference in mass orbiting around a common barycenter (similar to the Earth-Moon system)

              	[image: ]

              Two bodies with an extreme difference in mass orbiting around a common barycenter (similar to the Sun-Earth system)
            


            
              	[image: ]

              Two bodies with similar mass orbiting around a common barycenter with elliptic orbits (a common situation for binary stars)
            

          


          


          Locating the centre of mass of an arbitrary 2D physical shape


          This method is useful when one wishes to find the centre of gravity of a complex planar object with unknown dimensions.


          
            
              	
                
                  [image: ]
                

              

              	
                
                  [image: ]
                

              

              	
                
                  [image: ]
                

              
            


            
              	Step 1: An arbitrary 2D shape.

              	Step 2: Suspend the shape from a location near an edge. Drop a plumb line and mark on the object.

              	Step 3: Suspend the shape from another location not too close to the first. Drop a plumb line again and mark. The intersection of the two lines is the centre of gravity.
            

          


          


          Locating centre of mass


          This is a method of determining the centre of mass of an L-shaped object.


          [image: CG of L-shaped object]


          
            	Divide the shape into two rectangles, as shown in fig 2. Find the center of masses of these two rectangles by drawing the diagonals. Draw a line joining the center of masses. The centre of mass of the shape must lie on this line AB.


            	Divide the shape into two other rectangles, as shown in fig 3. Find the center of masses of these two rectangles by drawing the diagonals. Draw a line joining the center of masses. The centre of mass of the L-shape must lie on this line CD.


            	As the centre of mass of the shape must lie along AB and also along CD, it is obvious that it is at the intersection of these two lines, at O. The point O might not lie inside the L-shaped object.

          


          


          Locating the centre of mass of a composite shape


          This method is useful when you wish to find the centre of gravity of an object that is easily divided into elementary shapes, whose centers of mass are easy to find (see List of centroids). We will only be finding the centre of mass in the x direction here. The same procedure may be followed to locate the centre of mass in the y direction.


          [image: \frac{3 \times -\pi2.5^2 + 5 \times 10^2 + 13.33 \times \frac{10^2}{2}}{ -\pi2.5^2 + 10^2 + \frac{10^2}{2}} \approx 8.5 ] units.


          The centre of mass of this figure is at a distance of 8.5 units from the left corner of the figure.


          


          Locating the centre of mass by tracing around the perimeter of the shape


          
            [image: ]

            

          


          
            [image: ]

            

          


          A direct development of the Planimeter known as an integraph, or integerometer, can be used to establish the position of the centre of mass of an irregular shape. A better term is probably moment planimeter. This method can be applied to a shape with an irregular, smooth or complex boundary where other methods are too difficult. It was regularly used by ship builders to ensure the ship would not capsize. See Locating the centre of mass by mechanical means.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Center_of_mass"
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        Ceratopsidae


        
          

          
            
              	Ceratopsids

              Fossil range: Late Cretaceous
            


            
              	
                [image: Triceratops skull]


                
                  Triceratops skull
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Ornithischia

                  


                  
                    	Suborder:

                    	Cerapoda

                  


                  
                    	Infraorder:

                    	Ceratopsia

                  


                  
                    	Family:

                    	Ceratopsidae

                    Marsh, 1890
                  

                

              
            


            
              	Subfamilies
            


            
              	
                
                  	Centrosaurinae



                  	Ceratopsinae ( type)


                

              
            

          


          Ceratopsidae (sometimes spelled Ceratopidae) is a speciose group of marginocephalian dinosaurs including Triceratops and Styracosaurus. All known species were quadrupedal herbivores from the Upper Cretaceous of Western North America and are characterized by beaks, rows of shearing teeth in the back of the jaw, and elaborate horns and frills. The group is divided into two subfamilies. The Ceratopsinae or Chasmosaurinae are generally characterized by long, triangular frills and well-developed brow horns. The Centrosaurinae had well-developed nasal horns or nasal bosses, shorter and more rectangular frills, and elaborate spines on the back of the frill.


          These horns and frills show remarkable variation and are the principal means by which the various species have been recognized. Their purpose is not entirely clear. Defense against predators is one possible purpose - although the frills are comparatvely fragile in many species - but it is more likely that, as in modern ungulates, they may have been secondary sexual characteristics used in displays or for intraspecific combat. The massive bosses on the skulls of Pachyrhinosaurus and Achelosaurus resemble those formed by the base of the horns in modern musk oxen, suggesting that they may have butted heads. Centrosaurines have frequently been found in massive bone beds with few other species present, suggesting that the animals might have lived in large herds.


          


          Taxonomy


          
            	
              Family Ceratopsidae

              
                	
                  Subfamily Centrosaurinae

                  
                    	Achelousaurus - ( Montana, USA)


                    	Albertaceratops - ( Alberta, Canada & Montana, USA)


                    	? Avaceratops - ( Montana, USA)


                    	Brachyceratops - ( Montana, USA & Alberta, Canada)


                    	Centrosaurus - ( Alberta, Canada)


                    	Einiosaurus - ( Montana, USA)


                    	Monoclonius - ( Montana, USA & Alberta, Canada)


                    	Pachyrhinosaurus- ( Alberta, Canada & Alaska, USA)


                    	Styracosaurus - ( Alberta, Canada & Montana, USA)

                  

                


                	
                  Subfamily Ceratopsinae (= Chasmosaurinae)

                  
                    	Agujaceratops - ( Texas, USA)


                    	Anchiceratops - ( Alberta, Canada)


                    	Arrhinoceratops - ( Alberta, Canada)


                    	? Ceratops - ( Montana, USA & Alberta, Canada)


                    	Chasmosaurus - ( Alberta, Canada)


                    	Diceratus - ( Wyoming, USA)


                    	Eotriceratops - ( Alberta, Canada)


                    	Pentaceratops - ( New Mexico, USA)


                    	Torosaurus - ( Wyoming, Montana, South Dakota, North Dakota, Utah & Saskatchewan)


                    	Triceratops - Montana, Wyoming, USA & Saskatchewan, Alberta, Canada.

                  

                

              

            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ceratopsidae"
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        Cereal


        
          

          
            [image: Oats, barley, and some products made from cereal]

            
              Oats, barley, and some products made from cereal
            

          


          Cereal crops or grains are mostly grasses cultivated for their edible grains or fruitseeds (i.e., botanically a type of fruit called a caryopsis). Cereal grains are grown in greater quantities and provide more energy worldwide than any other type of crop; they are therefore staple crops. They are also a rich source of carbohydrate. In some developing nations, grain in the form of rice or corn constitutes practically the entire diet. In developed nations, cereal consumption is both more moderate and varied but still substantial.


          The word 'cereal' derives from ' Ceres', the name of the pre-Roman goddess of harvest and agriculture. Grains are traditionally called corn in the United Kingdom and Ireland, though that word became specified for maize in the United States, Canada, New Zealand, and Australia.


          


          Production


          The following table shows annual production of cereal grains, in 1961, 2005 and 2006, ranked by 2006 production. All but buckwheat and quinoa are true grasses (these two are pseudocereals).


          
            
              	Grain


              	2006 ( t)


              	2005 (t)


              	1961 (t)

            


            
              	Maize

              	695,287,651

              	712,877,757

              	205,004,683

              	A staple food of peoples in North America, South America, and Africa and of livestock worldwide; often called "corn" or "Indian corn" in North America, Australia, and New Zealand.
            


            
              	Rice

              	634,575,804

              	631,508,532

              	284,654,697

              	The primary cereal of tropical regions
            


            
              	Wheat

              	605,256,883

              	628,697,531

              	222,357,231

              	The primary cereal of temperate regions
            


            
              	Barley

              	138,704,379

              	141,334,270

              	72,411,104

              	Grown for malting and livestock on land too poor or too cold for wheat
            


            
              	Sorghum

              	56,525,765

              	59,214,205

              	40,931,625

              	Important staple food in Asia and Africa and popular worldwide for livestock
            


            
              	Millets

              	31,783,428

              	30,589,322

              	25,703,968

              	A group of similar but distinct cereals that form an important staple food in Asia and Africa.
            


            
              	Oats

              	23,106,021

              	23,552,531

              	49,588,769

              	Formerly the staple food of Scotland and popular worldwide for livestock
            


            
              	Rye

              	13,265,177

              	15,223,162

              	35,109,990

              	Important in cold climates
            


            
              	Triticale

              	11,338,788

              	13,293,233

              	0

              	Hybrid of wheat and rye, grown similarly to rye
            


            
              	Buckwheat

              	2,365,158

              	2,078,299

              	2,478,596

              	Pseudocereal, used in Eurasia. Major uses include various pancakes and groats
            


            
              	Fonio

              	378,409

              	363,021

              	178,483

              	Several varieties of which are grown as food crops in Africa
            


            
              	Quinoa

              	58,989

              	58,443

              	32,435

              	Pseudocereal, grown in the Andes
            

          


          Maize, wheat and rice, between them, accounted for 87% of all grain production, worldwide, and 43% of all food calories in 2003. Other grains that are important in some places, but that have little production globally (and are not included in FAO statistics), include:


          
            	Teff, popular in Ethiopia but scarcely known elsewhere. This ancient grain is a staple in Ethiopia. It is high in fibre and protein. Its flour is often used to make injera. It can also be eaten as a warm breakfast cereal similar to farina with a chocolate or nutty flavor. Its flour and whole grain products can usually be found in natural foods stores.


            	Wild rice, grown in small amounts in North America


            	Amaranth, ancient pseudocereal, formerly a staple crop of the Aztec Empire (besides maize)


            	Kaiwa, close relative of quinoa

          


          Several other species of wheat have also been domesticated, some very early in the history of agriculture:


          
            	Spelt, a close relative of common wheat


            	Einkorn, a wheat species with a single grain


            	Emmer, one of the first crops domesticated in the Fertile Crescent


            	Durum, the only tetraploid species of wheat currently cultivated, used to make semolina

          


          


          Farming


          
            [image: A wheat field in Dorset, England.]

            
              A wheat field in Dorset, England.
            

          


          While each individual species has its own peculiarities, the cultivation of all cereal crops is similar. All are annual plants; consequently one planting yields one harvest. Wheat, rye, triticale, oats, barley, and spelt are the cool-season cereals. These are hardy plants that grow well in moderate weather and cease to grow in hot weather (approximately 30 C but this varies by species and variety). The other warm-season cereals are tender and prefer hot weather.


          Barley and rye are the hardiest cereals, able to overwinter in the subarctic and Siberia. Many cool-season cereals are grown in the tropics. However, some are only grown in cooler highlands, where it may be possible to grow multiple crops in a year.


          


          Planting


          The warm-season cereals are grown in tropical lowlands year-round and in temperate climates during the frost-free season. Rice is commonly grown in flooded fields, though some strains are grown on dry land. Other warm climate cereals, such as sorghum, are adapted to arid conditions.


          Cool-season cereals are well-adapted to temperate climates. Most varieties of a particular species are either winter or spring types. Winter varieties are sown in the autumn, germinate and grow vegetatively, then become dormant during winter. They resume growing in the springtime and mature in late spring or early summer. This cultivation system makes optimal use of water and frees the land for another crop early in the growing season. Winter varieties do not flower until springtime because they require vernalization (exposure to low temperature for a genetically determined length of time). Where winters are too warm for vernalization or exceed the hardiness of the crop (which varies by species and variety), farmers grow spring varieties. Spring cereals are planted in early springtime and mature later that same summer, without vernalization. Spring cereals typically require more irrigation and yield less than winter cereals.


          


          Harvest


          Once the cereal plants have grown their seeds, they have completed their life cycle. The plants die and become brown and dry. As soon as the parent plants and their seed kernels are reasonably dry, harvest can begin.


          In developed countries, cereal crops are universally machine-harvested, typically using a combine harvester, which cuts, threshes, and winnows the grain during a single pass across the field. In developing countries, a variety of harvesting methods are in use, from combines to hand tools such as the scythe or cradle.


          If a crop is harvested during wet weather, the grain may not dry adequately in the field to prevent spoilage during its storage. In this case, the grain is sent to a dehydrating facility, where artificial heat dries it.


          In North America, farmers commonly deliver their newly harvested grain to a grain elevator, a large storage facility that consolidates the crops of many farmers. The farmer may sell the grain at the time of delivery or maintain ownership of a share of grain in the pool for later sale. Storage facilities should be protected from small grain pests, rodents and birds.


          


          Food value


          
            [image: Chickens are often fed grains such as wheat]

            
              Chickens are often fed grains such as wheat
            

          


          Cereal grains supply most of their food energy as starch. They are also a significant source of protein, though the amino acid balance, with exceptions as noted below, is not optimal. Whole grains (see below) are good sources of dietary fibre, essential fatty acids, and other important nutrients.


          Rice is eaten as cooked entire grains, although rice flour is also produced. Oats are rolled, ground, or cut into bits (steel-cut oats) and cooked into porridge. Most other cereals are ground into flour or meal, which is milled. The outer layers of bran and germ are removed (see seed). This lessens the nutritional value but makes the grain more resistant to degradation and makes the grain more appealing to many palates. Health-conscious people tend to prefer whole grains, which are not milled. Overconsumption of milled cereals is sometimes blamed for obesity. Milled grains do keep better because the outer layers of the grains are rich in rancidity-prone fats. The waste from milling is sometimes mixed into a prepared animal feed.


          Once (optionally) milled and ground, the resulting flour is made into bread, pasta, desserts, dumplings, and many other products. Besides cereals, flour is sometimes made from potatoes, chestnuts and pulses (especially chickpeas, which is known as besan).


          Cereals are the main source of energy providing about 350 kcal per 100 grams. Cereal proteins are typically poor in nutritive quality, being deficient in essential amino acid lysine. The proteins of maize are particularly poor, being deficient in lysine and tryptophan (a precursor of niacin). Rice proteins are richer in lysine than other common cereal proteins and for this reason, rice protein is considered to be of better quality. Rice is a good source of B group vitamins, especially thiamine. It is devoid of vitamins A, D, C and is a poor source of calcium and iron.


          Certain grains, including quinoa, buckwheat, and grain amaranth ( Pseudocereal, non-grasses), are exceptionally nutrious. Quinoa was classified as a "supercrop" by the United Nations because of its high protein content (12-18%). Quinoa contains a balanced set of essential amino acids for humans, making it an unusually complete source of protein in plants.


          In English, cold breakfast cereals, as opposed to cooked porridges such as oatmeal, are simply called cereal.


          


          Global market


          As of late 2007, increased farming for use in biofuels, world oil prices at $130 a barrel as of 2Q 2008, The global grain bubble</ref> global population growth, climate change, loss of agricultural land to residential and industrial development,, growing consumer demand in China and India and feeding 635 million tons per year to livestock as fodder have pushed up the price of grain. Food riots have recently taken place in many countries across the world.


          Water deficits, causing decrease in grain production, is one cause of grain independence. It already spurs heavy grain imports in numerous smaller countries, may soon do the same in larger countries, such as China or India. The water tables are falling in scores of countries (including Northern China, the US, and India) due to widespread overpumping using powerful diesel and electric pumps. Other countries affected include Pakistan, Iran, and Mexico. This will eventually lead to water scarcity and cutbacks in grain harvest. Even with the overpumping of its aquifers, China is developing a grain deficit. When this happens, it will almost certainly drive grain prices upward. Most of the 3 billion people projected to be added worldwide by mid-century will be born in countries already experiencing water shortages. One suggested solution is for population growth to be slowed quickly by investing heavily in female literacy and family planning services. Desalination is also considered a viable and effective solution to the problem of water shortages.


          After China and India, there is a second tier of smaller countries with large water deficits  Algeria, Egypt, Iran, Mexico, and Pakistan. Four of these already import a large share of their grain. Only Pakistan remains self-sufficient. But with a population expanding by 4 million a year, it will also likely soon turn to the world market for grain.
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        Cerebellum


        
          

          
            
              	Brain: Cerebellum
            


            
              	
                
                  [image: ]
                

              
            


            
              	Figure 1a: A human brain, with the cerebellum in purple.
            


            
              	
                
                  [image: ]
                

              
            


            
              	Figure 1b: MRI image showing a mid- sagittal view of the human brain, with the cerebellum in purple.
            


            
              	Part of

              	Brain
            


            
              	Artery

              	SCA, AICA, PICA
            


            
              	Vein

              	superior, inferior
            

          


          The cerebellum is a region of the brain that plays an important role in the integration of sensory perception, coordination and motor control. In order to coordinate motor control, there are many neural pathways linking the cerebellum with the cerebral motor cortex (which sends information to the muscles causing them to move) and the spinocerebellar tract (which provides proprioceptive feedback on the position of the body in space). The cerebellum integrates these pathways, like a train conductor, using the constant feedback on body position to fine-tune motor movements.


          Because of this 'updating' function of the cerebellum, lesions within it are not so debilitating as to cause paralysis, but rather present as feedback deficits resulting in disorders in fine movement, equilibrium, posture, and motor learning. Initial observations by physiologists during the 18th century indicated that patients with cerebellar damage show problems with motor coordination and movement. Research into cerebellar function during the early to mid 19th century was done via lesion and ablation studies in animals. Research physiologists noted that such lesions led to animals with strange movements, awkward gait, and muscular weakness. These observations and studies led to the conclusion that the cerebellum was a motor control structure. However, modern research shows that the cerebellum has a broader role in a number of key cognitive functions, including attention and the processing of language, music, and other sensory temporal stimuli.


          


          General features


          The cerebellum is located in the inferior posterior portion of the head (the hindbrain), directly dorsal to the pons, and inferior to the occipital lobe (Figs. 1 and 3). Because of its large number of tiny granule cells, the cerebellum contains more than 50% of all neurons in the brain, but it only takes up 10% of total brain volume. The cerebellum receives nearly 200 million input fibers; in contrast, the optic nerve is composed of a mere one million fibers.


          The cerebellum is divided into two large hemispheres, much like the cerebrum, and contains ten smaller lobules. The cytoarchitecture (cellular organization) of the cerebellum is highly uniform, with connections organized into a rough, three-dimensional array of perpendicular circuit elements. This organizational uniformity makes the nerve circuitry relatively easy to study. To envision this "perpendicular array," one might imagine a tree-lined street with wires running straight through the branches of one tree to the next.


          


          Development and evolution
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          During the early stages of embryonic development, the brain starts to form in three distinct segments: the prosencephalon, mesencephalon, and rhombencephalon. The rhombencephalon is the most caudal (toward the tail) segment of the embryonic brain; it is from this segment that the cerebellum develops. Along the embryonic rhombencephalic segment develop eight swellings, called rhombomeres. The cerebellum arises from two rhombomeres located in the alar plate of the neural tube, a structure that eventually forms the brain and spinal cord. The specific rhombomeres from which the cerebellum forms are rhombomere 1 (Rh.1) caudally (near the tail) and the "isthmus" rostrally (near the front).


          Two primary regions are thought to give rise to the neurons that make up the cerebellum. The first region is the ventricular zone in the roof of the fourth ventricle. This area produces Purkinje cells and deep cerebellar nuclear neurons. These cells are the primary output neurons of the cerebellar cortex and cerebellum. The second germinal zone (cellular birthplace) is known as the Rhombic lip, neurons then move by embryonic week 27 to the external granular layer. This layer of cellsfound on the exterior the cerebellumproduces the granule neurons. The granule neurons migrate from this exterior layer to form an inner layer known as the internal granule layer. The external granular layer ceases to exist in the mature cerebellum, leaving only granule cells in the internal granule layer. The cerebellar white matter may be a third germinal zone in the cerebellum; however, its function as a germinal zone is controversial.


          The cerebellum is of archipalliar phylogenetic origin. The pallium is a term for gray matter that forms the cortex. The archipallium is one of the most evolutionarily primitive brain regions. The circuits in the cerebellar cortex look similar across all classes of vertebrates, including fish, reptiles, birds, and mammals (e.g., Fig. 2). This has been taken as evidence that the cerebellum performs functions important to all vertebrate species.


          


          Anatomy


          The cerebellum contains similar gray and white matter divisions as the cerebrum. Embedded within the white matterwhich is known as the arbor vitae (Tree of Life) in the cerebellum due to its branched, treelike appearanceare four deep cerebellar nuclei. Three gross phylogenetic segments are largely grouped by general function. The three cortical layers contain various cellular types that often create various feedback and feedforward loops. Oxygenated blood is supplied by three arterial branches off the basilar and vertebral arteries.


          


          Divisions


          The cerebellum can be divided according to three different criteria: gross anatomical, phyologenetical, and functional.


          


          Gross anatomical divisions


          On gross inspection, three lobes can be distinguished in the cerebellum: the flocculonodular lobe, the anterior lobe (rostral to the "primary fissure"), and the posterior lobe (dorsal to the "primary fissure"). The latter two can be further divided in a midline cerebellar vermis and lateral cerebellar hemispheres.
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          Phylogenetic and functional divisions


          The cerebellum can also be divided in three parts based on both phylogenetic criteria (the evolutionary age of each part) and on functional criteria (the incoming and outgoing connections each part has and the role played in normal cerebellar function). From the phylogenetically oldest to the newest, the three parts are:


          
            
              	Functional denomination (phylogenetic denomination)

              	Anatomical parts

              	Role
            


            
              	Vestibulocerebellum (Archicerebellum)

              	Flocculonodular lobe (and immediately adjacent vermis)

              	The vestibulocerebellum regulates balance and eye movements. It receives vestibular input from both the semicircular canals and from the vestibular nuclei, and sends fibres back to the medial and lateral vestibular nuclei. It also receives visual input from the superior colliculi and from the visual cortex (the latter via the pontine nuclei, forming a cortico-ponto-cerebellar pathway). Lesions of the vestibulocerebellum cause disturbances of balance and gait.
            


            
              	Spinocerebellum (Paleocerebellum)

              	Vermis and intermediate parts of the hemispheres ("paravermis")

              	The spinocerebellum regulates body and limb movements. It receives proprioception input from the dorsal columns of the spinal cord (including the spinocerebellar tract) as well as from the trigeminal nerve, as well as from visual and auditory systems. It sends fibres to deep cerebellar nuclei which in turn project to both the cerebral cortex and the brain stem, thus providing modulation of descending motor systems. The spinocerebellum contains sensory maps as it receives data on the position of various body parts in space: in particular, the vermis receives fibres from the trunk and proximal portions of limbs, while the intermediate parts of the hemispheres receive fibres from the distal portions of limbs. The spinocerebellum is able to elaborate proprioceptive input in order to anticipate the future position of a body part during the course of a movement, in a "feed forward" manner.
            


            
              	Cerebrocerebellum (Neocerebellum, Pontocerebellum)

              	Lateral parts of the hemispheres

              	The neocerebellum is involved in planning movement and evaluating sensory information for action. It receives input exclusively from the cerebral cortex (especially the parietal lobe) via the pontine nuclei (forming cortico-ponto-cerebellar pathways), and sends fibres mainly to the ventrolateral thalamus (in turn connected to motor areas of the premotor cortex and primary motor area of the cerebral cortex) and to the red nucleus (in turn connected to the inferior olivary nucleus, which links back to the cerebellar hemispheres). The neocerebellum is involved in planning movement that is about to occur and has purely cognitive functions as well.
            

          


          Much of what is understood about the functions of the cerebellum stems from careful documentation of the effects of focal lesions in human patients who have suffered from injury or disease or through animal lesion research.


          


          Deep nuclei


          The deep nuclei of the cerebellum act as the main centers of communication, and the four different nuclei of the cerebellum (dentate, interpositus, fastigial, and vestibular) receive and send information to specific parts of the brain. In addition, these nuclei receive both inhibitory and excitatory signals from other parts of the brain which in turn affect the nucleus's outgoing signals.


          


          Cortical layers
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          There are three layers to the cerebellar cortex; from outer to inner layer, these are the molecular, Purkinje, and granular layers. The function of the cerebellar cortex is essentially to modulate information flowing through the deep nuclei. The microcircuitry of the cerebellum is schematized in Figure 5. Mossy and climbing fibers carry sensorimotor information into the deep nuclei, which in turn pass it on to various premotor areas, thus regulating the gain and timing of motor actions. Mossy and climbing fibers also feed this information into the cerebellar cortex, which performs various computations, resulting in the regulation of Purkinje cell firing. Purkinje neurons feed back into the deep nuclei via a potent inhibitory synapse. This synapse regulates the extent to which mossy and climbing fibers activate the deep nuclei, and thus control the ultimate effect of the cerebellum on motor function. The synaptic strength of almost every synapse in the cerebellar cortex has been shown to undergo synaptic plasticity. This allows the circuitry of the cerebellar cortex to continuously adjust and fine-tune the output of the cerebellum, forming the basis of some types of motor learning and coordination. Each layer in the cerebellar cortex contains the various cell types that comprise this circuitry.


          


          Granular layer


          The innermost layer contains the cell bodies of two types of cells: the numerous and tiny granule cells, and the larger Golgi cells. Mossy fibers enter the granular layer from their main point of origin, the pontine nuclei. These fibers form excitatory synapses with the granule cells and the cells of the deep cerebellar nuclei. The granule cells send their T-shaped axonsknown as parallel fibersup into the superficial molecular layer, where they form hundreds of thousands of synapses with Purkinje cell dendrites. The human cerebellum contains on the order of 60 to 80 billion granule cells, making this single cell type by far the most numerous neuron in the brain (roughly 70% of all neurons in the brain and spinal cord, combined). Golgi cells provide inhibitory feedback to granule cells, forming a synapse with them and projecting an axon into the molecular layer.


          


          Purkinje layer


          The middle layer contains only one type of cell bodythat of the large Purkinje cell. Purkinje cells are the primary integrative neurons of the cerebellar cortex and provide its sole output. Purkinje cell dendrites are large arbors with hundreds of spiny branches reaching up into the molecular layer (Fig. 6). These dendritic arbors are flatnearly all of them lie in planeswith neighboring Purkinje arbors in parallel planes. Each parallel fibre from the granule cells runs orthogonally through these arbors, like a wire passing through many layers. Purkinje neurons are GABAergicmeaning they have inhibitory synapseswith the neurons of the deep cerebellar and vestibular nuclei in the brainstem. Each Purkinje cell receives excitatory input from 100,000 to 200,000 parallel fibers. Parallel fibers are said to be responsible for the simple (all or nothing, amplitude invariant) spiking of the Purkinje cell.


          Purkinje cells also receive input from the inferior olivary nucleus via climbing fibers. A good mnemonic for this interaction is the phrase "climb the other olive tree", given that climbing fibers originate from the contralateral inferior olive. In striking contrast to the 100,000-plus inputs from parallel fibers, each Purkinje cell receives input from exactly one climbing fiber; but this single fibre "climbs" the dendrites of the Purkinje cell, winding around them and making a large number of synapses as it goes. The net input is so strong that a single action potential from a climbing fibre is capable of producing a "complex spike" in the Purkinje cell: a burst of several spikes in a row, with diminishing amplitude, followed by a pause during which simple spikes are suppressed.


          


          Molecular layer


          This outermost layer of the cerebellar cortex contains two types of inhibitory interneurons: the stellate and basket cells. It also contains the dendritic arbors of Purkinje neurons and parallel fibre tracts from the granule cells. Both stellate and basket cells form GABAergic synapses onto Purkinje cell dendrites.


          


          Peduncles


          Similarly, the cerebellum follows the trend of "threes", with three major input and output peduncles (fibre bundles). These are the superior (brachium conjunctivum), middle (brachium pontis), and inferior (restiform body) cerebellar peduncles.


          
            
              	Peduncle

              	Description
            


            
              	Superior

              	While there are some afferent fibers from the anterior spinocerebellar tract that are conveyed to the anterior cerebellar lobe via this peduncle, most of the fibers are efferents. Thus, the superior cerebellar peduncle is the major output pathway of the cerebellum. Most of the efferent fibers originate within the dentate nucleus which in turn project to various midbrain structures including the red nucleus, the ventral lateral/ventral anterior nucleus of the thalamus, and the medulla. The dentatorubrothalamocortical (dentate nucleus > red nucleus > thalamus > premotor cortex) and cerebellothalamocortical (cerebellum > thalamus > premotor cortex) pathways are two major pathways that pass through this peduncle and are important in motor planning.
            


            
              	Middle

              	This is composed entirely of afferent fibers originating within the pontine nuclei as part of the massive corticopontocerebellar tract (cerebral cortex > pons > cerebellum). These fibers descend from the sensory and motor areas of the cerebral neocortex and make the middle cerebellar peduncle the largest of the three cerebellar peduncles.
            


            
              	Inferior

              	This carries many types of input and output fibers that are mainly concerned with integrating proprioceptive sensory input with motor vestibular functions such as balance and posture maintenance. Proprioceptive information from the body is carried to the cerebellum via the dorsal spinocerebellar tract. This tract passes through the inferior cerebellar peduncle and synapses within the paleocerebellum. Vestibular information projects onto the archicerebellum.

              The climbing fibers of the inferior olive run through the inferior cerebellar peduncle.

              This peduncle also carries information directly from the Purkinje cells out to the vestibular nuclei in the dorsal brainstem located at the junction between the pons and medulla.
            

          


          There are three sources of input to the cerebellum, in two categories consisting of mossy and climbing fibers, respectively. Mossy fibers can originate from the pontine nuclei, which are clusters of neurons located in the pons that carry information from the contralateral cerebral cortex. They may also arise within the spinocerebellar tract whose origin is located in the ipsilateral spinal cord. Most of the output from the cerebellum initially synapses onto the deep cerebellar nuclei before exiting via the three peduncles. The most notable exception is the direct inhibition of the vestibular nuclei by Purkinje cells.


          


          Blood supply
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          Three arteries supply blood to the cerebellum (Fig. 7): the superior cerebellar artery (SCA), anterior inferior cerebellar artery (AICA), and posterior inferior cerebellar artery (PICA).


          


          Superior cerebellar artery


          The SCA branches off the lateral portion of the basilar artery, just inferior to its bifurcation into the posterior cerebral artery. Here it wraps posteriorly around the pons (to which it also supplies blood) before reaching the cerebellum. The SCA supplies blood to most of the cerebellar cortex, the cerebellar nuclei, and the middle and superior cerebellar peduncles.


          


          Anterior inferior cerebellar artery


          The AICA branches off the lateral portion of the basilar artery, just superior to the junction of the vertebral arteries. From its origin, it branches along the inferior portion of the pons at the cerebellopontine angle before reaching the cerebellum. This artery supplies blood to the anterior portion of the inferior cerebellum, and to the facial (CN VII) and vestibulocochlear nerves (CN VIII).


          Obstruction of the AICA can cause paresis, paralysis, and loss of sensation in the face; it can also cause hearing impairment. Moreover, it could cause an infarct of the cerebellopontine angle. This could lead to hyperacusia (dysfunction of the stapedius muscle, innervated by CN VII) and vertigo (wrong interpretation from the vestibular semi-circular canal's endolymph acceleration caused by alteration of CN VIII).


          


          Posterior inferior cerebellar artery


          The PICA branches off the lateral portion of the vertebral arteries just inferior to their junction with the basilar artery. Before reaching the inferior surface of the cerebellum, the PICA sends branches into the medulla, supplying blood to several cranial nerve nuclei. In the cerebellum, the PICA supplies blood to the posterior inferior portion of the cerebellum, the inferior cerebellar peduncle, the nucleus ambiguus, the vagus motor nucleus, the spinal trigeminal nucleus, the solitary nucleus, and the vestibulocochlear nuclei.


          


          General Function


          Functionally, the climbing fibre and the mossy fibre-granule cell-parallel fibre pathways are the two main types of afferents to the cerebellum as a whole and to the Purkinje cells in particular. These afferent systems differ dramatically in their connectivity. The Purkinje cell and its climbing fiber afferent have a one-to-one relationship and the overall projection is organized to produce synchronous activation of specific groupings of Purkinje cells in a rostrocaudal orientation. The relationship between the Purkinje cell and the mossy fiber-parallel fibre system can be characterized as many-to-many. With the directionality being mediolateral orientation within the molecular layer i.e. at right angles to the Purkinje cell dendrites which are isoplanar .


          The climbing fibre system


          Originates from the contralateral inferior olive. As a result of the electrical coupling between inferior olivary neurons, their dynamic decoupling via return inhibition from the cerebellar nuclei and the topography of the olivocerebellar projection, this system generates synchronous (on a millisecond time scale) complex spike activation of Purkinje cells, in rostrocaudally oriented bands. These activity bands are about 250 m wide in the mediolateral direction but can be several millimeters long in the rostrocaudal direction and extend down the walls of the cerebellar folia and across several lobules. The momenttomoment synchrony distribution of motor control is dynamically modulated by the inferior olive with the major role of the olivary afferents being to determine the pattern of "effective" electronic coupling between olivary neurons and thereby the distribution of synchronous complex spike activity across the cerebellar cortex. Changes in synchrony patterns are associated with movements made by animals performing a motor task.. Indeed. The olivocerebellar system can be considered an electrically malleable substrate from which unique motor synergies can be sculpted.


          The Mossy Fiber-Parallel fibre system


          In contrast to the punctate nature of cerebellar activation by the olivocerebellar system, the mossy fiber-parallel fibre system provides a continuous and very delicate regulation of the excitability of the cerebellar nuclei, brought about by the tonic activation of simple spikes in Purkinje cells, which ultimately generates the fine control of movement known as motor coordination. The fact that the mossy fibers inform the cerebellar cortex of both ascending and descending messages to and from the motor centers in the spinal cord and brainstem gives us an idea of the ultimate role of the mossy fibre system: it informs the cortex of the place and rate of movement of limbs and puts the motor intentions generated by the brain into the context of the status of the body at the time the movement is to be executed. Moreover, through its effects on the inhibitory GABAergic cerebellar nuclear cells, which project back to the inferior olive, it helps shape the pattern of coupling among olivary cells and hence the synchrony distribution in the upcoming olivocerebellar discharge.


          The cerebellar Nuclei


          The Purkinje cells are the only output of the cerebellar cortex and are inhibitory in nature Their axons contact the cerebellar and Deiters vestibular nucleus as their only target. The activity of the cerebellar nuclei is regulated in three ways: (1) by excitatory input from collaterals of the cerebellar afferent systems, (2) by inhibitory inputs from Purkinje cells activated over the mossy fiber pathways, and (3) by inputs from Purkinje cells activated by the climbing fibre system


          Overall Cerebellar Function


          The output of the cerebellum (the cerebellar nuclei axons) proceed to generate the background activity that serves to set the overall tone and posture that gives the motor cortex the ability to execute movements on the basis of intention (the strategy of movement). In this context the cerebellum provides the tactics of the multiple muscle activation required to support such define movements. And so, while the motor brain determines where to move (executive imperative) the cerebellum implements its proper timing and modulates the force given to every motor command, as the coordination of movement is a non-continuous function.


          


          Dysfunction


          Ataxia is a complex of symptoms, generally involving a lack of coordination, that is often found in disease processes affecting the cerebellum. To identify cerebellar problems, the neurological examination includes assessment of gait (a broad-based gait being indicative of ataxia), finger-pointing tests and assessment of posture. Structural abnormalities of the cerebellum (hemorrhage, infarction, neoplasm, degeneration) may be identified on cross-sectional imaging. Magnetic resonance imaging is the modality of choice, as computed tomography is insufficiently sensitive for detecting structural abnormalities of the cerebellum.


          


          Aging


          A stereological study has found that human cerebellar white matter was reduced by 26% with age (over the age range 1984). The researchers of the study could detect no global loss of Purkinje or granule cells, however in the anterior lobe there was a significant loss of these cell types as well as a 30% volume loss. With magnetic resonance imaging a moderate volumetric reduction with age in vermis and the cerebellar hemisphere has been observed.


          An autoradiography study of the human cerebellum found an increasing binding of H-3- ketanserin with age. (ketanserin binds primarily to the 5-HT2A neuroreceptor) The same research team found no significant correlation with age in their homogenate binding study. Somewhat in line with the autoradiography study a positron emission tomography study with the altanserin 5-HT2A receptor radioligand found a positive correlation between age and cerebellar nonspecific binding.


          


          Theories about cerebellar function


          Two main theories address the function of the cerebellum, both dealing with motor coordination. One claims that the cerebellum functions as a regulator of the "timing of movements". This has emerged from studies of patients whose timed movements are disrupted.


          The second, "Tensor Network Theory" provides a mathematical model of transformation of sensory (covariant) space-time coordinates into motor (contravariant) coordinates by cerebellar neuronal networks.


          Like many controversies in the physical sciences, there is evidence supporting each of the above hypotheses. Studies of motor learning in the vestibulo-ocular reflex and eyeblink conditioning demonstrate that the timing and amplitude of learned movements are encoded by the cerebellum. Many synaptic plasticity mechanisms have been found throughout the cerebellum. The Marr-Albus model mostly attributes motor learning to a single plasticity mechanism: the long-term depression of parallel fibre synapses. The Tensor Network Theory of sensorimotor transformations by the cerebellum has also been experimentally supported.


          With the advent of more sophisticated neuroimaging techniques such as positron emission tomography (PET), and fMRI, numerous diverse functions are now at least partially attributed to the cerebellum. What was once thought to be primarily a motor/sensory integration region is now proving to be involved in many diverse cognitive functions.


          


          Cerebellar modeling


          As mentioned in the preceding section, there have been many attempts to model the cerebellar function. The insights provided by the models have also led to extrapolations in the domains of artificial intelligence methodologies, especially neural networks. Some of the notable achievements have been Cerebellatron , Cerebellar Model Associative Memory or CMAC networks, and SpikeFORCE for robotic movement control, and "Tensor Network Theory".


          


          Additional images
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                  Ceres as seen by Hubble Space Telescope (ACS). The contrast has been enhanced to reveal surface details.
                

              
            


            
              	
                
                  Discovery
                

              
            


            
              	Discovered by

              	Giuseppe Piazzi
            


            
              	Discovery date

              	January 1, 1801
            


            
              	
                
                  Designations
                

              
            


            
              	MPC designation

              	1 Ceres
            


            
              	Alternate name

              	A899 OF; 1943 XB
            


            
              	Minor planet

              category

              	dwarf planet

              main belt
            


            
              	Adjective

              	Cererian, Cerian
            


            
              	
                
                  Orbital characteristics
                

              
            


            
              	Epoch November 26, 2005

              ( JD 2453700.5)
            


            
              	Aphelion

              	447,838,164km

              2.987 AU
            


            
              	Perihelion

              	381,419,582km

              2.545AU
            


            
              	Semi-major axis

              	414,703,838km

              2.765956424AU
            


            
              	Eccentricity

              	0.07976017
            


            
              	Orbital period

              	1679.819days

              4.599 years
            


            
              	Average orbitalspeed

              	17.882km/s
            


            
              	Mean anomaly

              	108.509
            


            
              	Inclination

              	10.586712
            


            
              	Longitudeof ascendingnode

              	80.40696
            


            
              	Argument of perihelion

              	73.15073
            


            
              	
                
                  Physical characteristics
                

              
            


            
              	Equatorial radius

              	487.31.8km
            


            
              	Polar radius

              	454.71.6km
            


            
              	Mass

              	9.430.071020kg
            


            
              	Mean density

              	2.0770.036g/cm
            


            
              	Equatorial surfacegravity

              	0.27 m/s

              0.028 g
            


            
              	Escape velocity

              	0.51km/s
            


            
              	Sidereal rotation

              period

              	0.3781d

              9.074170h
            


            
              	Axial tilt

              	about 3
            


            
              	Northpole right ascension

              	19 h 24 min

              291
            


            
              	Northpole declination

              	59
            


            
              	Albedo

              	0.0900.0033( V-band geometric)
            


            
              	Surface temp.

               Kelvin

              	
                
                  
                    	min

                    	mean

                    	max
                  


                  
                    	?

                    	~167K

                    	239K
                  

                

              
            


            
              	Spectral type

              	C
            


            
              	Apparent magnitude

              	6.7 to 9.32
            


            
              	Absolute magnitude

              	3.360.02
            


            
              	Angular diameter

              	0.84" to 0.33"
            

          


          Ceres (pronounced /ˈsɪəriːz/, or as Latin: Cerēs), also designated 1 Ceres (see minor planet names), is the smallest identified dwarf planet in the Solar System and the only one in the asteroid belt. It was discovered on January 1, 1801, by Giuseppe Piazzi, and is named after the Roman goddess Ceres  the goddess of growing plants, the harvest, and of motherly love.


          With a diameter of about 950 km, Ceres is by far the largest and most massive body in the asteroid belt, and contains approximately a third of the belt's total mass. Recent observations have revealed that it is spherical, unlike the irregular shapes of smaller bodies with lower gravity. The surface of Ceres is probably made of a mixture of water ice and various hydrated minerals like carbonates and clays. Ceres appears to be differentiated into a rocky core and ice mantle. It may harbour an ocean of liquid water, which makes it a target of current searches for extraterrestrial life. Ceres may be surrounded by a tenuous atmosphere containing water vapour.


          Ceres' apparent magnitude ranges from 6.7 to 9.3, hence at its brightest is still too dim to be seen with the naked eye. On September 27, 2007, NASA launched the Dawn Mission space probe to explore Vesta (20112012) and Ceres (2015).


          


          Discovery


          The idea that an unknown planet could exist between the orbits of Mars and Jupiter was first suggested by Johann Elert Bode in 1768. His considerations were based on the so called Titius-Bode law, a now-abandoned theory which had been proposed by Johann Daniel Titius in 1766. According to this law the semi-major axis of the planet should be near 2.8 AU. William Herschel's discovery of Uranus in 1781 increased faith in the law of Titius and Bode, and in 1800, twenty-four experienced astronomers combined their efforts and began a methodical search for the proposed planet. The group was headed by Franz Xaver von Zach, editor of the Monatliche Correspondenz. While they did not discover Ceres, they later found several large asteroids.
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          Ceres was discovered on 1 January 1801, by Giuseppe Piazzi, who was searching for a star listed by Francis Wollaston as Mayer 87 because it was not in Mayer's zodiacal catalogue in the position given. Instead of a star, Piazzi found a moving star-like object, which he first thought was a comet. Piazzi observed Ceres a total of 24 times, the final time on February 11, when illness interrupted his observations. He announced his discovery on January 24, 1801 in letters to fellow astronomers, among them his compatriot Barnaba Oriani of Milan. He reported it as a comet but "since its movement is so slow and rather uniform, it has occurred to me several times that it might be something better than a comet". In April, Piazzi sent his complete observations to Oriani, Johann Elert Bode, and Jrme Lalande in Paris. The information was published in the September 1801 issue of the Monatliche Correspondenz.


          Soon after this, Ceres' apparent position had changed (mostly due to the Earth's orbital motion). It then appeared too close to the Sun's glare, so other astronomers could not confirm the observations of Piazzi until the end of the year. However after such a long time it was difficult to predict its exact position. To recover Ceres Carl Friedrich Gauss, then 24 years old, developed an efficient method of orbit determination. In only a few weeks, he predicted its path, and sent his results to von Zach. On 31 December 1801, von Zach and Heinrich W. M. Olbers found Ceres near the predicted position and thus recovered it.


          In 1802 Herschel estimated Ceres to be 260 km in diameter, and in 1811 Johann Hieronymus Schrter estimated Ceres to be 2613 km in diameter.


          


          Name


          Piazzi originally suggested the name Ceres Ferdinandea ( Italian, Cerere Ferdinandea) for this body, after both the mythological figure Ceres (Roman goddess of plants) and King Ferdinand III of Sicily. "Ferdinandea" was not acceptable to other nations of the world and was thus dropped. Ceres was also called Hera for a short time in Germany. In Greece, it is called ή ( Demeter), after the goddess Ceres' Greek equivalent; in English usage, Demeter is the name of an asteroid ( 1108 Demeter). Due to its uncommon usage, there is no consensus as to the proper adjectival form of the name, although the nonce forms Cerian and Cerean have been used in fiction. Grammatically, the form Cererean would be correct, derived from its Latin genitive, Cereris. Ceres' astronomical symbol is a sickle, ([image: Astronomical symbol of Venus]) which is the female gender symbol and Venus' hand mirror. The element Cerium was named after Ceres. The element Palladium was originally also named after Ceres, but the discoverer changed its name after Cerium was named. Palladium is named after asteroid 2 Pallas.


          


          Status
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          The classification of Ceres has changed more than once and has been the subject of some disagreement. Johann Elert Bode believed Ceres to be the "missing planet" he had proposed to exist between Mars and Jupiter, at a distance of 419 millionkm (2.8 AU) from the Sun. Ceres was assigned a planetary symbol, and remained listed as a planet in astronomy books and tables (along with 2 Pallas, 3 Juno and 4 Vesta) for about half a century until further asteroids were discovered.


          However as other objects were discovered in the area it was realised that Ceres represented the first of a class of many similar bodies. Sir William Herschel coined in 1802 the term asteroid ("star-like") for such bodies, writing "they resemble small stars so much as hardly to be distinguished from them, even by very good telescopes". As the first such body to be discovered, it was given the designation 1 Ceres under the modern system of asteroid numbering.


          The 2006 debate surrounding Pluto and what constitutes a 'planet' led to Ceres being considered for reclassification as a planet. A proposal before the International Astronomical Union for the definition of a planet would have defined a planet as "a celestial body that (a) has sufficient mass for its self-gravity to overcome rigid body forces so that it assumes a hydrostatic equilibrium (nearly round) shape, and (b) is in orbit around a star, and is neither a star nor a satellite of a planet". Had this resolution been adopted, it would have made Ceres the fifth planet in order from the Sun. However, it was not accepted, and in its place an alternate definition of "planet" came into effect as of August 24, 2006: A planet is "a celestial body that is in orbit around the sun, has sufficient mass for its self-gravity to overcome rigid body forces so that it assumes a... nearly round shape, and has cleared the neighbourhood around its orbit." By this definition, Ceres is not a planet (because it shares its orbit with the thousands of other asteroids in the main asteroid belt), and is now classified as a " dwarf planet" (along with Pluto, Makemake and Eris). The issue of whether Ceres remains an asteroid was not addressed. Dual classifications such as Main-belt comets do exist, and being a dwarf planet does not preclude having dual designations.


          


          Physical characteristics


          
            [image: Size comparison: the first 10 minor planets profiled against Earth's Moon. Ceres is far left.]

            
              Size comparison: the first 10 minor planets profiled against Earth's Moon. Ceres is far left.
            

          


          
            [image: Hubble Space Telescope images of Ceres, taken in 2003/4 with a resolution of about 30�km. The nature of the bright spot is uncertain.]

            
              Hubble Space Telescope images of Ceres, taken in 2003/4 with a resolution of about 30km. The nature of the bright spot is uncertain.
            

          


          Ceres is the largest object in the asteroid belt, which lies between Mars and Jupiter. The Kuiper belt is known to contain larger objects, including Pluto, 50000 Quaoar, and 90482 Orcus, while more distant Eris, in the scattered disc, is the largest of all these bodies.


          The mass of Ceres has been determined by analysis of the influence it exerts on small asteroids. Results obtained by different authors are slightly different. The average of the three most precise values as of 2008 is approximately 9.41020kg. With this mass Ceres comprises about a third of the estimated total 3.00.2 1021kg mass of the asteroids in the solar system, together totalling about four percent of the mass of the Moon. Ceres' size and mass are sufficient to give it a nearly spherical shape. That is, it is close to hydrostatic equilibrium. In contrast, other large asteroids such as 2 Pallas, 3 Juno, and 4 Vesta are known to be quite irregular.


          The surface composition of Ceres is broadly similar to that of C-type asteroids. However, some differences do exist. The ubiquitous features in the IR spectra of Ceres are that of hydrated materials, which indicates the presence of significant amounts of water in the interior of this body. Other possible surface constituents include iron-rich clays ( cronstedtite) and carbonates ( dolomite and siderite), which are common minerals in carbonaceous chondrite meteorites. The spectral features of carbonates and clay are usually absent in the spectra of other C-type asteroids. Sometimes Ceres is classified as G-type asteroid.


          The surface of Ceres is relatively warm. The maximum temperature with the Sun overhead was estimated from measurements to be 235 K (about 38  C) on May 5, 1991. Taking into account also the heliocentric distance at the time, this gives an estimated maximum of about 239K at perihelion. There are some indications that Ceres may have a tenuous atmosphere and water frost on the surface. Ultraviolet observations by IUE spacecraft detected statistically significant hydroxide water vapour near the Cererean north pole.


          
            [image: Diagram showing internal structure of Ceres]

            
              Diagram showing internal structure of Ceres
            

          


          Peter Thomas of Cornell University has proposed that Ceres has a differentiated interior; its oblateness appears too small for an undifferentiated body, which indicates that it consists of a rocky core overlain with an icy mantle. This mantle of thickness from 120 to 60km could contain 200 million cubic kilometres of water (1626 percent of Ceres by mass; 3060 percent by volume), which is more than the amount of fresh water on the Earth. This result is supported by the observations made by Keck telescope in 2002 and by evolutionary modelling.


          Only a few features have been unambiguously detected on the surface of Ceres. High resolution ultraviolet Hubble Space Telescope images taken in 1995 showed a dark spot on its surface which was nicknamed "Piazzi" in honour of the discoverer of Ceres. This was thought to be a crater. Later near-infrared images with a higher resolution taken over a whole rotation with the Keck telescope using adaptive optics showed several bright and dark features moving with the dwarf planet's rotation. Two dark features had circular shapes and are presumably craters; one of them was observed to have a bright central region, while another was identifyied with "Piazzi" feature. More recent visible light Hubble Space Telescope images of a full rotation taken in 2003 and 2004 showed 11 recognizable surface features, the nature of which is currently unknown. One of these features corresponds to the "Piazzi" feature observed earlier.


          These last observations also determined that Ceres' north pole points in the direction of right ascension 19h 24min (291), declination +59, in the constellation Draco. This means that Ceres' axial tilt is very smallabout 3.


          


          Orbit


          
            [image: Orbit of Ceres]

            
              Orbit of Ceres
            

          


          Ceres follows an orbit between Mars and Jupiter, within the main asteroid belt, with a period of 4.6 Earth years. The orbit is moderately inclined (i = 10.6 compared to 7 for Mercury and 17 for Pluto) and moderately eccentric (e = 0.08 compared to 0.09 for Mars).


          The diagram illustrates the orbits of Ceres (blue) and several planets (white/grey). The segments of orbits below the ecliptic are plotted in darker colours, and the orange plus sign is the Sun's location. The top left diagram is a polar view that shows the location of Ceres in the gap between Mars and Jupiter. The top right is a close-up demonstrating the locations of the perihelia (q) and aphelia (Q) of Ceres and Mars. The perihelion of Mars is on the opposite side of the Sun from those of Ceres and several of the large main belt asteroids, including 2 Pallas and 10 Hygiea. The bottom diagram is a perspective view showing the inclination of the orbit of Ceres compared to the orbits of Mars and Jupiter.


          In the past, Ceres had been considered to be the largest member of an asteroid family. These groupings of asteroids share similar orbital elements, which may indicate a common origin through an asteroid collision some time in the past. Ceres, however, was found to have spectral properties different from other members of the family, and so this grouping is now called the Gefion family, named after the lowest-numbered family member, 1272 Gefion. Ceres appears to be merely an interloper in its own family, coincidentally having similar orbital elements but not a common origin. Self rotation period of Ceres is 9 hours and 4 minutes.


          


          Origin and evolution


          The observations imply that Ceres is a remaining protoplanet  planetary embryo, which formed 4.57 billion years ago in the asteroid belt. While the majority of protoplanets (including all lunar- to Mars-sized bodies) were ejected from the Solar System by Jupiter or merged with other protoplanets to form terrestrial planets, Ceres survived relatively intact. Two other possible remaining protoplanets are Pallas and Vesta, but they do not have relaxed shapes, in the case of Vesta perhaps only because it suffered a catastrophic impact after solidifying.


          Further evolution of Ceres was relatively simple. Heated by the energy of accretion and by decay of various radionuclides including, possibly, short-lived elements like Al26, Ceres differentiated into a rocky core and icy mantle soon after its formation. This event caused resurfacing by the water volcanism and tectonics erasing many geological features. However due to the fast depletion of heat sources Ceres cooled down quickly. The ice on the surface gradually sublimated leaving behind various hydrated minerals like clays and carbonates. Now Ceres is a geologically dead body, whose surface is being sculptured only by impacts.


          The existence of significant amounts of water ice in Ceres raises a possibility that it has or had a layer of liquid water in the interior. This hypothetical layer is often called an ocean. The water layer is (or was) probably located between the rocky core and ice mantle like that in Europa. The existence of the ocean is more likely if ammonia or other antifreeze is dissolved in water. The possible existence of liquid water inside Ceres makes it a target in the search for extraterrestrial life.


          


          Observations


          When Ceres has an opposition near the perihelion, it can reach a visual magnitude of +6.7. This is generally regarded as being just barely too dim to be seen with the naked eye, but under exceptional viewing conditions a very sharp-sighted person may be able to see this dwarf planet. The only asteroids that can reach so bright a magnitude are 4 Vesta, and, during rare oppositions near perihelion, 2 Pallas and 7 Iris. At a conjunction Ceres has a magnitude of around +9.3, which corresponds to the faintest objects visible with 1050 binoculars. It can thus be seen with binoculars whenever it is above the horizon of a fully dark sky.


          Some notable observation milestones for Ceres include:


          
            	An occultation of a star by Ceres observed in Mexico, Florida and across the Caribbean on November 13, 1984.


            	Ultraviolet Hubble Space Telescope images with 50km resolution taken in 1995.


            	Infrared images with 30km resolution taken with the Keck telescope in 2002 using adaptive optics.


            	Visible light images with 30km resolution (the best to date) taken using Hubble in 2003 and 2004.

          


          


          Exploration


          
            [image: Artist's conception of Dawn visiting Ceres and Vesta]

            
              Artist's conception of Dawn visiting Ceres and Vesta
            

          


          To date, no space probe has visited Ceres. However, NASA launched the Dawn Mission on 27 September 2007, which will explore the asteroid 4 Vesta in 2011 before arriving at Ceres in 2015.


          The mission profile calls for the Dawn Spacecraft to enter orbit around Ceres at an altitude of 5,900km. After five months of study, the spacecraft will reduce the orbital distance to 1,300km, then down to 700km after another five months. The spacecraft instrumentation includes a framing camera, a visual and infrared spectrometer, and a gamma-ray and neutron detector. These will be used to examine the dwarf planet's shape and element abundance.


          Radio signals from spacecraft in orbit around Mars and on its surface have been used to estimate the mass of Ceres from the perturbations induced by it onto the motion of Mars.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ceres_(dwarf_planet)"
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              	General
            


            
              	Name, Symbol, Number

              	cerium, Ce, 58
            


            
              	Chemical series

              	lanthanides
            


            
              	Group, Period, Block

              	n/a, 6, f
            


            
              	Appearance

              	silvery white

              [image: ]
            


            
              	Standard atomic weight

              	140.116 (1) gmol1
            


            
              	Electron configuration

              	[Xe] 4f15d16s2
            


            
              	Electrons per shell

              	2, 8, 18, 19, 9, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	6.770 gcm3
            


            
              	Liquid density at m.p.

              	6.55 gcm3
            


            
              	Melting point

              	1068 K

              (795 C, 1463 F)
            


            
              	Boiling point

              	3716 K

              (3443 C, 6229 F)
            


            
              	Heat of fusion

              	5.46  kJmol1
            


            
              	Heat of vaporization

              	398  kJmol1
            


            
              	Specific heat capacity

              	(25C) 26.94 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1992

                    	2194

                    	2442

                    	2754

                    	3159

                    	3705
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic face centered
            


            
              	Oxidation states

              	3, 4

              (mildly basic oxide)
            


            
              	Electronegativity

              	1.12 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 534.4  kJmol1
            


            
              	2nd: 1050 kJmol1
            


            
              	3rd: 1949 kJmol1
            


            
              	Atomic radius

              	185  pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	( r.t.) (, poly) 828 nm
            


            
              	Thermal conductivity

              	(300K) 11.3 Wm1K1
            


            
              	Thermal expansion

              	( r.t.) (, poly)

              6.3 m/(mK)
            


            
              	Speed of sound (thin rod)

              	(20 C) 2100 m/s
            


            
              	Young's modulus

              	( form) 33.6 GPa
            


            
              	Shear modulus

              	( form) 13.5 GPa
            


            
              	Bulk modulus

              	( form) 21.5 GPa
            


            
              	Poisson ratio

              	( form) 0.24
            


            
              	Mohs hardness

              	2.5
            


            
              	Vickers hardness

              	270 MPa
            


            
              	Brinell hardness

              	412 MPa
            


            
              	CAS registry number

              	7440-45-1
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of cerium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	134Ce

                    	syn

                    	3.16 days

                    	

                    	0.500

                    	134La
                  


                  
                    	136Ce

                    	0.185%

                    	136Ce is stable with 78 neutrons
                  


                  
                    	138Ce

                    	0.251%

                    	138Ce is stable with 80 neutrons
                  


                  
                    	139Ce

                    	syn

                    	137.640 days

                    	

                    	0.278

                    	139La
                  


                  
                    	140Ce

                    	88.450%

                    	140Ce is stable with 82 neutrons
                  


                  
                    	141Ce

                    	syn

                    	32.501 days

                    	-

                    	0.581

                    	141Pr
                  


                  
                    	142Ce

                    	11.114%

                    	> 51016 years

                    	--

                    	unknown

                    	142Nd
                  


                  
                    	144Ce

                    	syn

                    	284.893 days

                    	-

                    	0.319

                    	144Pr
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          Cerium (pronounced /ˈsɪəriəm/) is a chemical element with the symbol Ce and atomic number 58.


          


          Notable characteristics


          Cerium is a silvery metal, belonging to the lanthanide group. It resembles iron in colour and luster, but is soft, and both malleable and ductile. Cerium has the longest liquid range of any non-radioactive element: 2648 C (795 C to 3443 C) or 4766 F (1463 F to 6229 F). (Thorium has a longer liquid range.)


          Although cerium belongs to chemical elements group called rare earth metals, it is in fact more common than lead. Cerium is available in relatively large quantities (68 ppm in Earths crust). It is used in some rare-earth alloys.


          Among rare earth elements only europium is more reactive. It tarnishes readily in the air. Alkali solutions and dilute and concentrated acids attack the metal rapidly. Cerium oxidizes slowly in cold water and rapidly in hot water. The pure metal can ignite if scratched.


          Cerium(IV) (ceric) salts are orange red or yellowish, whereas cerium(III) (cerous) salts are usually white or colorless. Both oxidation states absorb ultraviolet light strongly. Cerium(III) can be used to make glasses that are colorless, yet absorb ultraviolet light almost completely. Cerium can be readily detected in rare earth mixtures by a very sensitive qualitative test: addition of ammonia and hydrogen peroxide to an aqueous solution of lanthanides produces a characteristic dark brown colour if cerium is present.


          



          


          



          


          Applications


          Uses of cerium:


          
            	In metallurgy:

              
                	Cerium is used in making aluminium alloys.


                	Adding cerium to cast irons opposes graphitization and produces a malleable iron.


                	In steels, cerium degasifies and can help reduce sulfides and oxides.


                	Cerium is used in stainless steel as a precipitation hardening agent.


                	3 to 4% cerium added to magnesium alloys, along with 0.2 to 0.6% zirconium, helps refine the grain and give sound casting of complex shapes. It also adds heat resistance to magnesium castings.


                	Cerium is used in alloys that are used to make permanent magnets.


                	Cerium is used as an alloying element in tungsten electrodes for gas tungsten arc welding.


                	Cerium is a major component of ferrocerium, also known as " lighter flint". Although modern alloys of this type generally use Mischmetal rather than purified cerium, it still is the most prevalent constituent.


                	Cerium is used in carbon-arc lighting, especially in the motion picture industry.

              

            


            	Cerium oxalate is an anti-emetic drug.


            	Cerium(IV) oxide

              
                	The oxide is used in incandescent gas mantles, such as the Welsbach mantle, where it was combined with thorium, lanthanum, magnesium or yttrium oxides .


                	The oxide is emerging as a hydrocarbon catalyst in self cleaning ovens, incorporated into oven walls.


                	Cerium(IV) oxide has largely replaced rouge in the glass industry as a polishing abrasive.


                	Cerium(IV) oxide is finding use as a petroleum cracking catalyst in petroleum refining.


                	Cerium(IV) additives to diesel fuel cause that to burn more cleanly, with less resulting air-pollution.


                	In glass, cerium(IV) oxide allows for selective absorption of ultraviolet light.

              

            


            	Cerium(IV) sulfate is used extensively as a volumetric oxidizing agent in quantitative analysis.


            	Ceric ammonium nitrate is a useful one-electron oxidant in organic chemistry, used to oxidatively etch electronic components, and as a primary standard for quantitative analysis.


            	Cerium compounds are used in the manufacture of glass, both as a component and as a decolorizer.


            	Cerium in combination with titanium gives a beautiful golden yellow colour to glass.


            	Cerium compounds are used for the coloring of enamel.


            	Cerium(III) and cerium(IV) compounds such as cerium(III) chloride have uses as catalysts in organic synthesis.

          


          


          History


          Cerium was discovered in Bastns in Sweden by Jns Jakob Berzelius and Wilhelm Hisinger, and independently in Germany by Martin Heinrich Klaproth, both in 1803. Cerium was so named by Berzelius after the dwarf planet Ceres, discovered two years earlier (1801). As originally isolated, cerium was in the form of its oxide, and was named ceria, a term that is still used. The metal itself was too electopositive to be isolated by then-current smelting technology, a characteristic of earth metals in general. But the development of electrochemistry by Humphry Davy was only five years into the future, and then the earths were well on their way to yielding up their contained metals. Ceria, as isolated in 1803, contained all of the lanthanides present in the cerite ore from Bastnaes, Sweden, and thus only contained about 45% of what is now known to be pure ceria. It was not until Mosander succeeded in removing lanthana and "didymia" in the late 1830s that ceria was obtained pure. As an historical aside: Wilhelm Hisinger was a wealthy mine owner and amateur scientist, and sponsor of Berzelius. He owned or controlled the mine at Bastnaes, and had been trying for years to find out the composition of the abundant heavy gangue rock (the "Tungstein of Bastnaes") now known as cerite that he had in his mine. Mosander and his family lived for many years in the same house as Berzelius, and was undoubtedly persuaded by the latter to investigate ceria further. When the rare earths were first discovered, since they were strong bases like the oxides of calcium or magnesium, they were thought to be divalent. Thus, "ceric" cerium was thought to be trivalent, and the oxidation state ratio was therefore thought to be 1.5. Berzelius was extremely annoyed, to keep on getting the ratio 1.33. He was after all one of the finest analytical chemists in Europe. But he was a better analyst than he thought, since 1.33 was the correct answer!


          


          Occurrence


          Cerium is the most abundant of the rare earth elements, making up about 0.0046% of the Earth's crust by weight. It is found in a number of minerals including allanite (also known as orthite)(Ca, Ce, La, Y)2(Al, Fe)3(SiO4)3(OH), monazite (Ce, La, Th, Nd, Y)PO4, bastnasite (Ce, La, Y)CO3F, hydroxyl bastnasite (Ce, La, Nd)CO3(OH, F), rhabdophane (Ce, La, Nd)PO4-H2O, zircon (ZrSiO4), and synchysite Ca(Ce, La, Nd, Y)(CO3)2F. Monazite and bastnasite are presently the two most important sources of cerium.


          Cerium is most often prepared via an ion exchange process that uses monazite sands as its cerium source.


          Large deposits of monazite, allanite, and bastnasite will supply cerium, thorium, and other rare-earth metals for many years to come.


          See also Category:Lanthanide minerals


          


          Compounds


          
            [image: Cerium(IV)-sulfate]

            
              Cerium(IV)-sulfate
            

          


          Cerium has two common oxidation states, +3 and +4. The most common compound of cerium is cerium(IV) oxide (CeO2), which is used as "jeweller's rouge" as well as in the walls of some self-cleaning ovens. Two common oxidising agents used in titrations are ammonium cerium(IV) sulfate (ceric ammonium sulfate, (NH4)2Ce(SO4)3) and ammonium cerium(IV) nitrate (ceric ammonium nitrate or CAN, (NH4)2Ce(NO3)6). Cerium also forms a chloride, CeCl3 or cerium(III) chloride, used to facilitate reactions at carbonyl groups in organic chemistry. Other compounds include cerium(III) carbonate (Ce2(CO3)3), cerium(III) fluoride (CeF3), cerium(III) oxide (Ce2O3), as well as cerium(IV) sulfate (ceric sulfate, Ce(SO4)2) and cerium(III) triflate (Ce(OSO2CF3)3).


          The two oxidation states of cerium differ enormously in basicity: cerium(III) is a strong base, comparable to the other trivalent lanthanides, but cerium(IV) is weak. This difference has always allowed cerium to be by far the most readily isolated and purified of all the lanthanides, otherwise a notoriously difficult group of elements to separate. A wide range of procedures have been devised over the years to exploit the difference. Among the better ones:


          
            	Leaching the mixed hydroxides with dilute nitric acid: the trivalent lanthanides dissolve in cerium-free condition, and tetravalent cerium remains in the insoluble reside as a concentrate to be further purified by other means. A variation on this uses hydrochloric acid and the calcined oxides from bastnaesite, but the separation is less sharp.


            	Precipitating cerium from a nitrate or chloride solution using potassium permanganate and sodium carbonate in a 1:4 molar ratio.


            	Boiling rare earth nitrate solutions with potassium bromate and marble chips.

          


          Using the classical methods of rare earth separation, there was a considerable advantage to a strategy of removing cerium from the mixture at the beginning. Cerium typically comprised 45% of the cerite or monazite rare earths, and removing it early greatly reduced the bulk of what needed to be further processed (or the cost of reagents to be associated with such processing). However, not all cerium purification methods relied on basicity. Ceric ammonium nitrate [ammonium hexanitratocerate(IV)] crystallization from nitric acid was one purification method. Cerium(IV) nitrate (hexanitratoceric acid) was more readily extractable into certain solvents (e.g. tri-n-butyl phosphate) than the trivalent lanthanides. However, modern practice in China seems to be to do purification of cerium by counter-current solvent extraction, in its trivalent form, just like the other lanthanides.


          Cerium(IV) is a strong oxidant under acidic conditions, but stable under alkaline conditions, when it is cerium(III) that becomes a strong reductant, easily oxidized by molecular dioxygen (or air). This ease of oxidation under alkaline conditions leads to the occasional geochemical parting of the ways between cerium and the trivalent light lanthanides under supergene weathering conditions, leading variously to the "negative cerium anomaly" or to the formation of the mineral cerianite. Air-oxidation of alkaline cerium(III) is the most economical way to get to cerium(IV), which can then be handled in acid solution.


          See also Category:Cerium compounds


          


          Isotopes


          Naturally occurring cerium is composed of 3 stable isotopes and 1 radioactive isotope; 136Ce, 138Ce, 140Ce, and 142Ce with 140Ce being the most abundant (88.48% natural abundance). 27 radioisotopes have been characterized with the most {abundant and/or stable} being 142Ce with a half-life of greater than 51016 years, 144Ce with a half-life of 284.893 days, 139Ce with a half-life of 137.640 days, and 141Ce with a half-life of 32.501 days. All of the remaining radioactive isotopes have half-lives that are less than 4 days and the majority of these have half-lives that are less than 10 minutes. This element also has 2 meta states.


          The isotopes of cerium range in atomic weight from 123 u (123Ce) to 152 u (152Ce).


          


          Precautions


          Cerium, like all rare earth metals, is of low to moderate toxicity. Cerium is a strong reducing agent and ignites spontaneously in air at 65 to 80 C (150 to 175 F). Fumes from cerium fires are toxic. Water should not be used to stop cerium fires, as cerium reacts with water to produce hydrogen gas. Workers exposed to cerium have experienced itching, sensitivity to heat, and skin lesions. Animals injected with large doses of cerium have died due to cardiovascular collapse.


          Cerium(IV) oxide is a powerful oxidizing agent at high temperatures and will react with combustible organic materials. While cerium is not radioactive, the impure commercial grade may contain traces of thorium, which is radioactive. Cerium serves no known biological function.


          
            Retrieved from " http://en.wikipedia.org/wiki/Cerium"
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              	[image: CF7]

              Santa Fe #2626 (former F3 #22C) wears the blue and yellow Billboard livery. The unit's original F-series cab windows have been replaced, and the rear pane blanked out. The rounded cab roof was retained on this unit, but later examples had more angular cabs.
            


            
              	Powertype

              	Diesel-electric
            


            
              	Builder

              	General Motors Electro-Motive Division (EMD);

              rebuilt by the Atchison, Topeka and Santa Fe Railway
            


            
              	Model

              	CF7
            


            
              	Builddate

              	October 1970 - March 1978
            


            
              	Totalproduction

              	233
            


            
              	AARwheelarr.

              	B-B
            


            
              	Gauge

              	4ft 8in (1,435mm)
            


            
              	Length

              	48ft 6in (14.78m)
            


            
              	Locomotiveweight

              	249,000 lb (113,000kg)
            


            
              	Primemover

              	EMD 16-567BC
            


            
              	Enginetype

              	2-stroke diesel
            


            
              	Aspiration

              	Roots blower
            


            
              	Displacement

              	9,072in (148.7L)
            


            
              	Cylinders

              	V16
            


            
              	Cylindersize

              	8.5in  10in

              (216mm  254mm)
            


            
              	Transmission

              	DC generator,

              DC traction motors
            


            
              	Topspeed

              	65 mph (105 km/h)
            


            
              	Poweroutput

              	1,500 hp (1,119kW)
            


            
              	Tractiveeffort

              	62,250lbf (277kN)
            


            
              	Locomotivebrakes

              	Straight air
            


            
              	Trainbrakes

              	26 L air
            


            
              	Locale

              	North America
            

          


          A CF7 is an EMD F-unit railroad locomotive that has had its streamlined carbody removed and replaced with a custom-made, "general purpose" body in order to adapt the unit for road switching duty. All of the conversions were performed by the Atchison, Topeka and Santa Fe Railway in their Cleburne, Texas workshops between October, 1970 and March, 1978. The program was initiated in response to a system-wide need for more than 200 additional four-axle diesel hood units to meet projected motive power demands on branch lines and secondary main lines.


          Santa Fe's aging fleet of 200-series F-units were in dire need of overhaul, and were not suitable for switching service in their original configuration due to the poor visibility resulting from their full-width carbody; the engineer was required to stick his or her head out of the window in order to see the end of the train or locomotive when coupling and uncoupling cars. As new, state-of-the-art locomotives cost upwards of $150,000 each at the time, Santa Fe elected to experiment with modifying its existing F-units to serve their purpose, which they hoped they could accomplish for around $60,000 each.


          Changes in business philosophy led the company to sell off its entire CF7 inventory by 1987, with most of the units (all but 9) ending up in the hands of regional and short-line railroads, and a few excursion lines. A number remain in service today.


          


          History


          


          Development


          The first locomotive to go through the "Converted F7" Program was Santa Fe #262C, an F7A cab unit that entered the Cleburne shops in October, 1969. The unit was stripped down to bare metal, its sleek carbody removed and scrapped. Unlike hood units, cab units were structurally supported by their carbodies, so a new underframe had to be constructed. Next, a new road switcher carbody complete with walkways was manufactured and installed, along with numerous other upgrades traditionally associated with a comprehensive overhaul, including remanufactured prime movers, trucks, and traction motors (rebuilt at the San Bernardino, California shops), refurbished electrical systems, and enhanced brakes. #262C was the only CF7 conversion ever equipped with dynamic brakes, which were parted-out from the long hood of wrecked GP7B #2788A.


          In order for the salvaged hood to fit, some 7" had to be removed from the bottom of the hood where the it connected to the main frame and the running board (all other units had long hoods fabricated from scratch by the Cleburne shop forces). A new rounded-roof and low short hood were constructed, and a new control stand installed. To increase versatility, the unit could operate in either switching mode or road service mode. All CF7s were configured with a B-B wheel arrangement and ran on two Blomberg B two-axle trucks, with all axles powered. All but one CF7 utilized the F-units' sixteen-cylinder EMD 567 series diesel engines as their prime mover, progressing from model 16-567B through 16-567C (#2452 was tested with an EMD 645 series turbocharged engine, which produced 2,000 horsepower  however, the greater availability of parts for the 567 series, coupled with the perception that CF7s would be engaged primarily in switching duties, resulted in the original motors being retained). The engines were removed from their frames, completely dismantled and rebuilt, then reinstalled.


          Assigned #2649 and painted in Santa Fe's blue and yellow Billboard scheme, the locomotive was placed into service in February of 1970 and put through its paces during a series of shakedown runs between Cleburne and Dallas. The unit was officially unveiled to the public on March 13. This initial conversion was considered a success, though several key modifications were incorporated into future units. Based on input from trainmen within the Santa Fe system, the steps on were lowered and enlarged to provide better footing for the brakeman. Additionally, the grab irons were repositioned to enhance crew safety during switching movements.


          
            [image: ATSF #2546, a restored angled-cab CF7 on display at the Kentucky Railway Museum in New Haven, Kentucky in 2001.]

            
              ATSF #2546, a restored angled-cab CF7 on display at the Kentucky Railway Museum in New Haven, Kentucky in 2001.
            

          


          During the 8-year program period a total of 233 CF7 conversions were performed (the total number of suitable F-units available in the fleet, as 24 had been involved in wrecks and deemed unusable). EMD F3, F7, and F9 models were all modified under the program. All but the modifications to #262C required approximately 45 days to complete per unit. The average retrofit cost was $40,000 per unit, well below Santa Fe's original target estimate. The CF7s went through a limited evolution during this time, most notably:


          
            	Unit Nos. 26492472 initially received rounded cab roofs (which, by preserving the contour left over from the F-unit roof, were expected to reduce costs  instead, it was found that the custom-fitted cab doors required by this arrangement were not economical, and many of the units eventually were modified with angled roofs), and Nos. 24712417 featured angled cab roofs from the onset;


            	Unit Nos. 26492614 were outfitted with 2-stack exhaust systems, and Nos. 26132417 were equipped with 4-stack exhausts; and


            	Most units converted beginning in 1973 had air conditioning systems installed at the Cleburne facility; eventually all CF7s received cab air conditioners.

          


          Nos. 26492617 came out of the shops wearing Santa Fe's Billboard paint scheme, while Nos. 26162417 were decorated in the Yellowbonnet livery. It is not clear why the Santa Fe chose to issue road numbers for its CF7 units in descending order.


          


          In service


          
            [image: Former Amtrak CF7 #585 rests in a salvage yard on September 19, 2003. The side doors have been removed, exposing its prime mover and other mechanical components. The unit had also been fitted with roof-mounted "torpedo tube" air tanks to accommodate the enlarged fuel and water tanks that facilitated its use in passenger service.]

            
              Former Amtrak CF7 #585 rests in a salvage yard on September 19, 2003. The side doors have been removed, exposing its prime mover and other mechanical components. The unit had also been fitted with roof-mounted " torpedo tube" air tanks to accommodate the enlarged fuel and water tanks that facilitated its use in passenger service.
            

          


          The CF7s worked within all segments of the Santa Fe system. While most saw action switching cars and transporting local freight, others could be found in multiple unit consists hauling mainline drags. The units distinguished themselves working on potash trains between Clovis and Carlsbad, New Mexico; Nos. 26122625, all equipped with remote control equipment (RCE), were typically "mated" to road slugs (converted cabless F-units). CF7s also powered grain trains across the Plains Division.


          The Santa Fe had planned in the mid-1980s to renumber its CF7 fleet from 26492417 to 11311000 and repaint the units in the new " Kodachrome" paint scheme, all in preparation for the upcoming Southern Pacific Santa Fe Railroad (SPSF) merger. However, the Interstate Commerce Commission (ICC) subsequently denied the merger application, and no CF7s were decorated in the new livery.


          


          Afterlife


          Changing philosophies regarding motive power expenditures led the Santa Fe to begin trimming its CF7 roster in 1984. The majority of the locomotives were sold for as little as $20,000 to short-line and regional railroads such as the Rail Link, Inc. and the Maryland and Delaware Railroad (6 were involved in wrecks and 3 others sent directly to the scrap yards), though Amtrak and GE Transportation Systems were among the major initial purchasers. By 1987, the company had divested itself of all of its CF7s.


          
            [image: A close-up, head-on view of Santa Cruz, Big Trees and Pacific Railway #2641 as it stops at the Santa Cruz Beach Boardwalk in the summer of 1993.]

            
              A close-up, head-on view of Santa Cruz, Big Trees and Pacific Railway #2641 as it stops at the Santa Cruz Beach Boardwalk in the summer of 1993.
            

          


          


          Preservation


          At least one unit ( #2546) has been restored and preserved at the Kentucky Railway Museum, the first such organization to add a CF7 to its locomotive roster. Ironically, #2649 ended its days on the rails by contributing some of its parts toward the rebuilding of two F3 units owned by the Anthracite Railroads Historical Society. The Santa Cruz, Big Trees and Pacific Railway, a popular California tourist railroad, owns and operates two CF7s.


          
            Retrieved from " http://en.wikipedia.org/wiki/CF7"
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              	Motto:"Unit, Travail, Progrs"(French)

              "Unity, Work, Progress"
            


            
              	Anthem:" La Tchadienne"
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              	Capital

              (and largest city)

              	N'Djamena

            


            
              	Official languages

              	French, Arabic
            


            
              	Demonym

              	Chadian
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Idriss Dby
            


            
              	-

              	Prime Minister

              	Delwa Kassir Koumakoye
            


            
              	Independence

              	from France
            


            
              	-

              	Date

              	August 11, 1960
            


            
              	Area
            


            
              	-

              	Total

              	1,284,000km( 21st)

              495,753 sqmi
            


            
              	-

              	Water(%)

              	1.9
            


            
              	Population
            


            
              	-

              	2007estimate

              	9,885,661( 75th)
            


            
              	-

              	1993census

              	6,279,921
            


            
              	-

              	Density

              	7.9/km( 212th)

              20.4/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$15.260 billion( 128th)
            


            
              	-

              	Per capita

              	$1,519( 163rd)
            


            
              	HDI(2007)

              	▲ 0.388(low)( 170th)
            


            
              	Currency

              	CFA franc ( XAF)
            


            
              	Time zone

              	WAT ( UTC+1)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+1)
            


            
              	Internet TLD

              	.td
            


            
              	Calling code

              	+235
            

          


          Chad (French: Tchad; Arabic: تشاد), officially the Republic of Chad, is a landlocked country in central Africa. It is bordered by Libya to the north, Sudan to the east, the Central African Republic to the south, Cameroon and Nigeria to the southwest, and Niger to the west. Due to its distance from the sea and its largely desert climate, the country is sometimes referred to as the "Dead Heart of Africa". Chad is divided into three major geographical regions: a desert zone in the north, an arid Sahelian belt in the centre and a more fertile Sudanese savanna zone in the south. Lake Chad, after which the country is named, is the largest wetland in Chad and the second largest in Africa. Chad's highest peak is the Emi Koussi in the Sahara, and the largest city by far is N'Djamena, the capital. Chad is home to over 200 different ethnic and linguistic groups. French and Arabic are the official languages. Islam is the most widely practiced religion.


          Beginning in the 7th millennium BC, human populations moved into the Chadian basin in great numbers. By the end of the 1st millennium BC, a series of states and empires rose and fell in Chad's Sahelian strip, each focused on controlling the trans-Saharan trade routes that passed through the region. France conquered the territory by 1920 and incorporated it as part of French Equatorial Africa. In 1960 Chad obtained independence under the leadership of Franois Tombalbaye. Resentment towards his policies in the Muslim north culminated in the eruption of a long-lasting civil war in 1965. In 1979 the rebels conquered the capital and put an end to the south's hegemony. However, the rebel commanders fought amongst themselves until Hissne Habr defeated his rivals. He was overthrown in 1990 by his general Idriss Dby. Recently, the Darfur crisis in Sudan has spilt over the border and destabilised the nation.


          While many political parties are active, power lies firmly in the hands of President Dby and his political party, the Patriotic Salvation Movement. Chad remains plagued by political violence and recurrent attempted coups d'tat, and is one of the poorest and most corrupt countries in Africa; most Chadians live in poverty as subsistence herders and farmers. Since 2003 crude oil has become the country's primary source of export earnings, superseding the traditional cotton industry.


          


          Hi


          In the 7th millennium BC, ecological conditions in the northern half of Chadian territory favoured human settlement, and the region experienced a strong population increase. Some of the most important African archaeological sites are found in Chad, mainly in the Borkou-Ennedi-Tibesti Region; some date to earlier than 2,000 BC. For more than 2000 years, the Chadian Basin has been inhabited by agricultural and sedentary peoples. The region became a crossroads of civilizations. The earliest of these were the legendary Sao, known from artifacts and oral histories. The Sao fell to the Kanem Empire, the first and longest-lasting of the empires that developed in Chad's Sahelian strip by the end of the 1st millennium AD. The power of Kanem and its successors was based on control of the trans-Saharan trade routes that passed through the region. These states, at least tacitly Muslim, never extended their control to the southern grasslands except to raid for slaves.


          French colonial expansion led to the creation of the Territoire Militaire des Pays et Protectorats du Tchad in 1900. By 1920, France had secured full control of the colony and incorporated it as part of French Equatorial Africa. French rule in Chad was characterised by an absence of policies to unify the territory and sluggish modernisation. The French primarily viewed the colony as an unimportant source of untrained labour and raw cotton; France introduced large-scale cotton production in 1929. The colonial administration in Chad was critically understaffed and had to rely on the dregs of the French civil service. Only the south was governed effectively; French presence in the north and east was nominal. The educational system suffered from this neglect. After World War II, France granted Chad the status of overseas territory and its inhabitants the right to elect representatives to the French National Assembly and a Chadian assembly. The largest political party was the Chadian Progressive Party (PPT), based in the southern half of the colony. Chad was granted independence on August 11, 1960 with the PPT's leader, Franois Tombalbaye, as its first president.
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          Two years later, Tombalbaye banned opposition parties and established a one-party system. Tombalbaye's autocratic rule and insensitive mismanagement exacerbated interethnic tensions. In 1965 Muslims began a civil war. Tombalbaye was overthrown and killed in 1975, but the insurgency continued. In 1979 the rebel factions conquered the capital, and all central authority in the country collapsed. Armed factions, many from the north's rebellion, contended for power. The disintegration of Chad caused the collapse of France's position in the country. Libya moved to fill the power vacuum and became involved in Chad's civil war. Libya's adventure ended in disaster in 1987; the French-supported president, Hissne Habr, evinced a united response from Chadians of a kind never seen before and forced the Libyan army off Chadian soil.


          Habr consolidated his dictatorship through a power system that relied on corruption and violence; an estimated 40,000 people were killed under his rule. The president favoured his own Daza ethnic group and discriminated against his former allies, the Zaghawa. His general, Idriss Dby, overthrew him in 1990.


          Deby attempted to reconcile the rebel groups and re-introduced multiparty politics. Chadians approved a new constitution by referendum, and in 1996, Dby easily won a competitive presidential election. He won a second term five years later. Oil exploitation began in Chad in 2003, bringing with it hopes that Chad would at last have some chances of peace and prosperity. Instead, internal dissent worsened, and a new civil war broke out. Dby unilaterally modified the constitution to remove the two-term limit on the presidency; this caused an uproar among the civil society and opposition parties. In 2006 Dby won a third mandate in elections that the opposition boycotted. Ethnic violence in eastern Chad has increased; the United Nations High Commissioner for Refugees has warned that a genocide like that in Darfur may yet occur in Chad.


          


          Politics and government
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          Chad's constitution provides for a strong executive branch headed by a president who dominates the political system. The president has the power to appoint the prime minister and the cabinet, and exercises considerable influence over appointments of judges, generals, provincial officials and heads of Chad's para-statal firms. In cases of grave and immediate threat, the president, in consultation with the National Assembly, may declare a state of emergency. The president is directly elected by popular vote for a five-year term; in 2005 constitutional term limits were removed. This removal allows a president to remain in power beyond the previous two-term limit. Most of Dby's key advisers are members of the Zaghawa ethnic group, although southern and opposition personalities are represented in government. Corruption is rife at all levels; Transparency International's Corruption Perceptions Index for 2005 named Chad the most corrupt country in the world, and it has fared only slightly better in the following years. In 2007, it scored 1.8 out of 10 on the Corruption Perceptions Index (with 10 being the least corrupt). Only Tonga, Uzbekistan, Haiti, Iraq, Myanmar, and Somalia scored lower. Critics of President Dby have accused him of cronyism and tribalism.


          Chad's legal system is based on French civil law and Chadian customary law where the latter does not interfere with public order or constitutional guarantees of equality. Despite the constitution's guarantee of judicial independence, the president names most key judicial officials. The legal system's highest jurisdictions, the Supreme Court and the Constitutional Council, have become fully operational since 2000. The Supreme Court is made up of a chief justice, named by the president, and 15 councillors, appointed for life by the president and the National Assembly. The Constitutional Court is headed by nine judges elected to nine-year terms. It has the power to review legislation, treaties and international agreements prior to their adoption.


          The National Assembly makes legislation. The body consists of 155 members elected for four-year terms who meet three times per year. The Assembly holds regular sessions twice a year, starting in March and October, and can hold special sessions when called by the prime minister. Deputies elect a National Assembly president every two years. The president must sign or reject newly passed laws within 15 days. The National Assembly must approve the prime minister's plan of government and may force the prime minister to resign through a majority vote of no confidence. However, if the National Assembly rejects the executive branch's programme twice in one year, the president may disband the Assembly and call for new legislative elections. In practice, the president exercises considerable influence over the National Assembly through his party, the Patriotic Salvation Movement (MPS), which holds a large majority.


          Until the legalisation of opposition parties in 1992, Dby's MPS was the sole legal party in Chad. Since, 78 registered political parties have become active. In 2005, opposition parties and human rights organisations supported the boycott of the constitutional referendum that allowed Dby to stand for re-election for a third term amid reports of widespread irregularities in voter registration and government censorship of independent media outlets during the campaign. Correspondents judged the 2006 presidential elections a mere formality, as the opposition deemed the polls a farce and boycotted.


          Dby faces armed opposition from groups who are deeply divided by leadership clashes but united in their intention to overthrow him. These forces stormed the capital on April 13, 2006, but were ultimately repelled. Chad's greatest foreign influence is France, which maintains 1,000 troops in the country. Dby relies on the French to help repel the rebels, and France gives the Chadian army logistical and intelligence support for fear of a complete collapse of regional stability. Nevertheless, Franco-Chadian relations were soured by the granting of oil drilling rights to the American Exxon company in 1999.


          Educators face considerable challenges due to the nation's dispersed population and a certain degree of reluctance on the part of parents to send their children to school. Although attendance is compulsory, only 68% of boys continue past primary school, and more than half of the population is illiterate. Higher education is provided at the University of N'Djamena.


          


          Regions, departments, and sub-prefectures
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          Chad is divided into 18 regions. This system came about in 2003 as part of the decentralisation process, when the government abolished the previous 14 prefectures. Each region is headed by a presidentially appointed governor. Prefects administer the 50 departments within the regions. The departments are divided into 200 sub-prefectures, which are in turn composed of 446 cantons. The cantons are scheduled to be replaced by communauts rurales, but the legal and regulatory framework has not yet been completed. The constitution provides for decentralised government to compel local populations to play an active role in their own development. To this end, the constitution declares that each administrative subdivisions be governed by elected local assemblies, but no local elections have taken place, and communal elections scheduled for 2005 have been repeatedly postponed.


          The regions are:


          
            
              	
                
                  	Batha


                  	Borkou-Ennedi-Tibesti


                  	Chari-Baguirmi


                  	Gura


                  	Hadjer-Lamis


                  	Kanem

                

              

              	
                
                  	Lac


                  	Logone Occidental


                  	Logone Oriental


                  	Mandoul


                  	Mayo-Kebbi Est


                  	Mayo-Kebbi Ouest

                

              

              	
                
                  	Moyen-Chari


                  	Ouadda


                  	Salamat


                  	Tandjil


                  	Wadi Fira


                  	N'Djamena

                

              
            

          


          


          Geography
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          At 1,284,000 square kilometres (496,000 sqmi), Chad is the world's 21st-largest country. It is slightly smaller than Peru and slightly larger than South Africa. Chad is in north central Africa, lying between 8 and 24 north and between 14 and 24 east. Chad is bounded to the north by Libya, to the east by Sudan, to the west by Niger, Nigeria and Cameroon, and to the south by the Central African Republic. The country's capital is 1,600km (990mi) from the nearest seaport. Due to this distance from the sea and the country's largely desert climate, Chad is sometimes referred to as the "Dead Heart of Africa".
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              Lake Chad in a 2001 satellite image. On the top, the changes from 1973 to 1997 are shown.
            

          


          A heritage of the colonial era, Chad's borders do not coincide wholly with natural boundaries. The dominant physical structure is a wide basin bounded to the north, east and south by mountain ranges. Lake Chad, after which the country is named, is the remains of an immense lake that occupied 330,000km (130,000sqmi) of the Chadian Basin 7,000 years ago. Although in the 21st century it covers only 17,806km (6,875sqmi), and its surface area is subject to heavy seasonal fluctuations, the lake is Africa's second largest wetland. The Emi Koussi, a dormant volcano in the Tibesti Mountains that reaches 3,414metres (13,435ft) above sea level, is the highest point in Chad and the Sahara.


          Each year a tropical weather system known as the intertropical front crosses Chad from south to north, bringing a wet season that lasts from May to October in the south, and from June to September in the Sahel. Variations in local rainfall create three major geographical zones. The Sahara lies in the country's northern third. Yearly precipitations there are under 50millimetres (2in); in fact, Borkou in Chad is the most arid area of the Sahara. Vegetation throughout this belt is scarce; only the occasional spontaneous palm grove survives, the only ones to do so south of the Tropic of Cancer. The Sahara gives way to a Sahelian belt in Chad's centre; precipitation there varies from 300 mm to 600 mm (1224in) per year. In the Sahel a steppe of thorny bushes (mostly acacias) gradually gives way to a savanna in Chad's Sudanese zone to the south. Yearly rainfall in this belt is over 900mm (35in). The region's tall grasses and extensive marshes make it favourable for birds, reptiles, and large mammals. Chad's major riversthe Chari, Logone and their tributariesflow through the southern savannas from the southeast into Lake Chad.


          


          Economy and infrastructure
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          The United Nations' Human Development Index ranks Chad as the fifth poorest country in the world, with 80% of the population living below the poverty line. The GDP ( PPP) per capita was estimated as US$1,500 in 2005. Chad is part of the Bank of Central African States and the Customs and Economic Union of Central Africa (UDEAC). Its currency is the CFA franc. Years of civil war have scared away foreign investors; those who left Chad between 1979 and 1982 have only recently begun to regain confidence in the country's future. In 2000 major direct foreign investment in the oil sector began, boosting the country's economic prospects.
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          Over 80% of Chad's population relies on subsistence farming and livestock raising for its livelihood. The crops grown and the locations of herds are determined by the local climate. In the southernmost 10 percent of the territory lies the nation's most fertile cropland, with rich yields of sorghum and millet. In the Sahel only the hardier varieties of millet grow, and these with much lower yields than in the south. On the other hand, the Sahel is ideal pastureland for large herds of commercial cattle and for goats, sheep, donkeys and horses. The Sahara's scattered oases support only some dates and legumes. Before the development of oil industry, cotton dominated industry and the labour market and accounted for approximately 80% of export earnings. Cotton remains a primary export, although exact figures are not available. Rehabilitation of Cotontchad, a major cotton company that suffered from a decline in world cotton prices, has been financed by France, the Netherlands, the European Union, and the International Bank for Reconstruction and Development (IBRD). The parastatal is now expected to be privatised.


          ExxonMobil leads a consortium of Chevron and Petronas that has invested $3.7 billion to develop oil reserves estimated at one billion barrels in southern Chad. Oil production began in 2003 with the completion of a pipeline (financed in part by the World Bank) that links the southern oilfields to terminals on the Atlantic coast of Cameroon. As a condition of its assistance, the World Bank insisted that 80% of oil revenues be spent on development projects. In January 2006 the World Bank suspended its loan programme when the Chadian government passed laws reducing this amount. On July 14, 2006, the World Bank and Chad signed a memorandum of understanding under which the Government of Chad commits 70% of its spending to priority poverty reduction programmes.
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          Civil war crippled the development of transport infrastructure; in 1987, Chad had only 30 kilometres (19 mi) of paved roads. Successive road rehabilitation projects improved the network to 550 kilometres (342 mi) by 2004. Nevertheless, the road network is limited; roads are often unusable for several months of the year. With no railways of its own, Chad depends heavily on Cameroon's rail system for the transport of Chadian exports and imports to and from the seaport of Douala. An international airport serves the capital and provides regular direct flights to Paris and several African cities. The telecommunication system is basic and expensive, with fixed telephone services provided by the state telephone company SotelTchad. Only 14,000 fixed telephone lines serve all of Chad, one of the lowest telephone density rates in the world. Chad's energy sector has suffered from years of mismanagement by the parastatal Chad Water and Electric Society (STEE), which provides power for 15% of the capital's citizens and covers only 1.5% of the national population. Most Chadians burn biomass fuels such as wood and animal manure for power. Chad's cities face serious difficulties of municipal infrastructure; only 48% of urban residents have access to potable water and only 2% to basic sanitation.


          The country's television audience is limited to N'Djamena. The only television station is the state-owned TeleTchad. Radio has a far greater reach, with 13 private radio stations. Newspapers are limited in quantity and distribution, and circulation figures are small due to transportation costs, low literacy rates, and poverty. While the constitution defends liberty of expression, the government has regularly restricted this right, and at the end of 2006 began to enact a system of prior censorship on the media.


          


          Demographics


          2005 estimates place Chad's population at 10,146,000; 25.8% live in urban areas and 74.8% in rural ones. The country's population is young: an estimated 47.3% is under 15. The birth rate is estimated at 42.35 births per 1,000 people, the mortality rate at 16.69. The life expectancy is 47.2 years.
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          Chad's population is unevenly distributed. Density is 0.1/km (0.3/sqmi) in the Saharan Borkou-Ennedi-Tibesti Region but 52.4/km (135.7/sqmi) in the Logone Occidental Region. In the capital, it is even higher. About half of the nation's population lives in the southern fifth of its territory, making this the most densely populated region. Urban life is virtually restricted to the capital, whose population is mostly engaged in commerce. The other major towns are Sarh, Moundou, Abch and Doba, which are less urbanised but are growing rapidly and joining the capital as decisive factors in economic growth. Since 2003, 230,000 Sudanese refugees have fled to eastern Chad from war-ridden Darfur. With the 172,000 Chadians displaced by the civil war in the east, this has generated increased tensions among the region's communities.


          Polygyny is common, with 39% of women living in such unions. This is sanctioned by law, which automatically permits polygamy unless spouses specify that this is unacceptable upon marriage. Although violence against women is prohibited, domestic violence is common. Female genital mutilation is prohibited, but the practice is widespread and deeply rooted in tradition; 45% of Chadian women undergo the procedure, with the highest rates among Arabs, Hadjarai, and Ouaddaians (90% or more). Lower percentages were reported among the Sara (38%) and the Toubou (2%). Women lack equal opportunities in education and training, making it difficult for them to compete for the relatively few formal-sector jobs. Although property and inheritance laws based on the French code do not discriminate against women, local leaders adjudicate most inheritance cases in favour of men, according to traditional practice.
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          Chad has more than 200 distinct ethnic groups, which create diverse social structures. The colonial administration and independent governments have attempted to impose a national society, but for most Chadians the local or regional society remains the most important influence outside the immediate family. Nevertheless, Chad's peoples may be classified according to the geographical region in which they live. In the south live sedentary people such as the Sara, the nation's main ethnic group, whose essential social unit is the lineage. In the Sahel sedentary peoples live side-by-side with nomadic ones, such as the Arabs, the country's second major ethnic group. The north is inhabited by nomads, mostly Toubous. The nation's official business languages are French and Arabic, but over 100 languages and dialects are spoken. Due to the important role played by itinerant Arab traders and settled merchants in local communities, Chadian Arabic has become a lingua franca.


          The 1993 census found that 54% of Chadians were Muslim, 20% Roman Catholic, 14% Protestant, 10% animist, and 3% atheist. None of these religious traditions is monolithic. Animism includes a variety of ancestor and place-oriented religions whose expression is highly specific. Islam, though characterised by an orthodox set of beliefs and observances, is expressed in diverse ways. Christianity arrived in Chad only with the French; as with Chadian Islam, it syncretises aspects of pre-Christian religious beliefs. Muslims are largely concentrated in northern and eastern Chad, and animists and Christians live primarily in southern Chad and Gura. The constitution provides for a secular state and guarantees religious freedom; different religious communities generally co-exist without problems.


          


          Culture


          
            
              Holidays
            

            
              	Date

              	English Name
            


            
              	January 1

              	New Year's Day
            


            
              	May 1

              	Labour Day
            


            
              	May 25

              	African Liberation Day
            


            
              	August 11

              	Independence Day
            


            
              	November 1

              	All Saints' Day
            


            
              	November 28

              	Republic Day
            


            
              	December 1

              	Freedom and Democracy Day
            


            
              	December 25

              	Christmas
            

          


          Due to its great variety of peoples and languages, Chad possesses a rich cultural heritage. The Chadian government have actively promoted Chadian culture and national traditions by opening the Chad National Museum and the Chad Cultural Centre. Six national holidays are observed throughout the year, and movable holidays include the Christian holiday of Easter Monday and the Muslim holidays of Eid ul-Fitr, Eid ul-Adha, and Eid Milad Nnabi.


          Regarding music, Chadians play instruments such as the kinde, a type of bow harp; the kakaki, a long tin horn; and the hu hu, a stringed instrument that uses calabashes as loudspeakers. Other instruments and their combinations are more linked to specific ethic groups: the Sara prefer whistles, balafones, harps and kodjo drums; and the Kanembu combine the sounds of drums with those of flute-like instruments.


          
            [image: A Chadian tailor sells traditional dresses.]

            
              A Chadian tailor sells traditional dresses.
            

          


          The music group Chari Jazz formed in 1964 and initiated Chad's modern music scene. Later, more renowned groups such as African Melody and International Challal attempted to mix modernity and tradition. Popular groups such as Tibesti have clung faster to their heritage by drawing on sai, a traditional style of music from southern Chad. The people of Chad have customarily disdained modern music. However, in 1995 greater interest has developed and fostered the distribution of CDs and audio cassettes featuring Chadian artists. Piracy and a lack legal protections for artists' rights remain problems to further development of the Chadian music industry.


          Millet is the staple food throughout Chad. It is used to make balls of paste that are dipped in sauces. In the north this dish is known as alysh; in the south, as biya. Fish is popular, which is generally prepared and sold either as salanga (sun-dried and lightly smoked Alestes and Hydrocynus) or as banda (smoked larger fish). Carcaje is a popular sweet drink extracted from hibiscus leaves. Alcoholic beverages, though absent in the north, are popular in the south, where people drink millet beer, known as billi-billi when brewed from red millet and as coshate when from white millet.


          As in other Sahelian countries, literature in Chad has suffered from an economic, political and spiritual drought that has affected its best known writers. Chadian authors have been forced to write from exile or expatriate status and have generated literature dominated by themes of political oppression and historical discourse. Since 1962, 20 Chadian authors have written some 60 works of fiction. Among the most internationally renowned writers are Joseph Brahim Sed, Baba Moustapha, Antoine Bangui and Koulsy Lamko. In 2003 Chad's sole literary critic, Ahmat Taboye, published his Anthologie de la littrature tchadienne to further knowledge of Chad's literature internationally and among youth and to make up for Chad's lack of publishing houses and promotional structure.


          The development of a Chadian film industry has suffered from the devastations of civil war and from the lack of cinemas, of which there is only one in the whole country. The first Chadian feature film, the docudrama Bye Bye Africa, was made in 1999 by Mahamat Saleh Haroun. His later film Abouna was critically acclaimed, and his Daratt won the Grand Special Jury Prize at the 63rd Venice International Film Festival. Issa Serge Coelo directed Chad's two other films, Daresalam and DP75: Tartina City.


          Football is Chad's most popular sport. The country's national team is much followed during international competitions, and Chadian footballers have played for French teams. Basketball and freestyle wrestling are widely practiced, the latter in a form in which the wrestlers don traditional animal hides and cover themselves with dust.
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              	Chaffinch
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                  Fringilla coelebs, male Birdsong
                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Passeriformes

                  


                  
                    	Family:

                    	Fringillidae

                  


                  
                    	Genus:

                    	Fringilla

                  


                  
                    	Species:

                    	F. coelebs

                  

                

              
            


            
              	Binomial name
            


            
              	Fringilla coelebs

              Linnaeus, 1758
            

          


          The Chaffinch, Fringilla coelebs, is a small passerine bird in the finch family Fringillidae, also called a spink . Its large double white wing bars, white tail edges and greenish rump easily identify this 14-16 cm long species. The breeding male is unmistakable, with his reddish underparts and a blue-grey cap. The female is drabber and greener, but still obvious.


          This bird is widespread and very familiar throughout Europe. It is the most common finch in western Europe. Its range extends into western Asia, northwestern Africa, the Canary Islands and Madeira. On Tenerife and Gran Canaria, it coexists with its sister species, the endemic Blue Chaffinch.


          


          Behaviour


          It uses a range of habitats, but open woodland is favoured, although it is common in gardens and on farmland. It builds its nest in a tree fork, and decorates the exterior with moss or lichen to make it less conspicuous. It lays about six eggs.


          This bird is not migratory in the milder parts of its range, but vacates the colder regions in winter. The coelebs part of its name means "bachelor". This species was named by Linnaeus; in his home country of Sweden, where the females depart in winter, but the males often remain. This species forms loose flocks outside the breeding season, sometimes mixed with Bramblings. This bird occasionally strays to eastern North America, although some sightings may be escapees.


          The food of the Chaffinch is seeds, but unlike most finches, the young are fed extensively on insects.


          The powerful song is very well known, and its fink or vink sounding call gives the finch family its English name. Males typically sing two or three different song types, and there are regional dialects too. ( song)


          The acquisition by the young Chaffinch of its song was the subject of an influential study by British ethologist William Thorpe. Thorpe determined that if the Chaffinch is not exposed to the adult male's song during a certain critical period after hatching, it will never properly learn the song. 1 He also found that in adult Chaffinches, castration eliminates song, but injection of testosterone induces such birds to sing even in November, when they are normally silent (Thorpe 1958).


          


          Subspecies


          Distinctive subspecies include


          
            	F. c. madeirensis, Madeira


            	F. c. africana, North Africa


            	F. c. tintillon, Canary Islands

          


          


          In captivity


          The chaffinch is a popular pet bird in many countries. In Belgium, the ancient traditional sport of vinkenzetting pits male chaffinches against one another in a contest for the most bird calls in an hour.
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              A chaffinch in flight
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              	Channel 4
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              	Launched

              	2 November 1982
            


            
              	Owned by

              	Channel Four Television Corporation
            


            
              	Picture format

              	625 Lines PAL (analogue)

              16:9/ 4:3, 576i SDTV (digital),

              1080i ( HDTV)
            


            
              	Audience share

              	7.7% (with S4C)

              (0.5% for Channel 4+1)

              (November 2007, )
            


            
              	Country

              	United Kingdom
            


            
              	Sister channel(s)

              	E4, More4, Film4
            


            
              	Timeshift service

              	Channel 4+1
            


            
              	Website

              	www.channel4.com
            


            
              	Availability
            


            
              	Terrestrial
            


            
              	Analogue

              	Normally tuned to 4 (excluding Wales)
            


            
              	Freeview

              	Channel 4

              Channel 8 (Wales)

              Channel 13 (+1)
            


            
              	Satellite
            


            
              	Sky Digital

              	Channel 104

              Channel 117 (Wales)

              Channel 135 (+1)

              Channel 135, 136 +1 (ROI)
            


            
              	Sky HD

              	Channel 140
            


            
              	Cable
            


            
              	Virgin Media

              	Channel 104

              Channel 143 (+1)
            


            
              	Tiscali TV

              	Channel 4
            


            
              	UPC Ireland

              	Channel 111
            

          


          Channel 4 is a public-service television and radio broadcaster in the United Kingdom, centred around a television channel of the same name which began transmissions on November 2, 1982. Though entirely commercially self-funded, it is ultimately publicly owned: Originally a subsidiary of the Independent Broadcasting Authority (IBA), the station is now owned and operated by the Channel Four Television Corporation, a public body established in 1990 for this purpose and which came into operation in 1993, following the abolition of the IBA.


          The station was established to provide a fourth television service to the UK that would break the duopoly of the BBC's two established television services and the single commercial broadcasting network, ITV, then the only services in the UK. Though having seen new competition through the subsequent availability and growth of cable, satellite and digital terrestrial services, Channel 4 still enjoys almost universal coverage in the UK, coverage in some neighbouring countries and a significant audience share.


          Channel 4 was established with, and continues to hold, a remit of public service obligations which it must fulfil. The remit changes periodically, as dictated by various broadcasting and communications acts, and is regulated by the various authorities Channel 4 has been answerable to; originally the IBA, then the ITC and now Ofcom.


          The preamble of the remit as per the Communications Act 2003 states that:


          
            "The public service remit for Channel 4 is the provision of a broad range of high quality and diverse programming which, in particular:


            
              	demonstrates innovation, experiment and creativity in the form and content of programmes;


              	appeals to the tastes and interests of a culturally diverse society;


              	makes a significant contribution to meeting the need for the licensed public service channels to include programmes of an educational nature and other programmes of educative value; and


              	exhibits a distinctive character."

            

          


          The remit also involves an obligation to provide Schools Programming, and a substantial amount of programming produced outside of Greater London,


          


          Wales


          At the time the fourth service was being considered, a vocal movement in Wales lobbied for the creation of dedicated service that would air Welsh-language programmes, then only catered for at obscure times on BBC Wales and HTV. The campaign was taken so seriously by some, that Gwynfor Evans, former president of Plaid Cymru threatened the government with a hunger strike were it not to honour the plans.


          The result was that Channel 4 proper would be replaced by " Sianel Pedwar Cymru" or "Channel 4 Wales". Operated by a specially-created Welsh Forth Channel Authority, S4C would air programmes in Welsh as made by HTV, the BBC, or from independent companies. Initially limited frequency space meant that Channel 4 proper could not be broadcast alongside S4C, though some English Channel 4 programmes would be aired at less popular times on the Welsh variant, a practice that still carries on to this day on S4C analogue.


          Since then, carriage on digital cable, satellite and digital terrestrial television means that Channel 4 is now available to over 70% of Welsh viewers. Following the completion of switchover to digital broadcasting in Wales in 2009, Channel 4 should become available to all Welsh TV viewers, alongside S4C. Consequently "S4C Digidol" does not carry Channel 4 programming.


          


          Channel Four Television Corporation


          As an organisation, Channel 4 is known as the Channel Four Television Corporation, though this form is more recent than the station itself, having previously been the Channel Four Television Company, a subsidiary of the IBA, between 1982 and 1993.


          Towards the end of the 1980s, the government began a radical process of re-organisation of the commercial broadcasting industry, which was written onto the statute books by means of the Broadcasting Act 1990. Significantly, this meant the abolition of the IBA, and hence the Channel Four Television Company. The result lead to the creation of a corporation to own and operate the channel, which would have a greater deal of autonomy and would eventually go on establish its other operations. The new corporation, which became operational in 1993, remained publicly owned and was regulated by the new Independent Television Commission (ITC), created under the same act. The ITC and its duties were later replaced by Ofcom, which like its predecessor is responsible for appointing the Corporation's board, in agreement with the Secretary of State for Culture, Media and Sport.


          In terms of the station's remit and other duties, the creation of the corporation meant little change, however the new corporation would have to manage its own advertising, rather than this being carried out on its behalf by the local ITV contractors (see Funding).


          


          History


          


          Conception


          Before Channel 4 and S4C, Britain had three terrestrial television services: BBC1, BBC2, and ITV. The Broadcasting Act 1980 began the process of adding a fourth, and Channel 4, along with its Welsh counterpart, was formally created by an Act of Parliament in 1982. After some months of test broadcasts, it began scheduled transmissions on 2 November 1982.


          The notion of a second commercial broadcaster in the UK had been around since the inception of ITV in 1954 and its subsequent launch in 1955; the idea of an ' ITV2' was long expected and pushed for. Indeed television sets sold throughout the 1970s and early 1980s had a spare channel called 'ITV/IBA 2'. Throughout ITV's History and until Channel 4 finally became a reality, a perennial dialogue existed between the GPO, the government, the ITV companies and other interested parties, concerning the form such an expansion of commercial broadcasting would take. It was most likely politics which had the biggest impact in leading to a delay of almost three decades before the second commercial channel became a reality. With what can crudely be summed up as a clash of ideologies between an expansion of ITV's commercial ethos and a public service approach more akin to the BBC, it was ultimately somewhat of a compromise that eventually led to the formation of Channel 4 as launched in 1982.


          One clear benefit of the 'late arrival' of the channel was that its frequency allocations at each transmitter had already been arranged in the early 1960s, when the launch of ITV2 was highly anticipated. This led to very good coverage across most of the country and few problems of interference with other UK based transmissions; a stark contrast to the problems associated with Channel 5's launch 15 years later.


          


          IBA Control: 19821993


          


          The first voice ever heard on Channel 4's opening day of Tuesday 2 November 1982 was that of continuity announcer Paul Coia, who intoned, "Good afternoon. It's a pleasure to be able to say to you: Welcome to Channel Four", before heading into a montage of clips from its programmes set to the station's Lord David Dundas-penned signature tune, Fourscore, which would form the basis of the station's jingles for its first decade. The first programme to air on the channel was the teatime game show Countdown, produced by Yorkshire Television; it is still running as of 2007 and is contracted until 2009.


          Upon its launch, Channel 4 committed itself to providing an alternative to the existing channels, an agenda in part set out by its remit which required the provision of programming to minority groups. Its new style of programming often drew critical attention, with some, such as the self-styled public-decency campaigner Mary Whitehouse, claiming the station had overstepped the boundaries of acceptability whilst others argued that the new style of broadcasting had led to a liberalisation of the UK television industry.


          Programming such as the Red Triangle series, The Tube, and Network 7 often straddled the boundary between being pioneering and being tasteless.


          In step with its remit, the channel became well received both by minority groups and the arts and cultural worlds during this period, especially under Isaacs, where the channel gained a reputation for programmes on the contemporary arts. The channel often did not receive mass audiences for much of this period, however, as might be expected for a station focusing on minority interest.


          Channel 4 also began the funding of independent films during this time.


          In 1992, Channel 4 also faced it's first libel case by Jani Allan, a South African journalist, who objected to her representation in the documentary The Leader, His Driver and the Driver's Wife.


          


          Channel Four Television Corporation control: 1993 onwards


          


          After control of the station passed from the Channel Four Television Company to the Channel Four Television Corporation in 1993 (see above) a shift in broadcasting style took place. Instead of aiming for the fringes of society, it began to focus on the edges of the mainstream, and the centre of the mass market itself. It began to show many US programmes in peak viewing time, far more than it had previously done. It premiered such shows as Friends and ER.


          Latterly, it began broadcasting various reality formats (including Big Brother) and obtained the rights to broadcast certain popular sporting events such as cricket and horse racing (the contract to broadcast Test Match Cricket ceased with the end of the Summer 2005 Ashes series). This new direction increased ratings and revenues.


          In addition, the Channel launched a number of new television channels through its new 4Ventures off-shoot, including Film4, At The Races, E4 and More4 (see Other Services).


          Partially in reaction to its new 'populist' direction, the Communications Act 2003 directed the channel to demonstrate innovation, experimentation and creativity, appeal to the tastes and interests of a culturally diverse society and to include programmes of an educational nature which exhibit a distinctive character.


          Under the leadership of Freeview founder Andy Duncan, 2005 saw a change of direction for Channel 4's digital channels. Channel 4 made E4 'free to air' on Digital Terrestrial, and launched a new 'free to air' digital channel called More4. By October Channel 4 had joined the Freeview consortium. By July 2006, Film4 had also become a 'free to air' and re-started broadcasting on Digital Terrestrial.


          Venturing into radio broadcasting, 2005 saw Channel 4 purchase a 51 per cent of shares in the Oneword radio station with UBC Media holding onto the remaining shares. New programmes such as the weekly, half hour The Morning Report news programme are among some of the new content Channel 4 has provided for the station, with the name 4Radio being used.


          


          On November 2, 2007, the station celebrated its twenty-fifth birthday. It showed the first episode of Countdown, an anniversary Countdown special, as well as a special edition of The Big Fat Quiz and using the original multicoloured 1982-1996 blocks logo on presentation and idents using the Fourscore jingle throughout the day.


          


          The future


          Channel 4 has in recent years raised concerns over how it might finance its public service obligations after digital switch-over. However, some certainty lies in the announcement in April 2006 that Channel 4's digital switch-over costs would be paid for by licence fee revenues.


          On March 28, 2007, Channel 4 announced plans to launch a music channel as a joint venture with UK media company EMAP which would include carriage on the Freeview platform. Channel 4 has since acquired a 50% stake in EMAP's TV business for a reported 28 million.


          


          Carriage


          Channel 4 was carried from its beginning on analogue terrestrial (except in Wales), which was practically the only means of television broadcast in the UK at the time. It will continue to be broadcast through these means until the UK's analogue television services are closed down over the course of the next decade. Since 1998, it has been universally available on digital terrestrial, and the Sky Digital platform (encrypted, though free of charge) as well as having been available from various times in various areas, on analogue and digital cable networks.


          Due to its special status as a public service broadcaster with a specific remit, it is afforded free carriage on the terrestrial platforms, in contrast with other broadcasters such as ITV.


          Channel 4 is also available overseas: Some viewers in the Republic of Ireland and parts of the European mainland, have been able to receive terrestrial transmissions from Great Britain and Northern Ireland, and some overseas cable networks, especially in the RoI, have carried the service. From 4 December 2006 Channel 4 was officially available to Sky viewers in the Republic of Ireland; some programmes, mainly imports, are not aired on this channel variant, due to Channel 4 not owning the relevant broadcast rights within the country.


          From June 2006, Channel 4 allowed Internet users in the United Kingdom to watch Channel 4 live on the Internet. However, for legal reasons all adverts have been removed and some programmes (mostly international imports) are not shown. Channel 4 is also provided by Virgin Mobile's DAB mobile TV service which has the same restrictions as the internet live stream.


          Channel 4 also makes some of its programming available 'on demand' via cable and the internet (see 4oD).


          


          Funding


          Channel 4 has never received any public funding. During the station's formative years, funding came from the ITV companies in return for their right to sell advertisements in their region on the fourth channel.


          Nowadays it pays for itself in much the same way as most privately run commercial stations, i.e. through the sale of on-air advertising, programme sponsorship, and the sale of any programme content and merchandising rights it owns, such as overseas sales and video sales. It also has the ability to subsidise the main network through any profits made on the corporation's other endeavours, which have in the past included subscription fees from stations such as E4 and Film4 (now no longer subscription services) and its 'video-on-demand' sales. In practice, however, these other activities are loss-making, and are subsidised by the main network. According to Channel 4's last published accounts, for 2005, the extent of this cross-subsidy was some 30 million.


          The change in funding method came about by the Broadcasting Act 1990 when the new corporation was afforded the ability to fund itself. Originally this arrangement left a 'safety net' guaranteed minimum income should the revenue fall too low, funded by large insurance payments made to the ITV companies. Such a subsidy was never required, however, and these premiums were phased out by government in 1998. After the link with ITV was cut, the cross-promotion which had existed between ITV and Channel 4 also ended.


          


          Programming


          


          Channel 4 is a "publisher-broadcaster", meaning that it commissions or "buys" all of its programming from companies independent of itself, and was the first broadcaster in the United Kingdom to do so on any significant scale. This had the consequence of starting an industry of production companies that did not have to rely on owning an ITV licence in order to see their programmes air, though since Channel 4, external commissioning has become regular practise on the numerous stations that have launched since, as well as on the BBC and in ITV (where a quota of 25% minimum of total output has been imposed since the 1990 Broadcasting Act came into force). Ironically, having been the first broadcaster in the UK to completely commission its core product from third parties, and after 25 years in-house, Channel 4 will now become the last terrestrial broadcaster to outsource its transmission and playout operations (to Red Bee Media).


          The requirement to obtain all content externally is stipulated in its licence. Additionally, Channel 4 also began a trend of owning the copyright and distribution rights of the programmes it aired, in a manner that is similar to the major Hollywood studios' ownership of television programs that they did not directly produce. Thus, although Channel 4 does not produce programmes, many are seen as belonging to it.


          Channel 4 also pioneered the concept of stranded programming, where seasons of programmes following a common theme would be aired and promoted together. Some would be very specific, and run for a fixed period of time; the 4 Mation season, for example, showed innovative animation. Other, less specific strands, were (and still are) run regularly, such as T4, a strand of programming aimed at teenagers, on weekend mornings (and weekdays during school/college holidays); Friday Night Comedy, a slot where the channel would pioneer its style of comedy commissions, 4Music (potentially about to expand soon into a full channel in partnership with Emap) and 4Later, an eclectic collection of offbeat programmes transmitted to a cult audience in the early hours of the morning.


          In its earlier years, Red Triangle was the name given to the airing of certain risqu art-house films due to the use of a red triangle DOG in the upper right of the screen, dubbed as being pornographic by many of Channel 4's critics, whilst general broadcasting of films on the station for many years came under the banner of Film on Four prior to the launch of the FilmFour brand and station in the late 1990s.


          Its critically acclaimed news service, Channel 4 News, is supplied by ITN whilst its long-standing investigative documentary, Dispatches, causes perennial media attention.


          


          Other Services


          November 1998 saw Channel 4 expand beyond its remit of providing the 'fourth service' in a significant way, with the launch of FilmFour. Since then the corporation has been involved in a range of other activities, all in some way associated with the main channel, and mainly using the '4' brand.


          [bookmark: 4Ventures.2F4Rights]


          4Ventures/4Rights


          In 2001 4Ventures was created as the parent body of its other activities, which at the time were run as commercial businesses, rather than public-service obligations, with the intent of making profit which would serve to subsidise the main Channel 4. 4Ventures has subsequently been run-down, with its television stations (listed below) moving from a largely subscription based profit-making model, to being widely available free-to-view services, available on most platforms.


          However, following the sale of Quiz Call (a gaming channel operated by the then-owned subsidiary Ostrich Media) in 2006, a restructure of 4Ventures saw many of its activities re-integrated back into the main channel's operations (including day-to-day running of E4, Film4 and More4). The last remaining division (and now the only commercial arm of Channel 4), 4Rights, was formed from an amalgamation of Channel 4 International and Channel 4 Consumer Products. As part of the restructure, much of the 4Ventures management team either left the company - chief executive (and Channel 4 commercial director) Rob Woodward and managing director Anmar Kawash are now Chief Executive and Director of Strategy of SMG respectively - or transferred to other posts within Channel 4. Most overt references to 4Ventures have since ended and/or been removed. 4Ventures' website still exists, but has not been updated for some time.


          In 2007, the expanding, UK-based, independent distribution group Digital Rights Group (DRG) announced an intention to buy Channel 4 International (adding it to Zeal and ID Distribution among its other companies), following a review by Channel 4 of its commercial division. The deal was completed in November of the same year. However, it is unclear what future the Consumer Products division will have, ie: remaining part of its new owner, being sold on, or retained by Channel 4 as part of a new, heavily-shrunken 4Rights division.


          


          Television


          


          Film4


          Channel 4 has had a long record of success in funding the production of films through Channel Four Films, renamed FilmFour in 1998 to coincide with the launch of its digital channel of the same name. Notable successes include The Madness of King George, The Crying Game and Four Weddings and a Funeral. However, this dedicated film-making wing was scaled back in 2002 as a cost-cutting measure in the face of substantial losses.


          Channel 4 launched a subscription film channel, FilmFour, in November 1998. It was available on digital satellite television and digital cable. Companion services, such as FilmFour+1, FilmFour World and FilmFour Extreme were also available on some digital services. In 2003 Extreme and World were discontinued, and replaced with FilmFour Weekly. FilmFour Weekly closed in July 2006, when the main, newly named Film4 channel went free-to-view and became available on Digital Terrestrial. The switchover to Digital Terrestrial was heavily advertised. The adverts featured Lucy Liu, Christian Slater, Ewan McGregor, Judi Dench, Gael Garca Bernal, Willem Dafoe, Mackenzie Crook, Rhys Ifans and Ray Winstone declaring "Film4 is now free" in various situations across London. It remains the only film channel available free on digital terrestrial television.


          In 2002, Channel 4's film financing division ( Film4 Productions) was seriously scaled back, due to massive losses, although total closure was averted. It had however had various successes, most notably Four Weddings and a Funeral and Trainspotting. In 1994, BAFTA/LA (the Los Angeles branch of the British Academy of Film & Television Arts) presented a full-length film festival in Los Angeles in conjunction with the American Cinematheque (the US equivalent of Britain's National Film Theatre that saluted the considerable contributions to British film of Channel 4's film division since its inception. The festival presented many of the most celebrated Channel 4 films, and also featured panel discussions about Channel 4's role between Channel 4 chief executive Michael Grade and US TV producer Norman Lear.


          When Channel 4 had the rights to broadcast test match cricket in England, the downtime of the FilmFour channel was often used to broadcast uninterrupted coverage of a match when the main channel was committed elsewhere, usually to racing. At these times FilmFour was available unencrypted and free-to-air.


          


          At The Races


          In 2000, Channel 4 launched a dedicated horse racing channel, At the Races. However, for a combination of financial and legal reasons the channel ceased broadcasting in 2003. It was subsequently bought by BSkyB and relaunched in June 2004. Channel 4 has no involvement with the new At The Races, which is branded with almost identical livery as Sky Sports. Channel 4's racing coverage, re-named to incorporate "At The Races" in the title, returned to its original name of Channel 4 Racing when the channel left involvement with At The Races. Channel 4 racing programmes now feature close co-operation with rival digital racing channel Racing UK, (including cross-promoting Racing UK's coverage of the day's racing during its broadcasts).


          


          E4


          E4, a digital entertainment channel previously available on the Internet, with a target age-range of 16-34, was launched in January 2001. It features premieres of US imports and supplementary footage for programmes on its main channel (most notably extended Big Brother coverage).


          In 2005 it launched on Digital Terrestrial. E4 now has as much coverage as other services available on Cable, Satellite and Digital Terrestrial like ITV2 and BBC Three. It is a very successful channel with a first look or sneak peek, with the next episode of some series, such as Hollyoaks and Desperate Housewives appearing on E4 immediately after the show on Channel 4 has finished. Also they have "Second Chance Sunday" which allows you to see programmes you have missed during the week on a Sunday. New show Skins was a massive success for E4, peaking at the 2 million mark - one of the most viewed premieres in digital TV history. There has, however, been some criticism that E4 (like many other digital channels), relies on seemingly endless repeats of a small selection of shows (notably Friends), with further suggestion that it is often the same season of a particular show that is endlessly repeated.


          During Big Brother, E4 plays host to live coverage of the show, subject to a delay. Until 2006, programmes on the channel didn't air until 14.00 GMT, but in February 2006 the widely-advertised E4 Music airs from 06.00 until 14.00 GMT, with various music shows and videos being showcased. This however is rested during Big Brother.


          E4 is widely available in the Republic of Ireland in close to 70% of homes. It is carried on the NTL / Chorus cable networks and also on Sky Digital. The channel operates a separate advertising opt-out in the Republic allowing advertisers to directly target Irish audiences. This has been a highly successful commercial operation and all airtime sales are handled on the channels behalf by Medialink in Dublin.


          


          More4


          More4 is a channel aimed at those aged 3560. Launched on 10 October 2005, it channel carries news and nightly discussion programmes, such as More4 News, an extension of Channel 4 News that attempts to look "beyond the headlines", giving in-depth analysis. Advertising before the launch of the channel flaunted such HBO shows as Curb Your Enthusiasm and The Sopranos, as well as NBC's The West Wing. Its conception has met conflicting responses; many people believe the programmes shown to be of great quality, while others see it as an excuse to free up more room for a deluge of property programmes or less respectable programmes (see Fat Pets) in all other free slots on Channel 4.


          [bookmark: .27.2B1.27_Channels]


          '+1' Channels


          
            [image: ]
          


          Channel 4 runs time-shift variants of its E4, More4 and Film4 services, and from August 20, 2007 has run Channel 4 +1 across all digital platforms. In common with many other broadcasters, these channels output exactly the same programmes and continuity as was broadcast an hour previously, and are titled with the station name followed by a "+1" suffix.


          Channel 4+1, E4+1 and More4+1 all carry a "+1" indication onscreen. There was some concern about how it would be indicated on Channel 4+1 as Channel 4 doesn't carry its own on-screen graphic. Eventually, a "+1" symbol in a similar style to the Channel 4 was unveiled. However, it should be noted that neither Film4 or Film4+1 carry on-screen graphics.


          


          Quiz Call


          4Ventures previously owned Ostrich Media Limited, a company which ran the participation television station, Quiz Call. In November 2006, Channel 4 confirmed that it had sold Ostrich Media Limited to iTouch. Channel 4 cited the fact that strong competition in the UK participation television market had meant that it was no longer easy to make profits from participation TV as the reason for selling. The space occupied by QuizCall on Freeview wasn't included as part of the sale. Consequently, the channel left Channel 4's space on Freeview on 15 November 2006, and was replaced in the short term by Film4+1. Channel 4 director of television, Kevin Lygo, confirmed the plan to launch a new channel in the longer term. However, he was reported not to be satisfied with the first round of ideas submitted to him (a US acquisitions channel, a comedy channel and a T4 youth brand channel) and is now canvassing further options.


          


          Box Television Ltd


          In July 2007 Channel 4 bought 50% of Box Television Ltd for 28 m from Emap plc. It has since emerged that, as a result of Emap's decision to sell off its divisions in a break-up sale of the group, Channel 4 may be interested in acquiring the remaining half of the business. Box TV operates 7 music TV stations ( The Hits, The Box, Smash Hits, Kerrang!, Q, Kiss and Magic). It is rumoured that, if Channel 4 are successful in buying Emap's share of Box, then The Hits will be replaced by a 4Music-branded channel. Currently, Emap's stake in Box Television Limited is held by Emap Consumer Media's new owners, Bauer Publishing.


          


          Channel 4 HD
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          On December 10, 2007, Channel 4 launched a high definition television simulcast of Channel 4 on Sky HD. It is planned to roll out on other platforms "in the future".


          The channel carries the same schedule as Channel 4, broadcasting programmes in HD when available. Initially this is expected to mostly be American imports (such as Ugly Betty for example) and movies, with the number of hours of original HD programming increasing over time. It has been announced as the UK's first full-time high definition channel from a terrestrial broadcaster.


          Previously, in the summer of 2006, Channel 4 ran a six month closed trial of HDTV, as part of the wider FreeviewHD experiment in London, including the use of Lost and Desperate Housewives as part of the experiment, as US broadcasters such as ABC already have a HDTV back catalogue.


          


          Radio
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          4 Digital Group


          Channel 4 is the leading member of a the 4 Digital Group consortium, which includes EMAP, UTV and SMG as partners (although SMG's involvement will cease when Virgin Radio is floated as a separate company). In July 2007 The group was awarded the 12 year licence to operate the second UK national DAB radio licence after having defeated its only rival, National Grid Wireless, in the three-month bidding process.


          The service will operate ten radio stations, including Channel 4 Radio, E4 Radio, Sky News Radio (operated by BSkyB and Global Radio UK) and Radio Disney (in association with Disney). Many of the services, especially Channel 4 Radio and E4 Radio, will attempt to compete directly with national BBC Radio stations. Podcast and text services will also be provided when the stations go on air in 2008.
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          4radio
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          In June 2006 they launched 4radio, offering audio programmes in the shape of podcasts aimed at introducing new public service radio services informed by C4s values of creativity and innovation. Coupled with their strategy of becoming a truly multimedia company, there are shows that tie in with their flagship TV hits including Big Brother, Lost, and Channel 4 News. But they are also looking to introduce opportunities for new music, comedy, speech and drama production from independents to invigorate the commercial radio sector and give the BBC some real competition.


          The successful multiplex consortium will not be expected to launch until 2008. However a taste of Channel 4 Radio's audio output is already available including a revival of the Channel's The Tube music programme and a very small amount of 4radio branded content can be heard on Oneword.


          


          Oneword


          Oneword is a digital radio station featuring the spoken word. In early 2005 Channel 4 purchased a minority stake in it, later that year buying a majority one worth 1,000,000. On 4 January 2007 it was announced that had Channel 4 sold its 51% stake back to UBC Media for 1. Its normal programming has been suspended while a strategic review takes place on the station.


          


          Channel4.com


          The station's website is channel4.com. The site offers detailed programme information, highlights, and chats with actors and presenters of all Channel 4 channels. It also has in-depth sections including news, film, homes, sport, and more. Its learning sections are often used by many for educational needs.
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          4oD
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              4oD Logo
            

          


          Launched in November 2006, 4oD stands for "4 on Demand", a service which allows some internet, Virgin Media, Tiscali and BT Vision users to view programming recently shown on Channel 4, E4 or More4, or from their archives. 4oD also includes a selection of films and content from the National Geographic Channel. The cable version is operated through an appropriate set top box whilst the internet variant requires the installation of a free piece of software, which allows users to download the programmes to a computer for viewing.


          The services are limited to UK and Republic of Ireland viewers only, and the internet version is at present further limited to Windows XP and Windows Vista, PC users only. This is due to the proprietary Microsoft DRM system chosen for the service, being only available to that platform at this time. Channel 4 state that this choice of system is at the stipulation of many of the programme copyright holders, thus such a limitation is unavoidable if their programmes are to be made available in this way. At this time there is no widespread, secure multiplatform DRM technology available which is accepted by the major content producers, including the Hollywood studios - although the BBC's rival offering, iPlayer, has a Flash-based streaming option available on several operating systems including Linux and Mac OS.
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              Screen shot of 4oD Browser
            

          


          The "Catch-up" service offers content free of charge for both streaming and downloaded versions of a programme for thirty days after its broadcast on Channel 4. Some content is available free of charge, whilst most other programmes and films, including archive programming, is charged for on a per-download basis, typically around 99p per standard programme or 1.99 per film. Video can be viewed multiple times, for up to forty-eight hours after the first time it was played, or for a month until played. The video on the internet service is advertised as being 'DVD quality', and estimates download time to be around twice the programme length on an average broadband connection, though speeds vary dramatically dependent on ISP, connection speed and other factors, and may be less or more than this.


          A Download to Own (DTO) or "Buy" feature is also available on selected content, allowing users to purchase a programme and keep it for as long as they wish.


          The 4oD internet service uses exactly the same technology ( Kontiki Delivery Manager and Microsoft DRM) as the BBC iPlayer test service that was successfully trailed at the end of 2005. It launched in 2007, with an additional Flash based service launching in December of that year. The BBC service makes no charge for watching recently aired programmes. It is also the same technology used by the Sky Anytime service.


          


          Teletext
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          4-Tel/FourText


          Channel 4 originally licensed an ancillary teletext service to provide schedules, programme information and features. The original service was called 4-Tel and was provided in collaboration with Oracle. In 1993, with Oracle losing its franchise to Teletext Ltd, the running of 4-Tel was taken over by Intelfax, and in 2002 was renamed FourText.


          


          Teletext on 4


          In 2003, Channel 4 awarded Teletext Ltd a ten year contract to run the channel's ancillary teletext service, named Teletext on 4. The service is provided on both Channel 4 analogue and digital television services, Channel 4, E4 and More4.


          


          Corporate Structure


          


          Management


          Channel 4 is run by a chief executive, whose role can be compared to that of the Director-General of the BBC. The chief executive is appointed by the chairman, which is a part-time position appointed by Ofcom.


          


          Chairmen


          
            	Edmund Dell (198287)


            	Richard Attenborough (198792)


            	Michael Bishop (199397)


            	Vanni Treves (January 1998  December 2003)


            	Luke Johnson (January 2004 )

          


          


          Chief executives


          
            	Jeremy Isaacs (198187)


            	Michael Grade (198897)


            	Michael Jackson (19972001)


            	Mark Thompson (March 2002  June 2004)


            	Andy Duncan (July 2004 )

          


          


          Financial information


          Channel 4's total revenue for the year to 31 December 2005 was 894.3 million, of which 735.2 million was generated by its main channel, and the remainder by its subsidiaries channels, sales of programming rights to other broadcasters, Film Four and "new media". Operating profits for the year to 31 December 2006 fell 70% to 14.5 million from 56.9 million in 2005.


          


          Headquarters
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              The Channel 4 building
            

          


          Originally based at 60 Charlotte Street (the same building in which former chief executive Jeremy Isaacs later originally based his Artsworld channel), close to the BT Tower in London's film and media heartland, Channel 4 has occupied since 1994 a distinctive, purpose-designed building at 124 Horseferry Road, Westminster, designed by Richard Rogers Partnership with structural engineering by Ove Arup & Partners. Architecturally it follows on from, but is more restrained than, the Lloyd's building in the City of London, and was constructed between 1991 and 1994. It was built on the former site of a Methodist teacher-training college, which occupied a neo-Gothic campus intermittently from its foundation in 1851 until World War II, when the buildings were badly damaged by an incendiary bomb. The College eventually moved to a purpose-built site in Oxford in 1959 and became Westminster College, Oxford.


          Despite commissioning all programmes from independent production companies, the Channel 4 headquarters contains a studio and post production facility, marketed as 124 Facilities. The studio has been used for Channel 4 programmes (such as T4 continuity), and third party programmes (such as the base for Five's football coverage). The studio was closed at the end of October 2007.


          


          Regions


          Channel 4 has, since its inception, broadcast identical programmes and continuity throughout the UK (excluding Wales where it doesn't operate on analogue transmitters). At launch this made it somewhat unique, as both the BBC and ITV had long established traditions of providing regional variations in their programming and announcements between transmitters in different areas of the country (although in the case of BBC2, variations have by and large tended to be limited to national idents as opposed to regional ones). In ITV's case, this was a consequence of its inherent federal structure (see ITV companies). Since the launch of subsequent British television channels, Channel 4 has become typical in its lack of variations of this nature.


          A few exceptions exist to this rule for programming and continuity: The Republic of Ireland has a dedicated variant broadcast on Sky Digital which omits programmes for which broadcast rights are not held in the Republic, whilst some schools' programming (1980s/early 90s) were regionalised due to differences in curricula between different regions of the UK.


          Part of Channel 4's remit covers the commissioning of programmes from outside of London. Channel 4 has a dedicated director of nations and regions (Stuart Cosgrove), who is based in a regional office in Glasgow. As his job title suggests, it is his responsibility to foster relations with independent producers based in areas of the UK (including Wales) outside of London.


          Advertising on Channel 4 does contain regular variation: Prior to 1993, when ITV was responsible for selling Channel 4's advertising, each regional ITV company would provide the content of advertising breaks, covering the same transmitter area as themselves, and these breaks were often unique to that area. After Channel 4 became responsible for its own advertising, it continued to offer advertisers the ability to target particular audiences and divided its coverage area into six parts coining the term 'LEMNUS' standing for "London, The East [and South] of England, The Midlands, The North of England, Ulster and Scotland. At present, Wales does not have its own advertising region, instead its viewers receive the southern region on digital platforms intentionally broadcast to the area, or the neighbouring region where analogue transmissions spill over into Wales. The Republic of Ireland shares its advertising region with Northern Ireland (referred to by Channel 4 as the 'Ulster Macro') with many advertisers selling products for the Republic here. E4 also has an advertising variant for the Republic.


          The six regions are also carried on satellite, cable and Digital Terrestrial. Five and GMTV use a similar model to Channel 4 for providing their own advertising regions, despite also having a single national output of programming.


          


          Annual Reports and Financial Statements


          Annual Reports and Financial Statements 1983-2004
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              A map of the channel Islands, located between southern Great Britain and Northern France.
            

          


          The Channel Islands ( Norman: les d'la Manche, French: les Anglo-Normandes or les de la Manche) are a group of islands in the English Channel, off the French coast of Normandy. They comprise two separate bailiwicks: the Bailiwick of Guernsey and the Bailiwick of Jersey, both British Crown dependencies, and have a total population of about 160,000. The respective capitals, St. Peter Port and St. Helier have populations of 16,488 and 28,310. The Channel Islands are not part of the UK.


          


          Geography
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              Viewed from Jersey's north coast, Jethou, Herm and Sark are hazy outlines on the horizon
            

          


          The inhabited islands of the Channel Islands are Jersey, Guernsey, Alderney, Sark, Herm (the main islands); Jethou, Brecqhou (Brechou), and Lihou. All of these except Jersey are in the Bailiwick of Guernsey, but the Minquiers, crhous, Les Dirouilles and Les Pierres de Lecq (the Paternosters), uninhabited groups of islets, are part of the Bailiwick of Jersey. Burhou and the Casquets lie off Alderney. As a general rule, the larger islands have the -ey suffix, and the smaller ones have the -hou suffix; this is believed to be from the Old Norse ey and holmr, respectively.


          The Chausey Islands south of Jersey are not generally included in the geographical definition of the Channel Islands but occasionally described as 'French Channel Islands' in English in view of their French jurisdiction. They were historically linked to the Duchy of Normandy, but they are part of the French territory along with continental Normandy, and not part of the British Isles or of the Channel Islands in a political sense. They are an incorporated part of the commune of Granville ( Manche), and although popular with visitors from France, they are rarely visited by Channel Islanders, as there are no direct transport links from the other islands.


          In official Channel Island French (see Jersey Legal French), the islands are called 'les de la Manche', while in France, the term 'les anglo-normandes' (Anglo-Norman isles) is used to refer to the British 'Channel Islands' in contrast to other islands in the Channel. Chausey is referred to as an 'le normande' (as opposed to anglo-normande). 'les Normandes' and 'Archipel Normand' have also, historically, been used in Channel Island French to refer to the islands as a whole.


          The very large tidal variation provides an environmentally rich inter-tidal zone around the islands, and some sites have received Ramsar Convention designation (see Category:Ramsar sites in the Channel Islands).


          The waters around the islands include the following:


          
            	The Swinge (between Alderney and Burhou)


            	The Little Swinge (between Burhou and Les Nannels)


            	La Droute (between Jersey and Sark, and Jersey and the Cotentin)


            	Le Raz Blanchard, or Race of Alderney (between Alderney and the Cotentin)


            	The Great Russel (between Sark, Jthou and Herm)


            	The Little Russel (between Guernsey, Herm and Jthou)


            	Souachehouais (between Le Rigdon and L'tacq, Jersey)


            	Le Gouliot (between Sark and Brecqhou)


            	La Perce (between Herm and Jthou)

          


          


          History


          The islands were annexed to the Duchy of Normandy in 933. In 1066, William II of Normandy, a vassal to the king of France, invaded and conquered England, becoming William I of England, also known as William the Conqueror. Since 1204, the loss of the rest of the monarch's lands in mainland Normandy has meant that the Channel Islands have been governed as separate possessions of the Crown.


          The Bailiwicks have been administered separately from each other since the late 13th century, and although those unacquainted with the islands often assume they form one political unit, common institutions are the exception rather than the rule. The two Bailiwicks have no common laws, no common elections, and no common representative body (although their politicians consult regularly). There is no common newspaper or radio station, but a common television station, ITV Channel Television.


          The islands acquired commercial and political interests in the North American colonies. Islanders became involved with the Newfoundland fisheries in the 17th century. In recognition for all the help given to him during his exile in Jersey in the 1640s, Charles II gave George Carteret, Bailiff and governor, a large grant of land in the American colonies, which he promptly named New Jersey, now part of the United States of America. Edmund Andros of Guernsey was an early colonial governor in North America, and head of the short-lived Dominion of New England.


          Over a dozen windmills are known to have existed in the Channel Isles. They were mostly tower mills used for grinding corn.


          During the Second World War, the islands were the only part of the British Commonwealth occupied by Germany. The German occupation 19401945 was harsh, with some island residents being taken for slave labour on the continent; native Jews sent to concentration camps; partisan resistance and retribution; accusations of collaboration; and slave labour (primarily Russians and eastern Europeans) being brought to the islands to build fortifications. The Royal Navy blockaded the islands from time to time, particularly following the liberation of mainland Normandy in 1944. Intense negotiations resulted in some Red Cross humanitarian aid, but there was considerable hunger and privation during the five years of German occupation, particularly in the final months when the population was close to starvation. The German troops on the islands surrendered only a few days after the final surrender in mainland Europe.


          


          Politics


          The Channel Islands fall into two separate self-governing bailiwicks. Both the Bailiwick of Guernsey and the Bailiwick of Jersey are British Crown Dependencies, but neither is part of the United Kingdom. They have been part of the Duchy of Normandy since the 10th century and Queen Elizabeth II is often referred to by her traditional and conventional title of Duke of Normandy. However, pursuant to the Treaty of Paris (1259) she is not the Duke in a constitutional capacity and instead governs in her right as Queen. This notwithstanding, it is a matter of local pride by monarchists to treat the situation otherwise; the Loyal Toast at formal dinners is to 'The Queen, our Duke', rather than 'Her Majesty, the Queen' as in the UK.
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          The Channel Islands are not represented in the UK Parliament and each island has its own primary legislature, known as the States of Guernsey and the States of Jersey, with Chief Pleas in Sark and the States of Alderney. Laws passed by the States are given Royal Sanction by the Queen in Council, to which the islands' governments are responsible.


          The systems of government date from Norman times, which accounts for the names of the legislatures, the States, derived from the Norman 'tats' or ' estates' (i.e. the Crown, the Church, and the people). The States have evolved over the centuries into democratic parliaments.


          A bailiwick is a territory administered by a bailiff. The Bailiff in each bailiwick is the civil head, presiding officer of the States, and also head of the judiciary.


          In 2001, responsibility for links between the Channel Islands (together with the Isle of Man) and the Crown passed from the Home Secretary to the Lord Chancellor's Department, replaced in 2003 by the Department of Constitutional Affairs.


          In addition, Acts of the UK Parliament may be extended to any of the Channel Islands by Order-in-Council (thus giving the UK Government the ultimate responsibility for good governance in the islands). By constitutional convention this is only done at the request of the Insular Authorities, and has become a rare option, the islands usually preferring nowadays to pass localised versions of laws giving effect to international treaties.


          Matters reserved to the Crown (i.e. the United Kingdom Government) are limited to defence, citizenship, and diplomatic representation. The islands are not bound by treaties concluded by the United Kingdom (unless they so request) and may separately conclude treaties with foreign governments (except concerning matters reserved to the Crown). The United Kingdom conceded at the end of the 20th century that the islands may establish direct political (non-diplomatic) contacts with foreign governments to avoid the situation whereby British embassies were obliged to pass on communications from the governments of the Bailiwicks that were in conflict with United Kingdom government policy.


          The islands are not part of the European Union, but are part of the Customs Territory of the European Community, by virtue of Protocol Three to the Treaty on European Union.


          Islanders are full British citizens, but not all are European citizens. Any British citizen who applies for a passport in Jersey or Guernsey receives a passport bearing the words ' British Islands, Bailiwick of Jersey' or 'British Islands, Bailiwick of Guernsey'. Under the provisions of Protocol Three, Channel Islanders who do not have a close connection with the UK (no parent or grandparent from the UK, and have never been resident in Great Britain or Northern Ireland for any five-year period) do not automatically benefit from the EU provisions on free movement within the EU and consequently their passports receive an endorsement to that effect. This only affects a minority of islanders.


          Under the Interpretation Act 1978, the Channel Islands are deemed to be part of the British Islands, not to be confused with the British Isles.


          Both Bailiwicks are members of the British-Irish Council, and Jrriais and Dgrnsiais are recognised regional languages of the Isles.


          The legal courts are separate (separate courts of appeal have been in place since 1961). Among the legal heritage from Norman law is the Clameur de Haro.


          


          Economy


          Tourism is the major industry in the smaller islands (with some agriculture). Jersey and Guernsey have, since the 1960s, relied on financial services. Guernsey's horticultural and glasshouse activities have been more significant than in Jersey, and Guernsey has maintained light industry as a higher proportion of its economy than Jersey. Jersey's economy since the 1980s has been substantially more reliant on finance.


          Both Bailiwicks issue their own banknotes and coins, which circulate freely in all the islands alongside UK coinage and Bank of England and Scottish banknotes.


          


          Transport and communications


          Since 1969, Jersey and Guernsey have operated postal administrations independently of the UK's Royal Mail, with their own postage stamps, which can only be used for postage in their respective Bailiwicks. UK stamps are no longer valid, but mail to the islands, and to the Isle of Man, is still treated as UK inland. However, it was not until the early 1990s that the islands joined the UK's postcode system, Jersey postcodes using the initials JE and Guernsey using GY.


          The islands are connected to the radio and television system of the UK. They are part BBC South West, with two local BBC radio stations, BBC Radio Guernsey and BBC Radio Jersey, but takes BBC television from the Westcountry. It does have its own ITV franchise, Channel Television, which it has held since September 1962. Because it is not part of the United Kingdom, it is not listed as part of the digital switchover, but it is expected to change in 2013, after the rest of the UK has completed the switchover.


          Jersey always operated its own telephone services independently of the UK's General Post Office, but Guernsey did not establish its own telephone services until 1969. Both islands still form part of the UK telephone numbering plan, but Ofcom in the UK does not have responsibility for regulatory and licensing issues on the islands.


          The Channel Islands have their own country-code top-level-domains ( ccTLDs) on the internet, managed by a Network Information Centre in Alderney. The ccTLDs are .gg for the Bailiwick of Guernsey (including Alderney and Sark) and .je for the Bailiwick of Jersey. The codes were established on the Internet in 1996, and were entered on to the official ISO-3166 list of country codes in 2006.


          Alderney has a large and growing internet gambling industry.


          Each of the three largest islands has a distinct vehicle registration scheme:


          
            	Guernsey (GBG)- simply a number, up to five digits;


            	Jersey (GBJ) - J followed by up to seven digits (JSY vanity plates are also issued);


            	Alderney (GBA) - AY followed by up to five digits (four digits are the most that have been used, as redundant numbers are re-issued).

          


          In Sark - where most motor traffic is prohibited - the few vehicles (nearly all tractors) on the island do not display plates.


          Names used for the cross-Channel ferries plying the mail route between the islands and Weymouth, Dorset (England), in the 1960s were taken from the popular Latin names for the islands 'Caesarea' for Jersey, 'Sarnia' for Guernsey, 'Riduna' for Alderney.


          


          Culture
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              Dgrnsiais (Guernsey) being used to advertise a sea festival
            

          


          Culturally, the Norman language predominated in the islands until the 19th century, when increasing influence from English-speaking settlers and easier transport links led to Anglicisation. There are four main dialects/languages of Norman in the islands, Auregnais (Alderney, extinct in late 20th century), Dgrnsiais (Guernsey), Jrriais (Jersey) and Sarkese (Sark, an offshoot of Jrriais).


          Victor Hugo spent many years in exile, first in Jersey and then in Guernsey where he wrote Les Misrables. Guernsey is also the setting of Hugo's later novel, Les Travailleurs De La Mer ( The Toilers of the Sea). A 'Guernsey-man' also makes an appearance in Herman Melville's Moby-Dick.


          The annual ' Muratti', the inter-island football match, is considered the sporting event of the year - although, thanks to broadcast coverage, it no longer attracts the crowds of spectators, travelling between the islands, that occurred during the 20th century.


          Channel Island sportsmen and women compete in the Commonwealth Games for their respective islands, and the islands have been enthusiastic supporters of the Island Games. Shooting is a popular sport - islanders have won Commonwealth medals in this discipline.


          Guernsey's traditional colour for sporting and other purposes is green and Jersey's is red.
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          The main islanders have traditional animal nicknames:


          
            	Guernsey: les nes ('donkeys' in French and Jrriais) - the steepness of St. Peter Port streets required beasts of burden, but Guernsey people also claim it is a symbol of their strength of character - which Jersey people traditionally interpret as stubbornness.


            	Jersey: crapauds ('toads' in French and Jrriais) - Jersey has toads and snakes that Guernsey lacks.


            	Sark: corbins ('crows' in Sercquiais, Dgrnsiais and Jrriais) - crows could be seen from sea on the island's coast.


            	Alderney: lapins ('rabbits') - The island is noted for its warrens.

          


          Christianity was brought to the islands around the 6th century; according to tradition, Jersey was evangelised by Saint Helier, Guernsey by Saint Samson of Dol and other smaller islands were occupied at various times by monastic communities representing strands of Celtic Christianity. At the Reformation, the islands turned Calvinist under the influence of an influx of French-language pamphlets published in Geneva. Anglicanism was imposed in the 17th century, but the Non-Conformist tendency re-emerged with a strong adoption of Methodism. The presence of long-term Catholic communities from France and seasonal workers from Brittany and Normandy added to the mix of denominations among the population.


          


          Other islands in the English Channel


          There are other islands in other stretches of the English Channel that are not traditionally included within the grouping of Channel Islands. Among these are Ouessant/Ushant, Brhat, le de Batz, and les Saint-Marcouf (under French jurisdiction), and the Isle of Wight and the Isles of Scilly (both under UK jurisdiction and part of England).
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              	Channel Tunnel

              Le tunnel sous la Manche
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              	Map of the Channel Tunnel
            


            
              	Info
            


            
              	Location

              	Beneath the English Channel

              ( Strait of Dover)
            


            
              	Status

              	Active
            


            
              	Start

              	Folkestone, Kent, England
            


            
              	End

              	Coquelles, Pas-de-Calais, France
            


            
              	Operation
            


            
              	Opened

              	6 May 1994
            


            
              	Owner

              	Eurotunnel
            


            
              	Operator(s)

              	Shuttle,

              Eurostar,

              EWS,

              SNCF
            


            
              	Technical
            


            
              	Electrified

              	Yes
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          The Channel Tunnel (French: le tunnel sous la Manche), also known as Chunnel or Eurotunnel is a 50.450km (31.35mi) long rail tunnel beneath the English Channel at the Strait of Dover, connecting Folkestone, Kent in England () to Coquelles near Calais in northern France (). The "tunnel" consists of three separate tunnels; two 7.6m diameter single track, single direction rail tunnels which are 30m apart and one 4.8m diameter service tunnel between them.


          It was a megaproject with several false starts, but it was finally completed in 1994. It is the second-longest rail tunnel in the world, with the Seikan Tunnel in Japan being longer, but the undersea section of the Channel Tunnel, at 37.9km (23.55mi), is the longest undersea tunnel in the world. The American Society of Civil Engineers has declared the tunnel to be one of the Seven Wonders of the Modern World.


          


          Historical proposals for, and attempts to start, a tunnel


          A link between Great Britain and mainland Europe had been proposed on many occasions.


          
            	1802 Albert Mathieu-Favier, a French engineer, put forward a proposal for a tunnel. Passengers would travel through the tunnel in horse-drawn coaches, the road would be lit by oil lamps and a mid-tunnel junction at the Varne Bank would have provided a fresh-air respite for the horses. The cost was estimated at one million pounds.


            	1857 Aim Thom de Gamond presented an elaborate study to Napoleon III, Emperor of the French, proposing a rail tunnel from Dover to Cap Gris Nez via a mid-channel port/airshaft on the Varne sandbank. The cost was calculated at 170 million francs, or rather less than 7 million pounds sterling.


            	1865 George Ward Hunt proposed the idea of a tunnel to the Chancellor of the Exchequer, William Ewart Gladstone.


            	1868 Lord Granville declared the support of the British Government for the proposed tunnel.


            	
              1875 Peter William Barlow, who had worked extensively on the world's first underground railway, suggested a floating steel tube across the Channel. The idea was rejected.

              
                	French & British Parliamentary bills passed to build the tunnel. Insufficient funds were raised and the concession ran out a year later.

              

            


            	1876 Extensive geological survey carried out; French sink two shafts.


            	1880 The South Eastern Railway (SER) arranges trial borings on the British side.


            	
              1881 Patented (Beaumont) boring machine drives a tunnel 820m (897 yards) parallel to cliffs on the British side.

              
                	Work begins by SER on Channel Tunnel; again insufficient funds. Submarine Continental Railway Company set up.

              

            


            	1882 Rival Channel Tunnel Company causes a rift in proceedings; adverse comments by media and an influential group (including Robert Browning and Alfred Lord Tennyson). Eventually work was halted by the Board of Trade because of military objections: the ease with which invaders could attack from the Continent was cited.


            	1922 Workers started boring a tunnel from below the chalk cliffs between Folkestone and Dover: after 128m (400 ft) of tunnel had been completed, political objections again brought the project to an end.

          


          After World War II the concept of the tunnel began to receive serious attention.


          
            	1955 Britain ceases its opposition to a Channel Tunnel on military grounds.


            	1974-1975 Following Britain's entry into the Common Market, another attempt was made to construct a tunnel by the British and French governments. Trial borings were made on both sides. However, a financial crisis meant that the British Prime Minister Harold Wilson cancelled the project as an economy measure.

          


          


          The work of the Channel


          


          Planning


          In 1957 the Tunnel sous la Manche Study Group was formed. It reported in 1960 and recommended two main railway tunnels and a smaller service tunnel. The project was launched in 1973 but folded due to financial problems in 1975 after the construction of a 250m (820 ft) test tunnel. According to Secretary of State for the Environment Anthony Crosland the immediate reason was that the two Channel Tunnel companies had given notice of abandonment to the Government because of excessive cost.


          In 1984 the idea was relaunched with a joint British and French government request for proposals to build a privately-funded link. There were four proposals: two rail tunnels, a road tunnel and a bridge. Of the four submissions received, the one most closely resembling the 1973 plan was chosen, and announced on 20 January 1986. The Franco-British Channel Fixed Link Treaty was signed by the two governments in Canterbury, Kent on 12 February 1986 and ratified in 1987.


          The planned route of the tunnel took it from Calais to Folkestone (a route longer than the shortest possible crossing) and the tunnel follows a single chalk stratum, which meant the tunnel was deeper than the previous attempt. For much of its route the tunnel is nearly 40m (130ft) under the sea floor, with the southern section being deeper than the northern.


          


          Construction


          Digging the tunnel took 13,000 workers over seven years, with tunnelling operations conducted simultaneously from both ends. The prime contractor for the construction was the Anglo-French TransManche Link (TML), a consortium of ten construction companies and five banks of the two countries. Engineers used large tunnel boring machines (TBMs).


          In all, eleven TBMs were used on the Channel tunnel:


          
            	three French TBMs driving from Sangatte to under the Channel,


            	one French TBM driving the service tunnel from Sangatte cofferdam to the French portal,


            	one French TBM driving one running tunnel from Sangatte cofferdam to the French portal, then the other running tunnel from the French portal back to Sangatte cofferdam,


            	three British TBMs driving from Shakespeare Cliff to the British portal,


            	three British TBMs driving from Shakespeare Cliff to under the Channel.

          


          


          Completion
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          The British and French efforts, which had been guided by laser surveying methods, met first with the completion of the undersea service (access) tunnel. A small pilot hole broke through without ceremony on 30 October 1990. The difference in the centrelines of the two ends of the tunnel was surveyed as just 358 mm (14.1 inches) horizontally and 58 mm (2.3 inches) vertically. On December 1, 1990 the service tunnels broke through at the halfway point. TML carefully staged the break through for maximum effect: TML tunnellers Phillipe Cozette and Graham Fagg cut a heading between the two drives under the watchful eye of the media. With this event it became possible to walk on dry land from Great Britain to continental Europe for the first time since the end of the last ice age 8,500 years ago.


          The main rail tunnels met on May 22, 1991 and on June 28, 1991, each accompanied by a breakthrough ceremony. When each pair of TBMs met, the French TBM was dismantled while the British one was diverted into the rock, concreted in place, and abandoned. The next few years were spent refining, equipping, and finishing the tunnels. In 1994 the Channel Tunnel was considered completed. The tunnel was officially opened by Queen Elizabeth II and French President Franois Mitterrand in a ceremony held in Calais on 6 May 1994. The Queen travelled through the tunnel to Calais on a Eurostar train which stopped nose to nose with the train which carried President Mitterrand from Paris. Following the ceremony President Mitterrand and the Queen travelled on Le Shuttle to a similar ceremony in Folkestone.


          In the end, almost 4millionm (5 million cubic yards) of chalk were excavated on the British side, much of which was dumped below Shakespeare Cliff near Folkestone to reclaim 0.36km (90 acres) of land from the sea. Called Samphire Hoe, the area is now a popular park. In all, 8millionm (10.5 million cubic yards) of soil were removed, at an average rate of 2,400 tonnes per hour.


          Ten workers were killed during the construction of the tunnel.


          


          Description
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          The tunnel consists of three parallel tunnels running between the respective portals, or tunnel entrances, at either end. There are two rail tunnels, measuring 7.6 m (25ft) in diameter and about 30m (98 ft) apart, which carry trains north-west and south-east. Between the rail tunnels is a service tunnel, 4.8m (16ft) in diameter, which is connected by cross-passages to the main tunnels at intervals of approximately 375m (1,230ft). The service tunnel, served by narrow rubber-tyred vehicles, gives maintenance workers access to the rail tunnels and provides a route for escape during emergencies.


          The two running tunnels are directly linked every 250m (820ft) by 2m diameter pressure relief ducts (PRDs) that pass over the top of the service tunnel and do not connect to it. The PRDs alleviate the piston effect of trains by allowing airflow from moving trains to pass into the other running tunnel. Additionally, there are two enormous caverns situated about one third of the distance from shore to shore containing a rail crossover between the main tunnels. These crossovers permit sections of the tunnel to be closed to traffic for maintenance, using single-line working in the other tunnel. The UK crossover at 156m long, 18m wide and 10m high is the largest subsea cavern in the world and, when being constructed, required extensive monitoring via almost 200 separate instrument stations.


          At each portal there is a major facility allowing for trains to disassemble and turn around, including customs, maintenance, and other necessary services.


          


          Statistics


          The Channel Tunnel is 50.450km (31.35 miles) long, of which 37.9km (23.55 miles) are undersea. The average depth is 45.7m (150 ft) underneath the seabed, and the deepest is 60m (197 ft). It opened for business in late 1994, offering three principal services: a shuttle for vehicles, Eurostar passenger service linking London primarily with Paris and Brussels, and freight trains.


          In 2005, 8.2 million passengers travelled through the tunnel on Eurostar while in the same year Eurotunnel carried 2,047,166 cars, 1,308,786 trucks and 77,267 coaches on its shuttle trains. Rail freight carried through the Channel Tunnel in 2005 was 1.6 million tonnes.


          Passenger travel through the Channel Tunnel increased by 15% in 2004 and 2.4% in 2005 up to 7.45 million. Travel is expected to continue to increase with the opening of High Speed 1 to London.


          A journey through the tunnel lasts about 20 minutes; from start to end, a shuttle train journey totals about 35 minutes, including travelling a large loop to turn the train around. Eurostar trains travel considerably slower than their top speed while going through the tunnel (approximately 160 km/h [100 mph]), rather than their maximum of 300 km/h (186 mph) to fit in with the shuttle trains and avoid problems with heat generated in the tunnels by friction.


          At completion, it was estimated that the whole project cost around 10 billion, representing a cost overrun of 80%. The tunnel has been operating at a significant loss, and shares of the stock that funded the project lost 90% of their value between 1989 and 1998. The company announced a loss of 1.33 billion in 2003 and 570 million in 2004, and has been in constant negotiations with its creditors. Eurotunnel cites a lack of use of the infrastructure, an inability to attract business because of high access charges, too much debt which causes a heavy interest payment burden, and a low volume of both passenger and freight traffic 38% and 24%, respectively, of that which was forecast.


          


          Location
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              	British portal

              	
            


            
              	Mid-point

              	
            


            
              	French portal

              	
            

          


          


          Operation
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          The tunnel is operated by Eurotunnel (Eurotunnel plc in the UK, and Eurotunnel SA in France).


          Four types of train services operate:


          
            	Eurostar high speed passenger trains. As of 17th November 2007 these connect London's St Pancras station with the Gare du Nord station in Paris and Brussels Midi/Zuid Station, some with stops at Ashford, Calais-Frthun and Lille-Europe. There also are less frequent and/or seasonal services to other destinations, e.g. Avignon, Disneyland Paris and the French Alps.


            	Eurotunnel Shuttle passenger shuttle trains. These carry cars, coaches and vans between Sangatte (Calais/Coquelles) and Folkestone. Enclosed rail wagons, some double-deck, with minor amenities permit drive-on and drive-off operation; passengers stay with their vehicles. Formerly marketed as Le Shuttle.


            	Eurotunnel freight shuttle trains. These carry lorries on open rail wagons, with the lorry drivers travelling in a separate passenger coach.


            	Freight trains. These trains carry conventional rail freight or container loads between Europe and Great Britain. They are operated jointly by EWS of the UK, and French national operator SNCF

          


          Eurostar trains travel over land at high speeds on modern tracks designed for 300km/h (186mph), and within the tunnel at up to 160km/h (100mph). The first section of High Speed 1, between the tunnel and Ebbsfleet International railway station in North Kent, opened in 2003. Until the second section between Ebbsfleet and St Pancras opened in 2007 Eurostar trains used 'traditional' lines for the final part of the journey into Waterloo, running at much lower speeds.


          There have been proposals for local passenger rail services linking Kent with towns in the Pas de Calais, similar to the local trains that run between the north and south islands of Zealand, but such a service remains unlikely.


          In September 2006, EWS announced that due to cessation of UK-French government subsidies of 52million per annum to cover the Channel Tunnel "Minimum User Charge" (a subsidy of around 13,000 per train, at a traffic level of 4,000 trains per annum), that freight trains post 30 November would presently stop running. EWS commented that the equivalent charge from the same distance from UK Network Rail would be 300, but that at current traffic levels the charge was effectively 8,000 per train. Accepting that the Channel Tunnel was a special case, and in light of UK Department of Industry intransigence, EWS said that they could not economically justify running trains to their customers in light of the higher charges. EWS commented that they believed that the UK Government's position was in part being defined by the current economic state and future of the Channel Tunnel operator, and its negotiations on refinancing its debt.


          


          Fire


          The Channel Tunnel's only serious operational incident was a fire on 18 November 1996 aboard a shuttle train carrying trucks and trailers. No lives were lost, due in large part to the safety of the tunnel design and the response of safety crews from France and the UK. The tunnel suffered 200 million of major structural damage over about a kilometre of length, and its safety procedures and emergency services liaison were substantially revised afterwards.


          A less severe incident occurred on 21 August 2006, when a lorry aboard a shuttle train caught fire. Crews and drivers were evacuated and the fire was quickly extinguished. Service interruptions occurred as the train and tunnel were inspected for damage.


          


          Sovereignty


          As one of the first international undersea rail tunnels, the Channel Tunnel required an inventive approach to border controls, with the UK not being a member of the Schengen Agreement free-travel zone. The official border between France and the United Kingdom is marked by a stainless steel band, roughly halfway through the tunnel (the UK side is somewhat longer, because a longer part of the tunnel is under land). The British half is part of the District of Dover and the English county of Kent. As a practical matter border controls are handled at boarding or on the train. A detailed three-way treaty between the United Kingdom, France, and Belgium governs border controls, with the establishment of control zones wherein the officers of the other nation may exercise limited customs and law enforcement powers. For most purposes these are at either end of the tunnel; for certain city-to-city trains the train itself represents a control zone.


          In the event of a serious incident relating to the tunnel, the emergency personnel dealing with the problem may declare that Emergency Plan "BINAT" (bi-national plan) is in force during which they have unrestricted access to all parts of the tunnel irrespective of sovereignty. Thus both UK and French emergency personnel may co-operate to deal with serious incidents. "BINAT" is also the term used for the regular emergency exercises conducted by UK and French forces.


          In an unusual move, the British and French governments agreed to provide immigration staff at opposite ends of the tunnel; thus the French immigration control posts are located in the United Kingdom, while the British ones are in France. This leads occasionally to unusual incidents, for example when a French police officer wandered into the non-international part of Waterloo station while carrying a firearm. In the 1990s, the French authorities tried to arrest a French national working in the British terminal at Folkestone who had been evading French military service.


          


          Asylum and Immigration


          Illegal immigrants and would-be asylum seekers have been known to use the tunnel to attempt to enter Britain. By 1997, the problem had already attracted international press attention, and the French Red Cross opened a refugee centre at Sangatte in 1999, using a warehouse once used for tunnel construction; by 2002 it housed up to 1500 persons at a time, most of them trying to get to the UK. At one point, large numbers came from Afghanistan, Iraq and Iran, but African and Eastern European countries are also represented. Most migrants who got into Britain found some way to ride a freight train, but others used Eurostar. Though the facilities were fenced, airtight security was deemed impossible; refugees would even jump from bridges onto moving trains. In several incidents persons were injured during the crossing; others tampered with railway equipment, causing delays and requiring repairs. Eurotunnel said it was losing 5m per month due to the problem. Over a dozen refugees died in various crossing attempts. Immigrants have also arrived as legitimate Eurostar passengers without proper entry papers.


          Local authorities in both France and the UK called for the closure of Sangatte, and Eurotunnel twice sought an injunction against the centre. In 2002, after the European Commission told France that it was in breach of European Union rules on the free transfer of goods, due to the delays and closures as a result of its poor security, a double fence was built at a cost of 5 million, reducing the numbers of refugees detected each week reaching Britain on goods trains from 250 to almost none. Other measures included CCTV cameras and increased police patrols. At the end of 2002, the Sangatte centre was closed after the UK and France agreed to take shares of the refugees.


          


          Environmental barriers


          The UK was especially keen on ensuring that the Channel Tunnel could not become an entry point for unwanted invasive species or animal or plant diseases. There are inspection points at both ends to ensure that banned items are not transported. Since Britain is rabies-free, concerns included the possibility of wild animals such as foxes. Electrified grids were installed, but never worked satisfactorily, and were supplemented by fencing, CCTV, sensors, and human trackers. In time rabies control measures by France and other EU members reduced the risk, so the barriers were removed.


          


          Financial trouble


          Eurotunnel, the company that built and funded the project and currently runs the shuttle services, has been in financial difficulties almost from the start. Attempts at solving the problems have included cutting the number of trains per hour on a normal day from four to two, reducing staff and streamlining the business. In May 2007 an agreement was reached to slash the company's huge debts: the shareholders have agreed to swap their Eurotunnel shares for a stake in a new company, Groupe Eurotunnel.


          


          Second tunnel


          Eurotunnel has investigated the possibility of a second tunnel through the Channel, as required under the Concession from the two Governments, but the economic case has not been made. The planning has not progressed past the feasibility stage.


          


          Appearances in film, television and literature


          
            	The Channel Tunnel features in the climax of the film Mission: Impossible ( Brian De Palma, 1996), in which Tom Cruise, clinging on to a high-speed train, is chased by a helicopter into what is supposedly the Channel Tunnel. The effects-driven sequence contains many factual errors in addition to the physical impossibility of such a feat. In the film the tunnel is shown as a single rectangular twin-track tunnel, and the trains shown are standard French TGVs but without overhead wires. In reality the Channel Tunnel uses separate single-track tunnels for the two directions of travel, while SNCF passenger trains do not operate in the tunnel. The sequence showing the train approaching the tunnel was reportedly filmed in the Upper Nithsdale valley on the Kilmarnock to Dumfries section of the Glasgow South Western Line in Scotland.

          


          
            	Chunnel was the name of a fictional movie in a 1995 episode of the popular U.S. television series Seinfeld entitled " The Pool Guy". Chunnel was an action/ disaster film which featured the Tunnel as its primary setting.

          


          
            	The Channel Tunnel was featured in an episode of MegaStructures on the National Geographic Channel, and was placed as number one on their Top 10 list of MegaStructures around the world.

          


          
            	The Tunnel has featured in several of the BBC's Top Gear episodes.

          


          
            	The Channel Tunnel featured significantly in the 2005 Cdric Klapisch film The Russian Dolls.

          


          
            	The Tunnel was a feature in the 2007 film Mr. Bean's Holiday, in which Mr. Bean (played by Rowan Atkinson) experiences trouble in both UK and French Eurostar terminals and on the train itself.

          


          
            	The TBMs used to dig out the Tunnel were used in the heist in the 2007 film Ocean's Thirteen.

          


          
            	Robert Byrne's 1977 fiction novel The Tunnel centered on a terrorist attack on the tunnel by the Irish Republican Army during its construction.

          


          
            	The 2007 film The Bourne Ultimatum shows a scene of Jason Bourne making a call and the chase that follows in the former UK terminal.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Channel_Tunnel"
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          In mathematics and physics, chaos theory describes the behaviour of certain nonlinear dynamical systems that may exhibit dynamics that are highly sensitive to initial conditions (popularly referred to as the butterfly effect). As a result of this sensitivity, which manifests itself as an exponential growth of perturbations in the initial conditions, the behaviour of chaotic systems appears to be random. This happens even though these systems are deterministic, meaning that their future dynamics are fully defined by their initial conditions, with no random elements involved. This behaviour is known as deterministic chaos, or simply chaos.


          


          Overview


          Chaotic behaviour has been observed in the laboratory in a variety of systems including electrical circuits, lasers, oscillating chemical reactions, fluid dynamics, and mechanical and magneto-mechanical devices. Observations of chaotic behaviour in nature include the dynamics of satellites in the solar system, the time evolution of the magnetic field of celestial bodies, population growth in ecology, the dynamics of the action potentials in neurons, and molecular vibrations. Everyday examples of chaotic systems include weather and climate. There is some controversy over the existence of chaotic dynamics in the plate tectonics and in economics.


          Systems that exhibit mathematical chaos are deterministic and thus orderly in some sense; this technical use of the word chaos is at odds with common parlance, which suggests complete disorder. A related field of physics called quantum chaos theory studies systems that follow the laws of quantum mechanics. Recently, another field, called relativistic chaos, has emerged to describe systems that follow the laws of general relativity.


          As well as being orderly in the sense of being deterministic, chaotic systems usually have well defined statistics. For example, the Lorenz system pictured is chaotic, but has a clearly defined structure. Bounded chaos is a useful term for describing models of disorder.


          


          History
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          The first discoverer of chaos can plausibly be argued to be Jacques Hadamard, who in 1898 published an influential study of the chaotic motion of a free particle gliding frictionlessly on a surface of constant negative curvature. In the system studied, Hadamard's billiards, Hadamard was able to show that all trajectories are unstable, in that all particle trajectories diverge exponentially from one another, with a positive Lyapunov exponent.


          In the early 1900s Henri Poincar, while studying the three-body problem, found that there can be orbits which are nonperiodic, and yet not forever increasing nor approaching a fixed point. Much of the early theory was developed almost entirely by mathematicians, under the name of ergodic theory. Later studies, also on the topic of nonlinear differential equations, were carried out by G.D. Birkhoff, A.N. Kolmogorov, M.L. Cartwright, J.E. Littlewood, and Stephen Smale. Except for Smale, these studies were all directly inspired by physics: the three-body problem in the case of Birkhoff, turbulence and astronomical problems in the case of Kolmogorov, and radio engineering in the case of Cartwright and Littlewood. Although chaotic planetary motion had not been observed, experimentalists had encountered turbulence in fluid motion and nonperiodic oscillation in radio circuits without the benefit of a theory to explain what they were seeing.


          Despite initial insights in the first half of the century, chaos theory became formalized as such only after mid-century, when it first became evident for some scientists that linear theory, the prevailing system theory at that time, simply could not explain the observed behaviour of certain experiments like that of the logistic map. What had been beforehand excluded as measure imprecision and simple " noise" was considered by chaos theories as a full component of the studied systems.


          The main catalyst for the development of chaos theory was the electronic computer. Much of the mathematics of chaos theory involves the repeated iteration of simple mathematical formulas, which would be impractical to do by hand. Electronic computers made these repeated calculations practical, while figures and images made it possible to visualize these systems. One of the earliest electronic digital computers, ENIAC, was used to run simple weather forecasting models.
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          An early pioneer of the theory was Edward Lorenz whose interest in chaos came about accidentally through his work on weather prediction in 1961. Lorenz was using a simple digital computer, a Royal McBee LGP-30, to run his weather simulation. He wanted to see a sequence of data again and to save time he started the simulation in the middle of its course. He was able to do this by entering a printout of the data corresponding to conditions in the middle of his simulation which he had calculated last time.


          To his surprise the weather that the machine began to predict was completely different from the weather calculated before. Lorenz tracked this down to the computer printout. The computer worked with 6-digit precision, but the printout rounded variables off to a 3-digit number, so a value like 0.506127 was printed as 0.506. This difference is tiny and the consensus at the time would have been that it should have had practically no effect. However Lorenz had discovered that small changes in initial conditions produced large changes in the long-term outcome. Lorenz's discovery, which gave its name to Lorenz attractors, proved that meteorology could not reasonably predict weather beyond a weekly period (at most).


          The year before, Benoit Mandelbrot found recurring patterns at every scale in data on cotton prices. Beforehand, he had studied information theory and concluded noise was patterned like a Cantor set: on any scale the proportion of noise-containing periods to error-free periods was a constant-- thus errors were inevitable and must be planned for by incorporating redundancy. Mandelbrot described both the Noah effect (in which sudden discontinuous changes can occur, e.g., in a stock's prices after bad news, thus challenging normal distribution theory in statistics, aka Bell Curve) and the Joseph effect (in which persistence of a value can occur for a while, yet suddenly change afterwards). In 1967, he published How Long Is the Coast of Britain? Statistical Self-Similarity and Fractional Dimension, showing that a coastline's length varies with the scale of the measuring instrument, resembles itself at all scales, and is infinite in length for an infinitesimally small measuring device. Arguing that a ball of twine appears to be 1-dimensional (far), 3-dimensional (fairly near), or 1-dimensional (close), he argued that the dimensions of an object are relative to the observer and may be fractional. An object whose irregularity is constant over different scales ("self-similarity") is a fractal (for example, the Koch curve or " snowflake", which is infinitely long yet encloses a finite space with dimensions = 1.2618; or the Menger sponge and the Sierpinski gasket). In 1975 Mandelbrot published The Fractal Geometry of Nature, which became a classic of chaos theory. Biological systems such as the branching of the circulatory and bronchial systems proved to fit a fractal model.


          Yoshisuke Ueda independently identified a chaotic phenomenon as such by using an analog computer on November 27, 1961. The chaos exhibited by an analog computer is a real phenomenon, in contrast with those that digital computers calculate, which has a different kind of limit on precision. Ueda's supervising professor, Hayashi, did not believe in chaos, and thus he prohibited Ueda from publishing his findings until 1970.


          In December 1977 the New York Academy of Sciences organized the first symposium on Chaos, attended by David Ruelle, Robert May, James Yorke (coiner of the term "chaos" as used in mathematics), Robert Shaw (a physicist, part of the Eudaemons group with J. Doyne Farmer and Norman Packard who tried to find a mathematical method to beat roulette, and then created with them the Dynamical Systems Collective in Santa Cruz), and the meteorologist Edward Lorenz.


          The following year, Mitchell Feigenbaum published the noted article "Quantitative Universality for a Class of Nonlinear Transformations", where he described logistic maps. Feigenbaum had applied fractal geometry to the study of natural forms such as coastlines. Feigenbaum notably discovered the universality in chaos, permitting an application of chaos theory to many different phenomena.


          In 1979, Albert J. Libchaber, during a symposium organized in Aspen by Pierre Hohenberg, presented his experimental observation of the bifurcation cascade that leads to chaos and turbulence in convective Rayleigh-Benard systems. He was awarded the Wolf Prize in Physics in 1986 along with Mitchell J. Feigenbaum "for his brilliant experimental demonstration of the transition to turbulence and chaos in dynamical systems".


          The New York Academy of Sciences then co-organized, in 1986, with the National Institute of Mental Health and the Office of Naval Research the first important conference on Chaos in biology and medicine. Bernardo Huberman thereby presented a mathematical model of the eye tracking disorder among schizophrenics . Chaos theory thereafter renewed physiology in the 1980s, for example in the study of pathological cardiac cycles.


          In 1987, Per Bak, Chao Tang and Kurt Wiesenfeld published a paper in Physical Review Letters describing for the first time self-organized criticality (SOC), considered to be one of the mechanisms by which complexity arises in nature. Alongside largely lab-based approaches such as the Bak-Tang-Wiesenfeld sandpile, many other investigations have centred around large-scale natural or social systems that are known (or suspected) to display scale-invariant behaviour. Although these approaches were not always welcomed (at least initially) by specialists in the subjects examined, SOC has nevertheless become established as a strong candidate for explaining a number of natural phenomena, including: earthquakes (which, long before SOC was discovered, were known as a source of scale-invariant behaviour such as the Gutenberg-Richter law describing the statistical distribution of earthquake sizes, and the Omori law describing the frequency of aftershocks); solar flares; fluctuations in economic systems such as financial markets (references to SOC are common in econophysics); landscape formation; forest fires; landslides; epidemics; and biological evolution (where SOC has been invoked, for example, as the dynamical mechanism behind the theory of "punctuated equilibria" put forward by Niles Eldredge and Stephen Jay Gould). Worryingly, given the implications of a scale-free distribution of event sizes, some researchers have suggested that another phenomenon that should be considered an example of SOC is the occurrence of wars. These "applied" investigations of SOC have included both attempts at modelling (either developing new models or adapting existing ones to the specifics of a given natural system), and extensive data analysis to determine the existence and/or characteristics of natural scaling laws.


          The same year, James Gleick published Chaos: Making a New Science, which became a best-seller and introduced general principles of chaos theory as well as its history to the broad public. At first the domains of work of a few, isolated individuals, chaos theory progressively emerged as a transdisciplinary and institutional discipline, mainly under the name of nonlinear systems analysis. Alluding to Thomas Kuhn's concept of a paradigm shift exposed in The Structure of Scientific Revolutions (1962), many "chaologists" (as some self-nominated themselves) claimed that this new theory was an example of such as shift, a thesis upheld by J. Gleick.


          The availability of cheaper, more powerful computers broadens the applicability of chaos theory. Currently, chaos theory continues to be a very active area of research, involving many different disciplines (mathematics, topology, physics, population biology, biology, meteorology, astrophysics, information theory, etc.).


          


          Chaotic dynamics


          For a dynamical system to be classified as chaotic, it must have the following properties:


          
            	it must be sensitive to initial conditions,


            	it must be topologically mixing, and


            	its periodic orbits must be dense.

          


          Sensitivity to initial conditions means that each point in such a system is arbitrarily closely approximated by other points with significantly different future trajectories. Thus, an arbitrarily small perturbation of the current trajectory may lead to significantly different future behaviour.


          Sensitivity to initial conditions is popularly known as the " butterfly effect", so called because of the title of a paper given by Edward Lorenz in 1972 to the American Association for the Advancement of Science in Washington, D.C. entitled Predictability: Does the Flap of a Butterflys Wings in Brazil set off a Tornado in Texas? The flapping wing represents a small change in the initial condition of the system, which causes a chain of events leading to large-scale phenomena. Had the butterfly not flapped its wings, the trajectory of the system might have been vastly different.


          Sensitivity to initial conditions is often confused with chaos in popular accounts. It can also be a subtle property, since it depends on a choice of metric, or the notion of distance in the phase space of the system. For example, consider the simple dynamical system produced by repeatedly doubling an initial value (defined by the mapping on the real line from x to 2x). This system has sensitive dependence on initial conditions everywhere, since any pair of nearby points will eventually become widely separated. However, it has extremely simple behaviour, as all points except 0 tend to infinity. If instead we use the bounded metric on the line obtained by adding the point at infinity and viewing the result as a circle, the system no longer is sensitive to initial conditions. For this reason, in defining chaos, attention is normally restricted to systems with bounded metrics, or closed, bounded invariant subsets of unbounded systems.


          Even for bounded systems, sensitivity to initial conditions is not identical with chaos. For example, consider the two-dimensional torus described by a pair of angles (x,y), each ranging between zero and 2. Define a mapping that takes any point (x,y) to (2x, y + a), where a is any number such that a/2 is irrational. Because of the doubling in the first coordinate, the mapping exhibits sensitive dependence on initial conditions. However, because of the irrational rotation in the second coordinate, there are no periodic orbits, and hence the mapping is not chaotic according to the definition above.


          Topologically mixing means that the system will evolve over time so that any given region or open set of its phase space will eventually overlap with any other given region. Here, "mixing" is really meant to correspond to the standard intuition: the mixing of colored dyes or fluids is an example of a chaotic system.


          


          Attractors


          Some dynamical systems are chaotic everywhere (see e.g. Anosov diffeomorphisms) but in many cases chaotic behaviour is found only in a subset of phase space. The cases of most interest arise when the chaotic behaviour takes place on an attractor, since then a large set of initial conditions will lead to orbits that converge to this chaotic region.


          An easy way to visualize a chaotic attractor is to start with a point in the basin of attraction of the attractor, and then simply plot its subsequent orbit. Because of the topological transitivity condition, this is likely to produce a picture of the entire final attractor.
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          For instance, in a system describing a pendulum, the phase space might be two-dimensional, consisting of information about position and velocity. One might plot the position of a pendulum against its velocity. A pendulum at rest will be plotted as a point, and one in periodic motion will be plotted as a simple closed curve. When such a plot forms a closed curve, the curve is called an orbit. Our pendulum has an infinite number of such orbits, forming a pencil of nested ellipses about the origin.


          


          Strange attractors


          While most of the motion types mentioned above give rise to very simple attractors, such as points and circle-like curves called limit cycles, chaotic motion gives rise to what are known as strange attractors, attractors that can have great detail and complexity. For instance, a simple three-dimensional model of the Lorenz weather system gives rise to the famous Lorenz attractor. The Lorenz attractor is perhaps one of the best-known chaotic system diagrams, probably because not only was it one of the first, but it is one of the most complex and as such gives rise to a very interesting pattern which looks like the wings of a butterfly. Another such attractor is the Rssler map, which experiences period-two doubling route to chaos, like the logistic map.


          Strange attractors occur in both continuous dynamical systems (such as the Lorenz system) and in some discrete systems (such as the Hnon map). Other discrete dynamical systems have a repelling structure called a Julia set which forms at the boundary between basins of attraction of fixed points - Julia sets can be thought of as strange repellers. Both strange attractors and Julia sets typically have a fractal structure.


          The Poincar-Bendixson theorem shows that a strange attractor can only arise in a continuous dynamical system if it has three or more dimensions. However, no such restriction applies to discrete systems, which can exhibit strange attractors in two or even one dimensional systems.


          The initial conditions of three or more bodies interacting through gravitational attraction (see the n-body problem) can be arranged to produce chaotic motion.


          


          Minimum complexity of a chaotic system
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          Simple systems can also produce chaos without relying on differential equations. An example is the logistic map, which is a difference equation ( recurrence relation) that describes population growth over time.


          Even the evolution of simple discrete systems, such as cellular automata, can heavily depend on initial conditions. Stephen Wolfram has investigated a cellular automaton with this property, termed by him rule 30.


          A minimal model for conservative (reversible) chaotic behaviour is provided by Arnold's cat map.


          


          Mathematical theory


          Sarkovskii's theorem is the basis of the Li and Yorke (1975) proof that any one-dimensional system which exhibits a regular cycle of period three will also display regular cycles of every other length as well as completely chaotic orbits.


          Mathematicians have devised many additional ways to make quantitative statements about chaotic systems. These include: fractal dimension of the attractor, Lyapunov exponents, recurrence plots, Poincar maps, bifurcation diagrams, and transfer operator.


          


          Distinguishing random from chaotic data


          It can be difficult to tell from data whether a physical or other observed process is random or chaotic, because in practice no time series consists of pure 'signal.' There will always be some form of corrupting noise, even if it is present as round-off or truncation error. Thus any real time series, even if mostly deterministic, will contain some randomness.


          All methods for distinguishing deterministic and stochastic processes rely on the fact that a deterministic system always evolves in the same way from a given starting point. Thus, given a time series to test for determinism, one can:


          
            	pick a test state;


            	search the time series for a similar or 'nearby' state; and


            	compare their respective time evolutions.

          


          Define the error as the difference between the time evolution of the 'test' state and the time evolution of the nearby state. A deterministic system will have an error that either remains small (stable, regular solution) or increases exponentially with time (chaos). A stochastic system will have a randomly distributed error.


          Essentially all measures of determinism taken from time series rely upon finding the closest states to a given 'test' state (i.e., correlation dimension, Lyapunov exponents, etc.). To define the state of a system one typically relies on phase space embedding methods. Typically one chooses an embedding dimension, and investigates the propagation of the error between two nearby states. If the error looks random, one increases the dimension. If you can increase the dimension to obtain a deterministic looking error, then you are done. Though it may sound simple it is not really. One complication is that as the dimension increases the search for a nearby state requires a lot more computation time and a lot of data (the amount of data required increases exponentially with embedding dimension) to find a suitably close candidate. If the embedding dimension (number of measures per state) is chosen too small (less than the 'true' value) deterministic data can appear to be random but in theory there is no problem choosing the dimension too large  the method will work. Practically, anything approaching about 10 dimensions is considered so large that a stochastic description is probably more suitable and convenient anyway.


          


          Applications


          Chaos theory is applied in many scientific disciplines: mathematics, biology, computer science, economics, engineering, finance, philosophy, physics, politics, population dynamics, psychology, and robotics.


          Chaos theory is also currently being applied to medical studies of epilepsy, specifically to the prediction of seemingly random seizures by observing initial conditions.
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        Charitable organization


        
          

          A charitable organization (also known as a charity) is an organization with charitable purposes only. Trusts, foundations, unincorporated associations and in some jurisdictions specific types of companies, may be established for a charitable purpose or may acquire such purpose after establishment. Charities are all non-profit organizations, however, not all non-profit organizations are charities. Organizations that are only partly dedicated to charitable purposes are sometimes considered as, or treated as, charities, depending on specific regulations at a given jurisdiction. Some charitable organizations may be established by companies as part of tax planning and strategies.


          


          Impact


          In many countries, the charity sector is quickly growing. Charities often take over services that used to be provided by the state, such as health services or elderly care, when the state ceases to fulfill these traditional social responsibilities. In some cases there have begun to exist Non-profit franchises (charity organizations which create new charity organizations).


          


          Supervision


          Charities are normally subject to some form of oversight by a government appointed authority. Most countries require registration of charities, with the requirement to report its activities (especially financial ones) to the government, usually on an annual basis.


          Supervision can reduce the possibilities of charity fraud and may be thought particularly justified where charities receive Tax exemptions. However, supervision may also allow the government to influence the scope and agenda of charities.


          In the United States, because of the principle of separation of church and state, churches and other religious organisations are often exempt from this legal requirement, although they are often overseen by a church hierarchy.


          


          Origins of common law legal definitions


          In law, the concept of "charitable" purpose has a meaning which is not quite the same as in normal language.


          In common law jurisdictions the concept derives loosely from the meandering list of charitable purposes in the Charitable Uses Act (also known as the Statute of Elizabeth) 1601, interpreted and expanded in a considerable body of case law. In Commissioners for Special Purposes of Income Tax v Pemsel (1891), Lord McNaughten identified four heads of charity which could be extracted from the Charitable Uses Act and that are recognized by the law of charities today: (1) relief of poverty, (2) the advancement of education, (3) the advancement of religion, and (4) other purposes considered beneficial to the community.


          For a purpose to fall into the fourth category, the courts will usually refer to the preamble of the Charitable Uses Act 1601, and decide by analogy to the purposes listed there. An example of this is the case of Vancouver Regional Freenet Association v Minister of National Revenue (1996), where free Internet access was likened by analogy to the repair of highways found in the preamble to the Charitable Uses Act 1601.


          In some jurisdictions, the common law definition has been replaced by a statutory definition, but without greatly changing the underlying concept.


          


          Regulations in different countries


          


          Australia


          Under Australian law, there is no centralised system of government regulation or recognition for charities. The notion of a charity touches upon several distinct areas of the law; it is up to each individual agency to decide on what is a charity with respect to the laws it is administering. If an entity disagrees with the decision of the agency, it can challenge it through the Courts. It is possible for an entity to be recognised as a charity by some agencies but not others. For example, in the early 1980s, Scientology was recognised as a religious charity by the governments of most States and Territories, but the Victorian taxation system refused recognition, until Scientology successfully challenged that decision through the courts - see Church of the New Faith for more.


          The most important of the laws around charities is the registration with the Australian Taxation Office as deductible gift recipients (DGR). This results in the people being able to deduct donations to the charity from their income tax. However, there are also several other areas where charity comes into play: the States regulate charitable fundraising, to ensure only bona fide charities engage in it; ASIC charges reduced fees for companies established for a charitable purpose; charities can avail themselves of exceptions to the company naming provisions under the Corporations Act; trusts for charitable purposes can escape the rule against perpetuities in trust law.


          The definition of trust in Australia is derived through English common law, originally from the Statute of Charitable Uses Act 1601, and then through several centuries of case law based upon it. In 2002, the Federal Government established an inquiry into the definition of a charity. That inquiry proposed that the government should legislate a definition of a charity, based on the principles developed through case law. This resulted in the Charities Bill 2003. The Bill incorporated a number of provisions, such as limitations on charities being involved in political campaigning, which many charities saw as an unwelcome departure from the case law. The government then appointed a Board of the Taxation inquiry to consult with charities on the Bill. As a result of widespread criticism from charities, the Government decided to abandon the Bill.


          As a result, the government then introduced what became the Extension of Charitable Purpose Act 2004. This Bill did not attempt to codify the definition of a charitable purpose; it merely sought to clarify that certain purposes were indeed charitable, whose charitable status had been subject to legal doubts. These purposes were: childcare; self-help groups; closed/contemplative religious orders.


          


          Hong Kong


          The city's tax department, the Inland Revenue Department, grants tax exemption status to charitable institutions or trusts of a public character. Organisations may apply to the Department for recognition as approved charitable institutions or trusts of a public character. The Department stresses that it is not responsible for the registration of charities.


          Currently there are about 4,400 charitable institutions and trusts registered with the Department. Any group engaged in poverty relief, education or religious advancement, or other beneficial activities may apply for charitable status.


          


          United Kingdom


          There were over 200,000 registered charities in the UK at the start of 2005.


          
            	The 190,000+ charities in England and Wales are generally registered with the Charity Commission for England and Wales. The Charity Commission has an online register listing them all. Many charities take the form of limited liability companies and these are also registered with Companies House. (The main reason for using a company is to obtain limited liability for the trustees). Major changes to English charity law are contained in the Charities Act 2006.

          


          
            	The 20,000 or so charities in Scotland are registered with the Office of the Scottish Charity Regulator (OSCR), who also publish a Register of charities online.

          


          
            	The 5,000 or so charities in Northern Ireland are registered with the Inland Revenue. There is no central register or regulatory body for these charities, but this situation is currently under discussion.

          


          


          Tax treatment of charities and gifts to charity


          In common law jurisdictions, charities generally enjoy tax exemption for their income, and donors generally enjoy tax reliefs for gifts to charity. Details vary, of course, from country to country.


          In civil law jurisdictions not all charitable organizations are tax exempt. Tax exemption is not automatically attributed to a charitable organization, each charity must apply specifically for tax exemption status if desired. Tax exemption may be attributed in full or in pre-categorised percentage levels. When charitable organizations have been established by companies within a tax planning strategy or by any other reason, those charities are usually legally bound in liability to the parent companies.


          


          United States


          In the United States, there are complex tax law differences between private and public charities.


          Donations to charities in the United States are deductible for income tax purposes if the organization has exempt status from the Internal Revenue Service, usually under non-profit organization sec. 501(c)(3) of the tax code. Such organizations file a tax return by using IRS Form 990, which is monitored by watchdog groups like Charity Navigator to analyze their business practices. Any organization meeting the rules of section 501(c)(3) can be classified a charity in the US, including trusts, foundations and corporations.


          US tax law also allows trusts that do not qualify as exempt under 501(c)(3) to get significant tax advantages if they are set up with specific provisions.( ). These are called Charitable Remainder Trusts (CRT) and Charitable Lead Trusts (CLT). Charitable Remainder Trusts are so named because the remainder of the assets in the trust passes to a designated charity at the death of the grantor or one or more beneficiaries. A current tax deduction is given for the portion that is determined to be the expected amount the charity will receive in the future, which is called the remainder. During the lifetime of the primary beneficiary, a percentage of assets or a fixed dollar amount are paid to the primary beneficiary. There are two primary types of CRTs: Charitable Remainder Unitrusts (CRUT), where a percentage of assets is received by the lifetime beneficiary, and Charitable Remainder Annuity Trusts (CRAT), where a fixed dollar amount is received every year. Charities or other trustees are also allowed to set up pooled trusts that operate similarly to individual CRTs except that they receive contributions from multiple donors. This allows each donor similar benefits as an individual CRT without the expense of creating the trust themselves. The Charitable Lead Trust is essentially the reverse of a Charitable Remainder Trust ( ). In this form, the lifetime payments go to the charity and the remainder returns to the donor or to the donor's estate or other beneficiaries. Thus the two types of CLTs are CLUTs and CLATs, which are analogous to CRUTs and CRATs.


          Similarly named and often confused with CRUTs and CRATs are Grantor Retained Unitrusts (GRUT) and Grantor Retained Annuity Trusts (GRAT) ( ). The difference is that GRUTs and GRATs do not involve charitable beneficiaries and therefore are not given the charitable deduction.


          


          United Kingdom


          In the United Kingdom, Gift Aid is a scheme to enable tax-effective giving by individuals and companies to UK charities. In outline, Gift Aid allows individuals who are subject to UK income tax to complete a simple, short declaration that they are a UK taxpayer. Any cash donations that the taxpayer makes to the charity are then treated as being made after deduction of income tax at the basic rate (22% in 2006/7), and the charity can reclaim the basic rate income tax paid on the gift, adding approximately 28 per cent to the value of the gift. Higher-rate taxpayers can also claim a deduction for income tax purposes. Charitable companies are also exempt from paying corporation tax on any profits they make. Charities also gain more favourable treatment for value added tax purposes as well. For example, donated materials for charity shops are classed as zero-rated for VAT purposes and adverts placed by charities are also zero-rated in many circumstances.


          Although strictly intended for cash donations, HMRC have recently (2006) allowed schemes wherby charities can also claim tax relief on goods donated (such as via charity shops) for sale.


          


          Hong Kong


          Charitable organizations are exempt from taxation when they engage in a trade or business from which the profits shall be exempt if used for a charitable purpose within Hong Kong. Furthermore, said trade or business must actually carry out the express purpose of the organization or the benefited persons actually carry on the work of the charitable organization.


          A taxpayer may receive a deduction from their income taxes equal to the amount of charitable contributions to tax-exempt charitable organizations. However, the taxpayer must have made such contributions that in the aggregate exceed $100. The taxpayer may not receive a deduction in an amount that exceeds 25% of their total income.


          


          Organizations that evaluate charities


          
            	American Institute of Philanthropy


            	BBB Wise Giving Alliance


            	Charity Navigator


            	Development Ratings


            	GuideStar


            	Intelligent Giving
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          Charlemagne (pronounced /ˈʃɑrlɨmeɪn/; Latin: Carolus Magnus or Karolus Magnus, meaning Charles the Great) ( 747  28 January 814) was King of the Franks from 768 to his death. He expanded the Frankish kingdoms into a Frankish Empire that incorporated much of Western and Central Europe. During his reign, he conquered Italy and was crowned Imperator Augustus by Pope Leo III on 25 December 800 as a rival of the Byzantine Emperor in Constantinople. His rule is also associated with the Carolingian Renaissance, a revival of art, religion, and culture through the medium of the Catholic Church. Through his foreign conquests and internal reforms, Charlemagne helped define both Western Europe and the Middle Ages. He is numbered as Charles I in the regnal lists of France, Germany, and the Holy Roman Empire.


          The son of King Pippin the Short and Bertrada of Laon, he succeeded his father and co-ruled with his brother Carloman I. The latter got on badly with Charlemagne, but war was prevented by the sudden death of Carloman in 771. Charlemagne continued the policy of his father towards the papacy and became its protector, removing the Lombards from power in Italy, and waging war on the Saracens, who menaced his realm from Spain. It was during one of these campaigns that Charlemagne experienced the worst defeat of his life, at Roncesvalles (778). He also campaigned against the peoples to his east, especially the Saxons, and after a protracted war subjected them to his rule. By forcibly converting them to Christianity, he integrated them into his realm and thus paved the way for the later Ottonian dynasty.


          Today he is regarded not only as the founding father of both French and German monarchies, but also as the father of Europe: his empire united most of Western Europe for the first time since the Romans, and the Carolingian renaissance encouraged the formation of a common European identity. Pierre Rich reflects:


          
            
              	

              	. . . he enjoyed an exceptional destiny, and by the length of his reign, by his conquests, legislation and legendary stature, he also profoundly marked the history of western Europe.

              	
            

          


          


          Background


          By the 6th century, the Franks were Christianised, and the Frankish Empire ruled by the Merovingians had become the most powerful of the kingdoms which succeeded the Western Roman Empire. But following the Battle of Tertry, the Merovingians declined into a state of powerlessness, for which they have been dubbed do-nothing kings ( rois fainants). Almost all government powers of any consequence were exercised by their chief officer, the mayor of the palace or major domus.


          In 687, Pippin of Herstal, mayor of the palace of Austrasia, ended the strife between various kings and their mayors with his victory at Tertry and became the sole governor of the entire Frankish kingdom. Pippin himself was the grandson of two most important figures of the Austrasian Kingdom, Saint Arnulf of Metz and Pippin of Landen. Pippin the Middle was eventually succeeded by his illegitimate son Charles, later known as Charles Martel (the Hammer). After 737, Charles governed the Franks without a king on the throne but desisted from calling himself "king". Charles was succeeded by his sons Carloman and Pippin the Short, the father of Charlemagne. To curb separatism in the periphery of the realm, the brothers placed on the throne Childeric III, who was to be the last Merovingian king.


          After Carloman resigned his office, Pippin had Childeric III deposed with Pope Zachary's approval. In 751, Pippin was elected and anointed King of the Franks and in 754, Pope Stephen II again anointed him and his young sons, now heirs to the great realm which already covered most of western and central Europe. Thus was the Merovingian dynasty replaced by the Carolingian dynasty, named after Pippin's father Charles Martel.


          Under the new dynasty, the Frankish kingdom spread to encompass an area including most of Western Europe. The division of that kingdom formed France and Germany; and the religious, political, and artistic evolutions originating from a centrally-positioned Francia made a defining imprint on the whole of Western Europe.


          


          Personal traits
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          Date and place of birth


          Charlemagne is believed to have been born in 742; however, several factors have led to a reconsideration of this date. First, the year 742 was calculated from his age given at death, rather than from attestation in primary sources. Another date is given in the Annales Petarienses, April 1, 747. In that year, April 1 was at Easter. The birth of an emperor at eastertime is a coincidence likely to provoke comment, but there was no such comment documented in 747, leading some to suspect that the Easter birthday was a pious fiction concocted as a way of honoring the Emperor. Other commentators weighing the primary records have suggested that his birth was one year later, in 748. At present, it is impossible to be certain of the date of the birth of Charlemagne. The best guesses include April 1, 747, after April 15, 747, or April 1, 748, in Herstal (where his father was born, a city close to Lige in modern day Belgium), the region from where both the Merovingian and Carolingian families originate. He went to live in his father's villa in Jupille when he was around seven, which caused Jupille to be listed as a possible place of birth in almost every history book. Other cities have been suggested, including, Prm, Dren, Gauting and Aachen.


          


          Language


          Charlemagne's native tongue is a matter of controversy. His mother speech was probably a Germanic dialect of the Franks of the time, but linguists differ on the identity and periodisation of the language, some going so far as to say that he did not speak Old Frankish as he was born in 742 or 747, by which time Old Frankish had become extinct. Old Frankish is reconstructed from its descendant, Old Low Franconian, also called Old Dutch, and from loanwords to Old French. Linguists know very little about Old Frankish, as it attested mainly as phrases and words in the law codes of the main Frankish tribes (especially those of the Salian and Ripuarian Franks), which are written in Latin interspersed with Germanic elements.


          The area of Charlemagne's birth does not make determination of his native language easier. Most historians agree he was born around Lige, like his father, but some say he was born in or around Aachen, some fifty kilometres away. At that time, this was an area of great linguistic diversity. If we take Lige (around 750) as the centre, we find Low Franconian in the north and northwest, Gallo-Romance (the ancestor of Old French) in the south and southwest and various Old High German dialects in the east. If Gallo-Romance is excluded, that means he either spoke Old Low Franconian or an Old High German dialect, probably with a strong Frankish influence.


          Apart from his native language he also spoke Latin "as fluently as his own tongue" and understood a bit of Greek: Grecam vero melius intellegere quam pronuntiare poterat, "He understood Greek better than he could pronounce it."


          


          Names of Charlemagne


          Because of the number of languages spoken within his Empire, and his wide European fame, Charlemagne's name has been preserved in many different languages in different forms. The language of Charlemagne itself does not exist anymore, but evolved into the Franconian languages.


          Charlemagne's birth-name, "Charles" was derived from his grandfather, Charles Martel. The name derives from "karl", a Germanic stem meaning "man" or "free man", related to the English " churl". The earliest extant forms of Charlemagne's name are in the Latinate form, "Carolus" or "Karolus".


          In many Slavic languages, the very word for "king" derives from Charles' Slavicised name.
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          Modern variants in Germanic languages (except English) are:


          
            	Danish, Norwegian and Swedish: Karl den Store


            	Dutch: Karel de Grote


            	German: Karl der Groe


            	Luxembourgish: Karel de Groussen


            	West Frisian: Karel de Grutte

          


          The Germanic name was Latinised (Latin: Carolus Magnus) and preserved in the modern Romance languages (as well as English):


          
            	Catalan: Carlemany


            	French: Charlemagne and Charles le Grand, from the Old French Charles le Magne


            	Italian: Carlo Magno and Carlomagno


            	Portuguese: Carlos Magno


            	Spanish: Carlomagno


            	Walloon: Tchrlumagne and Tchle li Grand

          


          Modern variants in the Slavic languages influenced by the Germanic name are:


          
            	Croatian: Karlo Veliki


            	Czech: Karel Velik


            	Polish: Karol Wielki


            	Slovak: Karol Veľk


            	Slovenian: Karel Veliki

          


          The Breton variant is Karl-Veur.


          


          Personal appearance


          Though no description from Charlemagne's lifetime exists, his personal appearance is known from a good description by Einhard, author of the biographical Vita Caroli Magni. Einhard tells in his twenty-second chapter:


          
            Charles was large and strong, and of lofty stature, though not disproportionately tall (his height is well known to have been seven times the length of his foot); the upper part of his head was round, his eyes very large and animated, nose a little long, hair fair, and face laughing and merry. Thus his appearance was always stately and dignified, whether he was standing or sitting; although his neck was thick and somewhat short, and his belly rather prominent; but the symmetry of the rest of his body concealed these defects. His gait was firm, his whole carriage manly, and his voice clear, but not so strong as his size led one to expect.

          


          Charles is well known to have been tall, stately, and fair-haired, with a disproportionately thick neck. The Roman tradition of realistic personal portraiture was in complete eclipse in his time, where individual traits were submerged in iconic typecastings. Charlemagne, as an ideal ruler, ought to be portrayed in the corresponding fashion, any contemporary would have assumed. The images of enthroned Charlemagne, God's representative on Earth, bear more connections to the icons of Christ in majesty than to modern (or antique) conceptions of portraiture. Charlemagne in later imagery (as in the Drer portrait) is often portrayed with flowing blond hair, due to a misunderstanding of Einhard, who describes Charlemagne as having canitie pulchra, or "beautiful white hair", which has been rendered as blonde or fair in many translations.


          


          Dress


          
            [image: Part of the treasure in Aachen]

            
              Part of the treasure in Aachen
            

          


          Charlemagne wore the traditional, inconspicuous and distinctly non-aristocratic costume of the Frankish people, described by Einhard thus:


          
            He used to wear the national, that is to say, the Frank dress: next to his skin a linen shirt and linen breeches, and above these a tunic fringed with silk; while hose fastened by bands covered his lower limbs, and shoes his feet, and he protected his shoulders and chest in winter by a close-fitting coat of otter or marten skins.

          


          He wore a blue cloak and always carried a sword with him. The typical sword was of a golden or silver hilt. He wore fancy jewelled swords to banquets or ambassadorial receptions. Nevertheless:


          
            He despised foreign costumes, however handsome, and never allowed himself to be robed in them, except twice in Rome, when he donned the Roman tunic, chlamys, and shoes; the first time at the request of Pope Hadrian, the second to gratify Leo, Hadrian's successor.

          


          He could rise to the occasion when necessary. On great feast days, he wore embroidery and jewels on his clothing and shoes. He had a golden buckle for his cloak on such occasions and would appear with his great diadem, but he despised such apparel, according to Einhard, and usually dressed like the common people.


          


          Rise to power


          


          Early life


          Charlemagne was the eldest child of Pippin the Short (714  24 September 768, reigned from 751) and his wife Bertrada of Laon (720  12 July 783), daughter of Caribert of Laon and Bertrada of Cologne. Records name only Carloman, Gisela, and a short-lived child named Pippin as his younger siblings. The semi-mythical Redburga, wife of King Egbert of Wessex, is sometimes claimed to be his sister (or sister-in-law or niece), and the legendary material makes him Roland's maternal uncle through a lady Bertha.


          Much of what is known of Charlemagne's life comes from his biographer, Einhard, who wrote a Vita Caroli Magni (or Vita Karoli Magni), the Life of Charlemagne. Einhard says of the early life of Charles:


          
            It would be folly, I think, to write a word concerning Charles' birth and infancy, or even his boyhood, for nothing has ever been written on the subject, and there is no one alive now who can give information on it. Accordingly, I determined to pass that by as unknown, and to proceed at once to treat of his character, his deed, and such other facts of his life as are worth telling and setting forth, and shall first give an account of his deed at home and abroad, then of his character and pursuits, and lastly of his administration and death, omitting nothing worth knowing or necessary to know.

          


          On the death of Pippin, the kingdom of the Franks was dividedfollowing traditionbetween Charlemagne and Carloman. Charles took the outer parts of the kingdom, bordering on the sea, namely Neustria, western Aquitaine, and the northern parts of Austrasia, while Carloman retained the inner parts: southern Austrasia, Septimania, eastern Aquitaine, Burgundy, Provence, and Swabia, lands bordering on Italy.


          


          Joint rule


          On 9 October, immediately after the funeral of their father, both the kings withdrew from Saint Denis to be proclaimed by their nobles and consecrated by the bishops, Charlemagne in Noyon and Carloman in Soissons.


          The first event of the brothers' reign was the rising of the Aquitainians and Gascons, in 769, in that territory split between the two kings. Years before Pippin had suppressed the revolt of Waifer, Duke of Aquitaine. Now, one Hunald (seemingly other than Hunald the duke) led the Aquitainians as far north as Angoulme. Charlemagne met Carloman, but Carloman refused to participate and returned to Burgundy. Charlemagne went to war, leading an army to Bordeaux, where he set up a camp at Fronsac. Hunold was forced to flee to the court of Duke Lupus II of Gascony. Lupus, fearing Charlemagne, turned Hunold over in exchange for peace. He was put in a monastery. Aquitaine was finally fully subdued by the Franks.


          The brothers maintained lukewarm relations with the assistance of their mother Bertrada, but in 770 Charlemagne signed a treaty with Duke Tassilo III of Bavaria and married a Lombard Princess (commonly known today as Desiderata), the daughter of King Desiderius, in order to surround Carloman with his own allies. Though Pope Stephen III first opposed the marriage with the Lombard princess, he would soon have little to fear from a Frankish-Lombard alliance.


          Less than a year after his marriage, Charlemagne repudiated Desiderata, and quickly remarried to a 13-year-old Swabian named Hildegard. The repudiated Desiderata returned to her father's court at Pavia. The Lombard's wrath was now aroused and he would gladly have allied with Carloman to defeat Charles. But before war could break out, Carloman died on 5 December 771. Carloman's wife Gerberga fled to Desiderius' court with her sons for protection.


          


          Italian campaigns


          


          Conquest of Lombardy
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          At the succession of Pope Hadrian I in 772, he demanded the return of certain cities in the former exarchate of Ravenna as in accordance with a promise of Desiderius' succession. Desiderius instead took over certain papal cities and invaded the Pentapolis, heading for Rome. Hadrian sent embassies to Charlemagne in autumn requesting he enforce the policies of his father, Pippin. Desiderius sent his own embassies denying the pope's charges. The embassies both met at Thionville and Charlemagne upheld the pope's side. Charlemagne promptly demanded what the pope had demanded and Desiderius promptly swore never to comply. Charlemagne and his uncle Bernard crossed the Alps in 773 and chased the Lombards back to Pavia, which they then besieged. Charlemagne temporarily left the siege to deal with Adelchis, son of Desiderius, who was raising an army at Verona. The young prince was chased to the Adriatic littoral and he fled to Constantinople to plead for assistance from Constantine V Copronymus, who was waging war with Bulgaria.


          The siege lasted until the spring of 774, when Charlemagne visited the pope in Rome. There he confirmed his father's grants of land, with some later chronicles claimingfalselythat he also expanded them, granting Tuscany, Emilia, Venice, and Corsica. The pope granted him the title patrician. He then returned to Pavia, where the Lombards were on the verge of surrendering.


          In return for their lives, the Lombards surrendered and opened the gates in early summer. Desiderius was sent to the abbey of Corbie and his son Adelchis died in Constantinople a patrician. Charles, unusually, had himself crowned with the Iron Crown and made the magnates of Lombardy do homage to him at Pavia. Only Duke Arechis II of Benevento refused to submit and proclaimed independence. Charlemagne was now master of Italy as king of the Lombards. He left Italy with a garrison in Pavia and few Frankish counts in place that very year.


          There was still instability, however, in Italy. In 776, Dukes Hrodgaud of Friuli and Hildeprand of Spoleto rebelled. Charlemagne rushed back from Saxony and defeated the duke of Friuli in battle. The duke was slain. The duke of Spoleto signed a treaty. Their co-conspirator, Arechis, was not subdued and Adelchis, their candidate in Byzantium, never left that city. Northern Italy was now faithfully his.


          


          Southern Italy


          In 787 Charlemagne directed his attention towards Benevento, where Arechis was reigning independently. He besieged Salerno and Arechis submitted to vassalage. However, with his death in 792, Benevento again proclaimed independence under his son Grimoald III. Grimoald was attacked by armies of Charles' or his sons' many times, but Charlemagne himself never returned to the Mezzogiorno and Grimoald never was forced to surrender to Frankish suzerainty.


          


          Charles and his children


          During the first peace of any substantial length (780782), Charles began to appoint his sons to positions of authority within the realm, in the tradition of the kings and mayors of the past. In 781 he made his two younger sons kings, having them crowned by the Pope. The elder of these two, Carloman, was made king of Italy, taking the Iron Crown which his father had first worn in 774, and in the same ceremony was renamed "Pippin". The younger of the two, Louis, became king of Aquitaine. He ordered Pippin and Louis to be raised in the customs of their kingdoms, and he gave their regents some control of their subkingdoms, but real power was always in his hands, though he intended each to inherit their realm some day. Nor did he tolerate insubordination in his sons: in 792, he banished his eldest, though illegitimate, son, Pippin the Hunchback, to the monastery of Prm, because the young man had joined a rebellion against him.


          The sons fought many wars on behalf of their father when they came of age. Charles was mostly preoccupied with the Bretons, whose border he shared and who insurrected on at least two occasions and were easily put down, but he was also sent against the Saxons on multiple occasions. In 805 and 806, he was sent into the Bhmerwald (modern Bohemia) to deal with the Slavs living there ( Czechs). He subjected them to Frankish authority and devastated the valley of the Elbe, forcing a tribute on them. Pippin had to hold the Avar and Beneventan borders, but also fought the Slavs to his north. He was uniquely poised to fight the Byzantine Empire when finally that conflict arose after Charlemagne's imperial coronation and a Venetian rebellion. Finally, Louis was in charge of the Spanish March and also went to southern Italy to fight the duke of Benevento on at least one occasion. He took Barcelona in a great siege in the year 797 (see below).


          Charlemagne's attitude toward his daughters has been the subject of much discussion. He kept them at home with him, and refused to allow them to contract sacramental marriages  possibly to prevent the creation of cadet branches of the family to challenge the main line, as had been the case with Tassilo of Bavaria  yet he tolerated their extramarital relationships, even rewarding their common-law husbands, and treasured the bastard grandchildren they produced for him. He also, apparently, refused to believe stories of their wild behaviour. After his death the surviving daughters were banished from the court by their brother, the pious Louis, to take up residence in the convents they had been bequeathed by their father. At least one of them, Bertha, had a recognised relationship, if not a marriage, with Angilbert, a member of Charlemagne's court circle.


          


          Spanish campaigns


          


          Roncesvalles campaign
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          According to the Muslim historian Ibn al-Athir, the Diet of Paderborn had received the representatives of the Muslim rulers of Zaragoza, Gerona, Barcelona, and Huesca. Their masters had been cornered in the Iberian peninsula by Abd ar-Rahman I, the Umayyad emir of Crdoba. These Moorish or "Saracen" rulers offered their homage to the great king of the Franks in return for military support. Seeing an opportunity to extend Christendom and his own power and believing the Saxons to be a fully conquered nation, he agreed to go to Spain.


          In 778, he led the Neustrian army across the Western Pyrenees, while the Austrasians, Lombards, and Burgundians passed over the Eastern Pyrenees. The armies met at Zaragoza and received the homage of Sulayman al-Arabi and Kasmin ibn Yusuf, the foreign rulers. Zaragoza did not fall soon enough for Charlemagne, however. Indeed, Charlemagne was facing the toughest battle of his career and, in fear of losing, he decided to retreat and head home. He could not trust the Moors, nor the Basques, whom he had subdued by conquering Pamplona. He turned to leave Iberia, but as he was passing through the Pass of Roncesvalles one of the most famous events of his long reign occurred. The Basques fell on his rearguard and baggage train, utterly destroying it. The Battle of Roncevaux Pass, less a battle than a mere skirmish, left many famous dead: among which were the seneschal Eggihard, the count of the palace Anselm, and the warden of the Breton March, Roland, inspiring the subsequent creation of the Song of Roland (Chanson de Roland).


          


          Wars with the Moors


          The conquest of Italy brought Charlemagne in contact with the Saracens who, at the time, controlled the Mediterranean. Pippin, his son, was much occupied with Saracens in Italy. Charlemagne conquered Corsica and Sardinia at an unknown date and in 799 the Balearic Islands. The islands were often attacked by Saracen pirates, but the counts of Genoa and Tuscany ( Boniface) kept them at bay with large fleets until the end of Charlemagne's reign. Charlemagne even had contact with the caliphal court in Baghdad. In 797 (or possibly 801), the caliph of Baghdad, Harun al-Rashid, presented Charlemagne with an Asian elephant named Abul-Abbas and a mechanical clock, out of which came a mechanical bird to announce the hours.


          In Hispania, the struggle against the Moors continued unabated throughout the latter half of his reign. His son Louis was in charge of the Spanish border. In 785, his men captured Gerona permanently and extended Frankish control into the Catalan littoral for the duration of Charlemagne's reign (and much longer, it remained nominally Frankish until the Treaty of Corbeil in 1258). The Muslim chiefs in the northeast of Islamic Spain were constantly revolting against Crdoban authority and they often turned to the Franks for help. The Frankish border was slowly extended until 795, when Gerona, Cardona, Ausona, and Urgel were united into the new Spanish March, within the old duchy of Septimania.


          In 797 Barcelona, the greatest city of the region, fell to the Franks when Zeid, its governor, rebelled against Crdoba and, failing, handed it to them. The Umayyad authority recaptured it in 799. However, Louis of Aquitaine marched the entire army of his kingdom over the Pyrenees and besieged it for two years, wintering there from 800 to 801, when it capitulated. The Franks continued to press forwards against the emir. They took Tarragona in 809 and Tortosa in 811. The last conquest brought them to the mouth of the Ebro and gave them raiding access to Valencia, prompting the Emir al-Hakam I to recognise their conquests in 812.


          


          Eastern campaigns


          


          Saxon Wars


          Charlemagne was engaged in almost constant battle throughout his reign, often at the head of his elite scara bodyguard squadrons, with his legendary sword Joyeuse in hand. After thirty years of war and eighteen battlesthe Saxon Warshe conquered Saxonia and proceeded to convert the conquered to Roman Catholicism, using force where necessary.


          The Saxons were divided into four subgroups in four regions. Nearest to Austrasia was Westphalia and furthest away was Eastphalia. In between these two kingdoms was that of Engria and north of these three, at the base of the Jutland peninsula, was Nordalbingia.


          In his first campaign, Charlemagne forced the Engrians in 773 to submit and cut down an Irminsul pillar near Paderborn. The campaign was cut short by his first expedition to Italy. He returned in the year 775, marching through Westphalia and conquering the Saxon fort of Sigiburg. He then crossed Engria, where he defeated the Saxons again. Finally, in Eastphalia, he defeated a Saxon force, and its leader Hessi converted to Christianity. He returned through Westphalia, leaving encampments at Sigiburg and Eresburg, which had, up until then, been important Saxon bastions. All Saxony but Nordalbingia was under his control, but Saxon resistance had not ended.


          Following his campaign in Italy subjugating the dukes of Friuli and Spoleto, Charlemagne returned very rapidly to Saxony in 776, where a rebellion had destroyed his fortress at Eresburg. The Saxons were once again brought to heel, but their main leader, duke Widukind, managed to escape to Denmark, home of his wife. Charlemagne built a new camp at Karlstadt. In 777, he called a national diet at Paderborn to integrate Saxony fully into the Frankish kingdom. Many Saxons were baptised.


          In the summer of 779, he again invaded Saxony and reconquered Eastphalia, Engria, and Westphalia. At a diet near Lippe, he divided the land into missionary districts and himself assisted in several mass baptisms (780). He then returned to Italy and, for the first time, there was no immediate Saxon revolt. In 780 Charlemagne decreed the death penalty for all Saxons who failed to be baptised, who failed to keep Christian festivals, and who cremated their dead. Saxony had peace from 780 to 782.


          He returned in 782 to Saxony and instituted a code of law and appointed counts, both Saxon and Frank. The laws were draconian on religious issues, and the indigenous forms of Germanic polytheism were gravely threatened by Christianisation. This stirred a renewal of the old conflict. That year, in autumn, Widukind returned and led a new revolt, which resulted in several assaults on the church. In response, at Verden in Lower Saxony, Charlemagne allegedly ordered the beheading of 4,500 Saxons who had been caught practising their native paganism after conversion to Christianity, known as the Massacre of Verden. The massacre triggered two years of renewed bloody warfare (783-785). During this war the Frisians were also finally subdued and a large part of their fleet was burned. The war ended with Widukind accepting baptism.


          Thereafter, the Saxons maintained the peace for seven years, but in 792 the Westphalians once again rose against their conquerors. The Eastphalians and Nordalbingians joined them in 793, but the insurrection did not catch on and was put down by 794. An Engrian rebellion followed in 796, but Charlemagne's personal presence and the presence of Christian Saxons and Slavs quickly crushed it. The last insurrection of the independence-minded people occurred in 804, more than thirty years after Charlemagne's first campaign against them. This time, the most unruly of them, the Nordalbingians, found themselves effectively disempowered from rebellion. According to Einhard:


          
            The war that had lasted so many years was at length ended by their acceding to the terms offered by the King; which were renunciation of their national religious customs and the worship of devils, acceptance of the sacraments of the Christian faith and religion, and union with the Franks to form one people.

          


          The heathen resistance in Saxony was at an end.


          


          Submission of Bavaria


          In 788, Charlemagne turned his attention to Bavaria. He claimed Tassilo was an unfit ruler on account of his oath-breaking. The charges were trumped up, but Tassilo was deposed anyway and put in the monastery of Jumiges. In 794, he was made to renounce any claim to Bavaria for himself and his family (the Agilolfings) at the synod of Frankfurt. Bavaria was subdivided into Frankish counties, like Saxony.


          


          Avar campaigns


          In 788, the Avars, a pagan Asian horde which had settled down in what is today Hungary (Einhard called them Huns), invaded Friuli and Bavaria. Charles was preoccupied until 790 with other things, but in that year, he marched down the Danube into their territory and ravaged it to the Raab. Then, a Lombard army under Pippin marched into the Drava valley and ravaged Pannonia. The campaigns would have continued if the Saxons had not revolted again in 792, breaking seven years of peace.


          For the next two years, Charles was occupied with the Slavs against the Saxons. Pippin and Duke Eric of Friuli continued, however, to assault the Avars' ring-shaped strongholds. The great Ring of the Avars, their capital fortress, was taken twice. The booty was sent to Charlemagne at his capital, Aachen, and redistributed to all his followers and even to foreign rulers, including King Offa of Mercia. Soon the Avar tuduns had thrown in the towel and travelled to Aachen to subject themselves to Charlemagne as vassals and Christians. This Charlemagne accepted and sent one native chief, baptised Abraham, back to Avaria with the ancient title of khagan. Abraham kept his people in line, but in 800 the Bulgarians under Krum had swept the Avar state away. In the 10th century, the Magyars settled the Pannonian plain and presented a new threat to Charlemagne's descendants.


          


          Slav expeditions


          In 789, in recognition of his new pagan neighbours, the Slavs, Charlemagne marched an Austrasian-Saxon army across the Elbe into Abotrite territory. The Slavs immediately submitted under their leader Witzin. He then accepted the surrender of the Wiltzes under Dragovit and demanded many hostages and the permission to send, unmolested, missionaries into the pagan region. The army marched to the Baltic before turning around and marching to the Rhine with much booty and no harassment. The tributary Slavs became loyal allies. In 795, the peace broken by the Saxons, the Abotrites and Wiltzes rose in arms with their new master against the Saxons. Witzin died in battle and Charlemagne avenged him by harrying the Eastphalians on the Elbe. Thrasuco, his successor, led his men to conquest over the Nordalbingians and handed their leaders over to Charlemagne, who greatly honoured him. The Abotrites remained loyal until Charles' death and fought later against the Danes.


          Charlemagne also directed his attention to the Slavs to the south of the Avar khaganate: the Carantanians and Slovenes. These people were subdued by the Lombards and Bavarii and made tributaries, but never incorporated into the Frankish state.


          


          Imperium


          


          Imperial diplomacy


          
            [image: Charlemagne's chapel at Aachen Cathedral.]

            
              Charlemagne's chapel at Aachen Cathedral.
            

          


          Matters of Charlemagne's reign came to a head in late 800. In 799, Pope Leo III had been mistreated by the Romans, who tried to put out his eyes and tear out his tongue. Leo escaped, and fled to Charlemagne at Paderborn, asking him to intervene in Rome and restore him. Charlemagne, advised by Alcuin of York, agreed to travel to Rome, doing so in November 800 and holding a council on December 1. On December 23 Leo swore an oath of innocence. At Mass, on Christmas Day ( December 25), when Charlemagne knelt the altar to pray, the pope crowned him Imperator Romanorum ("Emperor of the Romans") in Saint Peter's Basilica. In so doing, the pope was effectively attempting to transfer the office from Constantinople to Charles. Einhard says that Charlemagne was ignorant of the pope's intent and did not want any such coronation:


          
            [H]e at first had such an aversion that he declared that he would not have set foot in the Church the day that they [the imperial titles] were conferred, although it was a great feast-day, if he could have foreseen the design of the Pope.

          


          Many modern scholars suggest that Charlemagne was indeed aware of the coronation; certainly he cannot have missed the bejeweled crown waiting on the altar when he came to pray. In any event, he would now use these circumstances to claim that he was the renewer of the Roman Empire, which had apparently fallen into degradation under the Byzantines. However, Charles would after 806 style himself, not Imperator Romanorum ("Emperor of the Romans", a title reserved for the Byzantine emperor), but rather Imperator Romanum gubernans Imperium ("Emperor ruling the Roman Empire").


          The Iconoclasm of the Isaurian Dynasty and resulting religious conflicts with the Empress Irene, sitting on the throne in Constantinople in 800, were probably the chief causes of the pope's desire to formally acclaim Charles as Roman Emperor. He also most certainly desired to increase the influence of the papacy, honour his saviour Charlemagne, and solve the constitutional issues then most troubling to European jurists in an era when Rome was not in the hands of an emperor. Thus, Charlemagne's assumption of the imperial title was not an usurpation in the eyes of the Franks or Italians. It was though in Byzantium, where it was protested by Irene and her successor Nicephorus I  neither of whom had any great effect in enforcing their protests.


          The Byzantines, however, still held several territories in Italy: Venice (what was left of the Exarchate of Ravenna), Reggio (in Calabria), Brindisi (in Apulia), and Naples (the Ducatus Neapolitanus). These regions remained outside of Frankish hands until 804, when the Venetians, torn by infighting, transferred their allegiance to the Iron Crown of Pippin, Charles' son. The Pax Nicephori ended. Nicephorus ravaged the coasts with a fleet and the only instance of war between the Byzantines and the Franks, as it was, began. It lasted until 810, when the pro-Byzantine party in Venice gave their city back to the Byzantine Emperor and the two emperors of Europe made peace: Charlemagne received the Istrian peninsula and in 812 Emperor Michael I Rhangabes recognised his status as Emperor.


          


          Danish attacks


          After the conquest of Nordalbingia, the Frankish frontier was brought into contact with Scandinavia. The pagan Danes, "a race almost unknown to his ancestors, but destined to be only too well known to his sons" as Charles Oman described them, inhabiting the Jutland peninsula had heard many stories from Widukind and his allies who had taken refuge with them about the dangers of the Franks and the fury which their Christian king could direct against pagan neighbours.


          In 808, the king of the Danes, Godfred, built the vast Danevirke across the isthmus of Schleswig. This defence, last employed in the Danish-Prussian War of 1864, was at its beginning a 30 km long earthenwork rampart. The Danevirke protected Danish land and gave Godfred the opportunity to harass Frisia and Flanders with pirate raids. He also subdued the Frank-allied Wiltzes and fought the Abotrites.


          Godfred invaded Frisia and joked of visiting Aachen, but was murdered before he could do any more, either by a Frankish assassin or by one of his own men. Godfred was succeeded by his nephew Hemming and he concluded the Treaty of Heiligen with Charlemagne in late 811.


          


          Death
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          In 813, Charlemagne called Louis the Pious, king of Aquitaine, his only surviving legitimate son, to his court. There he crowned him with his own hands as co-emperor and sent him back to Aquitaine. He then spent the autumn hunting before returning to Aachen on 1 November. In January, he fell ill with pleurisy (Einhard 59). He took to his bed on 21 January and as Einhard tells it:


          
            He died January twenty-eighth, the seventh day from the time that he took to his bed, at nine o'clock in the morning, after partaking of the Holy Communion, in the seventy-second year of his age and the forty-seventh of his reign.

          


          He was buried on the day of his death, in Aachen Cathedral, although the cold weather and the nature of his illness made such a hurried burial unnecessary. A later story, told by Otho of Lomello, Count of the Palace at Aachen in the time of Otto III, would claim that he and Emperor Otto had discovered Charlemagne's tomb: the emperor, they claimed, was seated upon a throne, wearing a crown and holding a sceptre, his flesh almost entirely incorrupt. In 1165, Frederick I re-opened the tomb again, and placed the emperor in a sarcophagus beneath the floor of the cathedral. In 1215 Frederick II would re-inter him in a casket made of gold and silver.


          Charlemagne's death greatly affected many of his subjects, particularly those of the literary clique who had surrounded him at Aachen. An anonymous monk of Bobbio lamented:


          
            
              	

              	From the lands where the sun rises to western shores, People are crying and wailing...the Franks, the Romans, all Christians, are stung with mourning and great worry...the young and old, glorious nobles, all lament the loss of their Caesar...the world laments the death of Charles...O Christ, you who govern the heavenly host, grant a peaceful place to Charles in your kingdom. Alas for miserable me.

              	
            

          


          He was succeeded by his surviving son, Louis, who had been crowned the previous year. His empire lasted only another generation in its entirety; its division, according to custom, between Louis's own sons after their father's death laid the foundation for the modern states of France and Germany.


          


          Administration


          As an administrator, Charlemagne stands out for his many reforms: monetary, governmental, military, cultural and ecclesiastical. He is the main protagonist of the "Carolingian Renaissance".


          


          Economic and monetary reforms
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          Charlemagne had an important role in determining the immediate economic future of Europe. Pursuing his father's reforms, Charlemagne abolished the monetary system based on the gold sou, and he and the Anglo-Saxon King Offa of Mercia took up the system set in place by Pippin. There were strong pragmatic reasons for this abandonment of a gold standard, notably a shortage of gold itself, a direct consequence of the conclusion of peace with Byzantium and the ceding of Venice and Sicily, and the loss of their trade routes to Africa and to the east. This standardisation also had the effect of economically harmonising and unifying the complex array of currencies in use at the commencement of his reign, thus simplifying trade and commerce.


          He established a new standard, the livre carolinienne (from the Latin libra, the modern pound), and based upon a pound of silver  a unit of both money and weight  which was worth 20 sous (from the Latin solidus (which was primarily an accounting device, and never actually minted), the modern shilling) or 240 deniers (from the Latin denarius, the modern penny). During this period, the livre and the sou were counting units, only the denier was a coin of the realm.


          Charlemagne instituted principles for accounting practice by means of the Capitulare de villis of 802, which laid down strict rules for the way in which incomes and expenses were to be recorded.


          The lending of money for interest was prohibited, strengthened in 814, when Charlemagne introduced the Capitulary for the Jews, a draconian prohibition on Jews engaging in money-lending.


          In addition to this macro-management of the economy of his empire, Charlemagne also performed a significant number of acts of micro-management, such as direct control of prices and levies on certain goods and commodities.


          Charlemagne applied the system to much of the European continent, and Offa's standard was voluntarily adopted by much of England. After Charlemagne's death, continental coinage degraded and most of Europe resorted to using the continued high quality English coin until about 1100.


          


          Education reforms


          A part of Charlemagne's success as warrior and administrator can be traced to his admiration for learning. His reign and the era it ushered in are often referred to as the Carolingian Renaissance because of the flowering of scholarship, literature, art, and architecture which characterise it. Charlemagne, brought into contact with the culture and learning of other countries (especially Visigothic Spain, Anglo-Saxon England and Lombard Italy) due to his vast conquests, greatly increased the provision of monastic schools and scriptoria (centres for book-copying) in Francia. Most of the surviving works of classical Latin were copied and preserved by Carolingian scholars. Indeed, the earliest manuscripts available for many ancient texts are Carolingian. It is almost certain that a text which survived to the Carolingian age survives still. The pan-European nature of Charlemagne's influence is indicated by the origins of many of the men who worked for him: Alcuin, an Anglo-Saxon from York; Theodulf, a Visigoth, probably from Septimania; Paul the Deacon, Lombard; Peter of Pisa and Paulinus of Aquileia, Italians; and Angilbert, Angilramm, Einhard and Waldo of Reichenau, Franks.


          Charlemagne took a serious interest in scholarship, promoting the liberal arts at the court, ordering that his children and grandchildren be well-educated, and even studying himself under the tutelage of Paul the Deacon, from whom he learned grammar, Alcuin, with whom he studied rhetoric, dialect and astronomy (he was particularly interested in the movements of the stars), and Einhard, who assisted him in his studies of arithmetic. His great scholarly failure, as Einhard relates, was his inability to write: when in his old age he began attempts to learn  practicing the formation of letters in his bed during his free time on books and wax tablets he hid under his pillow  "his effort came too late in life and achieved little success", and his ability to read  which Einhard is silent about, and which no contemporary source supports  has also been called into question.


          


          Writing reforms
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          During Charles' reign, the Roman half uncial script and its cursive version, which had given rise to various continental minuscule scripts, were combined with features from the insular scripts that were being used in Irish and English monasteries. Carolingian minuscule was created partly under the patronage of Charlemagne. Alcuin of York, who ran the palace school and scriptorium at Aachen, was probably a chief influence in this. The revolutionary character of the Carolingian reform, however, can be over-emphasised; efforts at taming the crabbed Merovingian and Germanic hands had been underway before Alcuin arrived at Aachen. The new minuscule was disseminated first from Aachen, and later from the influential scriptorium at Tours, where Alcuin retired as an abbot.


          


          Political reforms


          Charlemagne engaged in many reforms of Frankish governance, but he continued also in many traditional practices, such as the division of the kingdom among sons.


          


          Organisation


          The Carolingian king exercised the bannum, the right to rule and command. He had supreme jurisdiction in judicial matters, made legislation, led the army, and protected both the Church and the poor. His administration was an attempt to organise the kingdom, church and nobility around him, however, it was entirely dependent upon the efficiency, loyalty and support of his subjects.


          


          Imperial coronation
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          Historians have debated for centuries whether Charlemagne was aware of the Pope's intent to crown him Emperor prior to the coronation (Charlemagne declared that he would not have entered Saint Peter's had he known), but that debate has often obscured the more significant question of why the Pope granted the title and why Charlemagne chose to accept it once he did.


          Roger Collins points out (Charlemagne, pg. 147) "That the motivation behind the acceptance of the imperial title was a romantic and antiquarian interest in reviving the Roman empire is highly unlikely." For one thing, such romance would not have appealed either to Franks or Roman Catholics at the turn of the ninth century, both of whom viewed the Classical heritage of the Roman Empire with distrust. The Franks took pride in having "fought against and thrown from their shoulders the heavy yoke of the Romans" and "from the knowledge gained in baptism, clothed in gold and precious stones the bodies of the holy martyrs whom the Romans had killed by fire, by the sword and by wild animals", as Pippin III described it in a law of 763 or 764 (Collins 151). Furthermore, the new title  carrying with it the risk that the new emperor would "make drastic changes to the traditional styles and procedures of government" or "concentrate his attentions on Italy or on Mediterranean concerns more generally" (Collins 149)  risked alienating the Frankish leadership.


          For both the Pope and Charlemagne, the Roman Empire remained a significant power in European politics at this time, and continued to hold a substantial portion of Italy, with borders not very far south of the city of Rome itself  this is the empire historiography has labelled the Byzantine Empire, for its capital was Constantinople (ancient Byzantium) and its people and rulers were Greek; it was a thoroughly Hellenic state. Indeed, Charlemagne was usurping the prerogatives of the Roman Emperor in Constantinople simply by sitting in judgement over the Pope in the first place:


          
            
              By whom, however, could he [the Pope] be tried? Who, in other words, was qualified to pass judgement on the Vicar of Christ? In normal circumstances the only conceivable answer to that question would have been the Emperor at Constantinople; but the imperial throne was at this moment occupied by Irene. That the Empress was notorious for having blinded and murdered her own son was, in the minds of both Leo and Charles, almost immaterial: it was enough that she was a woman. The female sex was known to be incapable of governing, and by the old Salic tradition was debarred from doing so. As far as Western Europe was concerned, the Throne of the Emperors was vacant: Irene's claim to it was merely an additional proof, if any were needed, of the degradation into which the so-called Roman Empire had fallen.

            


            
               John Julius Norwich,Byzantium: The Early Centuries, pg. 378
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          For the Pope, then, there was "no living Emperor at the that time" (Norwich 379), though Henri Pirenne (Mohammed and Charlemagne, pg. 234n) disputes this saying that the coronation "was not in any sense explained by the fact that at this moment a woman was reigning in Constantinople." Nonetheless, the Pope took the extraordinary step of creating one. The papacy had since 727 been in conflict with Irene's predecessors in Constantinople over a number of issues, chiefly the continued Byzantine adherence to the doctrine of iconoclasm, the destruction of Christian images; while from 750, the secular power of the Byzantine Empire in central Italy had been nullified. By bestowing the Imperial crown upon Charlemagne, the Pope arrogated to himself "the right to appoint ... the Emperor of the Romans, ... establishing the imperial crown as his own personal gift but simultaneously granting himself implicit superiority over the Emperor whom he had created.". And "because the Byzantines had proved so unsatisfactory from every point of viewpolitical, military and doctrinalhe would select a westerner: the one man who by his wisdom and statesmanship and the vastness of his dominions ... stood out head and shoulders above his contemporaries.".
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          With Charlemagne's coronation, therefore, "the Roman Empire remained, so far as either of them [Charlemagne and Leo] were concerned, one and indivisible, with Charles as its Emperor", though there can have been "little doubt that the coronation, with all that it implied, would be furiously contested in Constantinople." (Norwich, Byzantium: The Apogee, pg. 3) How realistic either Charlemagne or the Pope felt it to be that the people of Constantinople would ever accept the King of the Franks as their Emperor, we cannot know; Alcuin speaks hopefully in his letters of an Imperium Christianum ("Christian Empire"), wherein, "just as the inhabitants of the [Roman Empire] had been united by a common Roman citizenship", presumably this new empire would be united by a common Christian faith (Collins 151), certainly this is the view of Pirenne when he says "Charles was the Emperor of the ecclesia as the Pope conceived it, of the Roman Church, regarded as the universal Church" (Pirenne 233).


          What we do know, from the Byzantine chronicler Theophanes (Collins 153), is that Charlemagne's reaction to his coronation was to take the initial steps toward securing the Constantinopolitan throne by sending envoys of marriage to Irene, and that Irene reacted somewhat favorably to them. Only when the people of Constantinople reacted to Irene's failure to immediately rebuff the proposal by deposing her and replacing her with one of her ministers, Nicephorus I, did Charlemagne drop any ambitions toward the Byzantine throne and begin minimising his new Imperial title, and instead return to describing himself primarily as rex Francorum et Langobardum.


          The title of emperor remained in his family for years to come, however, as brothers fought over who had the supremacy in the Frankish state. The papacy itself never forgot the title nor abandoned the right to bestow it. When the family of Charles ceased to produce worthy heirs, the pope gladly crowned whichever Italian magnate could best protect him from his local enemies. This devolution led, as could have been expected, to the dormancy of the title for almost forty years (924-962). Finally, in 962, in a radically different Europe from Charlemagne's, a new Roman Emperor was crowned in Rome by a grateful pope. This emperor, Otto the Great, brought the title into the hands the kings of Germany for almost a millennium, for it was to become the Holy Roman Empire, a true imperial successor to Charles, if not Augustus.


          


          Divisio regnorum


          In 806, Charlemagne first made provision for the traditional division of the empire on his death. For Charles the Younger he designated Austrasia and Neustria, Saxony, Burgundy, and Thuringia. To Pippin he gave Italy, Bavaria, and Swabia. Louis received Aquitaine, the Spanish March, and Provence. There was no mention of the imperial title however, which has led to the suggestion that, at that particular time, Charlemagne regarded the title as an honorary achievement which held no hereditary significance.


          This division may have worked, but it was never to be tested. Pippin died in 810 and Charles in 811. Charlemagne then reconsidered the matter, and in 813, crowned his youngest son, Louis, co-emperor and co-King of the Franks, granting him a half-share of the empire and the rest upon Charlemagne's own death. The only part of the Empire which Louis was not promised was Italy, which Charlemagne specifically bestowed upon Pippin's illegitimate son Bernard.


          


          Cultural significance
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          Charlemagne had an immediate afterlife. The author of the Visio Karoli Magni written around 865 uses facts gathered apparently from Einhard and his own observations on the decline of Charlemagne's family after the dissensions of civil war (84043) as the basis for a visionary tale of Charles' meeting with a prophetic spectre in a dream.


          Charlemagne, being a model knight as one of the Nine Worthies, enjoyed an important afterlife in European culture. One of the great medieval literary cycles, the Charlemagne cycle or the Matter of France, centres on the deeds of Charlemagnethe King with the Grizzly Beard of Roland fameand his historical commander of the border with Brittany, Roland, and the paladins who are analogous to the knights of the Round Table or King Arthur's court. Their tales constitute the first chansons de geste.


          Charlemagne himself was accorded sainthood inside the Holy Roman Empire after the twelfth century. His canonisation by Antipope Paschal III, to gain the favour of Frederick Barbarossa in 1165, was never recognised by the Holy See, which annulled all of Paschal's ordinances at the Third Lateran Council in 1179. However, he has been acknowledged as cultus confirmed.


          Charlemagne is sometimes credited with supporting the insertion of the filioque into the Nicene Creed. The Franks had inherited a Visigothic tradition of referring to the Holy Spirit as deriving from God the Father and Son (Filioque), and under Charlemagne, the Franks challenged the 381 Council of Constantinople proclamation that the Holy Spirit proceeded from the Father alone. Pope Leo III rejected this notion, and had the Nicene Creed carved into the doors of Old St. Peter's Basilica without the offending phrase; the Frankish insistence lead to bad relations between Rome and Francia. Later, the Roman Catholic Church would adopt the phrase, leading to dispute between Rome and Constantinople. Some see this as one of many pre-cursors to the East-West Schism centuries later.


          In the Divine Comedy the spirit of Charlemagne appears to Dante in the Heaven of Mars, among the other "warriors of the faith".


          According to folk etymology, Charlemagne was commemorated in the old name Charles's Wain for the Big Dipper in the constellation of Ursa Major.


          French volunteers in the Wehrmacht and later Waffen-SS during the World War II were organised in a unit called 33rd Waffen Grenadier Division of the SS Charlemagne (1st French). A German Waffen-SS unit used "Karl der Groe" for some time in 1943, but then chose the name 10th SS Panzer Division Frundsberg instead.


          The city of Aachen has, since 1949, awarded an international prize (called the Karlspreis der Stadt Aachen) in honour of Charlemagne. It is awarded annually to "personages of merit who have promoted the idea of western unity by their political, economic and literary endeavours." Winners of the prize include Count Richard Coudenhove-Kalergi, the founder of the pan-European movement, Alcide De Gasperi, and Winston Churchill.


          Charlemagne is memorably quoted by Henry Jones (played by Sean Connery) in the film, Indiana Jones and the Last Crusade. Immediately after using his umbrella to induce a flock of seagulls to smash through the glass cockpit of a pursuing German fighter plane, Henry Jones remarks "I suddenly remembered my Charlemagne: 'Let my armies be the rocks and the trees and the birds in the sky'." Despite the quote's popularity since the movie, there is no evidence that Charlemagne actually said this.


          The Economist, the weekly news and international affairs newspaper, features a one page article every week entitled "Charlemagne", focusing on European government.


          


          Family


          


          Marriages and heirs


          Charlemagne had twenty children over the course of his life with eight of his ten known wives or concubines.


          
            	His first relationship was with Himiltrude. The nature of this relationship is variously described as concubinage, a legal marriage or as a Friedelehe. Charlemagne put her aside when he married Desiderata. The union produced two children:

              
                	Amaudru, a daughter


                	Pippin the Hunchback (c. 769-811)

              

            

          


          
            	After her, his first wife was Desiderata, daughter of Desiderius, king of the Lombards, married in 770, annulled in 771


            	His second wife was Hildegard (757 or 758-783), married 771, died 783. By her he had nine children:

              
                	Charles the Younger (c.772- 4 December 811), Duke of Maine, and crowned King of the Franks on 25 December 800


                	Carloman, renamed Pippin (April 773- 8 July 810), King of Italy


                	Adalhaid (774), who was born whilst her parents were on campaign in Italy. She was sent back to Francia, but died before reaching Lyons


                	Rotrude (or Hruodrud) (775- 6 June 810)


                	Louis (778- 20 June 840), twin of Lothair, King of Aquitaine since 781, crowned Holy Roman Emperor in 813, senior Emperor from 814


                	Lothair ( 778- 6 February 779/ 780), twin of Louis, he died in infancy


                	Bertha (779-826)


                	Gisela (781-808)


                	Hildegarde (782-783)

              

            


            	His third wife was Fastrada, married 784, died 794. By her he had:

              
                	Theodrada (b.784), abbess of Argenteuil


                	Hiltrude (b.787)

              

            


            	His fourth wife was Luitgard, married 794, died childless

          


          


          Concubinages and illegitimate children


          
            	His first known concubine was Gersuinda. By her he had:

              
                	Adaltrude (b.774)

              

            


            	His second known concubine was Madelgard. By her he had:

              
                	Ruodhaid (775-810), abbess of Faremoutiers

              

            


            	His third known concubine was Amaltrud of Vienne. By her he had:

              
                	Alpaida (b.794)

              

            


            	His fourth known concubine was Regina. By her he had:

              
                	Drogo (801-855), Bishop of Metz from 823 and abbot of Luxeuil Abbey


                	Hugh (802-844), archchancellor of the Empire

              

            


            	His fifth known concubine was Ethelind. By her he had:

              
                	Richbod (805-844), Abbott of Saint-Riquier


                	Theodoric (b. 807)
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              	Born

              	26 December 1791(1791-12-26)

              London, England
            


            
              	Died

              	18 October 1871 (aged79)

              Marylebone, London, England

            


            
              	Nationality

              	United Kingdom
            


            
              	Fields

              	Mathematics, analytic philosophy, computer science
            


            
              	Institutions

              	Trinity College, Cambridge
            

          


          Charles Babbage, FRS ( 26 December 1791 London, England  18 October 1871 Marylebone, London, England) was an English mathematician, philosopher, inventor and mechanical engineer who originated the concept of a programmable computer. Parts of his uncompleted mechanisms are on display in the London Science Museum. In 1991 a perfectly functioning difference engine was constructed from Babbage's original plans. Built to tolerances achievable in the 19th century, the success of the finished engine indicated that Babbage's machine would have worked. Nine years later, the Science Museum completed the printer Babbage had designed for the difference engine, an astonishingly complex device for the 19th century. Babbage is credited with inventing the first mechanical computer that eventually led to more complex designs.


          


          Biography


          


          Birth


          The birthplace of Charles Babbage is disputed, but he was most likely born in 44 Crosby Row, Walworth Road, London, England. A blue plaque on the junction of Larcom Street and Walworth Road commemorates the event.


          Babbage's date of birth was given in his obituary in The Times as 26 December 1792. However, after the obituary appeared, a nephew wrote to say that Charles Babbage actually was born one year earlier, in 1791. The parish register of St. Mary's Newington, London, shows that Babbage was baptized on 6 January 1792, supporting a birth year of 1791.


          Charles's father, Benjamin Babbage, was a banking partner of the Praeds who owned the Bitton Estate in Teignmouth. His mother was Betsy Plumleigh Teape. In 1808, the Babbage family moved into the old Rowdens house in East Teignmouth, and Benjamin Babbage became a warden of the nearby St. Michaels Church.


          


          Education


          His father's money allowed Charles to receive instruction from several schools and tutors during the course of his elementary education. Around the age of eight he was sent to a country school in Alphington near Exeter to recover from a life-threatening fever. His parents ordered that his "brain was not to be taxed too much" and Babbage felt that "this great idleness may have led to some of my childish reasonings." For a short time he attended King Edward VI Grammar School in Totnes, South Devon, but his health forced him back to private tutors for a time. He then joined a 30-student Holmwood academy, in Baker Street, Enfield, Middlesex under Reverend Stephen Freeman. The academy had a well-stocked library that prompted Babbage's love of mathematics. He studied with two more private tutors after leaving the academy. Of the first, a clergyman near Cambridge, Babbage said, "I fear I did not derive from it all the advantages that I might have done." The second was an Oxford tutor from whom Babbage learned enough of the Classics to be accepted to Cambridge.


          Babbage arrived at Trinity College, Cambridge in October 1810. He had read extensively in Leibniz, Joseph Louis Lagrange, Thomas Simpson, and Lacroix and was seriously disappointed in the mathematical instruction available at Cambridge. In response, he, John Herschel, George Peacock, and several other friends formed the Analytical Society in 1812. Babbage, Herschel and Peacock were also close friends with future judge and patron of science Edward Ryan. Ultimately, Babbage and Ryan married sisters.


          In 1812 Babbage transferred to Peterhouse, Cambridge. He was the top mathematician at Peterhouse, but failed to graduate with honours. He instead received an honorary degree without examination in 1814.


          


          Marriage, family, death
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          On July 25, 1814, Babbage married Georgiana Whitmore at St. Michael's Church in Teignmouth, Devon. The couple lived at Dudmaston Hall, Shropshire (where Babbage engineered the central heating system), before moving to 5 Devonshire Street, Portland Place, London.


          Charles and Georgiana had eight children, but only three  Benjamin Herschel, Georgiana Whitmore, and Henry Prevost  survived to adulthood. Georgiana died in Worcester on September 1, 1827. Charles' father, wife, and at least two sons all died in 1827. These deaths caused Babbage to go into a mental breakdown which delayed the construction of his machines.


          His youngest son, Henry Prevost Babbage (1824-1918), went on to create six working difference engines based on his father's designs, one of which was sent to Howard H. Aiken, pioneer of the Harvard Mark I. Henry Prevost's 1910 Analytical Engine Mill, previously on display at Dudmaston Hall, is now on display at the Science Museum.


          Charles Babbage died at age 79 on October 18, 1871, and was buried in London's Kensal Green Cemetery. According to Horsley, Babbage died "of renal inadequacy, secondary to cystitis." In 1983 the autopsy report for Charles Babbage was discovered and later published by one of his descendants. A copy of the original is also available. Babbage's brain is preserved at the Science Museum in London.


          


          Design of computers


          Babbage sought a method by which mathematical tables could be calculated mechanically, removing the high rate of human error. Three different factors seem to have influenced him: a dislike of untidiness; his experience working on logarithmic tables; and existing work on calculating machines carried out by Wilhelm Schickard, Blaise Pascal, and Gottfried Leibniz. He first discussed the principles of a calculating engine in a letter to Sir Humphry Davy in 1822.
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          Babbage's engines were among the first mechanical computers, although they were not actually completed, largely because of funding problems and personality issues. He directed the building of some steam-powered machines that achieved some success, suggesting that calculations could be mechanized. Although Babbage's machines were mechanical and unwieldy, their basic architecture was very similar to a modern computer. The data and program memory were separated, operation was instruction based, the control unit could make conditional jumps and the machine had a separate I/O unit.


          


          Difference engine


          In Babbages time numerical tables were calculated by humans who were called computers, meaning "one who computes," much as a conductor is "one who conducts." At Cambridge he saw the high error rate of this human-driven process and started his lifes work of trying to calculate the tables mechanically. He began in 1822 with what he called the difference engine, made to compute values of polynomial functions. Unlike similar efforts of the time, Babbage's difference engine was created to calculate a series of values automatically. By using the method of finite differences, it was possible to avoid the need for multiplication and division.
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          The first difference engine was composed of around 25,000 parts, weighed fifteen tons (13,600 kg), and stood 8ft (2.4m) high. Although he received ample funding for the project, it was never completed. He later designed an improved version, "Difference Engine No. 2", which was not constructed until 1989-1991, using Babbage's plans and 19th-century manufacturing tolerances. It performed its first calculation at the London Science Museum returning results to 31 digits, far more than the average modern pocket calculator.


          



          


          Replicas


          Two full-scale modern replicas of the Difference Engine have been constructed by the London Science Museum. One is owned by the museum and the other, owned by technology millionaire Nathan Myhrvold, went on exhibit at the Computer History Museum in Mountain View, California on 10 May 2008. It will remain there until April 2009, when it will be placed in Myhrvold's personal collection.


          


          Analytical engine


          Soon after the attempt at making the difference engine crumbled, Babbage started designing a different, more complex machine called the Analytical Engine. The engine is not a single physical machine but a succession of designs that he tinkered with until his death in 1871. The main difference between the two engines is that the Analytical Engine could be programmed using punch cards, an idea unheard of in his time. He realized that programs could be put on similar cards so the person had only to create the program initially, and then put the cards in the machine and let it run. The analytical engine was also proposed to use loops of Jacquard's punched cards to control a mechanical calculator, which could formulate results based on the results of preceding computations. This machine was also intended to employ several features subsequently used in modern computers, including sequential control, branching, and looping, and would have been the first mechanical device to be Turing-complete.


          Ada Lovelace, an impressive mathematician and one of the few people who fully understood Babbage's ideas, created a program for the Analytical Engine. Had the Analytical Engine ever actually been built, her program would have been able to calculate a sequence of Bernoulli numbers. Based on this work, Lovelace is now widely credited with being the first computer programmer. In 1979, a contemporary programming language was named Ada in her honour. Shortly afterward, in 1981, a satirical article by Tony Karp in the magazine Datamation described the Babbage programming language as the "language of the future".


          


          Modern adaptations


          While the abacus and mechanical calculator have been replaced by electronic calculators using microchips, the recent advances in MEMS and nanotechnology have led to recent high-tech experiments in mechanical computation. The benefits suggested include operation in high radiation or high temperature environments.


          These modern versions of mechanical computation were highlighted in the magazine The Economist in its special "end of the millennium" black cover issue in an article entitled Babbage's Last Laugh . The article highlighted work done at University of California Berkeley by Ezekiel Kruglick. In this Doctoral Dissertationthe researcher reports mechanical logic cells and architectures sufficient to implement the Babbage Analytical engine (see above) or any general logic circuit. Carry-shift digital adders and various logic elements are detailed as well as modern analysis on required performance for microscopic mechanical logic.


          


          Other accomplishments


          In 1824, Babbage won the Gold Medal of the Royal Astronomical Society "for his invention of an engine for calculating mathematical and astronomical tables."


          From 1828 to 1839 Babbage was Lucasian Professor of Mathematics at Cambridge. He contributed largely to several scientific periodicals, and was instrumental in founding the Astronomical Society in 1820 and the Statistical Society in 1834. However, he dreamt of designing mechanical calculating machines.


          
            ... I was sitting in the rooms of the Analytical Society, at Cambridge, my head leaning forward on the table in a kind of dreamy mood, with a table of logarithms lying open before me. Another member, coming into the room, and seeing me half asleep, called out, "Well, Babbage, what are you dreaming about?" to which I replied "I am thinking that all these tables" (pointing to the logarithms) "might be calculated by machinery. "

          


          In 1837, responding to the Bridgewater Treatises, of which there were eight, he published his Ninth Bridgewater Treatise, "On the Power, Wisdom and Goodness of God, as manifested in the Creation", putting forward the thesis that God had the omnipotence and foresight to create as a divine legislator, making laws (or programs) which then produced species at the appropriate times, rather than continually interfering with ad hoc miracles each time a new species was required. The book is a work of natural theology, and incorporates extracts from correspondence he had been having with John Herschel on the subject.


          Babbage also achieved notable results in cryptography. He broke Vigenre's autokey cipher as well as the much weaker cipher that is called Vigenre cipher today. The autokey cipher was generally called "the undecipherable cipher", though owing to popular confusion, many thought that the weaker polyalphabetic cipher was the "undecipherable" one. Babbage's discovery was used to aid English military campaigns, and was not published until several years later; as a result credit for the development was instead given to Friedrich Kasiski, a Prussian infantry officer, who made the same discovery some years after Babbage.


          In 1838, Babbage invented the pilot (also called a cow-catcher), the metal frame attached to the front of locomotives that clears the tracks of obstacles. He also constructed a dynamometer car and performed several studies on Isambard Kingdom Brunel's Great Western Railway in about 1838. Babbage's eldest son, Benjamin Herschel Babbage, worked as an engineer for Brunel on the railways before emigrating to Australia in the 1850s


          Babbage also invented an ophthalmoscope, but although he gave it to a physician for testing it was forgotten, and the device only came into use after being independently invented by Hermann von Helmholtz.


          Babbage twice stood for Parliament as a candidate for the borough of Finsbury. In 1832 he came in third among five candidates, but in 1834 he finished last among four.


          In On the Economy of Machine and Manufacture, Babbage described what is now called the Babbage principle, which describes certain advantages with division of labour. Babbage noted that highly skilled - and thus generally highly paid - workers spend parts of their job performing tasks that are 'below' their skill level. If the labour process can be divided among several workers, it is possible to assign only high-skill tasks to high-skill and -cost workers and leave other working tasks to less-skilled and paid workers, thereby cutting labour costs. This principle was criticised by Karl Marx who argued that it caused labour segregation and contributed to alienation. The Babbage principle is an inherent assumption in Frederick Winslow Taylor's scientific management.


          


          Eccentricities


          
            	Babbage once counted all the broken panes of glass of a factory, publishing in 1857 a "Table of the Relative Frequency of the Causes of Breakage of Plate Glass Windows": Of 464 broken panes, 14 were caused by "drunken men, women or boys".

          


          
            	Babbages's distaste for commoners ("the Mob") included writing "Observations of Street Nuisances" in 1864, as well as tallying up 165 "nuisances" over a period of 80 days; he especially hated street music, and in particular the music of organ grinders, against whom he railed in various venues. The following quotation is typical:

          


          
            	
              
                	It is difficult to estimate the misery inflicted upon thousands of persons, and the absolute pecuniary penalty imposed upon multitudes of intellectual workers by the loss of their time, destroyed by organ-grinders and other similar nuisances.

              

            

          


          
            	Babbage once contacted the poet Alfred Tennyson in response to his poem "The Vision of Sin". Babbage wrote, "In your otherwise beautiful poem, one verse reads,

          


          
            	
              
                	Every moment dies a man,


                	Every moment one is born.

              

            

          


          
            	... If this were true, the population of the world would be at a standstill. In truth, the rate of birth is slightly in excess of that of death. I would suggest [that the next version of your poem should read]:

          


          
            	
              
                	Every moment dies a man,


                	Every moment 1 1/16 is born.

              

            

          


          
            	Strictly speaking, the actual figure is so long I cannot get it into a line, but I believe the figure 1 1/16 will be sufficiently accurate for poetry."

          


          


          Quotations


          
            
              	

              	On two occasions I have been asked,  "Pray, Mr. Babbage, if you put into the machine wrong figures, will the right answers come out?" In one case a member of the Upper, and in the other a member of the Lower, House put this question. I am not able rightly to apprehend the kind of confusion of ideas that could provoke such a question.

              	
            

          


          


          Commemoration


          Babbage has been commemorated by a number of references, as shown on this list. In particular, the Babbage crater, on the Moon, and the Charles Babbage Institute, an information technology archive and research centre, were named after him. The large Babbage lecture theatre at Cambridge University, used for undergraduate science lectures, commemorates his time at the university.
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          Charles Robert Darwin ( 12 February 1809  19 April 1882) was an English naturalist, eminent as a collector and geologist, who proposed and provided scientific evidence that all species of life have evolved over time from common ancestors through the process he called natural selection. The fact that evolution occurs became accepted by the scientific community and the general public in his lifetime, while his theory of natural selection came to be widely seen as the primary explanation of the process of evolution in the 1930s, and now forms the basis of modern evolutionary theory. In modified form, Darwins scientific discovery remains the foundation of biology, as it provides a unifying logical explanation for the diversity of life.


          Darwin developed his interest in natural history while studying first medicine at Edinburgh University, then theology at Cambridge. His five-year voyage on the Beagle established him as a geologist whose observations and theories supported Charles Lyells uniformitarian ideas, and publication of his journal of the voyage made him famous as a popular author. Puzzled by the geographical distribution of wildlife and fossils he collected on the voyage, Darwin investigated the transmutation of species and conceived his theory of natural selection in 1838. Although he discussed his ideas with several naturalists, he needed time for extensive research and his geological work had priority. He was writing up his theory in 1858 when Alfred Russel Wallace sent him an essay which described a similar theory, prompting immediate joint publication of both of their theories.


          His 1859 book On the Origin of Species established evolution by common descent as the dominant scientific explanation of diversification in nature. He examined human evolution and sexual selection in The Descent of Man, and Selection in Relation to Sex, followed by The Expression of the Emotions in Man and Animals. His research on plants was published in a series of books, and in his final book, he examined earthworms and their effect on soil.


          In recognition of Darwins pre-eminence, he was buried in Westminster Abbey, close to John Herschel and Isaac Newton.


          


          Biography


          


          Early life
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          Charles Robert Darwin was born in Shrewsbury, Shropshire, England on 12 February 1809 at his family home, the Mount. He was the fifth of six children of wealthy society doctor and financier Robert Darwin, and Susannah Darwin (ne Wedgwood). He was the grandson of Erasmus Darwin on his fathers side, and of Josiah Wedgwood on his mothers side. Both families were largely Unitarian, though the Wedgwoods were adopting Anglicanism. Robert Darwin, himself quietly a freethinker, made a nod toward convention by having baby Charles baptised in the Anglican Church. Nonetheless, Charles and his siblings attended the Unitarian chapel with their mother, and in 1817, Charles joined the day school, run by its preacher. In July of that year, when Charles was eight years old, his mother died. From September 1818, he attended the nearby Anglican Shrewsbury School as a boarder.


          Darwin spent the summer of 1825 as an apprentice doctor, helping his father treat the poor of Shropshire. In the autumn, he went to the University of Edinburgh, Scotland, to study medicine, but he was revolted by the brutality of surgery and neglected his medical studies. He learned taxidermy from John Edmonstone, a freed black slave who told him exciting tales of the South American rainforest. Later, in The Descent of Man, he used this experience as evidence that Negroes and Europeans were closely related despite superficial differences in appearance.


          In Darwins second year, he joined the Plinian Society, a student group interested in natural history. He became a keen pupil of Robert Edmund Grant, a proponent of Jean-Baptiste Lamarcks theory of evolution by acquired characteristics, which Charless grandfather Erasmus had also advocated. On the shores of the Firth of Forth, Darwin joined in Grants investigations of the life cycle of marine animals. These studies found evidence for homology, the radical theory that all animals have similar organs which differ only in complexity, thus showing common descent. In March 1827, Darwin made a presentation to the Plinian of his own discovery that the black spores often found in oyster shells were the eggs of a skate leech. He also sat in on Robert Jamesons natural history course, learning about stratigraphic geology, receiving training in classifying plants, and assisting with work on the extensive collections of the University Museum, one of the largest museums in Europe at the time.


          In 1827, his father, unhappy at his younger sons lack of progress, shrewdly enrolled him in a Bachelor of Arts course at Christs College, Cambridge to qualify as a clergyman, expecting him to get a good income as an Anglican parson. However, Darwin preferred riding and shooting to studying. Along with his cousin William Darwin Fox, he became engrossed in the craze at the time for the competitive collecting of beetles. Fox introduced him to the Reverend John Stevens Henslow, professor of botany, for expert advice on beetles. Darwin subsequently joined Henslows natural history course and became his favourite pupil, known to the dons as the man who walks with Henslow. When exams drew near, Darwin focused on his studies and received private instruction from Henslow. Darwin was particularly enthusiastic about the writings of William Paley, including the argument for divine design in nature. It has been argued that Darwins enthusiasm for Paleys religious adaptationism paradoxically played a role even later, when Darwin formulated his theory of natural selection. In his finals in January 1831, he performed well in theology and, having scraped through in classics, mathematics and physics, came tenth out of a pass list of 178.


          Residential requirements kept Darwin at Cambridge until June. Following Henslows example and advice, he was in no rush to take Holy Orders. Inspired by Alexander von Humboldts Personal Narrative, he planned to visit Tenerife with some classmates after graduation to study natural history in the tropics. To prepare himself, Darwin joined the geology course of the Reverend Adam Sedgwick and, in the summer, went with him to assist in mapping strata in Wales. After a fortnight with student friends at Barmouth, he returned home to find a letter from Henslow recommending Darwin as a suitable (if unfinished) naturalist for the unpaid position of gentlemans companion to Robert FitzRoy, the captain of HMS Beagle, which was to leave in four weeks on an expedition to chart the coastline of South America. His father objected to the planned two-year voyage, regarding it as a waste of time, but was persuaded by his brother-in-law, Josiah Wedgwood, to agree to his sons participation.


          


          Journey of the Beagle
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          The Beagle survey took five years, two-thirds of which Darwin spent on land. He carefully noted a rich variety of geological features, fossils and living organisms, and methodically collected an enormous number of specimens, many of them new to science. At intervals during the voyage he sent specimens to Cambridge together with letters about his findings, and these established his reputation as a naturalist. His extensive detailed notes showed his gift for theorising and formed the basis for his later work. The journal he originally wrote for his family, published as The Voyage of the Beagle, summarises his findings and provides social, political and anthropological insights into the wide range of people he met, both native and colonial.


          While on board the ship, Darwin suffered badly from seasickness. In October 1833 he caught a fever in Argentina, and in July 1834, while returning from the Andes down to Valparaso, he fell ill and spent a month in bed.


          Before they set out, FitzRoy gave Darwin the first volume of Charles Lyells Principles of Geology, which explained landforms as the outcome of gradual processes over huge periods of time. On their first stop ashore at St Jago, Darwin found that a white band high in the volcanic rock cliffs consisted of baked coral fragments and shells. This matched Lyells concept of land slowly rising or falling, giving Darwin a new insight into the geological history of the island which inspired him to think of writing a book on geology. He went on to make many more discoveries, some of them particularly dramatic. He saw stepped plains of shingle and seashells in Patagonia as raised beaches, and after experiencing an earthquake in Chile saw mussel-beds stranded above high tide showing that the land had just been raised. High in the Andes he saw several fossil trees that had grown on a sand beach, with seashells nearby. He theorised that coral atolls form on sinking volcanic mountains, and confirmed this when the Beagle surveyed the Cocos (Keeling) Islands.


          In South America, Darwin found and excavated rare fossils of gigantic extinct mammals in strata with modern seashells, indicating recent extinction and no change in climate or signs of catastrophe. Though he correctly identified one as a Megatherium and fragments of armour reminded him of the local armadillo, he assumed his finds were related to African or European species and it was a revelation to him after the voyage when Richard Owen showed that they were closely related to living creatures exclusively found in the Americas.
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          Lyells second volume, which argued against evolutionism and explained species distribution by centres of creation, was sent out to Darwin. He puzzled over all he saw, and his ideas went beyond Lyell. In Argentina, he found that two types of rhea had separate but overlapping territories. On the Galpagos Islands he collected birds, and noted that mockingbirds differed depending on which island they came from. He also heard that local Spaniards could tell from their appearance on which island tortoises originated, but thought the creatures had been imported by buccaneers. In Australia, the marsupial rat-kangaroo and the platypus seemed so unusual that Darwin thought it was almost as though two distinct Creators had been at work.


          In Cape Town he and FitzRoy met John Herschel, who had recently written to Lyell about that mystery of mysteries, the origin of species. When organising his notes on the return journey, Darwin wrote that if his growing suspicions about the mockingbirds, the tortoises and the Falkland Island Fox were correct, such facts undermine the stability of Species, then cautiously added would before undermine. He later wrote that such facts seemed to me to throw some light on the origin of species.


          Three natives who had been taken from Tierra del Fuego on the Beagles previous voyage were taken back there to become missionaries. They had become civilised in England over the previous two years, yet their relatives appeared to Darwin to be miserable, degraded savages. A year on, the mission had been abandoned and only Jemmy Button spoke with them to say he preferred his harsh previous way of life and did not want to return to England. Because of this experience, Darwin came to think that humans were not as far removed from animals as his friends then believed, and saw differences as relating to cultural advances towards civilisation rather than being racial. He detested the slavery he saw elsewhere in South America, and was saddened by the effects of European settlement on Aborigines in Australia and Maori in New Zealand.


          Captain FitzRoy was committed to writing the official Narrative of the Beagle voyages, and near the end of the voyage, he read Darwins diary and asked him to rewrite this Journal to provide the third volume, on natural history.


          


          Inception of Darwins evolutionary theory
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          While Darwin was still on the voyage, Henslow fostered his former pupils reputation by giving selected naturalists access to the fossil specimens and a pamphlet of Darwins geological letters. When the Beagle returned on 2 October 1836, Darwin was a celebrity in scientific circles. After visiting his home in Shrewsbury and seeing relatives, Darwin hurried to Cambridge to see Henslow, who advised on finding naturalists available to describe and catalogue the collections, and agreed to take on the botanical specimens. Darwins father organised investments, enabling his son to be a self-funded gentleman scientist, and an excited Darwin went round the London institutions being fted and seeking experts to describe the collections. Zoologists had a huge backlog of work, and there was a danger of specimens just being left in storage.


          An eager Charles Lyell met Darwin for the first time on 29 October and soon introduced him to the up-and-coming anatomist Richard Owen, who had the facilities of the Royal College of Surgeons at his disposal to work on the fossil bones collected by Darwin. Owens surprising results included gigantic sloths, a hippopotamus-like skull from the extinct rodent Toxodon, and armour fragments from a huge extinct armadillo ( Glyptodon), as Darwin had initially surmised. The fossil creatures were unrelated to African animals, but closely related to living species in South America.


          In mid-December, Darwin moved to Cambridge to organise work on his collections and rewrite his Journal. He wrote his first paper, showing that the South American landmass was slowly rising, and with Lyells enthusiastic backing read it to the Geological Society of London on 4 January 1837. On the same day, he presented his mammal and bird specimens to the Zoological Society. The ornithologist John Gould soon revealed that the Galapagos birds that Darwin had thought a mixture of blackbirds,  gros-beaks and finches, were, in fact, twelve separate species of finches. On 17 February 1837, Darwin was elected to the Council of the Geographical Society, and in his presidential address, Lyell presented Owens findings on Darwins fossils, stressing geographical continuity of species as supporting his uniformitarian ideas.
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          On 6 March 1837, Darwin moved to London to be close to this work, and joined the social whirl around scientists and savants such as Charles Babbage, who thought that God preordained life by natural laws rather than ad hoc miraculous creations. Darwin lived near his freethinking brother Erasmus, who was part of this Whig circle and whose close friend the writer Harriet Martineau promoted the ideas of Thomas Malthus underlying the Whig Poor Law reforms aimed at discouraging the poor from breeding beyond available food supplies. John Herschels question on the origin of species was widely discussed. Medical men even joined Grant in endorsing transmutation of species, but to Darwins scientist friends such radical heresy attacked the divine basis of the social order already under threat from recession and riots.


          Gould now revealed that the Galapagos mockingbirds from different islands were separate species, not just varieties, and the wrens were yet another species of finches. Darwin had not kept track of which islands the finch specimens were from, but found information from the notes of others on the Beagle, including FitzRoy, who had more carefully recorded their own collections. The zoologist Thomas Bell showed that the Galpagos tortoises were native to the islands. By mid-March, Darwin was convinced that creatures arriving in the islands had become altered in some way to form new species on the different islands, and investigated transmutation while noting his speculations in his Red Notebook which he had begun on the Beagle. In mid-July, he began his secret B notebook on transmutation, and on page 36 wrote I think above his first sketch of an evolutionary tree.


          


          Overwork, illness, and marriage


          As well as launching into this intensive study of transmutation, Darwin became mired in more work. While still rewriting his Journal, he took on editing and publishing the expert reports on his collections, and with Henslows help obtained a Treasury grant of 1,000 to sponsor this multi-volume Zoology of the Voyage of H.M.S. Beagle. He agreed to unrealistic dates for this and for a book on South American Geology supporting Lyells ideas. Darwin finished writing his Journal around 20 June 1837 just as Queen Victoria came to the throne, but then had its proofs to correct.


          Darwins health suffered from the pressure. On 20 September 1837, he had palpitations of the heart. On doctors advice that a month of recuperation was needed, he went to Shrewsbury then on to visit his Wedgwood relatives at Maer Hall, but found them too eager for tales of his travels to give him much rest. His charming, intelligent, and cultured cousin Emma Wedgwood, nine months older than Darwin, was nursing his invalid aunt. His uncle Jos pointed out an area of ground where cinders had disappeared under loam and suggested that this might have been the work of earthworms. This inspired a talk which Darwin gave to the Geological Society on 1 November, the first demonstration of the role of earthworms in soil formation.


          William Whewell pushed Darwin to take on the duties of Secretary of the Geological Society. After first declining this extra work, he accepted the post in March 1838. Despite the grind of writing and editing the Beagle reports, remarkable progress was made on transmutation. Darwin took every opportunity to question expert naturalists and, unconventionally, people with practical experience such as farmers and pigeon fanciers. Over time his research drew on information from his relatives and children, the family butler, neighbours, colonists and former shipmates. He included mankind in his speculations from the outset, and on seeing an ape in the zoo on 28 March 1838 noted its child-like behaviour.


          The strain took its toll, and by June he was being laid up for days on end with stomach problems, headaches and heart symptoms. For the rest of his life, he was repeatedly incapacitated with episodes of stomach pains, vomiting, severe boils, palpitations, trembling and other symptoms, particularly during times of stress, such as when attending meetings or dealing with controversy over his theory. The cause of Darwins illness was unknown during his lifetime, and attempts at treatment had little success. Recent attempts at diagnosis have suggested Chagas disease caught from insect bites in South America, Mnires disease, or various psychological illnesses as possible causes, without any conclusive results.


          On 23 June 1838, he took a break from the pressure of work and went geologising in Scotland. He visited Glen Roy in glorious weather to see the parallel roads cut into the hillsides at three heights. He thought that these were marine raised beaches: they were later shown to have been shorelines of a proglacial lake.


          
            [image: Charles chose to marry his cousin, Emma Wedgwood.]

            
              Charles chose to marry his cousin, Emma Wedgwood.
            

          


          Fully recuperated, he returned to Shrewsbury in July. Used to jotting down daily notes on animal breeding, he scrawled rambling thoughts about career and prospects on two scraps of paper, one with columns headed Marry and Not Marry. Advantages included constant companion and a friend in old age... better than a dog anyhow, against points such as less money for books and terrible loss of time. Having decided in favour, he discussed it with his father, then went to visit Emma on 29 July 1838. He did not get around to proposing, but against his fathers advice he mentioned his ideas on transmutation.


          Continuing his research in London, Darwins wide reading now included for amusement the 6th edition of Malthuss An Essay on the Principle of Population which calculates from the birth rate that human population could double every 25 years, but in practice growth is kept in check by death, disease, wars and famine. Darwin was well prepared to see at once that this also applied to de Candolles warring of the species of plants and the struggle for existence among wildlife, explaining how numbers of a species kept roughly stable. As species always breed beyond available resources, favourable variations would make organisms better at surviving and passing the variations on to their offspring, while unfavourable variations would be lost. This would result in the formation of new species. On 28 September 1838 he noted this insight, describing it as a kind of wedging, forcing adapted structures into gaps in the economy of nature as weaker structures were thrust out. He now had a theory by which to work, and over the following months compared farmers picking the best breeding stock to a Malthusian Nature selecting from variants thrown up by chance so that every part of [every] newly acquired structure is fully practised and perfected, and thought this analogy the most beautiful part of my theory.


          On 11 November, he returned to Maer and proposed to Emma, once more telling her his ideas. She accepted, then in exchanges of loving letters she showed how she valued his openness, but her upbringing as a very devout Anglican led her to express fears that his lapses of faith could endanger her hopes to meet in the afterlife. While he was house-hunting in London, bouts of illness continued and Emma wrote urging him to get some rest, almost prophetically remarking So dont be ill any more my dear Charley till I can be with you to nurse you. He found what they called Macaw Cottage (because of its gaudy interiors) in Gower Street, then moved his museum in over Christmas. The marriage was arranged for 24 January 1839, but the Wedgwoods set the date back. On the 24th, Darwin was honoured by being elected as Fellow of the Royal Society.


          On 29 January 1839, Darwin and Emma Wedgwood were married at Maer in an Anglican ceremony arranged to suit the Unitarians, then immediately caught the train to London and their new home.


          


          Preparing the theory of natural selection for publication


          Darwin now had the framework of his theory of natural selection by which to work, as his prime hobby. His research subsequently included animal husbandry and extensive experiments with plants, investigating many detailed ideas and finding evidence that species were not fixed to convince sceptical naturalists. For more than a decade this work was in the background to his main occupation, publication of the scientific results of the Beagle voyage.


          When FitzRoys Narrative was published in May 1839, Darwins Journal and Remarks ( The Voyage of the Beagle) as the third volume was such a success that later that year it was published on its own.


          Early in 1842, Darwin sent a letter about his ideas to Lyell, who was dismayed that his ally now denied seeing a beginning to each crop of species. In May, Darwins book on coral reefs was published after more than three years of work, and he then wrote a pencil sketch of his theory. To escape the pressures of London, the family moved to rural Down House in November. On 11 January 1844 Darwin mentioned his theorising to the botanist Joseph Dalton Hooker, writing with melodramatic humour it is like confessing a murder. To his relief, Hooker replied There may in my opinion have been a series of productions on different spots, & also a gradual change of species. I shall be delighted to hear how you think that this change may have taken place, as no presently conceived opinions satisfy me on the subject.
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          By July, Darwin had expanded his sketch into a 230-page Essay, to be expanded with his research results if he died prematurely. He was shocked in November to find many of his arguments anticipated in the anonymously published Vestiges of the Natural History of Creation, though it lacked any convincing explanation for transmutation. The book was amateurish and he scorned its geology and anatomy, but as a best-seller it widened middle-class interest in transmutation, paving the way for Darwin as well as reminding him of the need to counter all arguments. Darwin completed his third geological book in 1846, and turned in relief to dissecting and classifying the barnacles he had collected, using his new ideas of common descent, and the anatomy he had learnt as Grants student. In 1847, Hooker read the Essay and sent notes that provided Darwin with the calm critical feedback that he needed, but would not commit himself and questioned Darwins opposition to continuing acts of creation.


          In an attempt to improve his chronic ill health, Darwin went in 1849 to Dr. James Gullys Malvern spa and was surprised to find some benefit from hydrotherapy. Then in 1851 his treasured daughter Annie fell ill, reawakening his fears that his illness might be hereditary. After a long series of crises, she died and Darwins faith in Christianity dwindled away.


          In eight years of work on barnacles (Cirripedia), Darwin found  homologies that supported his theory by showing that slightly changed body parts could serve different functions to meet new conditions. In 1853 it earned him the Royal Societys Royal Medal, and it made his reputation as a biologist. He resumed work on his theory of species in 1854, and in November realised that divergence in the character of descendants could be explained by them becoming adapted to diversified places in the economy of nature.


          


          Publication of the theory of natural selection
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          By the start of 1856, Darwin was investigating whether eggs and seeds could survive travel across seawater to spread species across oceans. Hooker increasingly doubted the traditional view that species were fixed, but their young friend Thomas Henry Huxley was firmly against evolution. Lyell was intrigued by Darwins speculations without realising their extent. When he read a paper by Alfred Russel Wallace on the Introduction of species, he saw similarities with Darwins thoughts and urged him to publish to establish precedence. Though Darwin saw no threat, he began work on a short paper. Finding answers to difficult questions held him up repeatedly, and he expanded his plans to a big book on species titled Natural Selection. He continued his researches, obtaining information and specimens from naturalists worldwide including Wallace who was working in Borneo. In December 1857, Darwin received a letter from Wallace asking if the book would examine human origins. He responded that he would avoid that subject, so surrounded with prejudices, while encouraging Wallaces theorising and adding that I go much further than you.


          Darwins book was half way when, on 18 June 1858, he received a paper from Wallace describing natural selection. Shocked that he had been forestalled, Darwin sent it on to Lyell, as requested, and, though Wallace had not asked for publication, offered to send it to any journal that Wallace chose. His family was in crisis with children in the village dying of scarlet fever, and he put matters in the hands of Lyell and Hooker. They agreed on a joint presentation at the Linnean Society on 1 July of On the Tendency of Species to form Varieties; and on the Perpetuation of Varieties and Species by Natural Means of Selection; however, Darwins baby son died of the scarlet fever and he was too distraught to attend.


          There was little immediate attention to this announcement of the theory; the president of the Linnean remarked in May 1859 that the year had not been marked by any revolutionary discoveries. Later, Darwin could only recall one review; Professor Haughton of Dublin claimed that all that was new in them was false, and what was true was old. Darwin struggled for thirteen months to produce an abstract of his big book, suffering from ill health but getting constant encouragement from his scientific friends. Lyell arranged to have it published by John Murray.


          On the Origin of Species by Means of Natural Selection, or The Preservation of Favoured Races in the Struggle for Life (usually abbreviated to On the Origin of Species) proved unexpectedly popular, with the entire stock of 1,250 copies oversubscribed when it went on sale to booksellers on 22 November 1859. In the book, Darwin set out one long argument of detailed observations, inferences and consideration of anticipated objections. His only allusion to human evolution was the understatement that light will be thrown on the origin of man and his history. His theory is simply stated in the introduction:


          
            As many more individuals of each species are born than can possibly survive; and as, consequently, there is a frequently recurring struggle for existence, it follows that any being, if it vary however slightly in any manner profitable to itself, under the complex and sometimes varying conditions of life, will have a better chance of surviving, and thus be naturally selected. From the strong principle of inheritance, any selected variety will tend to propagate its new and modified form.

          


          He put a strong case for common descent, but avoided the then controversial term  evolution, and at the end of the book concluded that;


          
            There is grandeur in this view of life, with its several powers, having been originally breathed into a few forms or into one; and that, whilst this planet has gone cycling on according to the fixed law of gravity, from so simple a beginning endless forms most beautiful and most wonderful have been, and are being, evolved.
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          Reaction to the publication


          There was wide public interest in Charles Darwins book and a controversy which he monitored closely, keeping press cuttings of reviews, articles, satires, parodies and caricatures. Darwin had carefully said no more than "Light will be thrown on the origin of man", but the first review claimed it made a creed of the men from monkeys idea already controversial from Vestiges. Amongst favourable responses Huxleys reviews included swipes at Richard Owen, leader of the scientific establishment Huxley was trying to overthrow, and when Owen's review appeared it joined others condemning the book.


          The Church of England scientific establishment, including Darwins old Cambridge tutors Sedgwick and Henslow, reacted against the book, though it was well received by a younger generation of professional naturalists. In 1860, the publication of Essays and Reviews by seven liberal Anglican theologians diverted clerical attention away from Darwin. An explanation of higher criticism and other heresies, it included the argument that miracles broke Gods laws, so belief in them was atheisticand praise for Mr Darwins masterly volume [supporting] the grand principle of the self-evolving powers of nature.


          The most famous confrontation took place at the public 1860 Oxford evolution debate during a meeting of the British Association for the Advancement of Science. Professor John William Draper delivered a long lecture about Darwin and social progress, then Samuel Wilberforce, the Bishop of Oxford, argued against Darwin. In the ensuing debate Joseph Hooker argued strongly for Darwin and Thomas Huxley established himself as Darwins bulldog  the fiercest defender of evolutionary theory on the Victorian stage. Both sides came away feeling victorious, but Huxley went on to make much of his claim that on being asked by Wilberforce whether he was descended from monkeys on his grandfathers side or his grandmothers side, Huxley muttered: The Lord has delivered him into my hands and replied that he would rather be descended from an ape than from a cultivated man who used his gifts of culture and eloquence in the service of prejudice and falsehood.
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          Darwins illness kept him away from the public debates, though he read eagerly about them and mustered support through correspondence. Asa Gray persuaded a publisher in the United States to pay royalties, and Darwin imported and distributed Grays pamphlet Natural Selection is not inconsistent with Natural Theology. In Britain, friends including Hooker and Lyell took part in the scientific debates which Huxley pugnaciously led to overturn the dominance of clergymen and aristocratic amateurs under Owen in favour of a new generation of professional scientists. Owen made the mistake of (wrongly) claiming certain anatomical differences between ape and human brains, and accusing Huxley of advocating Ape Origin of Man. Huxley gladly did just that, and his campaign over two years was devastatingly successful in ousting Owen and the old guard. Darwins friends formed The X Club and helped to gain him the honour of the Royal Societys Copley Medal in 1864.


          Broader public interest had already been stimulated by Vestiges, and the Origin of Species was translated into many languages and went through numerous reprints, becoming a staple scientific text accessible both to a newly curious middle class and to working men who flocked to Huxleys lectures. Darwins theory also resonated with various movements at the time and became a key fixture of popular culture.


          


          Descent of Man, sexual selection, and botany


          
            	More detailed articles cover Darwins life from Orchids to Variation, from Descent of Man to Emotions and from Insectivorous plants to Worms
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          Despite repeated bouts of illness during the last twenty-two years of his life, Darwin pressed on with his work. He had published an abstract of his theory, but more controversial aspects of his big book were still incomplete, including explicit evidence of humankinds descent from earlier animals, and exploration of possible causes underlying the development of society and of human mental abilities. He had yet to explain features with no obvious utility other than decorative beauty. His experiments, research and writing continued.


          When Darwins daughter fell ill, he set aside his experiments with seedlings and domestic animals to accompany her to a seaside resort where he became interested in wild orchids. This developed into an innovative study of how their beautiful flowers served to control insect pollination and ensure cross fertilisation. As with the barnacles, homologous parts served different functions in different species. Back at home, he lay on his sickbed in a room filled with experiments on climbing plants. A reverent Ernst Haeckel who had spread a version of Darwinismus in Germany visited him. Wallace remained supportive, though he increasingly turned to Spiritualism.


          Variation of Plants and Animals Under Domestication, the first part of Darwins planned big book (expanding on his abstract published as The Origin of Species), grew to two huge volumes, forcing him to leave out human evolution and sexual selection, and sold briskly despite its size. A further book of evidence, dealing with natural selection in the same style, was largely written, but remained unpublished until transcribed in 1975.


          
            [image: Punch's almanac for 1882, published shortly before Darwin’s death, depicts him amidst evolution from chaos to Victorian gentleman with the title Man Is But A Worm.]

            
              Punch's almanac for 1882, published shortly before Darwins death, depicts him amidst evolution from chaos to Victorian gentleman with the title Man Is But A Worm.
            

          


          The question of human evolution had been taken up by his supporters (and detractors) shortly after the publication of The Origin of Species, but Darwins own contribution to the subject came more than ten years later with the two-volume The Descent of Man, and Selection in Relation to Sex published in 1871. In the second volume, Darwin introduced in full his concept of sexual selection to explain the evolution of human culture, the differences between the human sexes, and the differentiation of human races, as well as the beautiful (and seemingly non-adaptive) plumage of birds. A year later Darwin published his last major work, The Expression of the Emotions in Man and Animals, which focused on the evolution of human psychology and its continuity with the behaviour of animals. He developed his ideas that the human mind and cultures were developed by natural and sexual selection, an approach which has been revived in the last three decades with the emergence of evolutionary psychology. As he concluded in Descent of Man, Darwin felt that, despite all of humankinds noble qualities and exalted powers: Man still bears in his bodily frame the indelible stamp of his lowly origin.


          His evolution-related experiments and investigations culminated in books on the movement of climbing plants, insectivorous plants, the effects of cross and self fertilisation of plants, different forms of flowers on plants of the same species, and The Power of Movement in Plants. In his last book, he returned to the effect earthworms have on soil formation.


          He died in Downe, Kent, England, on 19 April 1882. He had expected to be buried in St Marys churchyard at Downe, but at the request of Darwins colleagues, William Spottiswoode (President of the Royal Society) arranged for Darwin to be given a state funeral and buried in Westminster Abbey, close to John Herschel and Isaac Newton.


          


          Darwins children
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                  Darwins Children
                

              
            


            
              	William Erasmus Darwin

              	( 27 December 18391914)
            


            
              	Anne Elizabeth Darwin

              	( 2 March 1841 22 April 1851)
            


            
              	Mary Eleanor Darwin

              	( 23 September 1842 16 October 1842)
            


            
              	Henrietta Emma Etty Darwin

              	( 25 September 18431929)
            


            
              	George Howard Darwin

              	( 9 July 1845 7 December 1912)
            


            
              	Elizabeth Bessy Darwin

              	( 8 July 18471926)
            


            
              	Francis Darwin

              	( 16 August 1848 19 September 1925)
            


            
              	Leonard Darwin

              	( 15 January 1850 26 March 1943)
            


            
              	Horace Darwin

              	( 13 May 1851 29 September 1928)
            


            
              	Charles Waring Darwin

              	( 6 December 1856 28 June 1858)
            

          


          The Darwins had ten children: two died in infancy, and Annie's death at the age of ten had a devastating effect on her parents. Charles was a devoted father and uncommonly attentive to his children. Whenever they fell ill he feared that they might have inherited weaknesses from inbreeding due to the close family ties he shared with his wife and cousin, Emma Wedgwood. He examined this topic in his writings, contrasting it with the advantages of crossing amongst many organisms. Despite his fears, most of the surviving children went on to have distinguished careers as notable members of the prominent Darwin-Wedgwood family.


          Of his surviving children, George, Francis and Horace became Fellows of the Royal Society, distinguished as astronomer, botanist and civil engineer, respectively. His son Leonard, on the other hand, went on to be a soldier, politician, economist, eugenicist and mentor of the statistician and evolutionary biologist Ronald Fisher.


          


          Religious views


          Though Charles Darwins family background was Nonconformist, and his father, grandfather and brother were Freethinkers, at first he did not doubt the literal truth of the Bible. He attended a Church of England school, then at Cambridge studied Anglican theology to become a clergyman. He was convinced by William Paleys teleological argument that design in nature proved the existence of God, but during the Beagle voyage he questioned, for example, why deep-ocean plankton had been created with so much beauty for little purpose as no one could see them, or the problem of evil of how the ichneumon wasp paralysing caterpillars as live food for its eggs could be reconciled with Paleys vision of beneficent design. He was still quite orthodox and would quote the Bible as an authority on morality, but was critical of the history in the Old Testament.
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          When investigating transmutation of species he knew that his naturalist friends thought this a bestial heresy undermining miraculous justifications for the social order, the kind of radical argument then being used by Dissenters and atheists to attack the Church of Englands privileged position as the established church. Though Darwin wrote of religion as a tribal survival strategy, he still believed that God was the ultimate lawgiver. His belief dwindled, and his grief at the death of his daughter Annie in 1851 made him more certain in his scepticism. He continued to help the local church with parish work, but on Sundays would go for a walk while his family attended church. He now thought it better to look at pain and suffering as the result of general laws rather than direct intervention by God. When asked about his religious views, he wrote that he had never been an atheist in the sense of denying the existence of a God, and that generally an Agnostic would be the more correct description of my state of mind.


          The  Lady Hope Story, published in 1915, claimed that Darwin had reverted back to Christianity on his sickbed. The claims were refuted by Darwins children and have been dismissed as false by historians. His daughter, Henrietta, who was at his deathbed, said that he did not convert to Christianity. His last words were, in fact, directed at Emma: Remember what a good wife you have been.



          


          Political interpretations
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          Darwins theories and writings, combined with Gregor Mendels genetics (the  modern synthesis), form the basis of all modern biology. However, Darwins fame and popularity led to his name being associated with ideas and movements which at times had only an indirect relation to his writings, and sometimes went directly against his express comments.


          


          Eugenics


          Following Darwins publication of the Origin, his cousin, Francis Galton, applied the concepts to human society, starting in 1865 with ideas to promote hereditary improvement which he elaborated at length in 1869. In The Descent of Man Darwin agreed that Galton had demonstrated the probability that talent and genius in humans was inherited, but dismissed the social changes Galton proposed as too utopian. Neither Galton nor Darwin supported government intervention and thought that, at most, heredity should be taken into consideration by people seeking potential mates. In 1883, after Darwins death, Galton began calling his social philosophy Eugenics. In the 20th century, eugenics movements gained popularity in a number of countries and became associated with reproduction control programmes such as compulsory sterilisation laws, then were stigmatised after their usage in the rhetoric of Nazi Germany in its goals of genetic purity.


          


          Social Darwinism


          The ideas of Thomas Malthus and Herbert Spencer which applied ideas of evolution and  survival of the fittest to societies, nations and businesses became popular in the late 19th and early 20th century, and were used to defend various, sometimes contradictory, ideological perspectives including laissez-faire economics, colonialism, racism and imperialism. The term Social Darwinism originated around the 1890s, but became popular as a derogatory term in the 1940s with Richard Hofstadters critique of laissez-faire conservatism. The concepts predate Darwins publication of the Origin in 1859: Malthus died in 1834 and Spencer published his books on economics in 1851 and on evolution in 1855. Darwin himself insisted that social policy should not simply be guided by concepts of struggle and selection in nature, and that sympathy should be extended to all races and nations.


          


          Commemoration
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          During Darwins lifetime, many species and geographical features were given his name. An expanse of water adjoining the Beagle Channel was named Darwin Sound by Robert FitzRoy after Darwins prompt action, along with two or three of the men, saved them from being marooned on a nearby shore when a collapsing glacier caused a large wave that would have swept away their boats, and the nearby Mount Darwin in the Andes was named in celebration of Darwins 25th birthday. When the Beagle was surveying Australia in 1839, Darwins friend John Lort Stokes sighted a natural harbour which the ships captain Wickham named Port Darwin. The settlement of Palmerston founded there in 1869 was officially renamed Darwin in 1911. It became the capital city of Australias Northern Territory, which also boasts Charles Darwin University and Charles Darwin National Park. Darwin College, Cambridge, founded in 1964, was named in honour of the Darwin family, partially because they owned some of the land it was on.


          The 14 species of finches he collected in the Galpagos Islands are affectionately named  Darwins finches in honour of his legacy. In 1992, Darwin was ranked #16 on Michael H. Harts list of the most influential figures in history. Darwin came fourth in the 100 Greatest Britons poll sponsored by the BBC and voted for by the public. In 2000 Darwins image appeared on the Bank of England ten pound note, replacing Charles Dickens. His impressive, luxuriant beard (which was reportedly difficult to forge) was said to be a contributory factor to the banks choice.


          As a humorous celebration of evolution, the annual Darwin Award is bestowed on individuals who improve our gene pool by removing themselves from it.


          Numerous biographies of Darwin have been written, and the 1980 biographical novel The Origin by Irving Stone gives a closely researched fictional account of Darwins life from the age of 22 onwards.
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          Darwin has been the subject of many exhibitions, including the Darwin exhibition, which opened at the American Museum of Natural History in New York City in 2006, traveled to the Field Museum in Chicago, is currently being hosted by The Royal Ontario Museum in Toronto and will open in London in late 2009. The exhibit is part of a series of events celebrating the bicentenary of Darwin's birth and the 150th anniversary of the publication of the Origin of Species. Other celebrations include a festival at the University of Cambridge in July 2009, and "Darwin200," a series of events hosted by various British organizations under the auspices of London's Natural History Museum.


          


          Works


          Darwin was a prolific author, and even without publication of his works on evolution would have had a considerable reputation as the author of The Voyage of the Beagle, as a geologist who had published extensively on South America and had solved the puzzle of the formation of coral atolls, and as a biologist who had published the definitive work on barnacles. While The Origin of Species dominates perceptions of his work, The Descent of Man, and Selection in Relation to Sex and The Expression of Emotions in Man and Animals had considerable impact, and his books on plants including The Power of Movement in Plants were innovative studies of great importance, as was his final work on The Formation of Vegetable Mould Through the Action of Worms.


          
            The standard author abbreviation Darwin is used to indicate this individual as the author when citing a botanical name.
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              Charles Dickens is acclaimed as one of history's greatest novelists
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          Charles John Huffam Dickens, FRSA (IPA: /ˈtʃɑrlz ˈdɪkɪnz/; 7 February 1812  9 June 1870), pen-name "Boz", was one of the most popular English novelists of the Victorian era as well as a vigorous social campaigner.


          Critics George Gissing and G. K. Chesterton championed Dickens's mastery of prose, his endless invention of unique, clever personalities, and his powerful social sensibilities, but fellow writers such as George Henry Lewes, Henry James, and Virginia Woolf faulted his work for sentimentality, implausible occurrences, and grotesque characterizations.


          Many of Dickens's novels first appeared in periodicals and magazines in serialized forma popular format for fiction at the timeand, unlike many other authors who completed entire novels before serial production commenced, Dickens often composed his works in parts, in the order in which they were meant to appear. Such a practice lent his stories a particular rhythm, punctuated by one minor " cliffhanger" after another, to keep the (original) public looking forward to the next installment.


          


          Life


          


          Early years


          Charles Dickens was born on 7 February 1812, in Landport, Portsmouth, in Hampshire, the second of eight children to John Dickens (17861851), a clerk in the Navy Pay Office at Portsmouth, and his wife, Elizabeth (ne Barrow, 17891863). When he was five, the family moved to Chatham, Kent. In 1822, when he was ten, the family relocated to 16 Bayham Street, Camden Town, in London.
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          Although his early years seem to have been an idyllic time, he thought himself then as a "very small and not-over-particularly-taken-care-of boy". He spent time outdoors, but also read voraciously, with a particular fondness for the picaresque novels of Tobias Smollett and Henry Fielding. He talked, later in life, of his extremely poignant memories of childhood, and of his continuing photographic memory of the people and events that helped to bring his fiction to life. His family's early, moderate wealth provided the boy Dickens with some private education at William Giles's school, in Chatham. This time of prosperity came to an abrupt end, however, when his father, after having spent beyond his means in entertaining, and in retaining his social position, was imprisoned at Marshalsea debtors' prison. Shortly afterward, the rest of his family (except for Charles, who boarded nearby), realizing no other option, joined him in residence at Marshalsea.


          Just before his father's arrest, the 12-year-old Dickens had begun working ten-hour days at Warren's Blacking Warehouse, on Hungerford Stairs, near the present Charing Cross railway station. He earned six shillings a week pasting labels on jars of thick shoe polish. This money paid for his lodgings at the house of family friend, Elizabeth Roylance, and helped support his family. Mrs. Roylance, Dickens later wrote, was "a reduced old lady, long known to our family," and whom he eventually immortalized, "with a few alterations and embellishments," as "Mrs. Pipchin," in Dombey & Son. Later, lodgings were found for him in a "back-attic...at the house of an insolvent-court agent, who lived in Lant Street in the borough...[he] was a fat, good-natured, kind old gentleman...lame, [with] a quiet old wife; and he had a very innocent grown-up son, who was lame too"; these three were the inspiration for the Garland family in The Old Curiosity Shop. . The mostly unregulated, strenuousand often cruelwork conditions of the factory employees (especially children), made a deep impression on Dickens. His experiences served to influence later fiction and essays, and were the foundation of his interest in the reform of socioeconomic and labor conditions, the rigors of which he believed were unfairly borne by the poor, in pre-Industrial-Revolution England.


          As told to John Forster (from The Life of Charles Dickens):


          
            
              [image: ]
            


            The blacking-warehouse was the last house on the left-hand side of the way, at old Hungerford Stairs. It was a crazy, tumble-down old house, abutting of course on the river, and literally overrun with rats. Its wainscoted rooms, and its rotten floors and staircase, and the old gray rats swarming down in the cellars, and the sound of their squeaking and scuffling coming up the stairs at all times, and the dirt and decay of the place, rise up visibly before me, as if I were there again. The counting-house was on the first floor, looking over the coal-barges and the river. There was a recess in it, in which I was to sit and work. My work was to cover the pots of paste-blacking; first with a piece of oil-paper, and then with a piece of blue paper; to tie them round with a string; and then to clip the paper close and neat, all round, until it looked as smart as a pot of ointment from an apothecary's shop. When a certain number of grosses of pots had attained this pitch of perfection, I was to paste on each a printed label, and then go on again with more pots. Two or three other boys were kept at similar duty down-stairs on similar wages. One of them came up, in a ragged apron and a paper cap, on the first Monday morning, to show me the trick of using the string and tying the knot. His name was Bob Fagin; and I took the liberty of using his name, long afterwards, in Oliver Twist.
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          After only a few months in Marshalsea, John Dickens was informed of the death of his paternal grandmother, Elizabeth Dickens, who had left him, in her will, the sum of 450. On the expectation of this legacy, Dickens petitioned for, and was granted, release from prison. Under the Insolvent Debtors Act, Dickens arranged for payment of his creditors, and he and his family left Marshalsea for the home of Mrs. Roylance.


          Although Dickens eventually attended the Wellington House Academy in North London, his mother did not immediately remove him from the boot-blacking factory. Resentment stemming from his situation and the conditions under which working-class people lived became major themes of his works, and it was this unhappy period in his youth to which he alluded in his favourite, and most autobiographical, novel, David Copperfield ,: "I had no advice, no counsel, no encouragement, no consolation, no assistance, no support, of any kind, from anyone, that I can call to mind, as I hope to go to heaven!"


          In May 1827, Dickens began work, in the law office of Ellis and Blackmore, as a clerk. It was a junior position, but, as an articled clerk, Dickens would eventually qualify for admission to the Bar, and it was there that he gleaned his detailed knowledge of legal processes of the period. This education informed works such as Nicholas Nickleby, Dombey and Son, and especially Bleak Housewhose vivid portrayal of the endless machinations, lethal maneuverings, and strangling bureaucracy of the legal system of mid-19th-century Britain did much to enlighten the general public, and was a vehicle for dissemination of Dickens's own views regarding, particularly, the injustice of chronic exploitation of the poor forced by circumstances to "go to Law."


          At the age of seventeen, he became a court stenographer and, in 1830, met his first love, Maria Beadnell. It is believed that she was the model for the character Dora in David Copperfield. Maria's parents disapproved of the courtship and effectively ended the relationship by sending her to school in Paris.


          


          Journalism and early novels
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          In 1834, Dickens became a political journalist, reporting on parliamentary debate and travelling across Britain by stagecoach to cover election campaigns for the Morning Chronicle. His journalism, in the form of sketches which appeared in periodicals from 1833, formed his first collection of pieces Sketches by Boz which were published in 1836 and led to the serialization of his first novel, The Pickwick Papers, in March 1836. He continued to contribute to and edit journals throughout much of his subsequent literary career. Dickens's keen perceptiveness, intimate knowledge and understanding of the people, and tale-spinning genius were quickly to gain him world renown and wealth.


          On 2 April 1836, he married Catherine Thompson Hogarth (1816  1879), the daughter of George Hogarth, editor of the Evening Chronicle. After a brief honeymoon in Chalk, Kent, they set up home in Bloomsbury, where they had ten children:


          
            	Charles Culliford Boz Dickens ( 6 January 1837  1896). C. C. B. Dickens, later known as Charles Dickens, Jr, editor for All the Year Round, author of the Dickens's Dictionary of London (1879).


            	Mary Angela Dickens ( 6 March 1838  1896).


            	Kate Macready Dickens ( 29 October 1839  1929).


            	Walter Landor Dickens ( 8 February 1841  1863). Died in India.


            	Francis Jeffrey Dickens ( 15 January 1844  1886).


            	Alfred D'Orsay Tennyson Dickens ( 28 October 1845  1912).


            	Sydney Smith Haldimand Dickens ( 18 April 1847  1872).


            	(Sir) Henry Fielding Dickens ( 15 January 1849  1933).

              
                	Henry Charles Dickens (1882  1966), barrister. (Grandson)

                  
                    	Monica Dickens (1915  1992). (Great-granddaughter)

                  

                

              

            


            	Dora Annie Dickens ( 16 August 1850  April 1851).


            	Edward Bulwer Lytton Dickens ( 13 March 1852  23 January 1902). He migrated to Australia, and became a member of the New South Wales state parliament. He died in Moree, New South Wales.

          


          Catherine's sister Mary entered Dickens's Doughty Street household to offer support to her newly married sister and brother-in-law. It was not unusual for the unwed sister of a new wife to live with and help a newly married couple. Dickens became very attached to Mary, and she died after a brief illness in his arms in 1837. She became a character in many of his books, and her death is fictionalized as the death of Little Nell.


          Also in 1836, Dickens accepted the job of editor of Bentley's Miscellany, a position that he would hold until 1839, when he fell out with the owner. His success as a novelist continued, however, producing Oliver Twist (1837-39), Nicholas Nickleby (1838-39), The Old Curiosity Shop and, finally, Barnaby Rudge: A Tale of the Riots of 'Eighty as part of the Master Humphrey's Clock series (1840-41)all published in monthly instalments before being made into books. Dickens had a pet raven named Grip; it died in 1841 and Dickens had it stuffed (it is now at The Free Library of Philadelphia).


          Dickens made two trips to North America.


          In 1842, Dickens travelled with his wife to the United States and Canada, a journey which was successful in spite of his support for the abolition of slavery.


          During this visit, Dickens spent time in New York City, where he gave lectures, raised support for copyright laws, and recorded many of his impressions of America. He toured the City for a month, and met such luminaries as Washington Irving and William Cullen Bryant. On 14 Feb 1842, a Boz Ball (named after his pseudonym) was held in his honour at the Park Theatre, with 3,000 of New Yorks elite present. Among the neighbourhoods he visited were Five Points, Wall Street, The Bowery, and the prison known as The Tombs.


          The trip is described in the short travelogue American Notes for General Circulation and is also the basis of some of the episodes in Martin Chuzzlewit. Shortly thereafter, he began to show interest in Unitarian Christianity, although he remained an Anglican, at least nominally, for the rest of his life. Dickens's work continued to be popular, especially A Christmas Carol written in 1843, the first of his Christmas books, which was reputedly a potboiler written in a matter of weeks.


          After living briefly abroad in Italy (1844) and Switzerland (1846), Dickens continued his success with Dombey and Son (1848); David Copperfield (1849-50); Bleak House (1852-53); Hard Times (1854); Little Dorrit (1857); A Tale of Two Cities (1859); and Great Expectations (1861). Dickens was also the publisher and editor of, and a major contributor to, the journals Household Words (1850  1859) and All the Year Round (1858-1870).


          


          Middle years


          In 1856, his popularity had allowed him to buy Gad's Hill Place. This large house in Higham, Kent, had a particular meaning to Dickens as he had walked past it as a child and had dreamed of living in it. The area was also the scene of some of the events of Shakespeare's Henry IV, part 1 and this literary connection pleased him.


          In 1857, in preparation for public performances of The Frozen Deep, a play on which he and his protg Wilkie Collins had collaborated, Dickens hired professional actresses to play the female parts. With one of these, Ellen Ternan, Dickens formed a bond which was to last the rest of his life. The exact nature of their relationship is unclear, as both Dickens and Ternan burned each other's letters, but it was clearly central to Dickens's personal and professional life. On his death, he settled an annuity on her which made her a financially independent woman. Claire Tomalin's book, The Invisible Woman, set out to prove that Ellen Ternan lived with Dickens secretly for the last 13 years of his life, and has subsequently been turned into a play by Simon Gray called Little Nell.


          When Dickens separated from his wife in 1858, divorce was almost unthinkable, particularly for someone as famous as he was, and so he continued to maintain her in a house for the next 20 years until she died. Although they appeared to be initially happy together, Catherine did not seem to share quite the same boundless energy for life which Dickens had. Nevertheless, her job of looking after their ten children, the pressure of living with a world-famous novelist, and keeping house for him, certainly did not help.


          An indication of his marital dissatisfaction may be seen when, in 1855, he went to meet his first love, Maria Beadnell. Maria was by this time married as well, but seemed to have fallen short of Dickens's romantic memory of her.


          


          Rail accident and last years
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          On 9 June 1865, while returning from France with Ternan, Dickens was involved in the Staplehurst rail crash in which the first seven carriages of the train plunged off a cast iron bridge that was being repaired. The only first-class carriage to remain on the track was the one in which Dickens was travelling. Dickens spent some time tending the wounded and the dying before rescuers arrived. Before leaving, he remembered the unfinished manuscript for Our Mutual Friend, and he returned to his carriage to retrieve it. Typically, Dickens later used this experience as material for his short ghost story The Signal-Man in which the central character has a premonition of his own death in a rail crash. He based the story around several previous rail accidents, such as the Clayton Tunnel rail crash of 1861.


          Dickens managed to avoid an appearance at the inquest into the crash, as it would have become known that he was travelling that day with Ellen Ternan and her mother, which could have caused a scandal. Ellen had been Dickens's companion since the breakdown of his marriage, and, as he had met her in 1857, she was most likely the ultimate reason for that breakdown. She continued to be his companion, and likely mistress, until his death. The dimensions of the affair were unknown until the publication of Dickens and Daughter, a book about Dickens's relationship with his daughter Kate, in 1939. Kate Dickens worked with author Gladys Storey on the book prior to her death in 1929, and alleged that Dickens and Ternan had a son who died in infancy, though no contemporary evidence exists.


          Dickens, though unharmed, never really recovered from the Staplehurst crash, and his normally prolific writing shrank to completing Our Mutual Friend and starting the unfinished The Mystery of Edwin Drood after a long interval. Much of his time was taken up with public readings from his best-loved novels. Dickens was fascinated by the theatre as an escape from the world, and theatres and theatrical people appear in Nicholas Nickleby. The travelling shows were extremely popular. In 1866 a series of public readings were undertaken in England and Scotland. The following year saw Dickens give a series of readings in England and Ireland. Dickens was now really unwell but carried on, compulsively, against his doctor's advice.
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          Later in the year he embarked on his second American reading tour, which continued into 1868. During this trip, most of which he spent in New York, he gave 22 readings at Steinway Hall between 9 December 1867 and 20 April 1868, and four at Plymouth Church of the Pilgrims between 16 January and 21 January 1868. In his travels, he saw a significant change in the people and the circumstances of America. His final appearance was at a banquet at Delmonicos on 18 April 1868, when he promised to never denounce America again. Dickens boarded his ship to return to Britain on 23 April 1868, barely escaping a Federal Tax Lien against the proceeds of his lecture tour.
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          During 1869, his readings continued, in England, Scotland, and Ireland, until at last he collapsed, showing symptoms of mild stroke. Further provincial readings were cancelled, but he began upon The Mystery of Edwin Drood. Dickens's final public readings took place in London in 1870. He suffered another stroke on June 8 at Gad's Hill, after a full day's work on Edwin Drood, and five years to the day after the Staplehurst crash, on 9 June 1870, he died at his home in Gad's Hill Place. He was mourned by all his readers.


          Contrary to his wish to be buried in Rochester Cathedral, he was laid to rest in the Poets' Corner of Westminster Abbey. The inscription on his tomb reads: "He was a sympathiser to the poor, the suffering, and the oppressed; and by his death, one of England's greatest writers is lost to the world." Dickens's will stipulated that no memorial be erected to honour him. The only life-size bronze statue of Dickens, cast in 1891 by Francis Edwin Elwell, is located in Clark Park in the Spruce Hill neighbourhood of Philadelphia, Pennsylvania in the United States.


          


          Literary style


          Dickens's writing style is florid and poetic, with a strong comic touch. His satires of British aristocratic snobberyhe calls one character the "Noble Refrigerator"are often popular. Comparing orphans to stocks and shares, people to tug boats, or dinner-party guests to furniture are just some of Dickens's acclaimed flights of fancy. Many of his character's names provide the reader with a hint as to the roles played in advancing the storyline, such as Miss Murdstone in the novel David Copperfield, which is clearly a combination of "murder" and stony coldness. His literary style is also a mixture of fantasy and realism.


          


          Characters
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          The characters are among the most memorable in English literature; certainly their names are. The likes of Ebenezer Scrooge, Fagin, Mrs Gamp, Charles Darnay, Oliver Twist, Micawber, Abel Magwitch, Samuel Pickwick, Miss Havisham, Wackford Squeers and many others are so well known and can be believed to be living a life outside the novels that their stories have been continued by other authors.


          Dickens loved the style of 18th century gothic romance, though it had already become a target for parodyJane Austen's Northanger Abbey being a well known exampleand while some of his characters are grotesques, their eccentricities do not usually overshadow the stories. One 'character' most vividly drawn throughout his novels is London itself. From the coaching inns on the outskirts of the city to the lower reaches of the Thames, all aspects of the capital are described over the course of his corpus.


          


          Episodic writing


          As noted above, most of Dickens's major novels were first written in monthly or weekly instalments in journals such as Master Humphrey's Clock and Household Words, later reprinted in book form. These instalments made the stories cheap, accessible and the series of regular cliff-hangers made each new episode widely anticipated. American fans even waited at the docks in New York, shouting out to the crew of an incoming ship, "Is Little Nell dead?" Part of Dickens's great talent was to incorporate this episodic writing style but still end up with a coherent novel at the end. The monthly numbers were illustrated by, amongst others, " Phiz" (a pseudonym for Hablot Browne). Among his best-known works are Great Expectations, David Copperfield, Oliver Twist, A Tale of Two Cities, Bleak House, Nicholas Nickleby, The Pickwick Papers, and A Christmas Carol.
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          Dickens's technique of writing in monthly or weekly instalments (depending on the work) can be understood by analysing his relationship with his illustrators. The several artists who filled this role were privy to the contents and intentions of Dickens's instalments before the general public. Thus, by reading these correspondences between author and illustrator, the intentions behind Dickens's work can be better understood. What was hidden in his art is made plain in these letters. These also reveal how the interests of the reader and author do not coincide. A great example of that appears in the monthly novel Oliver Twist. At one point in this work, Dickens had Oliver become embroiled in a robbery. That particular monthly instalment concludes with young Oliver being shot. Readers expected that they would be forced to wait only a month to find out the outcome of that gunshot. In fact, Dickens did not reveal what became of young Oliver in the succeeding number. Rather, the reading public was forced to wait two months to discover if the boy lived.


          Another important impact of Dickens's episodic writing style resulted from his exposure to the opinions of his readers. Since Dickens did not write the chapters very far ahead of their publication, he was allowed to witness the public reaction and alter the story depending on those public reactions. A fine example of this process can be seen in his weekly serial The Old Curiosity Shop, which is a chase story. In this novel, Little Nell and her Grandfather are fleeing the villain Quilp. The progress of the novel follows the gradual success of that pursuit. As Dickens wrote and published the weekly instalments, his friend John Forster pointed out: "You know you're going to have to kill her, don't you." Why this end was necessary can be explained by a brief analysis of the difference between the structure of a comedy versus a tragedy. In a comedy, the action covers a sequence "You think they're going to lose, you think they're going to lose, they win". In tragedy, it is: "You think they're going to win, you think they're going to win, they lose". The dramatic conclusion of the story is implicit throughout the novel. So, as Dickens wrote the novel in the form of a tragedy, the sad outcome of the novel was a foregone conclusion. If he had not caused his heroine to lose, he would not have completed his dramatic structure. Dickens admitted that his friend Forster was right and, in the end, Little Nell died.


          


          Social commentary


          Dickens's novels were, among other things, works of social commentary. He was a fierce critic of the poverty and social stratification of Victorian society. Dickens's second novel, Oliver Twist (1839), shocked readers with its images of poverty and crime and was responsible for the clearing of the actual London slum that was the basis of the story's Jacob's Island. In addition, with the character of the tragic prostitute, Nancy, Dickens "humanised" such women for the reading public; women who were regarded as "unfortunates," inherently immoral casualties of the Victorian class/economic system. Bleak House and Little Dorrit elaborated expansive critiques of the Victorian institutional apparatus: the interminable lawsuits of the Court of Chancery that destroyed people's lives in Bleak House and a dual attack in Little Dorrit on inefficient, corrupt patent offices and unregulated market speculation.


          


          Literary techniques


          Dickens is often described as using 'idealised' characters and highly sentimental scenes to contrast with his caricatures and the ugly social truths he reveals. The extended death scene of Little Nell in The Old Curiosity Shop (1841) was received as incredibly moving by contemporary readers but viewed as ludicrously sentimental by Oscar Wilde:"You would need to have a heart of stone," he declared in one of his famous witticisms, "not to laugh at the death of Little Nell." In 1903 Chesterton said, "It is not the death of Little Nell, but the life of Little Nell, that I object to."


          In Oliver Twist Dickens provides readers with an idealised portrait of a young boy so inherently and unrealistically 'good' that his values are never subverted by either brutal orphanages or coerced involvement in a gang of young pickpockets (similar to Tiny Tim in A Christmas Carol). While later novels also centre on idealised characters (Esther Summerson in Bleak House and Amy Dorrit in Little Dorrit), this idealism serves only to highlight Dickens's goal of poignant social commentary. Many of his novels are concerned with social realism, focusing on mechanisms of social control that direct people's lives (for instance, factory networks in Hard Times and hypocritical exclusionary class codes in Our Mutual Friend).


          Dickens also employs incredible coincidences (e.g., Oliver Twist turns out to be the lost nephew of the upper class family that randomly rescues him from the dangers of the pickpocket group). Such coincidences are a staple of eighteenth century picaresque novels such as Henry Fielding's Tom Jones that Dickens enjoyed so much. But, to Dickens, these were not just plot devices but an index of the humanism that led him to believe that good wins out in the end and often in unexpected ways.


          


          Autobiographical elements


          All authors might be said to incorporate autobiographical elements in their fiction, but with Dickens this is very noticeable, even though he took pains to mask what he considered his shameful, lowly past. David Copperfield is one of the most clearly autobiographical but the scenes from Bleak House of interminable court cases and legal arguments are drawn from the author's brief career as a court reporter. Dickens's own family was sent to prison for poverty, a common theme in many of his books, and the detailed depiction of life in the Marshalsea prison in Little Dorrit resulted from Dickens's own experiences of the institution. Little Nell in The Old Curiosity Shop is thought to represent Dickens's sister-in-law, Nicholas Nickleby's father and Wilkins Micawber are certainly Dickens's own father, just as Mrs. Nickleby and Mrs. Micawber are similar to his mother. The snobbish nature of Pip from Great Expectations also has some affinity to the author himself. The character of Fagin is believed to be based upon Ikey Solomon, a 19th century Jewish criminal of London and later Australia. It is reported that Dickens, during his time as a journalist, interviewed Solomon after a court appearance and that he was the inspiration for the gang leader in Oliver Twist. Dickens may have drawn on his childhood experiences, but he was also ashamed of them and would not reveal that this was where he gathered his realistic accounts of squalor. Very few knew the details of his early life until six years after his death when John Forster published a biography on which Dickens had collaborated. A shameful past in Victorian times could taint reputations, just as it did for some of his characters, and this may have been Dickens's own fear.


          


          Racial defamation


          When Oliver Twist was published in 1838 the unpleasant, to modern eyes, stereotype of the Jewish character "Fagin" as fence and corrupter of children reflected the endemic view of the time. The characterisation aroused no indignation, or even comment, and it seems to have been written without conscious anti-semitic intent. By 1854, however, Dickens was moved to defend himself against mild reproof in The Jewish Chronicle by reference to his "strong abhorrence of...persecution [of Jews] in old time" expressed in his book A Child's History of England. His sensitivity on the subject increased: in 1863 he was explaining that the character Fagin was "called a 'Jew', not because of his religion, but because of his race." He took pains to include in Our Mutual Friend of 1864 the sympathetic Jewish character "Riah".


          Unlike Dickens's Jewish readership of Oliver Twist, there was no Inuit readership of his magazine Household Words to reproach him for his portrayal of the "Esquimaux" in his essay on the Franklin Expedition. This too seems insensitive to modern eyes: without adducing any supporting evidence he speculates that, far from resorting to cannibalism amongst themselves, the members of the expedition may have been "set upon and slain by the Esquimaux...We believe every savage to be in his heart covetous, treacherous, and cruel". Although publishing in the next issue of Household Words a defence of the Esquimaux, from another author who had actually visited the scene of the supposed cannibalism, Dickens refused to alter his view.


          


          Legacy
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          A well-known personality, his novels proved immensely popular during his lifetime. His first full novel, The Pickwick Papers (1837), brought him immediate fame, and this success continued throughout his career. Although rarely departing greatly from his typical "Dickensian" method of always attempting to write a great "story" in a somewhat conventional manner (the dual narrators of Bleak House constitute a notable exception), he experimented with varied themes, characterisations, and genres. Some of these experiments achieved more popularity than others, and the public's taste and appreciation of his many works have varied over time. Usually keen to give his readers what they wanted, the monthly or weekly publication of his works in episodes meant that the books could change as the story proceeded at the whim of the public. Good examples of this are the American episodes in Martin Chuzzlewit which Dickens included in response to lower-than-normal sales of the earlier chapters. In Our Mutual Friend, the inclusion of the character of Riah was a positive portrayal of a Jewish character after he was criticised for the depiction of Fagin in Oliver Twist.


          Although his popularity has waned little since his death, he continues to be one of the best known and most read of English authors. At least 180 motion pictures and TV adaptations based on Dickens's works help confirm his success. Many of his works were adapted for the stage during his own lifetime and as early as 1913 a silent film of The Pickwick Papers was made. His characters were often so memorable that they took on a life of their own outside his books. Gamp became a slang expression for an umbrella from the character Mrs Gamp and Pickwickian, Pecksniffian, and Gradgrind all entered dictionaries due to Dickens's original portraits of such characters who were quixotic, hypocritical, or emotionlessly logical. Sam Weller, the carefree and irreverent valet of The Pickwick Papers, was an early superstar, perhaps better known than his author at first. It is likely that A Christmas Carol stands as his best-known story, with new adaptations almost every year. It is also the most-filmed of Dickens's stories, with many versions dating from the early years of cinema. This simple morality tale with both pathos and its theme of redemption, sums up (for many) the true meaning of Christmas. Indeed, it eclipses all other Yuletide stories in not only popularity, but in adding archetypal figures (Scrooge, Tiny Tim, the Christmas ghosts) to the Western cultural consciousness. A Christmas Carol was written by Dickens in an attempt to forestall financial disaster as a result of flagging sales of his novel Martin Chuzzlewit. Years later, Dickens shared that he was "deeply affected" in writing A Christmas Carol and the novel rejuvenated his career as a renowned author.


          At a time when Britain was the major economic and political power of the world, Dickens highlighted the life of the forgotten poor and disadvantaged at the heart of empire. Through his journalism he campaigned on specific issuessuch as sanitation and the workhousebut his fiction probably demonstrated its greatest prowess in changing public opinion in regard to class inequalities. He often depicted the exploitation and repression of the poor and condemned the public officials and institutions that not only allowed such abuses to exist, but flourished as a result. His most strident indictment of this condition is in Hard Times (1854), Dickens's only novel-length treatment of the industrial working class. In this work, he uses both vitriol and satire to illustrate how this marginalised social stratum was termed "Hands" by the factory owners; that is, not really "people" but rather only appendages of the machines that they operated. His writings inspired others, in particular journalists and political figures, to address such problems of class oppression. For example, the prison scenes in Little Dorrit and The Pickwick Papers were prime movers in having the Marshalsea and Fleet Prisons shut down. As Karl Marx said, Dickens, and the other novelists of Victorian England, "issued to the world more political and social truths than have been uttered by all the professional politicians, publicists and moralists put together". The exceptional popularity of his novels, even those with socially oppositional themes (Bleak House, 1853; Little Dorrit, 1857; Our Mutual Friend, 1865) underscored not only his almost preternatural ability to create compelling storylines and unforgettable characters, but also insured that the Victorian public confronted issues of social justice that had commonly been ignored.


          His fiction, with often vivid descriptions of life in nineteenth century England, has inaccurately and anachronistically come to symbolise on a global level Victorian society (1837  1901) as uniformly "Dickensian," when in fact, his novels' time span spanned from the 1770s to the 1860s. In the decade following his death in 1870, a more intense degree of socially and philosophically pessimistic perspectives invested British fiction; such themes stood in marked contrast to the religious faith that ultimately held together even the bleakest of Dickens's novels. Dickens clearly influenced later Victorian novelists such as Thomas Hardy and George Gissing, however their works display a greater willingness to confront and challenge the Victorian institution of religion. They also portray characters caught up by social forces (primarily via lower-class conditions), but they usually steered them to tragic ends beyond their control.


          Novelists continue to be influenced by his books; for example, such disparate current writers as Anne Rice, Tom Wolfe, and John Irving evidence direct Dickensian connections. Humorist James Finn Garner even wrote a tongue-in-cheek "politically correct" version of A Christmas Carol, and other affectionate parodies include the Radio 4 comedy Bleak Expectations.


          Although Dickens's life has been the subject of at least two TV miniseries and two famous one-man shows, he has never been the subject of a Hollywood "big screen" biography.


          


          Name 'Dickens'


          Charles Dickens had, as a contemporary critic put it, a "queer name". The name Dickens was used in interjective exclamations like "What the Dickens!" as a substitute for " devil". It was recorded in the OED as originating from Shakespeare's The Merry Wives of Windsor. It was also used as a substitute for " deuce" as in the phrase "to play the Dickens" in the meaning "to play havoc/mischief".


          


          Adaptations of readings


          There have been several performances of Dickens readings by Emlyn Williams, Bransby Williams and also Simon Callow in the Mystery of Charles Dickens by Peter Ackroyd.


          


          Museums and festivals
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          There are museums and festivals celebrating Dickens's life and works in many of the towns with which he was associated.


          
            	The Charles Dickens Museum, in Doughty Street, Holborn is the only one of Dickens's London homes to survive. He lived there only two years but in that time wrote The Pickwick Papers, Oliver Twist, and Nicholas Nickleby. It contains a major collection of manuscripts, original furniture and memorabilia.


            	Charles Dickens' Birthplace Museum in Portsmouth is the house in which Dickens was born. It has been re-furnished in the likely style of 1812 and contains Dickens memorabilia.


            	The Dickens House Museum in Broadstairs is the house of Miss Mary Pearson Strong, the basis for Miss Betsey Trotwood in David Copperfield. It is visible across the bay from the original Bleak House (also a museum until 2005) where David Copperfield was written. The museum contains memorabilia, general Victoriana and some of Dickens's letters. Broadstairs has held a Dickens Festival annually since 1937.


            	The Charles Dickens Centre in Eastgate House, Rochester, closed in 2004, but the garden containing the author's Swiss chalet is still open. The 16th century house, which appeared as Westgate House in The Pickwick Papers and the Nun's House in Edwin Drood, is now used as a wedding venue. The city's annual Dickens Festival (summer) and Dickensian Christmas celebrations continue unaffected.
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            	The Dickens World themed attraction, covering 71,500square feet (6,643m), and including a cinema and restaurants, opened in Chatham on 25 May 2007. It stands on a small part of the site of the former naval dockyard where Dickens's father had once worked in the Navy Pay Office.


            	Dickens Festival in Rochester, Kent. Summer Dickens is held at the end of May or in the first few days of June, it commences with an invitation only ball on the Thursday and then continues with street entertainment, and many costumed characters, on the Friday, Saturday and Sunday.Christmas Dickens is the first weekend in December- Saturday and Sunday only.

          


          Dickens festivals are also held across the world.


          Four notable ones in the United States are:


          
            	The Riverside Dickens Festival in Riverside, California, includes literary studies as well as entertainments.


            	The Great Dickens Christmas Fair ( http://www.dickensfair.com/) has been held in San Francisco, California, since the 1970s. During the four or five weekends before Christmas, over 500 costumed performers mingle with and entertain thousands of visitors amidst the recreated full-scale blocks of Dickensian London in over 90,000square feet (8,000m) of public area. This is the oldest, largest, and most successful of the modern Dickens festivals outside England. Many (including the Martin Harris who acts in the Rochester festival and flies out from London to play Scrooge every year in SF) say it is the most impressive in the world.


            	Dickens on The Strand in Galveston, Texas, is a holiday festival held on the first weekend in December since 1974, where bobbies, Beefeaters and the "Queen" herself are on hand to recreate the Victorian London of Charles Dickens. Many festival volunteers and attendees dress in Victorian attire and bring the world of Dickens to life.


            	The Greater Port Jefferson-Northern Brookhaven Arts Council ( http://www.gpjac.org) holds a Dickens Festival in the Village of Port Jefferson, NY each year. In 2007, the Dickens Festival is Nov. 30th, Dec. 1st, and Dec. 2nd. It includes many events, along with a troupe of street performers who bring an authentic Dickensian atmosphere to the town.

          


          


          Notable works by Charles Dickens


          Charles Dickens published over a dozen major novels, a large number of short stories (including a number of Christmas-themed stories), a handful of plays, and several non-fiction books. Dickens's novels were initially serialised in weekly and monthly magazines, then reprinted in standard book formats.


          


          Novels


          
            
              	
                
                  	The Pickwick Papers (Monthly serial, April 1836 to November 1837)


                  	The Adventures of Oliver Twist (Monthly serial in Bentley's Miscellany, February 1837 to April 1839)


                  	The Life and Adventures of Nicholas Nickleby (Monthly serial, April 1838 to October 1839)


                  	The Old Curiosity Shop (Weekly serial in Master Humphrey's Clock, April 25, 1840, to February 6, 1841)


                  	Barnaby Rudge: A Tale of the Riots of 'Eighty (Weekly serial in Master Humphrey's Clock, February 13, 1841, to November 27, 1841)


                  	The Christmas books:

                    
                      	A Christmas Carol (1843)


                      	The Chimes (1844)


                      	The Cricket on the Hearth (1845)


                      	The Battle of Life (1846)


                      	The Haunted Man and the Ghost's Bargain (1848)

                    

                  


                  	The Life and Adventures of Martin Chuzzlewit (Monthly serial, January 1843 to July 1844)


                  	Dombey and Son (Monthly serial, October 1846 to April 1848)


                  	David Copperfield (Monthly serial, May 1849 to November 1850)

                

              

              	
                
                  	Bleak House (Monthly serial, March 1852 to September 1853)


                  	Hard Times: For These Times (Weekly serial in Household Words, April 1, 1854, to August 12, 1854)


                  	Little Dorrit (Monthly serial, December 1855 to June 1857)


                  	A Tale of Two Cities (Weekly serial in All the Year Round, April 30, 1859, to November 26, 1859)


                  	Great Expectations (Weekly serial in All the Year Round, December 1, 1860 to August 3, 1861)


                  	Our Mutual Friend (Monthly serial, May 1864 to November 1865)


                  	No Thoroughfare (1867) (with Wilkie Collins)


                  	The Mystery of Edwin Drood (Monthly serial, April 1870 to September 1870. Only six of twelve planned numbers completed)


                  	The Lazy Tour of Two Idle Apprentices (1890)

                

              
            

          


          


          Short story collections


          
            
              	
                
                  	Sketches by Boz (1836)


                  	Boots at the Holly-tree Inn: And Other Stories (1858)


                  	Reprinted Pieces (1861)

                

              

              	
                
                  	The Haunted House (1862) (with Wilkie Collins, Elizabeth Gaskell, Adelaide Proctor, George Sala and Hesba Setton)


                  	The Mudfog Papers (1880) aka Mudfog and Other Sketches


                  	To Be Read At Dusk (1898)

                

              
            

          


          


          Selected non-fiction, poetry, and plays


          
            
              	
                
                  	The Village Coquettes (Plays, 1836)


                  	The Fine Old English Gentleman (poetry, 1841)


                  	American Notes: For General Circulation (1842)


                  	Pictures from Italy (1846)

                

              

              	
                
                  	The Life of Our Lord: As written for his children (1849)


                  	A Child's History of England (1853)


                  	The Frozen Deep (play, 1857)


                  	Speeches, Letters and Sayings (1870)

                

              
            

          


          Publications


          
            	Forster, Life of Dickens (London 1872-74)


            	Fields, Yesterdays with Authors (Boston, 1872, second edition, 1900)


            	Fields, In and Out of Doors with Charles Dickens (1876)


            	Kent, Charles Dickens as an Actor (London, 1872)


            	Letters, edited by Miss Hogarth and Miss Dickens (London, 1880-82)


            	Ward, Dickens (London, 1882)


            	Kent, The Humour and Pathos of Charles Dickens (1884)


            	Marzials, Life of Charles Dickens (1887)


            	Pemberton, Charles Dickens and the Stage (London, 1888)


            	Gissing, Charles Dickens: A Critical Study (New York, 1898)


            	Fitzgerald, The History of Pickwick (London, 1891)


            	Kitton, The Novels of Charles Dickens (London, 1897)


            	Hughes, Dickens as an Educator (New York, 1900)


            	Fitzgerald, Life of Charles as Revealed in his Writings (London, 1905)


            	Chesterton, Life of Charles Dickens (New York, 1906)


            	Thomson, Bibliography (Warwick, 1904)


            	Lehmann, Charles Dickens as an Editor (New York, 1912)


            	Pugh, The Charles Dickens Originals (London, 1912)


            	P. H. Fitzgerald, Memoirs of Charles Dickens (London and New York, 1914)

          


          Essays and editions are numerous. Collected editions appeared in England in 1847, in 1861, and in 1874. Kitton produced The Autograph Edition of Complete Works (56 volumes, New York, 1902).
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              	Charles II
            


            
              	King of Scots, King of England, and King of Ireland
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              	Reign

              	29 May 1660 - 6 February 1685

              (de jure king from 30 January 1649)
            


            
              	Born

              	29 May 1630
            


            
              	Birthplace

              	St. James's Palace
            


            
              	Died

              	Template:Euro death date and age
            


            
              	Buried

              	Westminster Abbey
            


            
              	Predecessor

              	Richard Cromwell (de facto)

              Charles I (de jure)
            


            
              	Successor

              	James II
            


            
              	Consort

              	Catherine of Braganza
            


            
              	Royal House

              	Stuart
            


            
              	Father

              	Charles I
            


            
              	Mother

              	Henrietta Maria
            

          


          Charles II ( 29 May 1630  6 February 1685) was the King of England, King of Scots, and King of Ireland from 30 January 1649 ( de jure) or 29 May 1660 ( de facto) until his death. His father Charles I had been executed in 1649, following the English Civil War; the monarchy was then abolished and England, and subsequently Scotland and Ireland became a united republic under Oliver Cromwell, the Lord Protector (see Commonwealth of England and The Protectorate), albeit with Scotland and Ireland under military occupation and de facto martial law. In 1660, shortly after Cromwell's death, the monarchy was restored under Charles II. He was popularly known as the "Merry Monarch" in reference to the liveliness and hedonism of his court.


          The exact date at which Charles became King is vague due to the uncertain political situation of the time. His father was executed on 30 January 1649, making him in theory King Charles II from that moment. He was immediately proclaimed King in Scotland on 5 February and Jersey on 16 February 1649but also recognised in a few British colonies (especially the Colony and Dominion of Virginia). In Scotland Charles was for some time King in title only. It took two years of negotiation with the Presbyterians before he was finally crowned King of Scots in Scone on 1 January 1651. However, his reign there was shortlived as he was soon driven out by the republican armies, led by Oliver Cromwell. His coronation in England would not be until after Cromwell's death and the monarchy's restoration in May 1660, Charles spending most of the intervening time exiled in France.


          Much like his father, Charles II struggled for most of his life in his relations with Parliament, although the tensions between the two never reached the same levels of hostility. He was only able to achieve true success towards the end of his reign, by dispensing with Parliament and ruling alone. Unlike his father's however, this policy did not lead to widespread popular opposition, as he avoided the imposition of any new taxes, thanks in part to money he received as a result of his close relationship with the French king, Louis XIV. The principal conflicts of his reign revolved around a number of interlinked issues in domestic and foreign policy, most of which were related to the conflict between Protestants and Catholics then raging across Europe. As a consequence of this, Charles' reign was racked by political factions and intrigue, and it was at this time that the Whig and Tory political parties first developed.


          He famously fathered numerous illegitimate children, of whom he acknowledged fourteen, but no legitimate children who lived. Charles was also a patron of the arts, and he and his court were largely responsible for the revival of public drama and music, after their virtual prohibition under the earlier Protectorate. Some historians, such as Maurice Ashley, believe that Charles was secretly a Roman Catholic for much of his life like his brother James while others, such as Antonia Fraser, disagree. All that is known for certain is that he had converted to Roman Catholicism by the time of his death.
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          Early life


          Charles, the eldest surviving son of Charles I of England and Henrietta Maria of France, was born Charles Stuart in St. James's Palace on 29 May 1630. At birth, he automatically became (as the eldest surviving son of the Sovereign) Duke of Cornwall and Duke of Rothesay; shortly after his birth, he was crowned Prince of Wales. Due to the disruption caused by the English Civil War, he was never formally invested with the Honours of the Principality of Wales.


          
            
              	Scottish and English Royalty
            


            
              	House of Stuart
            


            
              	[image: ]
            


            
              	Charles II
            


            
              	Illegitimate sons included
            


            
              	 James Scott, Duke of Monmouth
            


            
              	 Charles FitzRoy, Duke of Cleveland and Southampton
            


            
              	 Henry FitzRoy, Duke of Grafton
            


            
              	 George FitzRoy, Duke of Northumberland
            


            
              	 Charles Beauclerk, Duke of St Albans
            


            
              	 Charles Lennox, Duke of Richmond and Lennox
            

          


          During the 1640s, when the Prince of Wales was still young, his father Charles I fought parliamentary and Puritan forces in the English Civil War. The prince accompanied his father during the Battle of Edgehill and, at the age of fifteen, participated in the campaigns of 1645, when he was made titular commander of the English forces in the West Country. In 1647, due to fears for his safety, he left England, going first to the Isles of Scilly, then to Jersey, and finally to France, where his mother was already living in exile. (His cousin, Louis XIV sat on the French throne.) In 1648, during the Second Civil War, Charles moved to The Hague, where his sister Mary and his brother-in-law Prince of Orange seemed more likely to provide substantial aid to the Royalist cause than the Queen's French relations. However Charles was neither able to use the royalist fleet that came under his control to any advantage, nor to reach Scotland in time to join up with the royalist " Engagers" army of the Duke of Hamilton, before it was defeated at the Battle of Preston.


          At the Hague, Charles II had an affair with Lucy Walter (whom, some alleged, he secretly married). Their son, James Crofts (afterwards Duke of Monmouth and Duke of Buccleuch), was to become the most prominent of Charles's many illegitimate sons in English political life, and famously led a rebellion on Charles' death, aimed at placing himself (a staunch Protestant) on the throne instead of Charles' Catholic brother James.


          Charles I was captured in 1647. He escaped and was recaptured in 1648. Despite his son's efforts to save him, Charles I was executed in 1649, and England was proclaimed a republic.
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          At the same time, however, Scotland recognized Charles as his father's successoreven the Covenanters (led by the Marquess of Argyll), the most extreme Presbyterian group in Scotland, proved unwilling to allow the English to decide the fate of their monarchy. Consequently, on 5 February 1649, Charles II was proclaimed King of Scots in Edinburgh. He would not be allowed to enjoy the powers that followed from his title until such time as he signed the Solemn League and Covenant (an agreement between England and Scotland that the Church of Scotland should not be remodelled on Anglican lines but should remain Presbyterian  the form of church governance preferred by most in Scotland  and that the Church of England and the Church of Ireland should be reformed along the same lines) (see also Treaty of Breda (1650)). Upon his arrival in Scotland on 23 June 1650, he formally agreed to the Covenant; his abandonment of Anglicanism, although winning him support in Scotland, left him unpopular in England. Charles himself soon came to despise his Scottish hosts (or "gaolers", as he came to see the dour Covenanters), and supposedly celebrated at the news of the Covenanters' defeat at Dunbar in September 1650. Nevertheless, the Scots remained Charles's best hope of restoration, and he was crowned King of Scots at Scone on 1 January 1651. With Cromwell's forces threatening Charles's position in Scotland, it was decided to mount an attack on England. With many of the Scots (including Argyll and other leading Covenanters) refusing to participate, and with few English royalists joining the force as it moved south into England, the invasion ended in defeat at the Battle of Worcester on 3 September 1651, following which Charles is said to have hidden in the Royal Oak at Boscobel House, subsequently escaping to France in disguise. Parliament put a reward of 1,000 on the king's head, and the penalty of death for anyone caught helping him. Through six weeks of narrow escapes Charles managed to flee England. (See also Escape of Charles II.)


          Impoverished, Charles could not obtain sufficient support to mount a serious challenge to Cromwell's government. Despite the Stuart familial connections through Henrietta Maria and the Princess of Orange, France and the United Provinces allied themselves with Cromwell's government, forcing Charles to turn to Spain for aid. He attempted to raise an army, but failed due to his financial shortcomings.


          


          Restoration


          
            
              	
                
                  
                    	Monarchical Styles of

                    King Charles II of England
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                    	Reference style

                    	His Majesty
                  


                  
                    	Spoken style

                    	Your Majesty
                  


                  
                    	Alternative style

                    	Sire
                  

                

              
            


            
              	
                
                  
                    	
                  


                  
                    	Monarchical Styles of

                    Charles II, King of Scots
                  


                  
                    	
                  


                  
                    	Reference style

                    	His Grace
                  


                  
                    	Spoken style

                    	Your Grace
                  


                  
                    	Alternative style

                    	Sire
                  

                

              
            

          


          After the death of Oliver Cromwell in 1658, Charles' chances of regaining the Crown seemed slim. Oliver Cromwell was succeeded as Lord Protector by his son, Richard Cromwell. However, the new Lord Protector, with no power base in either Parliament or the New Model Army, was forced to abdicate in 1659. The Protectorate of England was abolished, and the Commonwealth of England re-established. During the civil and military unrest which followed, George Monck, the Governor of Scotland, was concerned that the nation would descend into anarchy. Monck and his army marched into the City of London and forced the Long Parliament to dissolve itself. For the first time in almost twenty years, the members of Parliament faced a general election.


          A predominantly Royalist House of Commons was elected. The Convention Parliament, soon after it assembled on 25 April 1660, received news of the Declaration of Breda ( 8 May 1660), in which Charles agreed, amongst other things, to pardon many of his father's enemies. It also subsequently declared that Charles II had been the lawful Sovereign since Charles I's execution in 1649.


          Charles set out for England, arriving in Dover on 23 May 1660 and reaching London on 29 May (which is considered the date of the Restoration, and was Charles' thirtieth birthday). Although Charles granted amnesty to Cromwell's supporters in the Act of Indemnity and Oblivion, this made specific provision for people to be excluded by the indemnity through act of Parliament. In the end 13 people were executed: they were hanged, drawn and quartered; others were given life imprisonment or simply excluded from office for life. The bodies of Oliver Cromwell, Henry Ireton and John Bradshaw were subjected to the indignity of posthumous executions.


          


          Cavalier Parliament
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          The Convention Parliament was dissolved in December 1660. Shortly after Charles's coronation at Westminster Abbey on 23 April 1661, the second Parliament of the reignthe Cavalier Parliamentassembled. As the Cavalier Parliament was overwhelmingly Royalist, Charles saw no reason to dissolve it and force another general election for seventeen years.


          The Cavalier Parliament concerned itself with the agenda of Charles' chief advisor, Lord Clarendon (Edward Hyde, 1st Earl of Clarendon). Lord Clarendon sought to discourage non-conformity to the Church of England; at his instigation, the Cavalier Parliament passed several acts which became part of the "Clarendon Code". The Conventicle Act 1664 prohibited religious assemblies of more than five people, except under the auspices of the Church of England. The Five Mile Act 1665 prohibited clergymen from coming within five miles of a parish from which they had been banished. The Conventicle and Five Mile Acts remained in effect for the remainder of Charles' reign. Other parts of the Clarendon Code included the Corporation Act 1661 and the Act of Uniformity 1662.


          Charles agreed to give up antiquated feudal dues which had been revived by his father; in return, he was granted an annual income of 1,200,000 by Parliament. The grant, however, proved to be of little use for most of Charles' reign. The aforesaid sum was only an indication of the maximum the King was allowed to withdraw from the Treasury each year; for the most part, the amount actually in the coffers was much lower. To avoid further financial problems, Charles appointed George Downing (the builder of Downing Street) to reform the management of the Treasury and the collection of taxes.


          


          Foreign policy


          In 1662 Charles married a Portuguese princess, Catherine of Braganza, who brought him the territories of Bombay and Tangier as dowry. During the same year, however, he sold Dunkirka much more valuable strategic outpostto his first cousin King Louis XIV of France for 40,000.


          Appreciative of the assistance given to him in gaining the throne, Charles awarded North American lands then known as Carolinanamed after his fatherto eight nobles (known as Lords Proprietors) in 1663.


          Whereas the Navigation Acts (1650), which hurt Dutch trade, started the First Dutch War (1652-1654), responsible for starting the Second Dutch War (1665-1667) was mainly the King's new advisor Lord Arlington, who hoped for much personal gain if the Dutch possessions in Africa and America could be conquered. This conflict began well for the English, with the capture of New Amsterdam (later renamed New York in honour of Charles' brother James, Duke of York, the future James II of England/James VII of Scotland), but in 1667 the Dutch launched a surprise attack upon the English (the Raid on the Medway) when they sailed up the River Thames to where the better part of the English fleet was docked. Almost all of the ships were sunk except for the flagship, the HMS Royal Charles, which was taken back to the Netherlands as a trophy. (The ship's transom remains on display, now at the Rijksmuseum in Amsterdam.) The Second Dutch War ended with the signing of the Treaty of Breda in 1667.


          As a result of the Second Dutch War, Charles dismissed his advisor Lord Clarendon, whom he used as a scapegoat for the war. Clarendon fled to France when impeached by the House of Commons for high treason (which carried the penalty of death). Power passed to a group of five politicians known as the Cabal Thomas Clifford, 1st Baron Clifford, Henry Bennet, 1st Earl of Arlington, George Villiers, 2nd Duke of Buckingham, Anthony Ashley Cooper, 1st Baron Ashley (afterwards Earl of Shaftesbury) and John Maitland, 1st Duke of Lauderdale.


          In 1668, England allied itself with Sweden, and with its former enemy the Netherlands, in order to oppose Louis XIV in the War of Devolution. Louis was forced to make peace with the Triple Alliance, but he continued to maintain his aggressive intentions. In 1670, Charles, seeking to solve his financial troubles, agreed to the Treaty of Dover, under which Louis XIV would pay him 200,000 each year. In exchange, Charles agreed to supply Louis with troops and to convert himself to Roman Catholicism "as soon as the welfare of his realm will permit." Louis was to provide him with 6,000 troops to suppress those who opposed the conversion. Charles endeavoured to ensure that the Treatyespecially the conversion clauseremained secret. It remains unclear if Charles ever seriously intended to follow through on the conversion clause.


          Meanwhile, by a series of five acts around 1670, Charles granted the British East India Company the rights to autonomous territorial acquisitions, to mint money, to command fortresses and troops, to form alliances, to make war and peace, and to exercise both civil and criminal jurisdiction over the acquired areas in India. Earlier in 1668 he leased the islands of Bombay for a paltry sum of ten pounds sterling paid in gold.


          


          Great Plague and Fire


          In 1665, Charles II was faced with a great health crisis: an outbreak of Bubonic Plague in London commonly referred to as the Great Plague. Believed to have been introduced by Dutch shipping vessels carrying cotton from Amsterdam, the plague was carried by rats and fleas and the death toll at one point reached up to 7000 per week. Charles, his family and court fled London in July 1665 to Oxford. Various attempts at containing the disease by London public health officials all fell in vain and the disease continued to spread rapidly.


          On 2 September 1666, adding to London's woes was what later became famously known as the Great Fire of London. Although effectively ending the spreading of the Great Plague due to the burning of all plague-carrying rats and fleas, the fire consumed about 13,200 houses and 87 churches, including St. Paul's Cathedral. Charles II is famously remembered for joining the fire-fighters in combating the fire.


          At the time, a comet was visible in the night sky. The supposition of the day claimed it was God's message, and that the above crises were as a result of God's anger. Blame was placed upon Charles and his Court, but later the people shifted their blame to the hated Roman Catholics. The situation was not helped by Charles's brother, James II's conversion to Roman Catholicism in 1667.


          


          Conflict with Parliament
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          Although previously favourable to the Crown, the Cavalier Parliament was alienated by the king's wars and religious policies during the 1670s. In 1672, Charles issued the Royal Declaration of Indulgence, in which he purported to suspend all laws punishing Roman Catholics and other religious dissenters. In the same year, he openly supported Catholic France and started the Third Anglo-Dutch War.


          The Cavalier Parliament opposed the Declaration of Indulgence on constitutional grounds (claiming that the King had no right to arbitrarily suspend laws) rather than on political ones. Charles II withdrew the Declaration, and also agreed to the Test Act, which not only required public officials to receive the sacrament under the forms prescribed by the Church of England, but also forced them to denounce certain teachings of the Roman Catholic Church as " superstitious and idolatrous." The Cavalier Parliament also refused to further fund the Anglo-Dutch War, which England was losing, forcing Charles to make peace in 1674.


          Charles' wife Queen Catherine was unable to produce an heir, her pregnancies instead ending in miscarriages and stillbirths. Charles' heir-presumptive was therefore his unpopular Roman Catholic brother, James, Duke of York. In 1678, Titus Oates, a former Anglican cleric, falsely warned of a " Popish Plot" to assassinate the king and replace him with the Duke of York. Charles did not believe the allegations, but ordered his chief minister Thomas Osborne, 1st Earl of Danby to investigate. Danby was highly sceptical about Oates' revelations, but reported the matter to Parliament. The people were seized with an anti-Catholic hysteria; judges and juries across the land condemned the supposed conspirators; numerous innocent individuals were executed.


          Later in 1678, Lord Danby was impeached by the House of Commons on the charge of high treason. Although much of the nation had sought war with Catholic France, Charles II had secretly negotiated with Louis XIV, trying to reach an agreement under which England would remain neutral in return for money. Lord Danby was hostile to France, but reservedly agreed to abide by Charles' wishes. Unfortunately for him, the House of Commons failed to view him as a reluctant participant in the scandal, instead believing that he was the author of the policy. To save Lord Danby from the impeachment trial in the House of Lords, Charles dissolved the Cavalier Parliament in January 1679.


          A new Parliament, which met in March of the same year, was quite hostile to the king. Lord Danby was forced to resign the post of Lord High Treasurer, but received a pardon from the king. In defiance of the royal will, Parliament declared that a dissolution did not interrupt impeachment proceedings. When the House of Lords seemed ready to impose the punishment of exilewhich the House of Commons thought too mildthe impeachment was abandoned, and a bill of attainder introduced. As he had had to do so many times during his reign, Charles II bowed to the wishes of his opponents, committing Lord Danby to the Tower of London. Lord Danby would be held without bail for another five years.


          


          Later years


          Another political storm which faced Charles was that of succession to the Throne. The Parliament of 1679 was vehemently opposed to the prospect of a Catholic monarch. Anthony Ashley Cooper, 1st Earl of Shaftesbury (previously Baron Ashley and a member of the Cabal, which had fallen apart in 1672) introduced the Exclusion Bill, which sought to exclude the Duke of York from the line of succession. Some even sought to confer the Crown to the Protestant Duke of Monmouth, the eldest of Charles's illegitimate children. The "Abhorrers"those who opposed the Exclusion Billwould develop into the Tory Party, whilst the "Petitioners"those who supported the Exclusion Billbecame the Whig Party.


          Fearing that the Exclusion Bill would be passed, Charles dissolved Parliament in December 1679. Two further Parliaments were called in Charles' reign (one in 1680, the other in 1681), but both were dissolved because they sought to pass the Exclusion Bill. During the 1680s, however, popular support for the Exclusion Bill began to dissolve, and Charles experienced a nationwide surge of loyalty, for many of his subjects felt that Parliament had been too assertive. For the remainder of his reign, Charles ruled as an absolute monarch.


          Charles' opposition to the Exclusion Bill angered some Protestants. Protestant conspirators formulated the Rye House Plot, a plan to murder the King and the Duke of York as they returned to London after horse races in Newmarket. A great fire, however, destroyed much of Newmarket and caused the cancellation of the races; thus, the planned attack could not take place. Before news of the plot leaked, the chief conspirators fled. Protestant politicians such as Algernon Sydney and the Lord William Russell were implicated in the plot and executed for high treason, albeit on very flimsy evidence.


          Charles suffered an apopleptic fit and died suddenly on Wednesday, 6 February 1685 (at the age of 54) at 11:45am at Whitehall Palace of uremia (a clinical syndrome due to kidney dysfunction). He is purported to have said to his brother, the Duke of York on his deathbed: 'Let not poor Nelly starve.' and to his courtiers: 'I am sorry, gentlemen, for being such a time a-dying.' He was buried in Westminster Abbey 'without any manner of pomp' and was succeeded by his brother who became James II of England and Ireland, and James VII of Scotland.


          


          Posterity and legacy
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          Charles II left no legitimate issue. He did, however, have several children by a number of mistresses (many of whom were wives of noblemen); many of his mistresses and illegitimate children received dukedoms or earldoms. He publicly acknowledged fourteen children by seven mistresses; six of those children were borne by a single woman, the notorious Barbara Villiers, Countess of Castlemaine, for whom the Dukedom of Cleveland was created. His other favourite mistresses were Nell Gwynne and Louise Rene de Penancot de Krouaille, Duchess of Portsmouth. Charles also acknowledged children by Lucy Walter, Elizabeth Killigrew, Viscountess Shannon and Catherine Pegge, Lady Greene. The present Duke of Buccleuch and Queensberry, Duke of Richmond and Gordon, Duke of Grafton and Duke of St Albans all descend from Charles in direct male line. Charles' relationships, as well as the politics of his time, are depicted in the historical drama Charles II: The Power and The Passion (produced in 2003 by the British Broadcasting Corporation).


          Diana, Princess of Wales was descended from two of Charles' illegitimate sons, the Duke of Grafton and the Duke of Richmond (who is also a direct ancestor of Camilla, Duchess of Cornwall, second wife of Charles, Prince of Wales). Thus Diana's son Prince William of Wales, currently (2006) second in line to the British Throne, is likely to be the first monarch descended from Charles I since Queen Anne.


          Charles II's eldest son, the Duke of Monmouth, led a rebellion against James II, but was defeated at the battle of Sedgemoor on 6 July 1685, captured, and executed. James II, however, was eventually dethroned in 1688 in the course of the Glorious Revolution. James was the last Catholic monarch to rule England.


          Charles, a patron of the arts and sciences, helped found the Royal Society, a scientific group whose early members included Robert Hooke, Robert Boyle and Sir Isaac Newton. Charles was the personal patron of Sir Christopher Wren, the architect who helped rebuild London after the Great Fire in 1666. Wren also constructed the Royal Hospital Chelsea, which Charles founded as a home for retired soldiers in 1681. Since 1692, a statue of Charles II in ancient Roman dress (created by Grinling Gibbons in 1676) has stood in the Figure Court of the Royal Hospital.


          The anniversary of Charles' Restoration (which is also his birthday)  29 May  is recognised in the United Kingdom as " Oak Apple Day", after the Royal Oak in which Charles is said to have hid to escape from the forces of Oliver Cromwell. Traditional celebrations involved the wearing of oak leaves, but these have now died out. The anniversary of the Restoration is also an official Collar Day.
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          Style and arms


          The official style of Charles II was "Charles the Second, by the Grace of God, King of England, Scotland, France and Ireland, Defender of the Faith, etc." (The claim to France was only nominal, and had been asserted by every English King since Edward III, regardless of the amount of French territory actually controlled.) His arms were: Quarterly, I and IV Grandquarterly, Azure three fleurs-de-lis Or (for France) and Gules three lions passant guardant in pale Or (for England); II Or a lion rampant within a tressure flory-counter-flory Gules (for Scotland); III Azure a harp Or stringed Argent (for Ireland).


          


          Ancestors


          
            
              Charles II's ancestors in three generations
            

            
              	Charles II of England

              	Father:

              Charles I of England

              	Paternal Grandfather:

              James I of England

              	Paternal Great-grandfather:

              Henry Stuart, Lord Darnley
            


            
              	Paternal Great-grandmother:

              Mary I of Scotland
            


            
              	Paternal Grandmother:

              Anne of Denmark

              	Paternal Great-grandfather:

              Frederick II of Denmark
            


            
              	Paternal Great-grandmother:

              Sofie of Mecklenburg-Schwerin
            


            
              	Mother:

              Henrietta Maria of France

              	Maternal Grandfather:

              Henry IV of France

              	Maternal Great-grandfather:

              Antoine of Navarre
            


            
              	Maternal Great-grandmother:

              Jeanne III of Navarre
            


            
              	Maternal Grandmother:

              Marie de' Medici

              	Maternal Great-grandfather:

              Francesco I de' Medici
            


            
              	Maternal Great-grandmother:

              Johanna of Austria
            

          


          


          The children of Charles II


          Charles left no legitimate heirs but fathered an unknown number of illegitimate children. He acknowledged fourteen children to be his own, including Barbara Fitzroy, who almost certainly was not his child.


          
            	By Marguerite or Margaret de Carteret

              
                	Some accounts say that she bore Charles a son named James de la Cloche in 1646. James de Carteret/de la Cloche is believed to have died sometime around the year 1667.

              

            


            	By Lucy Walter (1630 - 1658)

              
                	James Crofts "Scott" (1649 - 1685), created Duke of Monmouth (1663) in England and Duke of Buccleuch (1663) in Scotland. Ancestor of Sarah, Duchess of York.


                	Mary Crofts (born c. 1651 -?), not acknowledged. She married a William Sarsfield and later a William Fanshaw and became a faith healer operating in Covent Garden.

              

            


            	By Elizabeth Killigrew (1622 - 1680)

              
                	Charlotte Jemima Henrietta Maria Boyle (FitzCharles) (1650 - 1684), Countess of Yarmouth

              

            


            	By Catherine Pegge, Lady Green

              
                	Charles Fitzcharles (1657 - 1680), known as "Don Carlos", created Earl of Plymouth (1675)


                	Catherine Fitzcharles (born 1658, died young)

              

            


            	By Barbara Palmer (1640 - 1709) (ne Villiers), Countess of Castlemaine and Duchess of Cleveland

              
                	Anne Palmer (Fitzroy) (1661 - 1722)


                	Charles Fitzroy (1662 - 1730) created Duke of Southampton (1675), became 2nd Duke of Cleveland (1709)


                	Henry Fitzroy (1663 - 1690), created Earl of Euston (1672), Duke of Grafton (1709), also 7th Great-Grandfather of Lady Diana Spencer, mother of Prince William of Wales


                	Charlotte Fitzroy (1664 - 1718), Countess of Lichfield. She married Benedict Leonard Calvert, 4th Baron Baltimore.


                	George Fitzroy (1665 - 1716), created Earl of Northumberland (1674), Duke of Northumberland (1683)


                	Barbara (Benedicta) Fitzroy (1672 - 1737) - She was acknowledged as Charles' daughter, but was probably the child of John Churchill, later Duke of Marlborough

              

            


            	By Eleanor "Nell" Gwyn (1650 - 1687)

              
                	Charles Beauclerk (1670 - 1726), created Duke of St Albans


                	James Beauclerk (1671 - 1681)

              

            


            	By Louise Rene de Penancoet de Kroualle (1648 - 1734), Duchess of Portsmouth (1673)

              
                	Charles Lennox (1672 -1723), created Duke of Richmond (1675) in England and Duke of Lennox (1675) in Scotland. Ancestor of Lady Diana Spencer, The Duchess of Cornwall, and Sarah, Duchess of York.

              

            


            	By Mary 'Moll' Davis, courtesan and actress of repute

              
                	Mary Tudor (1673 - 1726), married to Edward Radclyffe (1655 - 1705), the Second Earl of Derwentwater from 1687 - 1705. Upon Edward's death, she married Henry Graham (son and heir to Col. James Graham), and upon his death she wed James Rooke in 1707. Mary bore four children to Edward, which continued the house of Derwentwater.

              

            


            	By Unknown mistress

              
                	Elizabeth Fitzcharles (1670-1731), married Sir Edward Morgan (1670-1734), the son of Sir James Morgan, 4th Earl Baronet of Llantarnam and his wife Lady Ann Hopton. She bore her husband ten children. Some sources give her surname as Jarman, however, that remains inconclusive .

              

            


            	Other mistresses

              
                	Cristabella Wyndham


                	Hortense Mancini, Duchess of Mazarin


                	Winifred Wells - one of the Queen's Maids of Honour


                	Mrs Jane Roberts - the daughter of a clergyman


                	Mary Sackville (formerly Berkeley, ne Bagot) - the widowed Countess of Falmouth


                	Elizabeth Fitzgerald, Countess of Kildare


                	Frances Teresa Stewart, Duchess of Richmond and Lennox
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              	Charles I
            


            
              	King of England, Scotland and Ireland (more...)
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              	Anthony van Dyck, 1636
            


            
              	Reign

              	27 March 1625  30 January 1649
            


            
              	Coronation

              	2 February 1626
            


            
              	Predecessor

              	James I of England
            


            
              	Successor

              	Charles II de jure

              Oliver Cromwell de facto
            


            
              	Consort

              	Henrietta Maria of France
            


            
              	Issue
            


            
              	Charles II

              Mary, Princess Royal

              James II and VII

              Elizabeth of England

              Anne of England

              Henry, Duke of Gloucester

              Henrietta Anne of England
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	HM The King

              The Prince of Wales

              The Duke of York

              The Duke of Albany

              The Prince Charles
            


            
              	Royal house

              	House of Stuart
            


            
              	Father

              	James I of England
            


            
              	Mother

              	Anne of Denmark
            


            
              	Born

              	19 November 1600

              Dunfermline, Scotland
            


            
              	Baptised

              	23 December 1600

              Dunfermline, Scotland
            


            
              	Died

              	Template:Euro death date and age

              Whitehall, England
            


            
              	Burial

              	7 February 1649

              St George's, England
            

          


          Charles I ( 19 November 1600  30 January 1649) was King of England, King of Scotland, and King of Ireland from 27 March 1625 until his execution in 1649. He famously engaged in a struggle for power with the Parliament of England. As he was an advocate of the Divine Right of Kings, many in England feared that he was attempting to gain absolute power. There was widespread opposition to many of his actions, especially the levying of taxes without Parliament's consent.


          Religious conflicts permeated Charles' reign. He married a Catholic princess, Henrietta Maria, over the objections of Parliament and public opinion. Charles further allied himself with controversial religious figures, including the ecclesiastic Richard Montagu, and William Laud, whom Charles appointed Archbishop of Canterbury. Laud did not bring changes to the liturgy of the Church of England, but he did endorse a stricter enforcement of the English Prayerbook, which included ceremonies that many Englishmen chose to omit. Many of Charles' subjects felt this brought the Church of England too close to Roman Catholicism. Charles' later attempts to force religious reforms upon Scotland led to the Bishops' Wars that weakened England and helped precipitate his downfall.


          The last years of Charles' reign were marked by the English Civil War, in which he was opposed by the forces of Parliamentwho challenged his attempts to augment his own powerand by Puritans, who were hostile to his religious policies and apparent Catholic sympathy. The first Civil War (1642 - 1645) ended in defeat for Charles, after which the parliamentarians expected him to accept their demands for a constitutional monarchy. Instead, he remained defiant, provoking a second Civil War (1648 - 1649). This was considered unacceptable, and Charles was subsequently tried, convicted, and executed for high treason. The monarchy was then abolished and a republic called the Commonwealth of England was declared. Charles' son, Charles II, became King after restoring the monarchy in 1660.


          Charles is also the only person to be canonized by the Church of England since the English Reformation.


          


          Early life


          The second son of James VI, King of Scots and Anne of Denmark, Charles was born at Dunfermline Palace, Fife, on 19 November 1600. He was an underdeveloped child (he is listed in the Guinness Book of Records as the nation's shortest king) who was still unable to walk or talk at the age of three. When Elizabeth I died in March 1603 and James VI became King of England as James I, Charles was originally left in Scotland in the care of nurses and servants because it was feared that the journey would damage his fragile health. He did make the journey in July 1604 and was subsequently placed under the charge of Alletta (Hogenhove) Carey, the Dutch-born wife of courtier Sir Robert Carey, who taught him how to walk and talk and insisted that he wear boots made of Spanish leather and brass to help strengthen his weak ankles. As an adult Charles was 5 feet 4 inches (162 cm) tall.


          Charles was not as well-regarded as his elder brother, Henry, Prince of Wales; Charles himself adored Henry and tried to emulate him. In 1605, as was then customary in the case of the Sovereign's second son, he was created Duke of York in England. Two years before, in 1603, he was created Duke of Albany in Scotland. When his elder brother died at the age of 18 of typhoid in 1612, two weeks before Charles's 12th birthday, Charles became heir apparent and was subsequently created the Prince of Wales and Earl of Chester in November 1616. His sister Elizabeth married in 1613 to Frederick V, Elector Palatine and moved to Heidelberg.


          The new Prince of Wales was greatly influenced by his father's favourite courtier, George Villiers, 1st Duke of Buckingham, who took him on an expedition to Spain in 1623 to look for a suitable bride, and settled on the daughter of the Spanish King Philip III, Infanta Maria Anna of Spain. No marriage occurred, however, as the Spanish demanded the Prince of Wales' conversion to Roman Catholicism. Upon their return in October, both the Prince of Wales and the Duke of Buckingham demanded that James I declare war on Spain.


          
            
              	Scottish and English Royalty
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              	Charles I
            


            
              	Charles II
            


            
              	James II & VII
            


            
              	 Henry, Duke of Gloucester
            


            
              	 Mary, Princess Royal
            


            
              	 Henrietta, Duchess of Orlans
            


            
              	 Elizabeth
            

          


          

          With the encouragement of his Protestant advisors, James summoned Parliament so that he could request subsidies for his war effort. James also requested that Parliament sanction the marriage between the Prince of Wales and Princess Henrietta Maria of France, whom Charles met in Paris whilst en route to Spain. It was a good match since she was a sister of Louis XIII (their father, Henry IV, had died during her childhood). Parliament agreed to the marriage, but was extremely critical of the prior attempt to arrange a marital alliance with Spain. James was growing senile and as a result was finding it extremely difficult to control Parliamentthe same problem would later haunt Charles during his reign. During the last year of his reign, actual power was held not by him but by his eldest son and the Duke of Buckingham.


          


          Early reign


          Charles ascended the throne on 27 March 1625 and on 13 June of that year was married to Henrietta Maria, nine years his junior, by proxy. His first Parliament, which he opened in May, was opposed to his marriage to Henrietta Maria, a Roman Catholic, because it feared that Charles would lift restrictions on Roman Catholics and undermine the official establishment of Protestantism. Although he agreed with Parliament that he would not relax restrictions relating to recusants, he promised to do exactly that in a secret marriage treaty with Louis XIII. The couple were married on 13 June 1625, in Canterbury. Charles was crowned on 2 February 1626 at Westminster Abbey, but without his wife at his side due to the controversy. They had nine children, with three sons and three daughters surviving infancy.
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          Distrust of Charles' religious policies was increased by the controversy surrounding the ecclesiastic Richard Montagu. In a pamphlet, Montagu argued against the teachings of John Calvin, immediately bringing himself into disrepute amongst the Puritans. A Puritan member of the House of Commons, John Pym, attacked Montagu's pamphlet during debate, prompting Montagu to request the aid of Charles I in a pamphlet entitled " Appello Caesarem" (Latin "I appeal to Caesar", a reference to an appeal against Jewish persecution made by Saint Paul the Apostle). Charles I offered the cleric his protection, leading many Puritans to take a hostile view towards him.


          Charles' primary concern during his early reign was foreign policy. Frederick V, Elector Palatine, his sister Elizabeth's husband, had lost his hereditary lands in the Palatinate to the Holy Roman Emperor Ferdinand II, leading to the Thirty Years' War, originally only a war to keep the Catholic Habsburgs hegemonic as the elected Kings of Bohemia, which spiralled out of control into a civil and confessional war between Protestants and Catholics in Europe. Charles was committed to help his brother-in-law regain the Palatinate by waging a war with the Catholic Spanish King Philip IV, whom he hoped he could force to intercede with the Emperor on his behalf.


          Parliament preferred an inexpensive naval attack on Spanish colonies in the New World, hoping that the capture of the Spanish treasure fleets could finance the war. Charles, however, preferred more aggressive (and more expensive) action on the Continent. Parliament only voted to grant a subsidy of 140,000; an insufficient sum for Charles. Moreover, the House of Commons agreed to allow the King to collect tonnage and poundage (two varieties of customs duties), but only for a period of one year, although previous Sovereigns since 1414 had been granted the right for life. In this manner, the House of Commons hoped to keep a check on Charles's power by forcing him to seek the renewal of the grant each year.


          Charles's allies in the House of Lords, led by the Duke of Buckingham, refused to pass the bill. Although no Parliamentary authority for the levy of tonnage and poundage could be obtained, Charles continued to collect the duties anyway.


          


          Tyranny or personal rule?


          In January 1629, Charles opened the second session of the Parliament which had been prorogued in June 1628. Charles saw a conspiracy at work, due to the recent assassination of Buckingham, calling his commons 'seditious'. Members of the House of Commons began to voice their opposition in light of the Rolle case. Rolle was an MP who had his goods confiscated for not paying tonnage and poundage. This was seen by many MPs as a breach of the Petition of Right, who argued that the freedom from arrest privilege extended to goods. When he requested a parliamentary adjournment in March, members held the Speaker, John Finch, down in his chair whilst three resolutions against Charles were read aloud. The last of these resolutions declared that anyone who paid tonnage or poundage not authorised by Parliament would "be reputed a betrayer of the liberties of England, and an enemy to the same". Though the resolution was not formally passed, many members declared their approval. The fact that a number of MPs had to be detained in Parliament is relevant in understanding that there was no universal opposition towards the King. Afterwards, when the Commons passed further measures displeasing to Charles, he dissolved parliament.


          Charles resolved not to be forced to rely on Parliament for further monetary aid. Immediately, he made peace with France and Spain. The following eleven years, during which Charles ruled without a Parliament, have been known as both the Eleven Years Tyranny or simply as the Personal Rule. (Charles' rule without Parliament constituted a valid but nevertheless exceptional exercise of the royal prerogative. In former times such rule would have been considered just but by the middle of the 17th century it was held by many to be an exercise of absolute power).
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          Even without Parliament Charles still had to acquire funds in order to maintain his treasury. Thus, relying on an all but forgotten feudal statute called 'The Distraint of Knighthood' passed in 1278, requiring anyone who earned 40 or more each year to present himself at the King's coronation so that he may join the royal army as a knight, Charles fined all individuals who failed to attend his coronation in 1626. He also reintroduced the obsolete feudal tax known as ship money which was even more unpopular. A writ issued in 1634 ordered the collection of ship money in peacetime, notwithstanding statutes of Edward I and Edward III that had prohibited the levying of such a tax except during wars. This first writ of 1634, however, did not encourage much opposition on legal grounds, but a second writ of 1635 did. Charles' third writ demanding ship money, issued in 1636, made it clear that the ancient prohibition on collecting ship money during peacetime had been swept away. Many attempted to resist payment, but Charles' judges, whose tenure depended on his "good pleasure," declared that the tax was within the King's prerogative. This action of demanding ship money to be raised in peacetime was a major cause of concern among the ruling class; however, it must be noted that it was the attempted enforcement of the Anglican and increasingly Arminian styled prayer book under Laud that precipitated the rebellion in Scotland, which ended Personal Rule in 1640.


          


          Religious conflicts


          Charles wished to move the Church of England away from Calvinism in a more traditional and sacramental direction. This goal was shared by his main political adviser, Archbishop William Laud. Laud was appointed by Charles as the Archbishop of Canterbury in 1633 and started a series of unpopular reforms in the Church to make it more ceremonial. Laud attempted to ensure religious uniformity by dismissing non-conformist clergymen and closing Puritan organisations. This was actively hostile to the Reformist tendencies of many of his English and Scottish subjects. His policy was obnoxious to Calvinist theology, and insisted that the Church of England's liturgy be celebrated with all of the ceremony and vestments called for by the Book of Common Prayer. Laud was also an advocate of Arminian theology, a view whose emphasis on the ability to reject salvation was viewed as heretical and virtually "Catholic" by strict Calvinists.


          To punish those who refused to accept his reforms, Laud used the two most feared and most arbitrary courts in the land, the Court of High Commission and the Court of Star Chamber. The former could compel individuals to provide self-incriminating testimony, whilst the latter could inflict any punishment whatsoever (including torture), with the sole exception of death.


          The lawlessness of the Court of Star Chamber under Charles' I far exceeded that under any of his predecessors. Under Charles' reign, defendants were regularly hauled before the Court without indictment, due process of the law, right to confront witnesses, and their testimonies were routinely extracted by the King and his courtiers through extensive torture.


          The first years of the Personal Rule were marked by peace in England, to some extent due to tighter central control. Several individuals opposed Charles' taxes and Laud's policies, however the overall trend of the early Personal Rule period is one of peace. When, however, Charles attempted to impose his religious policies in Scotland he faced numerous difficulties. The King ordered the use of a new Prayer Book modelled on the English Book of Common Prayer, which, although supported by the Scottish Bishops, was resisted by many Presbyterian Scots, who saw the new Prayer Book as a vehicle for introducing Anglicanism to Scotland. When the General Assembly of the Church of Scotland abolished Episcopalian government (that is, governance of the Church by Bishops) in 1638, replacing it with Presbyterian government (that is, governance by Elders and Deacons), Charles sought to put down what he saw as a rebellion against his authority.


          In 1639, when the First Bishops' War broke out, Charles sought to collect taxes from his subjects, who refused to yield any further. Charles's war ended in a humiliating truce in June of the same year. In the Pacification of Berwick, Charles agreed to grant his Scottish subjects civil and ecclesiastical freedoms.


          Charles' military failure in the First Bishops' War in turn caused a financial and military crisis for Charles, which caused the end of Personal Rule. Due to his financial weakness, Charles was forced to call Parliament into session by 1640 in an attempt to raise funds. While the ruling class grievances with the changes to government and finance during the Personal Rule period were a contributing factor in the Scottish Rebellion, it was mainly due to the key issue of religion that Charles was forced to confront the ruling class in Parliament for the first time in eleven years. In essence, it was Charles' and Laud's confrontational religious modifications that ended what the Whig historians refer to as "The Eleven Years of Tyranny".


          


          The "Short" and "Long" Parliaments


          Disputes regarding the interpretation of the peace treaty between Charles and the Church of Scotland led to further conflict. To subdue the Scots, Charles needed more money; therefore, he took the fateful step of recalling Parliament in April 1640. Although Charles offered to repeal ship money, and the House of Commons agreed to allow Charles to raise the funds for war, an impasse was reached when Parliament demanded the discussion of various abuses of power during the Personal Rule. As both sides refused to give ground on this matter, Parliament was dissolved in May 1640, less than a month after it assembled; thus, the Parliament became known as the " Short Parliament".


          In the meantime, Charles attempted to defeat the Scots, but failed miserably. The humiliating Treaty of Ripon, signed after the end of the Second Bishops' War in October 1640, required the King to pay the expenses of the Scottish army he had just fought. Charles took the unusual step of summoning the magnum concilium, the ancient council of all the Peers of the Realm, who were considered the King's hereditary counsellors. The magnum concilium had not been summoned for centuries. On the advice of the peers, Charles summoned another Parliament, which, in contrast with its predecessor, became known as the Long Parliament.


          
            [image: Sir Anthony van Dyck. Equestrian portrait of Charles I with Seignior de St Antoine]

            
              Sir Anthony van Dyck. Equestrian portrait of Charles I with Seignior de St Antoine
            

          


          The Long Parliament assembled in November 1640 under the leadership of John Pym, and proved just as difficult for Charles as the Short Parliament. Although the members of the House of Commons thought of themselves as conservatives defending the King, Church and Parliamentary government against innovations in religion and the tyranny of Charles' advisors, Charles viewed many of them as dangerous rebels trying to undermine his rule.


          To prevent the King from dissolving it at will, Parliament passed the Triennial Act, to which the Royal Assent was granted in February 1641. The Act required that Parliament was to be summoned at least once every three years, and that when the King failed to issue proper summons, the members could assemble on their own. In May, he assented to an even more far-reaching Act, which provided that Parliament could not be dissolved without its own consent. Charles was forced into one concession after another. He agreed to bills of attainder authorising the executions of Thomas Wentworth and William Laud. Ship money, fines in destraint of knighthood and forced loans were declared unlawful, and the hated Courts of Star Chamber and High Commission were abolished. Although he made several important concessions, Charles improved his own military position by securing the favour of the Scots. He finally agreed to the official establishment of Presbyterianism; in return, he was able to enlist considerable anti-parliamentary support.
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          In November 1641, the House of Commons passed the Grand Remonstrance, denouncing all the abuses of power Charles had committed since the beginning of his reign. The tension was heightened when the Irish rebelled against Protestant English rule and rumours of Charles' complicity reached Parliament. An army was required to put down the rebellion but many members of the House of Commons feared that Charles might later use it against Parliament itself. The Militia Bill was intended to wrest control of the army from the King, but Charles refused to agree to it. However, Parliament decreed The Protestation as an attempt to lessen the conflict.


          When rumours reached Charles that Parliament intended to impeach his Catholic Queen, Henrietta Maria, he took drastic action. His wife persuaded him to arrest the five members of the House of Commons who led the anti-Stuart faction on charges of high treason, but, when the King had made his decision, she made the mistake of informing a friend who in turn alerted Parliament. Charles entered the House of Commons with an armed force on 4 January 1642, but found that his opponents had already escaped, he asked the Speaker, William Lenthall, as to their where about to which Lenthall famously replied: "May it please your Majesty, I have neither eyes to see nor tongue to speak in this place but as the House is pleased to direct me, whose servant I am here.". By violating Parliament with an armed force, Charles made the breach permanent. Many in Parliament thought Charles's actions outrageous as did the corporation and City of London which moved firmly behind Parliament. Charles no longer felt safe in London and he went north to raise an army against Parliament; the Queen, at the same time, went abroad to raise money to pay for it.


          


          English Civil war


          The English Civil War had not yet started, but both sides began to arm. After futile negotiations, Charles raised the royal standard (an anachronistic medival gesture) in Nottingham on 22 August 1642. He then set up his court at Oxford, when his government controlled roughly the north and west of England, Parliament remaining in control of London and the south and east. Charles raised an army using the archaic method of the Commission of Array. The Civil War started on 25 October 1642 with the inconclusive Battle of Edgehill and continued indecisively through 1643 and 1644, until the Battle of Naseby tipped the military balance decisively in favour of Parliament. There followed a great number of defeats for the Royalists, and then the Siege of Oxford, from which Charles escaped in April 1646. He put himself into the hands of the Scottish Presbyterian army at Newark, and was taken to nearby Southwell while his "hosts" decided what to do with him. The Presbyterians finally arrived at an agreement with Parliament and delivered Charles to them in 1647. He was imprisoned at Holdenby House in Northamptonshire, until cornet George Joyce took him by force to Newmarket in the name of the New Model Army. At this time, mutual suspicion had developed between the New Model Army and Parliament, and Charles was eager to exploit it.


          He was then transferred first to Oatlands and then to Hampton Court, where more involved but fruitless negotiations took place. He was persuaded that it would be in his best interests to escape  perhaps abroad, perhaps to France, or perhaps to the custody of Colonel Robert Hammond, Parliamentary Governor of the Isle of Wight. He decided on the last course, believing Hammond to be sympathetic, and fled on 11 November. Hammond, however, was opposed to Charles, whom he confined in Carisbrooke Castle.


          From Carisbrooke, Charles continued to try to bargain with the various parties, eventually coming to terms with the Scottish Presbyterians that he would allow the establishment of Presbyterianism in England as well as Scotland for a trial period. The Royalists rose in July 1648 igniting the Second Civil War, and as agreed with Charles the Scots invaded England. Most of the uprisings in England were put down by forces loyal to Parliament after little more than skirmishes, but uprisings in Kent, Essex and Cumberland, the rebellion in Wales and the Scottish invasion involved the fighting of pitched battles and prolonged sieges. But with the defeat of the Scots at the Battle of Preston, the Royalists lost any chance of winning the war.


          


          Trial and execution


          Charles was moved to Hurst Castle at the end of 1648, and thereafter to Windsor Castle. In January 1649, in response to Charles' defiance of parliament even after defeat, and his encouraging the second Civil War while in captivity, the House of Commons passed an Act of Parliament creating a court for Charles's trial. After the first Civil War, the parliamentarians still accepted the premise that the King, although wrong, had been able to justify his fight, and that he would still be entitled to limited powers as King under a new constitutional settlement. It was now felt that by provoking the second Civil War even while defeated and in captivity, Charles showed himself incorrigible, dishonourable, and responsible for unjustifiable bloodshed.


          The idea of trying a king was a novel one; previous monarchs had been deposed, but had never been brought to trial as monarchs. The High Court of Justice established by the Act consisted of 135 Commissioners (all firm Parliamentarians); the prosecution was led by Solicitor General John Cook.


          His trial on charges of high treason and "other high crimes" began on 20 January 1649, but Charles refused to enter a plea, claiming that no court had jurisdiction over a monarch. He believed that his own authority to rule had been given to him by God when he was crowned and anointed, and that the power wielded by those trying him was simply that which grew out of a barrel of gunpowder. The court, by contrast, proposed that no man is above the law. Over a period of a week, when Charles was asked to plead three times, he refused. It was then normal practice to take a refusal to plead as pro confesso: an admission of guilt, which meant that the prosecution could not call witnesses to its case. However, the trial did hear witnesses. Fifty-nine of the Commissioners signed Charles' death warrant, on 29 January 1649. After the ruling, he was led from St. James's Palace, where he was confined, to the Palace of Whitehall, where an execution scaffold had been erected in front of the Banqueting House.
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          When Charles was beheaded on 30 January 1649, it is reputed that he wore a heavy cotton shirt as to prevent the cold January weather causing any noticeable shivers that the crowd could have been mistaken for fear or weakness. He put his head on the block after saying a prayer and signalled the executioner when he was ready; he was then beheaded with one clean stroke.


          Phillip Henry records that moments after the execution, a moan was heard from the assembled crowd, some of whom then dipped their handkerchiefs in his blood, thus starting the cult of the Martyr King. However no other eyewitness source including Samuel Pepys records this. Henry's account was written during the Restoration, some 12 years after the event. Henry was 19 when the King was executed and he and his family were Royalist propaganda writers.


          There is some debate over the identity of the man who beheaded the King, who was masked at the scene. It is known that the Commissioners approached Richard Brandon, the common Hangman of London, but that he refused, and contemporary sources do not generally identify him as the King's headsman. Ellis's Historical Inquiries, however, names him as the executioner, contending that he stated so before dying. It is possible he relented and agreed to undertake the commission, but there are others who have been identified. An Irishman named Gunning is widely believed to have beheaded Charles, and a plaque naming him as the executioner is on show in Galway, Ireland. William Hewlett was convicted of regicide after the Restoration. In 1661, two people identified as "Dayborne and Bickerstaffe" were arrested but then discharged. Henry Walker, a revolutionary journalist, or his brother William, were suspected but never charged. Various local legends around England name local worthies. An examination performed in 1813 at Windsor suggests that the execution was done by an experienced headsman.


          It was common practice for the head of a traitor to be held up and exhibited to the crowd with the words "Behold the head of a traitor!"; although Charles' head was exhibited, the words were not used. In an unprecedented gesture, one of the revolutionary leaders, Oliver Cromwell, allowed the King's head to be sewn back on his body so the family could pay its respects. Charles was buried in private and at night on 7 February 1649, in the Henry VIII vault inside St George's Chapel in Windsor Castle. The King's son, King Charles II, later planned an elaborate royal mausoleum, but it was never built.


          Ten days after Charles' execution, a memoir purporting to be from Charles' hand appeared for sale. This book, the Eikon Basilike (Greek: the "Royal Portrait"), contained an apologia for royal policies, and proved an effective piece of royalist propaganda. William Levett, Charles's groom of the bedchamber, who had accompanied Charles on the day of his execution, would later swear in a statement that he had witnessed the King writing the Eikon Basilike. John Cooke published the speech he would have delivered if Charles had entered a plea, while Parliament commissioned John Milton to write a rejoinder, the Eikonoklastes ("The Iconoclast"), but the response made little headway against the pathos of the royalist book.


          Various prodigies were recorded in the contemporary popular press in relation to the execution - a beached whale at Dover died within an hour of the King; a falling star appeared that night over Whitehall; a man who had said that the King deserved to die had his eyes pecked out by crows.


          


          Legacy
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          With the monarchy overthrown, power was assumed by a Council of State, which included Oliver Cromwell, then Lord General of the Parliamentary Army. The Long Parliament (known by then as the Rump Parliament) which had been called by Charles I in 1640 continued to exist until Cromwell forcibly disbanded it in 1653. Cromwell then became Lord Protector of England, Scotland and Ireland; a monarch in all but name: he was even "invested" on the royal coronation chair. Upon his death in 1658, Cromwell was briefly succeeded by his son, Richard Cromwell. Richard Cromwell was an ineffective ruler, and the Long Parliament was reinstated in 1659. The Long Parliament dissolved itself in 1660, and the first elections in twenty years led to the election of a Convention Parliament which restored Charles I's eldest son to the monarchy as Charles II.


          Upon the Restoration, Charles II added a commemoration of his fatherto be observed on 30 January, the date of the executionto the Book of Common Prayer. In the time of Queen Victoria this was however removed due to popular discontent with the commemorating of a dead monarch with a major feast day of the Church; now, 30 January is only listed as a "Lesser Festival". There are several Anglican/Episcopal churches dedicated to Charles I as "King and Martyr", in England, Canada, Australia and the United States. The Society of King Charles the Martyr was established in 1894 by one Mrs. Greville-Negent, assisted by Fr. James Fish, rector of St Margaret Pattens, London. The objectives of the SKCM include prayer for the Church of England and the Anglican Communion, promoting a wider observance of 30 January in commemoration of Charles' "martyrdom", and the reinstatement of his feast day in the Book of Common Prayer. King Charles is regarded as a martyr by some Anglicans for his notion of "Christian Kingship", and as a "defender of the Anglican faith".


          The Colony of Carolina in North America was named for Charles I. Carolina later separated into North Carolina and South Carolina, which eventually declared independence from England during the formation of the United States. To the north in the Virginia Colony, Cape Charles, the Charles River, Charles River Shire and Charles City Shire were named for him. Charles City Shire survives almost 400 years later as Charles City County, Virginia. The Virginia Colony is now the Commonwealth of Virginia (one of the four U.S. states that are called commonwealths), and retains its official nickname of "The Old Dominion" bestowed by Charles II because it had remained loyal to Charles I during the English Civil War.


          


          Style and arms


          The official style of Charles I was "Charles, by the Grace of God, King of England, Scotland, France and Ireland, Defender of the Faith, etc." (The claim to France was only nominal, and was asserted by every English King since Edward III, regardless of the amount of French territory actually controlled.) The authors of his death warrant, however, did not wish to use the religious portions of his title. It only referred to him as "Charles Stuart, King of England".


          Whilst he was King, Charles I's arms were: Quarterly, I and IV Grandquarterly, Azure three fleurs-de-lis Or (for France) and Gules three lions passant guardant in pale Or (for England); II Or a lion rampant within a tressure flory-counter-flory Gules (for Scotland); III Azure a harp Or stringed Argent (for Ireland).


          


          Ancestry and Descent


          


          Ancestors


          
            
              Charles I's ancestors in three generations
            

            
              	Charles I of England

              	Father:

              James I of England

              	Paternal Grandfather:

              Henry Stuart, Duke of Albany

              	Paternal Great-grandfather:

              4th Earl of Lennox
            


            
              	Paternal Great-grandmother:

              Margaret Douglas
            


            
              	Paternal Grandmother:

              Mary I, Queen of Scots

              	Paternal Great-grandfather:

              James V of Scotland
            


            
              	Paternal Great-grandmother:

              Marie de Guise
            


            
              	Mother:

              Anne of Denmark

              	Maternal Grandfather:

              Frederick II of Denmark

              	Maternal Great-grandfather:

              Christian III of Denmark
            


            
              	Maternal Great-grandmother:

              Dorothea of Saxe-Lauenburg
            


            
              	Maternal Grandmother:

              Sofie of Mecklenburg-Schwerin

              	Maternal Great-grandfather:

              Ulrich III of Mecklenburg-Schwerin
            


            
              	Maternal Great-grandmother:

              Elizabeth of Denmark
            

          


          



          



          


          Marriage and Issue
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          Charles was father to a total of nine legitimate children, two of whom would eventually succeed him as king. Several other children died in childhood.


          Charles is also believed to have had a daughter, prior to his marriage with Henrietta Maria. Her name was Joanna Brydges, born 1619-20, the daughter of a Miss Brydges ("a member of a younger branch of the ancient Kentish family of that name"), possibly from the line of Brydges of Chandos and Sudeley. Joanna Brydges who was provided for by the estate of Mandinam, Carmarthenshire, was brought up in secrecy at Glamorgan, Wales. She went on to become second wife to Bishop Jeremy Taylor, author of "Holy Living" and "Holy Dying" and chaplain to both Archbishop Laud and Charles I. The Bishop and his wife Joanna Brydges left for Ireland, where Jeremy Taylor became Bishop of Down, Connor and Dromore in 1660. Joanna Brydges and Jeremy Taylor had several children, including two daughters, Joanna Taylor(Harrison) and Mary Taylor (Marsh).


          See also Descendants of Charles I of England which, eventually leads to Prince William of Wales, future King of Great Britain.


          



          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	Charles James, Duke of Cornwall

              	13 March 1629

              	13 March 1629

              	Stillbirth.
            


            
              	Charles II, King of England

              	29 May 1630

              	6 February 1685

              	Married Catherine of Braganza (1638 - 1705) in 1663. No legitimate issue. Believed to have fathered such illegitimate children as James Scott, 1st Duke of Monmouth, who later rose against James II.
            


            
              	Mary, Princess Royal

              	4 November 1631

              	24 December 1660

              	Married William II, Prince of Orange (1626 - 1650) in 1648. Had issue.
            


            
              	James II, King of England

              	14 October 1633

              	16 September 1701

              	Married (1) Anne Hyde (1637 - 1671) in 1659. Had issue;

              Married (2) Mary of Modena (1658 - 1718) in 1673. Had issue.
            


            
              	Elizabeth, Princess of England

              	29 December 1635

              	8 September 1650

              	No issue.
            


            
              	Anne, Princess of England

              	17 March 1637

              	8 December 1640

              	Died young. No issue.
            


            
              	Catherine, Princess of England

              	29 January 1639

              	29 January 1639

              	Stillbirth
            


            
              	Henry, Duke of Gloucester

              	8 July 1640

              	18 September 1660

              	No issue.
            


            
              	Henrietta Anne, Princess of England

              	16 June 1644

              	30 June 1670

              	Married Philip I, Duke of Orlans (1640 - 1701) in 1661. Had issue
            

          


          


          Popular culture


          
            	The television special Blackadder: The Cavalier Years features a surreal version of the events leading to his execution, played for comedy.


            	The English Civil War and events leading to the execution of King Charles I are portrayed with dark humour in the Monty Python song Oliver Cromwell, which notes that "The most interesting thing about King Charles the First is that he was five foot six inches tall at the start of his reign, but only four foot eight inches tall at the end of it".


            	Charles's life has often been treated seriously in novels and plays as well as on film. A notable film depiction was 1970s Cromwell, with Alec Guinness as the King, and Richard Harris as the title character.


            	In Arturo Prez-Reverte's novel, El Capitn Alatriste, Charles I appears briefly while on his expedition with George Villiers, 1st Duke of Buckingham to Spain in 1623.


            	The events leading to his execution are woven into the storyline of Alexandre Dumas, pre's Twenty Years After, the sequel to The Three Musketeers.


            	King Charles is an important character in Poul Anderson's A Midsummer Tempest, a fantasy alternate history of the English Civil War.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Charles_I_of_England"
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                    	Spouse

                    	Diana, Princess of Wales (m. 1981, div. 1996)

                    Camilla, Duchess of Cornwall (m. 2005)
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                    	Prince William of Wales

                    Prince Henry of Wales
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                    	Charles Philip Arthur George
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                    	HRH The Prince of Wales

                    HRH The Duke of Rothesay

                    HRH The Duke of Cornwall

                    HRH Prince Charles of Edinburgh
                  


                  
                    	Royal house

                    	House of Windsor
                  


                  
                    	Father

                    	Philip, Duke of Edinburgh
                  


                  
                    	Mother

                    	Elizabeth II
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                    	14 November 1948 (1948-11-14)
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                    	His Royal Highness
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                    	Your Royal Highness
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                    	Sir
                  

                

              
            

          


          The Prince Charles, Prince of Wales (Charles Philip Arthur George; born 14 November 1948), is the eldest son of Elizabeth II and Prince Philip, Duke of Edinburgh. He has held the title of Prince of Wales since 1958, and is styled "His Royal Highness The Prince of Wales", except in Scotland, where he is styled "His Royal Highness The Prince Charles, Duke of Rothesay". The title " Duke of Cornwall" is often used for the Prince in relation to Cornwall.


          Charles is Heir Apparent, equally and separately, to the thrones of sixteen sovereign states known as the Commonwealth realms; he will most likely reside in and be directly involved with the United Kingdom. He will not, however, necessarily inherit the title Head of the Commonwealth. Though the Prince is first in line to the thrones, in the United Kingdom order of precedence he is third, after his parents, and is typically fourth or fifth in other realms' precedence orders, following his mother, the relevant vice-regal representative(s), and his father.


          The Prince of Wales is well known for his extensive charity work, particularly for The Prince's Trust, The Prince's Drawing School, The Prince's Regeneration Trust, and The Prince's Foundation for the Built Environment. He also carries out a full schedule of royal duties and, increasingly, is taking on more duties from his elderly parents as official representative of the Queen and deputy for his father. The Prince is also well known for his marriages to the late Diana, Princess of Wales and, subsequently, to Camilla, Duchess of Cornwall.


          


          Birth


          Prince Charles was born on 14 November 1948 at Buckingham Palace, London, England, son of the then Princess Elizabeth, Duchess of Edinburgh, now Queen Elizabeth II, and The Duke of Edinburgh.


          Prince Charles was baptised in the Music Room of Buckingham Palace on 15 December 1948, by the Archbishop of Canterbury, Dr Geoffrey Fisher. The Prince's godparents were: King George VI, Queen Mary, Princess Margaret, the Dowager Marchioness of Milford Haven, David Bowes-Lyon, Lady Brabourne, King Haakon VII of Norway (for whom the Earl of Athlone stood proxy), and Prince George of Greece (for whom Prince Philip stood proxy).


          Under letters patent issued by the Prince's great grandfather, King George V, the title of a British prince or princess and the style " Royal Highness" was only available to the children and grandchildren in the male-line of the sovereign, and children of the eldest son of the Prince of Wales. As Charles was a female-line grandchild of the sovereign, he would have taken his title from his father, the Duke of Edinburgh, and would have been styled by courtesy as Earl of Merioneth. However, the title of Prince and Princess, with the style Royal Highness, was granted to all the children of Princess Elizabeth and Philip by letters patent of George VI on 22 October 1948. In this way the children of the heiress presumptive had a royal and princely status not thought necessary for the children of King George VI's other daughter, Princess Margaret. Thus, from birth Charles was known as "His Royal Highness Prince Charles of Edinburgh".


          


          Early life


          In 1952, his mother assumed the throne, becoming Queen Elizabeth II, immediately making Prince Charles the Duke of Cornwall, under a charter of King Edward III, which gave that title to the sovereign's eldest son, and was then referred to as "His Royal Highness The Duke of Cornwall". He also became, in the Scottish Peerage, Duke of Rothesay, Earl of Carrick and Baron of Renfrew, Lord of the Isles, and Prince and Great Steward of Scotland.


          He attended his mothers coronation at Westminster Abbey, sitting with his grandmother, Queen Elizabeth, the Queen Mother and his aunt, The Princess Margaret. The Duke of Cornwall was now the heir apparent to the thrones of sixteen countries.


          


          School


          As with royal children before him, a governess, Catherine Peebles, was appointed to look after the Prince; the governess was responsible for educating the Prince between the ages of 5 and 8. In a break with tradition, Buckingham Palace announced in 1955 that the Prince would attend school, rather than have a private tutor; making Charles the first heir apparent to do so. He first attended Hill House School in West London, and later the Cheam Preparatory School in Berkshire, which the Duke of Edinburgh had also attended.


          The Prince finished his education at Gordonstoun, a private boarding school in the north east of Scotland. It is often reported that the Prince despised his time at the school, where he was a frequent target for bullies - " Colditz in kilts" he reportedly said. The Prince would later send his own children to Eton College, rather than Gordonstoun.


          In 1966 Charles spent two terms at the Timbertop campus of Geelong Grammar School in Victoria, Australia during which time he visited Papua New Guinea on a history trip with his tutor Michael Collins Persse. On his return to Gordonstoun he followed in his father's footsteps by becoming Head Boy. In 1967 he left Gordonstoun with two A levels, in History and French.


          


          University


          Traditionally, the heir to the throne would go straight into the military after finishing school. However, in another break with tradition, Charles attended university at Trinity College, Cambridge, on the recommendation of Robin Woods, Dean of Windsor, who himself was a former student of the college. He was admitted despite only gaining a B and a C in his A-levels. At Trinity, he read anthropology and archaeology, and later history, earning a 2:2 (lower second class) Bachelor of Arts (BA) degree on 23 June 1970, making Charles the third member of the Royal Family to earn a university degree. For one term he also attended the Old College, part of the University of Wales, Aberystwyth, where he studied the Welsh language and Welsh history. The intention was specifically to learn the Welsh language, and as such he was the first English-born Prince (of Wales) ever to make a serious attempt to do so. He subsequently learnt enough to be able to deliver his investiture speech in Welsh.


          On 2 August 1975, per Cambridge tradition, the Prince was awarded a Master's degree, entitling him to use the postnominal MA (Cantab).


          


          Created Prince of Wales


          


          Prince Charles was created The Prince of Wales and Earl of Chester on 26 July 1958, though his actual investiture did not take place until 1 July 1969. This was a ceremony with symbolically political overtones, held at Caernarfon Castle in north Wales. The ceremony at Caernarfon has traditionally been associated with the subjugation of Welsh people since the 13th century, when Edward I deposed the last native Prince of Wales, Llywelyn ap Gruffudd. Previous investitures had taken place at various locations, including the Palace of Westminster, the seat of Parliament. The Welsh borough of Swansea was granted city status to mark the occasion.


          The investiture also aroused considerable hostility among many Welsh people, and some were under constant police surveillance and were the subject of much intimidation from the secret services. Threats of violence ensued and a short bombing campaign, although these acts were generally more related to the greater nationalist campaign for Welsh independence. The nationalist campaign against the investiture culminated with an attempted bombing of the royal train by two members of the Mudiad Amddiffyn Cymru as it passed through Abergele on the eve of the investiture, resulting in the two bombers' deaths.


          In the late 1970s, the Prince of Wales established another first when he became the first member of the Royal Family since King George I to attend a British cabinet meeting, being invited to attend by Labour Prime Minister James Callaghan so as to see the workings of cabinet government at first hand.
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          In the early 1980s, Charles privately expressed an interest in becoming Governor-General of Australia. Commander Michael Parker explained: "The idea behind the appointment was for him to put a foot on the ladder of monarchy, or being the future King and start learning the trade". However, nothing came of the proposal due to the intervention of Governor-General Sir John Kerr in the 1975 constitutional crisis. The Prince accepted the decision of his mother's Australian ministers, if not without some regret; he reportedly stated: "What are you supposed to think when you are prepared to do something to help and you are told you are not wanted?"


          The British expert in Romanian politics and history and Encyclopaedia Britannica editor Tom Gallagher, wrote that Charles was offered the Romanian throne, supposedly by Romanian monarchists; an offer that he reportedly turned down.


          If he ascends to his mother's throne after 18 September 2013, the Prince, who turned 59 in November 2007, would become the oldest successor to do so. Only William IV was older than Charles is now when he became monarch of the United Kingdom. He is both the third-longest serving heir apparent and third-longest serving Prince of Wales in British history, in each case behind Edward VII and George IV. The Prince will be the first Commonwealth realms monarch to be descended from Queen Victoria through two lines: from his mother's side through Edward VII, George V and George VI; and through his paternal grandmother, Princess Alice of Battenberg who is the eldest daughter of Princess Victoria of Hesse and by Rhine, who as a daughter of Princess Alice, Grand Duchess of Hesse and by Rhine is a female line grandchild of Victoria.


          


          Romances


          The Prince of Wales's love life has always been the subject of speculation and press fodder. In his youth he was linked to a number of women including: Georgiana Russell (daughter of the British Ambassador to Spain); Lady Jane Wellesley (daughter of the 8th Duke of Wellington); Davina Sheffield; Penthouse model Fiona Watson; the actress Susan George; Lady Sarah Spencer; Princess Marie-Astrid of Luxembourg; Dale, Baroness Tryon (wife of Anthony Tryon, 3rd Baron Tryon); Janet Jenkins; and divorce Jane Ward, among others. Irrespective of the truth of the romantic rumours, the hurdles of marriage made some of these matches manifestly implausible.


          As heir apparent to the Commonwealth realms' thrones, the Prince of Wales would be expected to father future monarchs; also, like other members of the Royal Family, he was legally obliged to obtain his mother's approval under the Royal Marriages Act before marriage. Apart from her support, his choice of a future wife would also need to survive the immense popular interest it would immediately arouse.


          


          Amanda Knatchbull


          Charles was given written advice on dating and selection of a future consort from his father's "Uncle Dickie", Louis, Earl Mountbatten of Burma:


          
            
              	

              	In a case like yours, the man should sow his wild oats and have as many affairs as he can before settling down, but for a wife he should choose a suitable, attractive, and sweet-charactered girl before she has met anyone else she might fall for it is disturbing for women to have experiences if they have to remain on a pedestal after marriage.

              	
            

          


          Mountbatten had a unique qualification for offering advice to this particular heir to the throne; he had invited George VI and Queen Elizabeth to visit Dartmouth Royal Naval College with their daughters on 22 July 1939, having also detailed Cadet Prince Philip of Greece to keep the young Princesses Elizabeth and Margaret company. This was the first recorded meeting of Charles's future parents. Mountbatten began corresponding with Charles about a potential marriage to his granddaughter, Hon. Amanda Knatchbull, early in 1974. It was at this time he also recommended that the 25 year-old prince get done with his bachelor's experimentation. Charles dutifully wrote to Amanda's mother (who was also his godmother), Patricia Brabourne, about his interest. She replied approvingly, while suggesting that a courtship was premature.


          Undaunted, four years later Mountbatten obtained an invitation for himself and Amanda to accompany Charles on his planned 1980 tour of India, where Mountbatten had served as last British viceroy and first Indian governor general. This time both fathers objected: Philip complained that the Prince of Wales would be eclipsed by his famous uncle. Amanda's father, John Knatchbull, 7th Baron Brabourne, warned that a joint visit would rivet media attention on the cousins before they could decide on becoming a couple, potentially dashing the very prospect for which Mountbatten hoped.


          But before Charles was to depart alone for India, Mountbatten was assassinated, in August 1979. When Charles returned and proposed marriage to Amanda (who had been with her grandfather when he, her paternal grandmother, and her youngest brother, Nicholas, were fatally wounded) she recoiled from the prospect of becoming a core member of the Royal Family. In June 1980, Charles officially turned down Chevening House, placed at his disposal since 1974, as his future residence. A stately home in Kent, Chevening was bequeathed, along with an endowment, to the Crown by the last Earl Stanhope, Amanda's childless great-uncle, in the hope that Charles would eventually occupy it.


          


          First marriage


          Although Charles first met Lady Diana Spencer in 1977, while visiting her family's home, Althorp, as the companion of her elder sister Lady Sarah, apparently he did not consider her romantically until the summer of 1980. While sitting together on a bale of hay at a friend's barbecue in July, he mentioned Mountbatten's death a year earlier. Diana replied that he had looked forlorn and in need of care during his uncle's funeral. Soon, according to Charles's chosen biographer Jonathan Dimbleby, "without any apparent surge in feeling, he began to think seriously of her as a potential bride." She accompanied him on visits to the royal estates of Balmoral and Sandringham, eliciting enthusiastic responses from most of his family members.


          Although the Queen offered Charles no direct counsel, Amanda Knatchbull's oldest brother, Norton, Lord Romsey and his wife, Penny, did. But their objections that Charles did not seem in love with Diana and that she seemed too awestruck by his position, angered him. Meanwhile, the couple continued dating, amidst constant press speculation and paparazzi coverage. When Prince Philip told him that the frenzied media focus would injure her reputation if he did not come to a decision about marrying her soon, and realising that Diana met the Mountbatten criteria (and, apparently, the public's) for a proper royal bride, Charles construed his father's advice as a warning to proceed without further delay.


          In February 1981, Charles proposed marriage to Diana, she accepted, and when he asked her father, John, the 8th Earl Spencer, for her hand, he consented. After the British and Canadian Privy Councils gave their approval for the union  as the coupling was expected to produce an heir to those countries' thrones  the Queen-in-Council gave the legally required assent. On 29 July 1981, the couple were married at St Paul's Cathedral before 3,500 invited guests and an estimated worldwide television audience of 750 million people. All of the Queen's Governors-General, as well as Europe's crowned heads attended (except for Juan Carlos I of Spain, who was advised not to attend because the couple's honeymoon would involve a stop-over in the disputed territory of Gibraltar). So, too, did most of Europe's elected heads of state, with the exceptions of the President of Greece, Constantine Karamanlis, who declined to go because Greece's exiled King, Constantine II, a personal friend of the Prince, had been described in his invitation as "King of the Hellenes", and the President of Ireland, Patrick Hillery, who was advised by taoiseach Charles Haughey not to attend because of the dispute over the status of Northern Ireland.


          By marriage to the heir apparent, Lady Diana received both the title of the Princess of Wales and the style of "Her Royal Highness". The couple made their home at Highgrove, near Tetbury in Gloucestershire and at Kensington Palace. Almost immediately, the Princess of Wales became a star attraction, chased by the paparazzi, her every move closely followed by millions.
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          However, the marriage soon became troubled. The continued presence of Camilla Parker-Bowles in the events and circumstances of the couple became intolerable to the Princess. Allies of the Prince who spoke publicly, if anonymously, against the Princess alleged that Her Royal Highness was unstable and temperamental; one by one she apparently sacked each of the Prince of Wales's longstanding staff members and fell out with numerous friends and members of her family  her father, her mother, her brother, and The Duchess of York. The Princess sought counsel outside of the generally acceptable sources of advice, to the chagrin of the palace, and in response to the succor sought by the Prince, responded in kind.


          The Prince of Wales, too, was blamed for the marital troubles, as he resumed his adulterous affair with Camilla Parker-Bowles. Within five years of the wedding, the "fairytale" marriage was already on the brink of collapse. Ironically, the Prince and Princess of Wales were similar in some respects: both had had troubled childhoods, both took their public roles seriously and devoted much of their time to charity work, becoming highly regarded for it; the Princess of Wales notably devoted much time to helping AIDS sufferers, while the Prince of Wales devoted much effort to marginalised groups in urban centres through The Prince's Trust charity and to victims of mines.


          Though they remained publicly a couple, they had effectively separated by the late 1980s, he living in Highgrove, she in Kensington Palace. The media noted their increasing periods apart and their obvious discomfort at being in each other's presence and aired evidence and recriminations of infidelity in the news. By 1992, it was obvious that the marriage was over in all but name. In December 1992, John Major announced the couple's formal separation in parliament, and the news media began to take sides in what became known as the War of the Waleses.


          In October 1993, Diana wrote to a friend that she believed her husband was now in love with Tiggy Legge-Bourke and wanted to marry her.


          The marriage of The Prince and Princess of Wales formally ended in divorce on 28 August 1996. It had produced two sons, Prince William of Wales, and Prince Henry of Wales, who is known as Harry.


          


          Death of Diana, Princess of Wales


          Diana, Princess of Wales, was killed in a car crash in Paris on 31 August 1997. The Prince of Wales was praised by some for his handling of the events and their aftermath, in particular his over-ruling of palace protocol experts (and, indeed, the Queen) who argued that as Diana, Princess of Wales, was no longer a member of the Royal Family, the responsibility for her funeral arrangements belonged to her blood relatives, the Spencers. The Prince of Wales, against advice, flew to Paris along with Diana's sisters to accompany his ex-wife's body home and insisted that she be given a formal royal funeral; a new category of formal funeral was especially created for her.


          


          Relationship with Camilla Parker Bowles


          During a 1994 television interview, Charles admitted that he had committed adultery "once it was clear the marriage had broken down". The timing of the affair's resumption may or may not be accurate by the Prince's account; Prince Charles also held during the same interview that his own father The Duke of Edinburgh approved of the taking of a mistress. This assertion was vehemently denied by the Duke, and the implication of condoned adultery caused a significant rift between father and son. It was later confirmed that the third party was Camilla Parker-Bowles. This public confession by Charles resulted in Andrew Parker-Bowles' immediate demand for divorce from Camilla, although he had heretofore remained silent on the subject of his wife's ongoing affair with the Prince. In fact in 1993, the British tabloids got hold of tapes (still unexplained) of a 1989 mobile telephone conversation allegedly between Prince Charles and Camilla, in which Prince Charles expressed regret for all the indignities she endured because of their relationship. That same taped conversation also revealed rather graphic expressions of an undeniable physical relationship between the two.


          After his divorce from Diana, Princess of Wales, The Prince of Wales's relationship with Camilla eventually became openly acknowledged, and she became his unofficial companion. With the death of Diana in 1997, Camilla's gradual emergence in the public eye came to a temporary halt. However, in 1999, after a party celebrating the 50th birthday of Camilla's sister, Annabel Elliott, Charles and Camilla were photographed in public together. Many saw this as a sign that their relationship was now regarded as "official". In a further effort to gain acceptance of the relationship, Camilla met the Queen in June 2000. Eventually in 2003, Camilla moved into Charles's homes at Highgrove and Clarence House, although Buckingham Palace points out that public funds were not used in the decoration of her suites.


          Marriage remained elusive, with two main issues requiring resolution and acceptance. As future Supreme Governor of the Church of England, the prospect of his marrying Camilla, with whom he had had a relationship while both were married, was seen as controversial by some. Both the Prince and Camilla had divorced their spouses, but as her former husband was still alive (although re-married to his long-time mistress), her remarriage was likely to be problematic. Over time, opinion  both public and within the Church  shifted somewhat to a point where a civil marriage would be acceptable.


          


          Second marriage


          On 10 February 2005, it was announced by Clarence House that the Prince of Wales and Camilla Parker Bowles would marry on 8 April of that year, in a civil ceremony at Windsor Castle, with a subsequent religious blessing at the castle's St George's Chapel. Subsequently, the location was changed to the Guildhall, Windsor, possibly because of the discovery that Windsor Castle might have to become available for other people's weddings, should theirs be performed there. On Monday 4 April, it was announced that the wedding would be delayed for one day to 9 April to allow the Prince of Wales and some of the invited dignitaries to attend the funeral of Pope John Paul II.


          It was announced by royal authorities that after the marriage, as the wife of the Prince of Wales, Camilla would be styled "Her Royal Highness The Duchess of Cornwall", and that, upon the Prince's accession to the thrones, she would not be known as "Queen Camilla", but as "Her Royal Highness The Princess Consort". This form of address is believed to be based on that used by Queen Victoria's husband Prince Albert, who was styled as Prince Consort. Some constitutional experts, however, believe that the wishes of Camilla and the Prince create a constitutional confusion. The British Department of Constitutional Affairs has stated that unless parliament passes legislation dictating her status, Camilla will become Queen Camilla in the United Kingdom upon her husband's succession; as the spouse of the monarch in other Commonwealth realms is accorded a courtesy title only, and this is usually that which is used in the United Kingdom, Camilla may not necessarily be styled as Queen in any of her husband's countries beyond the UK. A spokesman for the Prince concedes that the government may have to formalise Camilla's status at the time of the succession. It is also reported that the Prince hopes by the time he succeeds public attitudes will have changed, and Camilla can become Queen.


          The Prince of Wales and the Duchess of Cornwall spent their first wedding anniversary in Scotland, where they are styled the Duke and Duchess of Rothesay.


          



          


          Personal interests
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          The Prince of Wales has a wide array of interests and activities, some of which have not been fully appreciated by the public. His popularity has fluctuated, but he is one of the most active Princes of Wales for centuries, and has devoted his time and effort to charity work and working with local communities.


          The Prince is President of eighteen charities, sixteen of which he personally founded. Together these not-for-profit organisations form a loose alliance called the Prince's Charities, which claim to raise over 110 million annually.


          The Prince is also Patron of over 350 other charities. The Prince has ties with at least one associated charity - and sometimes several, in each of his main areas of interest described below.


          This activity is not confined to the United Kingdom. For example, as heir to the Canadian throne, he has aimed to use his tours of that country as a way to help draw attention to relevant issues, including youth, the disabled, the environment, the arts, medicine, the elderly, heritage conservation and education.


          The Prince is regarded by some as an effective advocate for the United Kingdom. On a visit to the Republic of Ireland, for example, he delivered a personally researched and written speech on Anglo-Irish affairs that was warmly received by Irish politicians and the media.


          


          Alternative medicine


          The Prince has long been known to be interested in greater exploration of alternative medicine, drawing fire from the medical establishment and those who consider such " complementary therapies" to be pseudoscience at best and outright fraud at worst.


          However, his charity The Princes Foundation for Integrated Health has been closely involved in a government drive to improve regulation and quality standards in the sector.


          


          Architecture


          Charles has frequently shared his views about the built environment in public forums. In essence, these views might be thought of as being part of the intellectual tradition of English town planning that descends from Ebenezer Howard and Raymond Unwin. The Prince claims to "care deeply about issues such as the environment, architecture, inner-city renewal, and the quality of life" and is known for being an advocate of the neo-traditional ideas of architects such as Christopher Alexander and Leon Krier. In 1984, he delivered a blistering attack on the profession of architecture in a speech given to the Royal Institute of British Architects, describing the proposed extension to the National Gallery in London as a "monstrous carbuncle". Despite criticism from the professional architectural press, he has continued to put forward his views in numerous speeches and articles on traditional urbanism, the need for human scale, concern to restore historic buildings as an integrated element in new developments and green design. These ideas are furthered through two of the Prince's Charities in particular: The Prince's Regeneration Trust and The Prince's Foundation for the Built Environment. His Regeneration Through Heritage and Phoenix Trust merged in 2006 to form The Prince's Regeneration Trust, which develops his ideas about historic buildings and heritage-led regeneration by supporting and carrying out exemplar projects.


          To put his ideas on architecture and urban planning into practice, the Prince of Wales is developing the village of Poundbury, in Dorset, which is built from a master plan by Krier. Prior to commencing work on Poundbury, Prince Charles published a book and produced a documentary entitled A Vision for Britain, both being critiques of modern architecture. In 1992, he also established The Prince of Wales's Institute of Architecture, and began the publication of a magazine dealing with architecture, but the latter has since ceased independent operation after being merged with another charity to create the Prince's Foundation for the Built Environment in 2001.


          Prince Charles assisted with the establishment of a National Trust for the built environment in Canada, after lamenting the unbridled destruction of many of Canada's historic urban cores when in the country in 1996. He offered to help the Department of Canadian Heritage create a trust modelled after the British National Trust. With the passing of the 2007 federal budget by his mother's representative in Canada, a National Trust was finally fully implemented. Since 1999, Heritage Canada has awarded The Prince of Wales Prize for Municipal Heritage Leadership, given annually to a municipal government that has shown sustained commitment to the conservation of its historic places.


          The Prince also has had a particular interest in the Romanian countryside since the 1980s, when, under the rule of the Communist dictator Nicolae Ceauşescu, Romanian villages were destroyed to move farmers to apartment buildings in cities. Since 1997 he has been visiting Romania regularly and has shown a great personal interest in Romania's Orthodox monasteries as well as in the fate of the Saxon villages of Transylvania where he purchased a house. He is patron to two built environment organisations that are active in Romania: the Mihai Eminescu Trust, which manages the restoration of Romanian architecture and INTBAU (the International Network for Traditional Building, Architecture, and Urbanism), an advocate of architecture that respects cultural tradition and identity.


          In November 2005, the Prince of Wales and the Duchess of Cornwall, visited the United States. Besides visiting Washington D.C. and President George W. Bush, the Prince and Duchess toured southern Mississippi and New Orleans to highlight the need for financial assistance in rebuilding these areas damaged by Hurricane Katrina. Prior to their visit to New Orleans, the Prince received National Building Museums Vincent Scully Prize in Washington D.C. The Prince donated $25,000 (14,000) of the Scully Prize to help restore communities damaged by Hurricane Katrina.


          


          Arts
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          Prince Charles is a watercolour artist, having exhibited and sold a number of paintings, and a published writer. He is also reportedly a fan of Canadian singer and song writer Leonard Cohen.


          Prince Charles is also currently President of the Royal Shakespeare Company and chairs the Company's Annual General Meetings.


          


          Cars


          The Prince is known to have a keen interest in cars, particularly the British marque Aston Martin. He has collected numerous Aston models over the years and has tight connections with the brand, so much so that special "Prince of Wales" Edition Aston Martins have been created over the years, sporting his favourite colour and trim combinations. He is a frequent visitor to the factory and its service department, and has been a guest of honour at most of the company's special launch events.


          


          Canadian First Nations


          As Prince of Wales, Prince Charles has paid seventeen visits to Canada, beginning in 1970. Five years later, while serving aboard HMS Hermes in Canadian waters, the prince spent a week in the Northwest Territories; the Canadian North remains an area that holds a special attraction for him. Reflecting the Prince's interest in aboriginal peoples, members of the First Nations community have conferred on him special titles: In Winnipeg, Cree and Ojibway students named the Prince "Leading Star" in 1996, and in 2001 he was named Pisimwa Kamiwohkitahpamikohk, or "the sun looks at him in a good way", during his first visit to the province of Saskatchewan in 2001. Charles also meets with aboriginal leaders; sometimes taking time to walk and meditate with tribal elders.


          


          Environment


          The Prince has taken a keen interest in environmental issues, and has taken a leadership role in promoting environmentally sensitive thinking, within business practice as well as urban planning and design. The latter ties in with his Prince's Foundation for the Built Environment.


          In December 2006, Charles announced plans to make his household's travel plans more eco-friendly. Later, in 2007, he also published in his annual accounts the details of his own carbon footprint, as well as targets for reducing his household's carbon emissions. That same year, Charles received the 10th annual Global Environmental Citizen Award from Harvard Medical School's Centre for Health and the Global Environment, presented by former US Vice President Al Gore and actress Meryl Streep. Eric Chivian, director of the Centre, stated: "For decades The Prince of Wales has been a champion of the natural world... He has been a world leader in efforts to improve energy efficiency and in reducing the discharge of toxic substances on land, and into the air and the oceans". The Prince's travel to the United States via commercial airliner caused some controversy amongst environmental activists  with the Plane Stupid climate change action group's campaigner Joss Garman saying: "It is frustrating and disappointing that someone who styles himself as a green leader and should be leading an example, behaves in such a manner when everyone else is doing their best to cut emissions".


          The Prince continues to be involved in numerous public events pertaining to the environment.


          


          Organic and sustainable agriculture


          The Prince grows and promotes organic food, although he drew some ridicule when he joked about sometimes talking to his house plants.


          In the early 1980s, the Prince moved to the Highgrove country estate in Gloucestershire, and became increasingly interested in organic farming  particularly in how to make it more economically viable. This culminated in 1992 with the launch of his own organic brand, Duchy Originals, the name of which reflects his title as the Duke of Cornwall. The company sells a range of more than 200 organic and sustainably produced products, from garden furniture to food. All the profits go to The Prince's Charities Foundation, raising 6 million so far. He is also patron of Garden Organic (formerly the Henry Doubleday Research Association), a campaigning UK charity dedicated to promoting organic growing and living.


          The Prince regularly meets with farmers to discuss their trade. In Saskatchewan in 2001 the foot-and-mouth epidemic in the UK prevented Charles from visiting farms, however organic farmers came specifically to meet him at the Assiniboia town hall.


          He is co-author, with Charles Clover, environment editor of the Daily Telegraph (London), of Highgrove: An Experiment in Organic Gardening and Farming, published by Simon & Schuster in 1993. In 2004, the Prince founded the Mutton Renaissance Campaign, which aims to make mutton more attractive to Britons and hence support British sheep farmers. He also called mutton his favorite dish.


          


          The Orthodox Church


          Prince Charles is also interested in Orthodox Christianity. Each year he spends time in the Orthodox monasteries of Mount Athos in Greece, and has also visited monasteries in Romania. With his father, Prince Philip, who was born and raised Greek Orthodox, he is a patron of the "The Friends of Mount Athos" organisation. Prince Charles was also the patron of the "21st International Congress of Byzantine Studies," a forum dedicated to the study of the history and art of the former Orthodox Roman Empire, also known as the Eastern Roman or Byzantine Empire.


          


          Philosophy


          Another of the Prince's greatest areas of interest continues to be philosophy, especially the philosophy of Asian and Middle Eastern nations, as well as so-called New Age theology. He had a friendship with author Sir Laurens van der Post, whom outsiders called the "guru to Prince Charles", starting in 1977 until van der Post's death in 1996; such was his friendship with van der Post that the author was named godfather to Prince William. In 2006, the Prince praised "that wonderful Kabbalistic diagram of the Tree of Life", as expounded by Warren Kenton, a teacher at the Temenos Academy. In 2008 he wrote, in Lighting a Candle: Kathleen Raine and Temenos, a short memorial for Kathleen Raine, the Neoplatonist poet, who died in 2003.


          


          Youth


          The Prince's Trust, which he founded, is a charity that works mainly with young people, offering loans to groups, businesses and people (often in deprived areas) who had difficulty receiving outside support. Fundraising concerts are regularly held for the Prince's Trust, with leading pop, rock, and classical musicians taking part. Charles also supports the FARA Foundation, which runs Romanian orphanages.


          During Charles's tour of Canada in 1998, with his two sons, he participated in the ceremonies marking the International Day for the Elimination of Racial Discrimination. Later, in 2001, he drew attention to youth and education while touring Saskatchewan, where he helped launch the Canadian Youth Business Foundation in Saskatchewan, and he visited Scott Collegiate, an inner-city school in Regina.


          



          


          Military career


          On 8 March 1971, the Prince flew himself to Royal Air Force (RAF) Cranwell in Lincolnshire, to train as a jet pilot. At his own request, The Prince had received flying instruction from the RAF during his second year at Cambridge.


          In September 1971, after the passing out parade at Cranwell, the Prince embarked on a naval career, following in the footsteps of his father, grandfather and both his great-grandfathers.


          The six-week course at the Royal Naval College, Dartmouth, was followed by service on the guided missile destroyer HMS Norfolk and two frigates.


          The Prince qualified as a helicopter pilot, in 1974, before joining 845 Naval Air Squadron, which operated from the Commando carrier HMS Hermes. On 9 February 1976, the Prince took command of the coastal minehunter HMS Bronington for his last nine months in the Navy.


          With both qualification as a helicopter and fighter pilot, the Prince served in both the Royal Air Force and Royal Navy. He came to fly the following aircraft:


          
            	Chipmunk basic pilot trainer


            	Harrier T Mk.4 V/STOL fighter


            	BAC Jet Provost jet pilot trainer


            	Nimrod maritime patrol aircraft


            	F-4 Phantom II fighter jet


            	Avro Vulcan jet bomber


            	Spitfire classic WWII fighter

          


          Prince Charles served in the Royal Navy for five years:


          
            	197172: HMS Norfolk


            	197273: HMS Minerva


            	1974: HMS Jupiter


            	197475: Helicopter flying training at RNAS Yeovilton


            	1975: Pilot with 845 NAS on HMS Hermes


            	1976: Captain, HMS Bronington

          


          The Prince's involvement as Colonel-in-Chief of Canadian Forces regiments permits him to be informed of their activities, and allows him opportunity to pay visits while in Canada or overseas. In 2001, Charles placed a specially-commissioned wreath, made from vegetation taken from French battlefields, at the Canadian Tomb of the Unknown Soldier. The Prince also became patron of Canadian Warplane Heritage Museum in 1981. The Prince serves as Colonel-in-Chief, Air-Commodore-in-Chief, or Honorary Air Commodore of various regiments throughout the Commonwealth Realms.


          In the United Kingdom, Prince Charles also holds the ranks of General ( British Army), Admiral (Royal Navy) and Air Chief Marshal (Royal Air Force), having been promoted to these ranks on his 58th birthday.


          


          Official residence


          The Prince of Wales's official London residence is Clarence House, former London residence of the late Queen Elizabeth the Queen Mother (the nineteenth century building has undergone major restoration and renovation to equip it for use by him, his wife, and their personal and office staffs). His previous official residence was an apartment in St. James's Palace. He also has a private estate, Highgrove in Gloucestershire and in Scotland he has use of the Birkhall estate near Balmoral Castle which was previously owned by Queen Elizabeth.


          Some previous Princes of Wales resided in Marlborough House. It is no longer a royal residence. After its last royal resident, George V's widow Queen Mary, died in 1953, Queen Elizabeth II gave it to the Commonwealth Secretariat, which has used the building as its headquarters since 1965.


          In 2007, Charles bought a property in Carmarthenshire. Charles applied for permission to convert his newly-purchased farm, although according to their neighbours the application clearly flouted local planning regulations. The application is pending while a report is drafted on how the changes would affect the local bat population.


          


          Titles, styles, honours and arms


          


          Titles and styles


          
            	14 November 1948 6 February 1952: His Royal Highness Prince Charles of Edinburgh


            	6 February 1952 26 July 1958: His Royal Highness The Duke of Cornwall


            	
              26 July 1958: His Royal Highness The Prince of Wales

              
                	in Scotland: 6 February 1952: His Royal Highness The Duke of Rothesay


                	in Scotland: May 2000: His Grace The Lord High Commissioner

              

            

          


          The Prince's style in full (rarely used): His Royal Highness The Prince Charles Philip Arthur George, Prince of Wales and Earl of Chester, Duke of Cornwall, Duke of Rothesay, Earl of Carrick, Baron of Renfrew, Lord of the Isles, Prince and Great Steward of Scotland, Knight Companion of the Most Noble Order of the Garter, Knight of the Most Ancient and Most Noble Order of the Thistle, Great Master and First and Principal Knight Grand Cross of the Most Honourable Order of the Bath, Member of the Order of Merit, Knight of the Order of Australia, Companion of the Queen's Service Order, Honorary Member of the Saskatchewan Order of Merit, Chief Grand Commander of the Order of Logohu, Member of Her Majesty's Most Honourable Privy Council, Aide-de-Camp to Her Majesty.


          In Canada, the Inuit gave Prince Charles the distinctive title Attaniout Ikeneego, meaning "The Son of the Big Boss," serving as a reasonable equivalent to the term "heir apparent" in the Inuktitut language of Nunavut. The Cree and Ojibway in Winnipeg named Prince Charles Leading Star.


          


          Regnal


          If Prince Charles succeeds his mother as monarch and uses his first given name as his regnal name, he would become known as Charles III. However, Prince Charles has considered rejecting that style when he accedes to the throne, because of its associations with Britain's bloody past. The move away from Charles stems from its associations with Charles I, who was beheaded in 1649 following the English Civil War, at the start of Oliver Cromwell's short-lived republic. The executed monarch's son, Charles II, spent 18 years in exile and returned to England in 1660 but was nicknamed "The Merry Monarch" because of his string of mistresses. Charles III is partially associated with the Catholic Jacobite pretender, Charles Edward Stuart (called Bonnie Prince Charlie), an enduring Scottish romantic figure, who claimed the throne as that style in the 18th century. The move would not be a first - three of the past six British monarchs, Victoria, Edward VII, and George VI, chose a regnal name different from their first given name. The most discussed alternative style has been "George VII", in honour of Charles's grandfather.


          


          Honours


          


          Arms
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          The Prince's own coat of arms are those of the Royal coat of arms of the United Kingdom with a label for difference. The version used everywhere but Scotland is blazoned Quarterly (by quarters):


          
            	1st and 4th, Gules three Lions passant guardant in pale Or (England). (The first and fourth quarters display the three lions, representing England.)


            	2nd quarter is of a lion rampant within a Double Tressure floury counterflory Gules (Scotland). (The second quarter, displays a red lion in a yellow field with a double border coloured red, this represents Scotland.)


            	3rd, Azure a Harp Or stringed Argent (Ireland). (The third quarter shows a harp against a blue background, this represents Ireland.)

          


          The whole differenced by a plain Label of three points Argent, as the eldest child of the sovereign, and an inescutcheon of the ancient Coat of Arms of the Principality of Wales.


          


          Controversy


          The prince has been involved in a number of controversial incidents through the years.


          In 1999, the League Against Cruel Sports accused him of making a 'Political statement' after Charles took Princes William and Harry with him on the Beaufort Hunt at a time when the government were trying to ban fox hunting with hounds.


          In 2004, doctors were widely reported speaking out against the Princes backing of coffee enemas as a treatment for cancer. His defence of controversial therapies, Londons The Guardian reported more recently on 23 May 2007, had prompted Edzard Ernst, professor of complementary medicine at Exeters Peninsula Medical School to say: "It has been wholly inappropriate because it is not his role as Prince of Wales to mingle in health politics."


          An open microphone on 31 March 2005 caught him muttering to his sons about the media during an officially-arranged press photo-call: "I hate doing this...These bloody people". About the BBC's royal reporter Nicholas Witchell in particular, he confided: "I can't bear that man. I mean, he's so awful, he really is".


          Even the Prince's organic farming efforts have attracted media criticism. According to London's The Independent daily in October, 2006 '... the story of Duchy Originals has involved compromises and ethical blips, wedded to a determined merchandising programme'.


          February 2007 saw Duchy products themselves under attack, with the tabloid Daily Mail claiming that Prince Charles' own brand food was "unhealthier than Big Macs".


          


          Ancestry
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          Legacy


          


          Popular culture


          Charles wrote a children's book, The Old Man of Lochnagar, and even read it on the BBC's Jackanory programme.


          Charles has a keen interest in illusionism, and is a member of The Magic Circle. He passed his audition by performing the cups and balls effect.


          In 1977, Charles was interviewed on the Australian Broadcasting Commission rock and roll music program, Countdown by Ian (Molly) Meldrum.


          In 2000, he made an appearance in the UK soap, Coronation Street, to celebrate the show's 40th anniversary on ITV1.


          In 2005, Prince Charles appeared as himself in the New Zealand adult cartoon series Bro'Town. The episode aired on TV3 on Wednesday 26 October and was the final episode in the second series of the popular show. Prince Charles agreed to record some impromptu audio for Series Two while attending a performance from the show's creators during a visit to New Zealand. After some enthusiastic encouragement from Prime Minister Helen Clark (who also appears in the episode), the Prince gave a royal rendition of the Bro'Town catch-cry "Morningside 4 Life!"


          In 2006, a court case was filed by Prince Charles against the Mail on Sunday after publication of extracts from his personal journals. Lawyers for the Prince argued that he was as entitled to keep private documents as any other person. Various revelations were made, including his opinions on the takeover of Hong Kong by the People's Republic of China in 1997, in which he described Chinese government officials as "appalling old waxworks". His ex-private secretary also alleged that the Prince considers himself a dissident, working against majority political opinions.


          On Saturday 20 May 2006, ITV presented the 30th birthday of The Prince's Trust. It included songs from Embrace and their song 'World at our Feet' and Annie Lennox and also an interview with Prince Charles, Prince Harry and Prince William by Ant and Dec.


          Prince Charles is sometimes referred to in the popular press as "Chazza" (along the lines of " Gazza", " Hezza" and similar coinages).


          Prince Charles has been criticised for publishing a memo on ambition and opportunity. This memo was widely understood to criticise meritocracy for creating a competitive society. In humorist Lynne Truss's critique of British manners entitled Talk to the Hand, Charles's memo is evaluated with respect to the putative impact of meritocracy on British boorishness. Truss came to the conclusion that the prince might have a point, that the positive motivational impact of meritocracy might be balanced against the negative impact of a competitive society.


          The Prince of Wales Hospital in Hong Kong was named in his honour in 1984.


          Charles is often parodied by Scottish-American comedian Craig Ferguson on The Late Late Show.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Charles%2C_Prince_of_Wales"
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          Charles Sumner ( January 6, 1811  March 11, 1874) was an American politician and statesman from Massachusetts. An academic lawyer and a powerful orator, Sumner was the leader of the antislavery forces in Massachusetts and a leader of the Radical Republicans in the United States Senate during the American Civil War and Reconstruction along with Thaddeus Stevens, who filled that role in the United States House of Representatives. He jumped from party to party, gaining fame as a Republican. One of the most learned statesmen of the era, he specialized in foreign affairs, working closely with Abraham Lincoln. He devoted his enormous energies to the destruction of what he considered the Slave Power, that is the scheme of slave owners to take control of the federal government and block the progress of liberty. His severe beating in 1856 by South Carolina Representative Preston Brooks's cane on the floor of the United States Senate ( Sumner-Brooks affair) helped escalate the tensions that led to war. After years of therapy Sumner returned to the Senate to help lead the Civil War. Sumner was a leading proponent of abolishing slavery to weaken the Confederacy. Although he kept on good terms with Abraham Lincoln, he was a leader of the hard-line Radical Republicans.


          As a Radical Republican leader in the Senate during Reconstruction, 1865-1871, Sumner fought hard to provide equal civil and voting rights for the freedmen, and to block ex-Confederates from power. Sumner, teaming with House leader Thaddeus Stevens defeated Andrew Johnson, and imposed their hard-line views on the South. In 1871, however, he broke with President Ulysses Grant; Grant's Senate supporters then took away Sumner's power base, his committee chairmanship. Sumner supported the Liberal Republicans candidate Horace Greeley in 1872 and lost his power inside the Republican party.


          


          Early life, education and law career
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          Sumner was born in Boston on Irving Street on January 6, 1811. He attended the Boston Latin School. He graduated in 1830 from Harvard College (where he lived in Hollis Hall), and in 1834 from Harvard Law School where he studied jurisprudence and became a protege of Joseph Story. At Harvard, he was a member of the Porcellian Club.


          In 1834, Sumner was admitted to the bar, entering private practice in Boston, where he partnered with George Stillman Hillard. A visit to Washington filled him with loathing for politics as a career, and he returned to Boston resolved to devote himself to the practice of law. He contributed to the quarterly American Jurist and edited Story's court decisions as well as some law texts. From 1836 to 1837, Sumner lectured at Harvard Law School.


          


          Travels in Europe
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          From 1837 to 1840, Sumner traveled extensively in Europe. There he became fluent in French, Spanish, German and Italian, with a command of languages equaled by no American then in public life. He met with many of the leading statesmen in Europe, and secured a deep insight into civil law and government.


          Sumner visited England in 1838 where his knowledge of literature, history, and law made him popular with leaders of thought. Henry Brougham, 1st Baron Brougham and Vaux declared that he "had never met with any man of Sumner's age of such extensive legal knowledge and natural legal intellect." Not until many years after Sumner's death was any other American received so intimately into British intellectual circles.


          


          Beginning of political career


          In 1840, at the age of 29, Sumner returned to Boston to practice law but devoted more time to lecturing at Harvard Law School, to editing court reports, and to contributing to law journals, especially on historical and biographical themes.


          A turning point in Sumner's life came when he delivered an Independence Day oration on "The True Grandeur of Nations," in Boston in 1845. He spoke against war, and made an impassioned appeal for freedom and peace.


          He became a sought-after orator for formal occasions. His lofty themes and stately eloquence made a profound impression; his platform presence was imposing (he stood six feet and four inches tall, with a massive frame). His voice was clear and of great power; his gestures unconventional and individual, but vigorous and impressive. His literary style was florid, with much detail, allusion, and quotation, often from the Bible as well as ancient Greece and Rome. Henry Wadsworth Longfellow wrote that he delivered speeches "like a cannoneer ramming down cartridges," while Sumner himself said that "you might as well look for a joke in the Book of Revelations."


          Sumner cooperated effectively with Horace Mann to improve the system of public education in Massachusetts. He advocated prison reform and opposed the Mexican-American War. He viewed the war as a war of aggression but was primarily concerned that captured territories would expand slavery westward. In 1847, the vigor with which Sumner denounced a Boston congressman's vote in favour of the declaration of war against Mexico made him a leader of the " conscience Whigs," but he declined to accept their nomination for the House of Representatives.


          Sumner took an active part in the organizing of the Free Soil Party, in opposition to the Whigs' nomination of a slave-holding southerner for the presidency. In 1848, he was defeated as a candidate for the U.S. House of Representatives. He became senator as a Democrat in 1850, but later became a Republican.


          In 1851, control of the Massachusetts General Court was secured by the Democrats in coalition with the Free Soilers. However, the legislature deadlocked on who should succeed Daniel Webster in the U.S. Senate. After filling the state positions with Democrats, the Democrats refused to vote for Sumner (the Free Soilers' choice) and urged the selection of a less radical candidate. An impasse of more than three months ensued, which finally resulted in the election of Sumner by a single vote on April 24.


          Biographer David Donald has probed Sumner's psychology:


          
            Distrusted by friends and allies, and reciprocating their distrust, a man of "ostentatious culture," "unvarnished egotism," and "'a specimen of prolonged and morbid juvenility,'" Sumner combined a passionate conviction in his own moral purity with a command of nineteenth-century "rhetorical flourishes" and a "remarkable talent for rationalization." Stumbling "into politics largely by accident," elevated to the United States Senate largely by chance, willing to indulge in "Jacksonian demagoguery" for the sake of political expediency, Sumner became a bitter and potent agitator of sectional conflict. Carving out a reputation as the South's most hated foe and the Negro's bravest friend, he inflamed sectional differences, advanced his personal fortunes, and helped bring about national tragedy.

          


          


          Service in the Senate


          


          Antebellum career and attack by Preston Brooks
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          Sumner took his seat in the United States Senate in late 1851, as a Democrat. For the first few sessions, the abolitionist-democratic and reformist Sumner did not push for any of his controversial causes, but observed the workings of the Senate. On August 26, 1852, Sumner, in spite of strenuous efforts to prevent it, delivered his first major speech. Entitled "Freedom National; Slavery Sectional" (a popular abolitionist motto), Sumner attacked the 1850 Fugitive Slave Act and called for its repeal.


          The conventions of both the great parties had just affirmed the finality of every provision of the Compromise of 1850. Reckless of political expediency, Sumner moved that the Fugitive Slave Act be forthwith repealed; and for more than three hours he denounced it as a violation of the Constitution, an affront to the public conscience, and an offense against the divine law. The speech provoked a storm of anger in the South, but the North was heartened to find at last a leader whose courage matched his conscience.


          In 1856, during the Bleeding Kansas crisis when " border ruffians" approached Lawrence, Kansas, Sumner denounced the Kansas-Nebraska Act in the "Crime against Kansas" speech on May 19 and May 20, two days before the sack of Lawrence. Sumner attacked the authors of the act, Stephen A. Douglas of Illinois and Andrew Butler of South Carolina, comparing Douglas to Don Quixote and Sancho Panza. He ridiculed Butler for a speech defect caused by his heart condition.


          Sumner said Douglas (who was present in the chamber) was a "noisome, squat, and nameless animal...not a proper model for an American senator." Most serious was his extreme insult of Butler as having taken "a mistress who, though ugly to others, is always lovely to him; though polluted in the sight of the world, is chaste in his sightI mean, the harlot, Slavery." Not content to leave his assault on a political level, Sumner's three hour oration took a very personal and cruel turn as he began to mock the 59 year-old Butler's manner of speech and physical mannerisms, both of which were impaired by a stroke that Butler had suffered earlier.


          Two days later, on the afternoon of May 22, Preston Brooks, a congressman from South Carolina and Butler's nephew, confronted Sumner as he sat writing at his desk in the almost empty Senate chamber. Brooks was accompanied by Laurence M. Keitt also of South Carolina and Henry A. Edmundson of Virginia. Brooks said "Mr. Sumner, I have read your speech twice over carefully. It is a libel on South Carolina, and Mr. Butler, who is a relative of mine." As Sumner, who was six feet and four inches tall, began to stand up, Brooks began beating Sumner severely on the head with a thick gutta-percha cane with a gold head. Sumner was trapped under the heavy desk (which was bolted to the floor), but Brooks continued to bash Sumner until he ripped the desk from the floor. By this time, Sumner was blinded by his own blood, and he staggered up the aisle and collapsed, lapsing into unconsciousness. Brooks continued to beat Sumner until he broke his cane, then quietly left the chamber. Several other senators attempted to help Sumner, but were blocked by Keitt who was holding a pistol and shouting "Let them be!"


          Sumner did not attend the Senate for the next three years, while recovering from the attack. In addition to the head trauma, he suffered from nightmares, severe headaches and (what is now understood to be) post-traumatic stress disorder. During that period, his enemies subjected him to ridicule and accused him of cowardice for not resuming his duties in the Senate. Nevertheless, the Massachusetts General Court reelected him in November 1856, believing that his vacant chair in the Senate chamber served as a powerful symbol of free speech and resistance to slavery.


          The attack revealed the increasing polarization of the Union in the years before the American Civil War, as Sumner became a hero across the North and Brooks a hero across the South. Northerners were outraged, with the editor of the New York Evening Post, William Cullen Bryant, writing:


          
            	The South cannot tolerate free speech anywhere, and would stifle it in Washington with the bludgeon and the bowie-knife, as they are now trying to stifle it in Kansas by massacre, rapine, and murder.


            	Has it come to this, that we must speak with bated breath in the presence of our Southern masters?... Are we to be chastised as they chastise their slaves? Are we too, slaves, slaves for life, a target for their brutal blows, when we do not comport ourselves to please them?"

          


          The outrage heard across the North was loud and strong, and historian William Gienapp later argued that the success of the new Republican party was uncertain in early 1856; but Brookss "assault was of critical importance in transforming the struggling Republican party into a major political force."


          Some Southerners even sent Brookes canes, in rejoicement of his attack.


          Conversely, the act was praised by Southern newspapers; the Richmond Enquirer editorialized that Sumner should be caned "every morning," praising the attack as "good in conception, better in execution, and best of all in consequences" and denounced "these vulgar abolitionists in the Senate" who "have been suffered to run too long without collars. They must be lashed into submission."


          


          American Civil War


          After three years Sumner returned to the Senate in 1859. He delivered a speech entitled "The Barbarism of Slavery" in the months leading up to the 1860 presidential election. In the critical months following the election of Abraham Lincoln, Sumner was an unyielding foe to every scheme of compromise with the Confederacy.


          After the withdrawal of the Southern senators, Sumner was made chairman of the U.S. Senate Committee on Foreign Relations in March 1861, a powerful position for which he was well-qualified owing to his years and background of European political knowledge, relationships, and experiences.


          As chair of the committee, Sumner renewed his efforts to gain diplomatic recognition of Haiti by the United States, which Haiti had sought since winning its independence in 1804. With Southern senators no longer standing in the way, Sumner was successful in 1862.
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          While the Civil War was in progress, Sumner's letters from Richard Cobden and John Bright, from William Ewart Gladstone and George Douglas Campbell, 8th Duke of Argyll, were read by Sumner at Lincoln's request to Cabinet, and formed a chief source of knowledge on the delicate political balance pro- and anti-Union in Britain.


          In the war scare over the Trent affair (where the U.S. Navy illegally seized high-ranking Confederates from a British Navy ship), it was Sumner's word that convinced Lincoln that James M. Mason and John Slidell must be given up. Again and again Sumner used his chairmanship to block action which threatened to embroil the U.S. in war with England and France. Sumner openly and boldly advocated the policy of emancipation. Lincoln described Sumner as "my idea of a bishop," and consulted him as an embodiment of the conscience of the American people.


          Sumner was a longtime enemy of United States Chief Justice Roger Taney, and attacked his decision in the Dred Scott v. Sandford case. In 1865, Sumner said:


          
            	I speak what cannot be denied when I declare that the opinion of the Chief Justice in the case of Dred Scott was more thoroughly abominable than anything of the kind in the history of courts. Judicial baseness reached its lowest point on that occasion. You have not forgotten that terrible decision where a most unrighteous judgment was sustained by a falsification of history. Of course, the Constitution of the United States and every principle of Liberty was falsified, but historical truth was falsified also..."

          


          As soon as the Civil War began, Sumner put forward his theory of Reconstruction, that the South had by its own act become felo de se, committing state suicide via secession, and that they be treated as conquered territories that had never been states. He resented the much more generous Reconstruction policy taken by Lincoln, and later by Andrew Johnson, as an encroachment upon the powers of Congress. Throughout the war, Sumner had constituted himself the special champion of blacks, being the most vigorous advocate of emancipation, of enlisting the blacks in the Union army, and of the establishment of the Freedmen's Bureau.


          


          Civil rights


          Sumner was unusually far-sighted in his advocacy of voting and civil rights for blacks. His father hated slavery and told Sumner that freeing the slaves would "do us no good" unless they were treated equally by society. Sumner was a close associate of William Ellery Channing, a minister in Boston who influenced many New England intellectuals, including Ralph Waldo Emerson. Channing believed that human beings had an infinite potential to improve themselves. Expanding on this argument, Sumner concluded that environment had "an important, if not controlling influence" in shaping individuals. By creating a society where "knowledge, virtue and religion" took precedence, "the most forlorn shall grow into forms of unimagined strength and beauty." Moral law, then, was as important for governments as it was for individuals, and laws which inhibited a man's ability to grow  like slavery or segregation  were evil. While Sumner often had dark views of contemporary society, his faith in reform was unshakeable; when accused of utopianism, he replied "The Utopias of one age have been the realities of the next."
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          The annexation of Texas  a new slave-holding state  in 1845 pushed Sumner into taking an active role in the anti-slavery movement. He helped organize an alliance between Democrats and the newly created Free-Soil Party in Massachusetts in 1849. That same year, Sumner represented the plaintiffs in Roberts v. Boston, a case which challenged the legality of segregation. Arguing before the Massachusetts Supreme Court, Sumner noted that schools for blacks were physically inferior and that segregation bred harmful psychological and sociological effects  arguments that would be made in Brown v. Board of Education over a century later. Sumner lost the case, but the Massachusetts legislature eventually abolished school segregation in 1855.


          A friend of Samuel Gridley Howe, Sumner was also a guiding force for the American Freedmen's Inquiry Commission. The senator was one of the most prominent advocates for suffrage, along with free homesteads and free public schools for blacks. Sumner's outspoken opposition to slavery made him few friends in the Senate; after delivering his first major speech there in 1852, a senator from Alabama rose and urged that there be no reply to Sumner, saying "The ravings of a maniac may sometimes be dangerous, but the barking of a puppy never did any harm." His uncompromising attitude did not endear him to moderates and sometimes inhibited his effectiveness as a legislator; he was largely excluded from work on the Thirteenth Amendment, in part because he did not get along with Illinois Senator Lyman Trumbull, who chaired the Senate Judiciary Committee and did much of the work on the law. Sumner did introduce an alternate amendment that would have abolished slavery and declare that "all people are equal before the law"  a combination of the Thirteenth Amendment with elements of the Fourteenth Amendment. During Reconstruction, he often attacked civil rights legislation as too weak and fought hard for legislation to give land to freed slaves; unlike many of his contemporaries, he viewed segregation and slavery as two sides of the same coin. He introduced a civil rights bill in 1872 that would have mandated equal accommodation in all public places and required suits brought under the bill to be argued in federal courts. The bill ultimately failed, but Sumner still spoke of it on his deathbed.


          In April 1870, Sumner announced that he would work to remove the word "white" from naturalization laws. He had in 1868 and 1869 introduced bills to that effect, but neither came to a vote. On July 2, 1870, Sumner moved to amend a pending bill in a way that would strike the word "white" wherever in all congressional acts pertaining to naturalization. On July 4, 1870, he said: "Senators undertake to disturb us .. by reminding us of the possibility of large numbers swarming from China; but the answer to all this is very obvious and very simple. If the Chinese come here, they will come for citizenship or merely for labor. If they come for citizenship, then in this desire do they give a pledge of loyalty to our institutions; and where is the peril in such vows? They are peaceful and industrious; how can their citizenship be the occasion of solicitude?" He accused legislators promoting anti-Chinese legislation of betraying the principles of the Declaration of Independence: "Worse than any heathen or pagan abroad are those in our midst who are false to our institutions." But Sumner's bill failed, and from 1870 to 1943 (or in some cases, to 1952) Chinese and other Asians were ineligible for U.S. citizenship.


          


          Personal life and marriage


          Sumner was serious and somewhat prickly, but he developed friendships with several prominent Bostonians, particularly Henry Wadsworth Longfellow, whose house he visited regularly in the 1840s. Longfellow's daughters found his stateliness amusing; Sumner would ceremoniously open doors for the children while saying "In presequas" in a sonorous tone.


          A bachelor for most of his life, Sumner began courting Alice Mason Hooper, the daughter of Massachusetts congressman Samuel Hooper, in 1866 and the two were married that October. It proved to be a poor match: Sumner could not respond to his wife's humor, and Hooper had a ferocious temper she could not always control. That winter, Hooper began going out to public events with Friedrich von Holstein, a German nobleman. While the two were not having an affair, the relationship caused gossip in Washington, and Hooper refused to stop seeing him. When Holstein was recalled to Prussia in the spring of 1867, Hooper accused Sumner of engineering the action (Sumner always denied this) and the two separated the following September. News of the situation quickly leaked out, to the delight of Sumner's enemies, who referred to him as "The Great Impotency" and claimed (without proof) that Sumner could not perform his marital duties. The situation depressed and embarrassed Sumner; the two were finally divorced on May 10, 1873.


          


          Reconstruction years and death
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          Sumner was strongly opposed to the Reconstruction policy of Johnson, believing it to be far too generous to the South. Johnson was impeached by the House, but the Senate failed to convict him (and thus remove him from office) by a single vote.


          Ulysses Grant became a bitter opponent of Sumner in 1870 when the president mistakenly thought that he had secured his support for the annexation of the Dominican Republic.


          Sumner had always prized highly his popularity in Great Britain, but he unhesitatingly sacrificed it in taking his stand as to the adjustment of claims against Britain for breaches of neutrality during the war. Sumner laid great stress upon "national claims." He held that Britain's according the rights of belligerents to the Confederacy had doubled the duration of the war, entailing inestimable loss. He therefore insisted that Britain should be required not merely to pay damages for the havoc wreaked by the Confederate Ship Alabama and other cruisers fitted out for Confederate service in her ports, but that, for "that other damage, immense and infinite, caused by the prolongation of the war," Sumner wanted Britain to turn over Canada as payment. (At the Geneva arbitration conference these "national claims" were abandoned.)


          Under pressure from the president, he was deposed in March 1871 from the chairmanship of the Committee on Foreign Relations, in which he had served with great effectiveness since 1861. The chief cause of this humiliation was Grant's vindictiveness at Sumner's blocking Grant's plan to annex Santo Domingo. Sumner broke with the Republican party and campaigned for the Liberal Republican Horace Greeley in 1872.
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          In 1872, he introduced in the Senate a resolution providing that the names of Civil War battles should not be placed on the regimental colors of army regiments. The Massachusetts legislature denounced this battle-flag resolution as "an insult to the loyal soldiery of the nation" and as "meeting the unqualified condemnation of the people of the Commonwealth." For more than a year all efforts headed by the poet John Greenleaf Whittier to rescind that censure were without avail, but early in 1874 it was annulled. His last words uttered around his closest colleagues and friends was noted to be "save my civil rights bill".


          Charles Sumner died in Washington, D.C., March 11, 1874. He lay in state in the U.S. Capitol rotunda, and was buried in Mount Auburn Cemetery in Cambridge, Massachusetts.


          Sumner was the scholar in politics. He could never be induced to suit his action to the political expediency of the moment. "The slave of principles, I call no party master," was the proud avowal with which he began his service in the Senate. For the tasks of Reconstruction he showed little aptitude. He was less a builder than a prophet. His was the first clear program proposed in Congress for the reform of the civil service. It was his dauntless courage in denouncing compromise, in demanding the repeal of the Fugitive Slave Act, and in insisting upon emancipation, that made him the chief initiating force in the struggle that put an end to slavery.


          


          Namesakes


          The following are named after Charles Sumner:


          
            	Charles Sumner Lofton (1912-2006), pioneering African-American high school principal


            	Charles Sumner Tainter (1854-1940), American inventor


            	Charles Sumner Greene (1868-1957), American Arts and Crafts architect


            	Sumner High School in St. Louis, Missouri, opened in 1875, the first black high school west of the Mississippi .


            	Sumner Elementary School in Topeka, Kansas, now closed, the school played a key role in the landmark 1954 U.S. Supreme Court case Brown v. Board of Education of Topeka and is on the National Register of Historic Places


            	Sumner Academy of Arts and Science, (Sumner High School prior to 1978) in Kansas City, Kansas


            	Charles Sumner School in Washington, DC (now a museum)


            	Charles Sumner Post #25, Grand Army of the Republic in Chestertown, MD.


            	Charles Sumner Elementary School in Boston, MA


            	Charles Sumner Elementary School in Scranton, Pennsylvania


            	Charles Sumner Elementary School in Syracuse, NY (now closed)


            	Charles Sumner House, Sumner's home in Boston, Massachusetts


            	Sumner Library in Minneapolis, Minnesota


            	Sumner County, Kansas


            	Sumner, Nebraska


            	Sumner, Washington


            	Avenue Charles Sumner, in Port-au-Prince, the capital of Haiti


            	SS Charles Sumner, a World War II Liberty cargo ship.


            	Avenida Charles Sumner, in Santo Domingo, the capital of the Dominican Republic

          


          
            	Charles Sumner Junior High School in Manhattan, New York (now renamed)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Charles_Sumner"
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                    	Holy Roman Emperor, King of Castile and Len, King of Aragon, Archduke of Austria, (Titular) Duke of Burgundy, Ruler of the Seventeen Provinces of the Habsburg Netherlands
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                    	Reign

                    	Holy Roman Emperor

                    King of Aragon and Castile

                    Duke of Burgundy

                    Duke of Brabant

                    Count of Flanders

                    Duke of Luxembourg

                    Lord of the Netherlands

                    Duke of Milan
                  


                  
                    	Coronation

                    	1516
                  


                  
                    	Born

                    	24 February 1500
                  


                  
                    	Birthplace

                    	Ghent, Flanders
                  


                  
                    	Died

                    	September 21, 1558 (aged58)
                  


                  
                    	Place of death

                    	Yuste, Spain
                  


                  
                    	Buried

                    	El Escorial
                  


                  
                    	Predecessor

                    	Joanna of Castile (Castile and Aragon)

                    Maximilian I (Holy Roman Empire, Austrian patrimony)

                    Philip the Handsome (Burgundian Netherlands)
                  


                  
                    	Successor

                    	Philip II of Spain (Spain and the Burgundian Netherlands)

                    Ferdinand I (Holy Roman Empire, Austrian patrimony)
                  


                  
                    	Consort

                    	Isabella of Portugal
                  


                  
                    	Offspring

                    	Philip II of Spain

                    Maria of Spain

                    Joan of Spain

                    John of Austria (illegitimate)
                  


                  
                    	Royal House

                    	House of Habsburg
                  


                  
                    	Father

                    	Philip the Handsome
                  


                  
                    	Mother

                    	Joanna the Mad
                  


                  
                    	Religious beliefs

                    	Roman Catholic
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                          	Emperor Charles V

                          (King Charles I)
                        


                        
                          	Children
                        


                        
                          	Philip II of Spain
                        


                        
                          	 Maria, Holy Roman Empress
                        


                        
                          	 Joan of Spain
                        


                        
                          	 Don John (illegitimate)
                        


                        
                          	 Margaret of Parma (illegitimate)
                        


                        
                          	Philip II
                        


                        
                          	Children include
                        


                        
                          	 Carlos, Prince of Asturias
                        


                        
                          	 Isabella of Spain
                        


                        
                          	 Catherine, Duchess of Savoy
                        


                        
                          	 Philip III of Spain
                        


                        
                          	Philip III
                        


                        
                          	Children include
                        


                        
                          	 Anne, Queen of France
                        


                        
                          	 Philip IV of Spain
                        


                        
                          	 Maria Ana, Holy Roman Empress
                        


                        
                          	 Infante Carlos
                        


                        
                          	 Cardinal-Infante Ferdinand
                        


                        
                          	Philip IV
                        


                        
                          	Children include
                        


                        
                          	 Balthasar Charles, Prince of Asturias
                        


                        
                          	 Maria Theresa, Queen of France
                        


                        
                          	 Margaret, Holy Roman Empress
                        


                        
                          	 Charles II of Spain
                        


                        
                          	Charles II
                        

                      

                    
                  

                

              
            

          


          Charles I of Spain ( 24 February 1500  21 September 1558), known more generally as Charles V, Holy Roman Emperor was ruler of the Holy Roman Empire from 1519 and of the Spanish realms from 1516 until his abdication (voluntary retirement) in 1556.


          As the heir of four of Europe's leading dynasties  the Trastamara of the Kingdom of Castile and the Crown of Aragon, the Burgundian Valois of the Duchy of Burgundy and the Habsburgs of Archduchy of Austria  he ruled over extensive domains in Central, Western and Southern Europe, as well as the various Castilian (Spanish) colonies in the Americas and Philippines.


          


          As the first monarch to reign in his own right over both the Kingdom of Castile and the Crown of Aragon (from 1555) he is often considered as the first King of Spain. Upon his retirement, he divided his realms between his son King Philip II of Spain and his younger brother, by three years, Ferdinand I, Holy Roman Emperor.


          He was the son of Philip I of Castile (Philip the Handsome) and Juana of Castile (Joanna the Mad of Castile). His paternal grandparents were the Holy Roman Emperor Maximilian I and Mary of Burgundy, whose daughter Margaret raised him. His maternal grandparents were Ferdinand II of Aragon and Isabella I of Castile, whose marriage had first united their territories into what is now modern Spain, and whose daughter Catherine of Aragon was Queen of England and first wife of Henry VIII. His cousin was Mary I of England, who married his son Philip.


          Aside from reigning at the very pinnacle of Hapsburg power, when all the family's far flung holdings were ruled from one throne, Charles may be best remembered for issuing the infamous Edict of Worms condemning the person and writings of Martin Luther, pronouncing him a traitor, and which also condemned (in "body" 'to death') in advance anyone found with Luthers' literature (in which findings, the accusing party would be awarded half the confiscated properties of the accused).


          


          Heritage and early life


          Combining the heritage of the German Habsburgs, the House of Burgundy, and the Spanish heritage of his mother, Charles transcended ethnic and national boundaries. His motto was Plus Ultra, Further Beyond, and it became the national motto of Spain.


          Charles was born in the Flanders city of Ghent ( Gent) in 1500. The culture and courtly life of the Burgundian Low Countries were an important influence in his early life. He spoke five different languages: Dutch, German, Spanish, French, and Italian. He spoke French as his mother language and Dutch (Flemish) from his childhood years, later adding an acceptable Spanish (which was required by the Castilian Cortes as a condition for becoming king of Castile) and some German. Indeed, he has been attributed with saying "I speak Spanish to God, Italian to women, French to men, and German to my horse."


          From his Burgundian ancestors, he inherited an ambiguous relationship with the Kings of France. Charles shared with France his mother tongue (together with Dutch) and many cultural forms. In his youth, he made frequent visits to Paris, then the largest city of Western Europe.
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          In his words: "Paris is not a city, but a universe" ( Lutetia non urbs, sed orbis). But Charles also inherited the tradition of political and dynastical enmity between the Royal and the Burgundian lines of the Valois Dynasty. This conflict was amplified by his accession to both the Holy Roman Empire and the kingdom of Spain.


          Though Spain was the core of his kingdom, he was never totally assimilated and especially in his earlier years felt like and was viewed as a foreign prince. He could not speak Spanish very well, as it was not his primary language. Nonetheless, he spent most of his life in Spain, including his final years in a Spanish monastery.


          In his youth, Charles was tutored by Adrian of Utrecht, later Pope Adrian VI. His three most prominent subsequent advisors were Lord Chivres, Jean Sauvage and Mercurino Gattinara.


          


          Marriage and children


          On 10 March 1526, Charles married his first cousin Isabella of Portugal, sister of John III of Portugal.


          Their children included:


          
            	Philip II of Spain (1527 - 1598), the only son to reach adulthood.


            	Maria of Spain (1528 - 1603), who married her cousin Maximilian II, Holy Roman Emperor.


            	Joan of Spain (1535 - 1573)

          


          Charles also had several mistresses (courted them before and after his marriage to Isabella). Two of them gave birth to two future Governors of the Habsburg Netherlands:


          
            	Johanna Maria van der Gheynst, a servant of Charles de Lalaing, Seigneur de Montigny, daughter of Gilles Johann van der Gheynst and wife Johanna van der Caye van Cocambi, Flemings, bore Margaret of Parma and


            	Barbara Blomberg bore John of Austria.

          


          


          Reign
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          Burgundy and the Low Countries


          In 1506, Charles inherited his father's Burgundian territories, most notably the Low Countries and Franche-Comt, most of which were fiefs of the German empire, except his birthplace Flanders that was -on paper- still a French fief, a last remnant of what had been a powerful player in the hundred years war. As he was a minor, his aunt Margaret acted as regent until 1515 and soon she found herself in war with the regent of the king of France over the question whether Charles would have to do homage to the French king for Flanders as his father had done. The outcome was that France relinquished its ancient but empty claim on Flanders in 1528.


          Charles extended the Burgundian territory with the annexation of Tournai, Artois, Utrecht, Groningen and Guelders. The Seventeen Provinces had been unified by Charles' Burgundian ancestors, but nominally were fiefs of either France or the Holy Roman Empire. In 1549, Charles issued a Pragmatic Sanction, declaring the Low Countries to be a unified entity of which his family would be the heirs.


          The Low Countries held an important place in the Empire. For Charles V personally, they were the region where he spent his childhood. Because of trade and industry and the rich cities, they were also important for the treasury.


          


          Spain


          
            [image: Money of Charles V. Inscription: IMP CAES CAROLVS V AVG]

            
              Money of Charles V. Inscription: IMP CAES CAROLVS V AVG
            

          


          In the Castilian Cortes of Valladolid of 1506, and of Madrid of 1510 he was sworn as prince of Asturias, heir of his mother the queen Joanna.. On the other hand, in 1502, the Aragonese Cortes gathered in Saragossa, alleged oath to his mother Joanna as heiress, but the Archbishop of Saragossa expressed firmly that this oath could not establish jurisprudence, that is to say, without modifying the right of the succession, but by virtue of a formal agreement between the Cortes and the King. So, with the death of his grandfather, the king of Aragon Ferdinand II on January 23, 1516, his mother Joanna inherited the Crown of Aragon, which consisted of Aragon, Catalonia, Valencia, Naples, Sicily and Sardinia; while himself, he became General Governador. Nevertheless, the Flemings wished that Charles assumed the royal title, and this was supported by his grandfather the emperor Maximilian I and the Pope Leo X, this way, after the celebration Ferdinand II's obsequies on March 14, 1516, he was proclaimed as king of Castile and of Aragon jointly with his mother. Finally, the Castilian regent, Cardinal Jimnez de Cisneros accepted the fait accompli, he acceded to Charles's desire to be proclaimed king, and he imposed his statement along the kingdom. Thus, the cities were recognizing Charles as king jointly with his mother.


          For the first time the crowns of Castile and Aragon were united in same kings, since Isabella was not sovereign queen in Aragon.
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          Charles arrived in his new kingdoms in autumn of 1517. His regent Jimnez de Cisneros came to meet him, but fell ill along the way, not without a suspicion of poison, and died before meeting the King.


          Due to the irregularity of assuming the royal title, when his mother, the legitimate queen, was alive the negotiations with the Castilian Cortes in Valladolid (1518) proved difficult , and in the end Charles was accepted under the following conditions: he would learn to speak Castilian; he would not appoint foreigners; he was prohibited from taking precious metals from Castile; and he would respect the rights of his mother, Queen Joanna. The Cortes paid homage to him in Valladolid in February 1518. After this, the king departed to the kingdom of Aragon, and he managed to submit the resistance of the Aragonese Cortes and Catalan Cortes also, and finally he was recognized king of Aragon jointly with his mother.


          Charles was accepted as sovereign, even though the Spanish felt uneasy with the Imperial style. Spanish monarchs until then had been bound by the laws; the monarchy was a contract with the people. With Charles it would become more absolute, even though until his mother's death in 1555 Charles did not hold the full kingship of the country.


          Soon resistance against the Emperor rose, because of the heavy taxation (funds that were used to fight wars abroad, wars most Castilians had no interest in) and because Charles tended to select Flemings for high offices in Spain and America, ignoring Castilian candidates. The resistance culminated in the Castilian War of the Communities, which was suppressed by Charles. After this, Castile became integrated into the Habsburg empire, and would provide the bulk of the empire's military and financial resources.


          
            
              	Silver 4 real coin of Charles V, struck ca. 1542-1555
            


            
              	[image: ]
            


            
              	Obverse: CAROLVS ET IOHANA, REGES (Charles and Johanna, Monarchs). Depicts the crest of Castile and Len. The strike date was determined by the Assayer L.

              	Reverse: HISPANIARVM ET INDIARVM (Of the Spains [Spanish kingdoms] and the Indies." Depicts the Strait of Gibraltar between the Pillars of Hercules. Centre Latin motto is PLVS VLTRA, or "Further Beyond."
            

          


          


          America


          During Charles' reign, the territories in New Spain were considerably extended by conquistadores like Hernn Corts and Francisco Pizarro, who caused the Aztec and Inca empires to fall in little more than a decade. Combined with the Magellan expedition's circumnavigation of the globe in 1522, these successes convinced Charles of his divine mission to become the leader of a Christian world that still perceived a significant threat from Islam. Of course, the conquests also helped solidify Charles' rule by providing the state treasury with enormous amounts of bullion. As the conquistador Bernal Diaz observed: "We came to serve God and our Majesty, ... and also to get rich." In 1550, Charles convened a conference at Valladolid in order to consider the morality of the force used against the indigenous populations of Spanish America.


          


          Holy Roman Empire


          After the death of his paternal grandfather, Maximilian, in 1519, he inherited the Habsburg lands in Austria. He was also the natural candidate of the electors to succeed his grandfather. With the help of the wealthy Fugger family, Charles defeated the candidacy of Francis I of France and was elected on June 28, 1519. In 1530, he was crowned Holy Roman Emperor by Pope Clement VII in Bologna, the last Emperor to receive a papal coronation.


          Charles was Holy Roman Emperor over the German states, but his real power was limited by the princes. Protestantism gained a strong foothold in Germany, and Charles was determined not to let this happen in the Netherlands. An inquisition was established as early as 1522. In 1550, the death penalty was introduced for all heresy. Political dissent was also firmly controlled, most notably in his place of birth, where Charles, assisted by the Duke of Alva, personally suppressed the Revolt of Ghent in mid-February 1540.
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              	[image: ]

              Armorial of the Holy Roman Empire
            

          


          



          


          Conflicts with France


          Much of Charles's reign was taken up by conflicts with France, which found itself encircled by Charles's empire and still maintained ambitions in Italy. The first war with Charles's great nemesis Francis I of France began in 1521. Charles allied with England and Pope Leo X against the French and the Venetians, and was highly successful, driving the French out of Milan and defeating and capturing Francis at the Battle of Pavia in 1525. To gain his freedom, the French king was forced to cede Burgundy to Charles in the humiliating Treaty of Madrid (1526).


          When he was released, however, Francis had the Parliament of Paris denounce the treaty because it had been signed under duress. France then joined the League of Cognac that the Pope had formed with Henry VIII of England, the Venetians, the Florentines, and the Milanese to resist imperial domination of Italy. In the ensuing war, Charles's sack of Rome (1527) and virtual imprisonment of Pope Clement VII in 1527 prevented him from annulling the marriage of Henry VIII of England and Charles's aunt Catherine of Aragon, with important consequences. In other respects, the war was inconclusive. In the Treaty of Cambrai (1529), called the "Ladies' Peace" because it was negotiated between Charles's aunt and Francis's mother, Francis renounced his claims in Italy but retained control of Burgundy.


          A third war erupted in 1535, when, following the death of the last Sforza Duke of Milan, Charles installed his own son, Philip, in the duchy, despite Francis's claims on it. This war too was inconclusive. Francis failed to conquer Milan, but succeeded in conquering most of the lands of Charles's ally the Duke of Savoy, including his capital, Turin. A truce at Nice in 1538 on the basis of uti possidetis ended the war, but lasted only a short time. War resumed in 1542, with Francis now allied with Ottoman Sultan Suleiman I and Charles once again allied with Henry VIII. Despite the conquest of Nice by a Franco-Ottoman fleet, the French remained unable to advance into Milan, while a joint Anglo-Imperial invasion of northern France, led by Charles himself, won some successes but was ultimately abandoned, leading to another peace and restoration of the status quo ante in 1544.


          A final war erupted with Francis' son and successor, Henry II, in 1551. This war saw early successes by Henry in Lorraine, where he captured Metz, but continued failure of French offensives in Italy. Charles abdicated midway through this conflict, leaving further conduct of the war to his son, Philip II and his brother, Ferdinand I, Holy Roman Emperor.


          
            [image: Inner court of the Charles V Palace in Granada.]

            
              Inner court of the Charles V Palace in Granada.
            

          


          


          Conflicts with the Ottoman Empire


          Charles fought continually with the Ottoman Empire and its sultan, Suleiman the Magnificent. The expeditions of the Ottoman force along the Mediterranean coast posed a threat to Habsburg lands and Christian monopolies on trade in the Mediterranean. In Central Europe, the Turkish advance was halted at Vienna in 1529. In 1535 Charles won an important victory at Tunis, but in 1536 Francis I of France allied himself with Suleiman against Charles. While Francis was persuaded to sign a peace treaty in 1538, he again allied himself with the Ottomans in 1542. In 1543 Charles allied himself with Henry VIII and forced Francis to sign the Truce of Crepy-en-Laonnois. Charles later signed a humiliating treaty with the Ottomans, to gain him some respite from the huge expenses of their war, although it did not end there. However, the Protestant powers in the Holy Roman Empire Diet often voted against money for his Turkish wars, as many Protestants saw the Muslim advance as a counterweight to the Catholic powers. The great Hungarian defeat at the 1526 Battle of Mohcs "sent a wave of terror over Europe", according to an obscure mid 20th century historian known as Bryan Ball.


          


          Humanism and Reformation
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          As Holy Roman Emperor, he called Martin Luther to the Diet of Worms in 1521, promising him safe conduct if he would appear. He initially dismissed Luther's idea of reformation as "An argument between monks". He later outlawed Luther and his followers in that same year but was tied up with other concerns and unable to take action against Protestantism.


          1524 to 1526 saw the Peasants' Revolt in Germany and in 1531 the formation of the Lutheran Schmalkaldic League. Charles delegated increasing responsibility for Germany to his brother Ferdinand while he concentrated on problems elsewhere.


          In 1545, the opening of the Council of Trent began the Counter-Reformation, and Charles won to the Catholic cause some of the princes of the Holy Roman Empire. In 1546, he had the outlawed the Schmalkaldic League (which had occupied the territory of another prince). He drove the League's troops out of southern Germany and at the Battle of Mhlberg defeated John Frederick, Elector of Saxony and imprisoned Philip of Hesse in 1547. At the Augsburg Interim in 1548 he created an interim solution giving certain allowances to Protestants until the Council of Trent would restore unity. However, Protestants mostly resented the Interim and some actively opposed it. Protestant princes, in alliance with Henry II of France, rebelled against Charles in 1552, which caused Charles to retreat to the Netherlands.


          


          Health


          Charles suffered from an enlarged lower jaw, a deformity which got considerably worse in later Habsburg generations. He struggled to chew his food properly and consequently experienced bad indigestion for much of his life. As a result, he usually ate alone. He suffered from epilepsy and joint pain, presumed to be gout, according to his 16th century doctors. In his retirement, he was carried around the monastery of St. Yuste in a sedan chair. A ramp was specially constructed to allow him easy access to his rooms.


          


          Abdication and later life


          In 1556, Charles abdicated his various titles, giving his Spanish empire (Spain, the Netherlands, Naples and Spain's possessions in the Americas) to his son, Philip II of Spain. He passed his dynastic Austrian lands and the Holy Roman Empire to his brother, Ferdinand. Charles retired to the monastery of Yuste in Extremadura, but continued to correspond widely and kept an interest in the situation of the empire. He suffered from severe gout and some scholars think Charles V decided to abdicate after a gout attack in 1552 forced him to postpone an attempt to recapture the city of Metz, where he was later defeated..


          Charles died on 21 September 1558 from fatal malaria. Twenty-six years later, his remains were transferred to the Royal Pantheon of The Monastery of San Lorenzo de El Escorial.


          


          Titles
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          Arms


          


          Charles V in literature and popular culture


          There are few figures about whom as many traces have survived half a millennium, in both literature and living minds. Those traces comprise a large number of legends and folk tales that can often be attributed to phantasy, as well as the literary renderings of historical events connected to Charles' life and romantic adventures, his relationship to Flanders, and his abdication.


          
            	In De heerelycke ende vrolycke daeden van Keyser Carel den V, published by Joan de Grieck in 1674, the short stories, anecdotes, citations attributed to the emperor, and legends about his encounters with famous and ordinary people, depict a noble Christian monarch with a perfect cosmopolitan personality and a strong sense of humour. Converesely, in Charles De Coster's masterpiece Thyl Ulenspiegel (1867), Charles V is after his death consigned to Hell as punishment for the acts of the Inquisition under his rule, his punishment being that he would feel the pain of anyone tortured by the Inquisition. De Coster's book also mentions the story on the spectacles in the coat of arms of Oudenaarde, the one about a paysant of Berchem in Het geuzenboek (1979) by Louis Paul Boon, while Abraham Hans (18821939) included both tales in De liefdesavonturen van keizer Karel in Vlaanderen.


            	Lord Byron's Ode to Napoleon Buonaparte refers to Charles as "The Spaniard".


            	Ernst Krenek's opera Karl V (opus 73, 1930) examines the title character's career via flashbacks.


            	In the third act of Giuseppe Verdi's opera Ernani, the coronation of Charles as Holy Roman Emperor is presented. Charles (Don Carlo in the opera) prays before the tomb of Charlemagne. With the announcement that he is elected as Carlo Quinto he declares an amnesty including the eponymous bandit Ernani who had followed him there to murder him as a rival for the love of the soprano. The opera, based on the Victor Hugo play, portrays Charles as a callous and cynical adventurer whose character is transformed by the election into a responsible and clement ruler.


            	In another Verdi opera, Don Carlo, the final scene implies that it is Charles V, now living the last years of his life as a hermit, who rescues his grandson, Don Carlo, from his father Philip II and the Inquisition, by taking him with him in his hermitage at the monastery in Yuste.


            	In The Maltese Falcon, the title object is said to have been an intended gift to Charles V.


            	A well known Flemish legend about Charles being served a beer at the village of Olen, as well as the emperor's lifelong preference of beer above wine, led to the naming of several beer varieties in his honour. The Haacht Brewery of Boortmeerbeek produces Charles Quint, while the Het Anker Brewery at Mechelen produces Gouden Carolus.


            	In the episode of The Simpsons, Margical History Tour, Homer Simpson portrays Henry VIII who, wanting to end his marriage to Catherine of Aragon said "I can't cut off her head because her dad's the King of Spain." This is a reference to why the real Henry VIII couldn't behead his first wife. In real life, Catherine was the daughter of Ferdinand II of Aragon, not Charles V, the then King of Spain.


            	Gouden Carolus Grand Cru of the Emperor (Gouden Carolus Cuvee Van De Keizer) is a beer by Brouwerij Het Anker in Mechelen, Belgium. It is brewed once a year on Charles V's birthday.


            	In the 2003 film Luther, he is portrayed by Torben Liebrecht.
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                  Charles V, Holy Roman Emperor
                


                
                  House of Habsburg
                
Born: February 24 1500 Died: September 21 1558
              
            


            
              	Regnal titles
            


            
              	Precededby

              Philip I

              	Titular Duke of Burgundy,

              Duke of Brabant, Limburg, Lothier and Luxembourg,

              Count of Artois, Burgundy, Flanders, Hainaut,

              Holland, Namur and Zeeland

              after 1549 unified as Ruler of the Seventeen Provinces of the Habsburg Netherlands

              15061555

              	Succeededby

              Philip II
            


            
              	Precededby

              Joanna

              	King of Castile and Len Aragn, Majorca, Valencia, Navarre, Naples and Sicily; Count of Barcelona

              15161556

              with Joanna (15161555)
            


            
              	Prince of Asturias

              15041516
            


            
              	Precededby

              Wilhelm, Duke of Jlich-Cleves-Berg

              	Duke of Guelders, Count of Zutphen

              15431556
            


            
              	Precededby

              Maximilian I

              	Archduke of Austria

              Duke of Styria, Carinthia and Carniola

              Count of Tyrol

              15191521

              	Succeededby

              Ferdinand I
            


            
              	German King

              (formally King of the Romans)

              15191530
            


            
              	King of Italy

              15301556
            


            
              	Holy Roman Emperor

              15191556

              (Emperor-elect from 1519 to 1530)
            


            
              	Titles in pretence
            


            
              	Precededby

              Joanna

              	 TITULAR 

               Byzantine Emperor

              Reason for succession failure:

              The Fall of Constantinople led to

              the Ottoman conquest of the Byzantine Empire

              	Succeededby

              Philip II of Spain
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Charles_V,_Holy_Roman_Emperor"
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              Original book cover of Charlie and the Chocolate Factory featuring an illustration by Joseph Schindelman
            


            
              	Author

              	Roald Dahl
            


            
              	Original title

              	play
            


            
              	Illustrator

              	Joseph Schindelman (original)

              Quentin Blake (1998 editions onward)
            


            
              	Country

              	United Kingdom
            


            
              	Language

              	English
            


            
              	Genre(s)

              	Children's Fantasy novel
            


            
              	Publisher

              	Alfred A. Knopf, Inc. (original)

              Penguin Books (current)
            


            
              	Publication date

              	1964
            


            
              	Media type

              	Print ( Hardback, Paperback)
            


            
              	ISBN

              	ISBN 0-394-91011-7
            


            
              	Followed by

              	Charlie and the Great Glass Elevator
            

          


          Charlie and the Chocolate Factory (1964) is a children's book by British author Roald Dahl. This story of the adventures of young Charlie Bucket inside the chocolate factory of eccentric candymaker Willy Wonka is often considered one of the most beloved children's stories of the 20th century.


          Charlie and the Chocolate Factory was first published in the United States by Alfred A. Knopf, Inc. in 1964, and in the United Kingdom by George Allen & Unwin in 1967. The book was adapted into two major motion pictures: Willy Wonka & the Chocolate Factory in 1971, and Charlie and the Chocolate Factory in 2005. The book's sequel, Charlie and the Great Glass Elevator, was written by Roald Dahl in 1972.


          


          Plot summary


          The book tells the story of a poor young boy, Charlie Bucket, who lives in a small home on the edge of a large city, with his parents and his four bedridden grandparents. Charlie is a bright, kindhearted boy who loves his family despite their shared hardships. Apart from his family, his greatest love in life is chocolate. Due to his family's extreme poverty he only receives one bar a year on his birthday. The book describes him as "Our Hero".


          Near to Charlie's house is the largest chocolate factory in the world, owned by Mr. Willy Wonka.


          


          Wonka is the largest and most innovative producer of chocolate, producing all kinds of wonderful and delicious sweets, including some sweets that seem impossible (such as ice cream that never melts, or chewing gum that never loses its flavour). He also creates a huge castle for Indian Prince Pondicherry entirely out of chocolate, which melts shortly afterward. As related by Charlie's bed-ridden Grandpa Joe, due to corporate espionage that came close to ruining the Wonka factory, Wonka shut down his factory, then years later reopened it using mysterious, unseen workers.


          After many years of this arrangement, Wonka, in a surprise move, decides to re-open his factory to the public by initiating a lottery. Five Wonka Bars are sent out into the world which carry Golden Tickets hidden under their wrapping. Each ticket will admit the finder and one member of his/her family into the factory for a guided tour by the chocolate maker himself. A frenzy of chocolate-buying sweeps the globe. The winners of the first four tickets eventually prove to be a gluttonous boy called Augustus Gloop, a spoiled brat called Veruca Salt, a compulsive gum chewer named Violet Beauregarde and a television-obsessed little boy called Mike Teavee. As this happens, the poverty gripping Charlie's family tightens relentlessly.


          By a near miracle, and at the eleventh hour, Charlie manages to find the last Golden Ticket. Grandpa Joe, Charlie's grandfather, rises from his bed out of excitement, and the two of them enter Willy Wonka's factory along with the other winners, where they encounter Wonka's many wondrous confectionery creations - including some prototypes which cause rather hair-raising side effects. Additionally, Wonka reveals to his guests that his mysterious factory workers are the " Oompa Loompas" - a group of pygmy-sized people from the nation of Loompaland who agreed to become Wonka's workforce because of his ability to supply unlimited quantities of their greatest delicacy, the cacao bean (the raw ingredient in chocolate). Through the book, they regularly break into spontaneous verse en masse to comment on the misbehaviour of the other children and its deleterious effects.


          


          All four of the other Golden Ticket winners do indeed misbehave and one by one end up in bizarre, weird but funny predicaments which require removing them from the tour. Augustus Gloop drinks from Wonka's chocolate-mixing river, falls in and is sucked up by a glass pipe leading to the Fudge Room. The tight squeeze through the pipe renders him skinny. Violet Beauregarde tries an experimental piece of three-course-dinner gum, which causes her to turn blue and then swell up into a very large blueberry, requiring her to be sent to the Juicing Room to be squeezed back into her normal dimensions by the Oompa Loompas (although her blue skin is apparently permanent). Veruca Salt is thrown down a garbage chute by squirrels trained to find and dispose of "bad nuts". Her parents, attempting to rescue her, are thrown down the garbage chute as well. Later Veruca and her parents reappear, covered in garbage but unharmed. Mike Teavee is miniaturized by a television camera designed to deliver sample chocolate bars by TV and is thereafter sent to the chewing gum stretching machine to be restored to his normal size (but the process is overdone, with Mike becoming a very skinny giant in the end).


          At the end of the story, it is revealed that the lottery was a front for Willy Wonka's attempt to choose his successor. As the last Golden Ticket winner left standing, Charlie inherits the factory and goes on a trip in a flying glass lift with Willy Wonka and Grandpa Joe, the story continuing in the sequel: Charlie and the Great Glass Elevator.


          

          



          


          Cultural Impact


          Charlie and the Chocolate Factory, due to its overwhelming success and two film adaptations, has become a cultural reference point in modern society, despite having been written over forty years ago. This cultural significance is reflected in the creation of an actual confectionary brand named after Willy Wonka, as well as the international recognition of the story and its characters.


          Furthermore, the term "golden ticket" has since come to mean a treasured guarantee of something special and exclusive.


          The reason of Wonka closing the factory from the public, (spies from other candy companies were coming in and stealing secret recipes), the many complicated machines found throughout the factory, and how closely guarded the recipes were, were all inspired from actual life occurrences. At the age of thirteen Roald Dahl worked for Cadbury, an English chocolate maker, and was amazed by all the machinery that took part in making chocolate. Also, there was a perpetual rivalry between Cadbury and Rowntree's (England's two biggest chocolate makers of the time), who ended up sending spies into each other's factories to steal the other's secret recipes. As a result of this, all recipes for both companies were heavily guarded.


          


          Criticisms


          Over the years a number of prominent individuals have spoken critically of the novel. Children's novelist and literary historian John Rowe Townsend has described the book as "fantasy of an almost literally nauseating kind" and accusing it of "astonishing insensitivity" regarding the original portrayal of the Oompa-Loompas as black pygmies. Another novelist, Eleanor Cameron, compared the book to the candy that forms its subject matter, commenting that it is "delectable and soothing while we are undergoing the brief sensory pleasure it affords but leaves us poorly nourished with our taste dulled for better fare". Ursula Le Guin voiced her support for this assessment in a letter to Cameron.


          


          Rooms


          There is a selection of themed rooms in Willy Wonka's chocolate factory which highlight a certain product or product development. Children on the tour meet an ironic, somewhat disturbing calamity in many of the rooms. A good example of this is the famous Chocolate Room. Everything in the room is edible, including the grass. It has a hot-melted chocolate waterfall that mixes the chocolate to a perfect texture. There are pipes that move the chocolate to different points within the factory. Augustus Gloop falls into the chocolate river and is sucked into a pipe that goes to the Fudge Room.


          Other rooms which are predominantly featured are the Inventing Room where Violet Beauregarde turns into a blueberry and is moved to the Juicing Room. The Nut Sorting Room is where Veruca Salt is thrown down the garbage chute with her father. The Television Room is where Mike Teavee shrinks; he is stretched out in the Chewing Gum Stretching Room.


          Other rooms, hinted at but not visited, are listed below in alphabetical order. Each is given the name of the product it contains, which is presumably made or extracted there.


          
            	'"Butter scotch And Butter gin"'


            	'"Candy-Coated pencils for Sucking"'


            	'" Cavity-Filling Caramels No more dentists"'


            	'"Coconut-Ice Skating Rinks"'


            	'"Cows that give Chocolate Milk"'


            	'"Eatable Marshmallow Pillows"'


            	'"Exploding Candy for your Enemies"'


            	'"Fizzy Lemonade Swimming Pools"'


            	'"Fizzy Lifting Drinks"'


            	'"Hot Ice Creams for Cold Days"'


            	'"Invisible Chocolate Bars for Eating in Class"'


            	'"Lickable Wallpaper for Nursery Walls"'


            	'"Luminous Lollies for Eating in Bed at Night"'


            	'"Magic Hand-Fudge When you hold it in your hand, you taste it in your mouth"'


            	'"Mint Jujubes for the Boy Next Door They'll give him green teeth for a month"'


            	'"Rainbow Drops Suck them and you can spit in six different colours."'


            	'"Square Sweets that Look Round"'


            	'"Stickjaw for Talkative Parents"'


            	'"Storeroom Number 54; All the Creams Dairy Cream, Whipped Cream, Coffee Cream, Clotted Cream, Vanilla Cream, and Hair Cream"'


            	'"Storeroom Number 71; Whips all Shapes and Sizes"'


            	'"Storeroom Number 77 All the Beans, Cacao Beans, Coffee Beans, Jelly Bean, and Has Beans"'


            	'" Strawberry-Juice Water Pistols"'


            	'"Supervitamin-Chocolate"'


            	'"The Rock-Candy Mine"'


            	'"Toffee-Apple Trees For Planting in Your Garden All Sizes"'


            	'"Wriggle-Sweets That Wriggle Delightfully in your Tummy after Swallowing"'

          


          


          Book revisions


          Responding to criticisms from the NAACP, Canadian children's author Eleanor Cameron, and others for the book's portrayal of the Oompa Loompas as dark skinned and skinny African pygmies working in Wonkas factory for cacao beans, Dahl changed some of the text, and Schindelman replaced some illustrations (the illustrations for the British version were also changed). This new version was released in 1973 in the USA. In the revised version the Oompa Loompas are described as having funny long golden-brown hair and rosy-white skin. Their origins were also changed from Africa to fictional Loompaland.


          


          Lost chapter


          A resurfacing of a chapter intended to be in the book which featured Miranda Piker, a character who was going to be in the original story appeared in 2005. Miranda Piker's traits were that of a 'Teacher's pet' and tattle-teller, with a head master father.


          Her elimination chapter is titled "Spotty Powder." Wonka introduces the group to a new candy that will make children temporarily sick so that they can miss school that day, which enrages Miranda and her father. They vow to stop the candy from being made, and carelessly storm into the secret room where it is made.


          Two screams are heard and Wonka reveals that the candy wouldn't work if he didn't "put a few head masters in the mix every so often." He then reassures Mrs. Piker that he was joking and her husband and daughter are not actually dead. It's unclear what eventually became of the Pikers.


          "The secret ordeal of Miranda Piker" can be read here.


          


          Derivations


          The book was filmed in 1971 as Willy Wonka & the Chocolate Factory, starring Gene Wilder as Willy Wonka. It has also been produced by Swedish Television as still drawings narrated by Ernst-Hugo Jregrd. Another film version entitled Charlie and the Chocolate Factory, directed by Tim Burton and starring Johnny Depp as Willy Wonka, was released on July 15, 2005. Both film portrayals are fairly faithful to the original story, yet add some new material. The Burton film in particular greatly expanded Willy Wonka's personal backstory. Both films likewise heavily expanded the personalities of the four "bad" children and their parents.


          There is also a line of candies in the United States, Australia and Canada that uses the book's characters and imagery for its marketing. They're made in Brazil, by Nestl, but not sold there.


          In 1985, the Charlie and the Chocolate Factory video game was released for the ZX Spectrum by developers Soft Option Ltd and publisher Hill MacGibbon.


          On July 11, 2005, the Charlie and the Chocolate Factory video game was released for the Sony PlayStation 2, Microsoft Xbox, Nintendo GameCube, Nintendo's Game Boy Advance, and Windows PC by developers Backbone and High Voltage Software and publisher 2K Games.


          On 1 April 2006, the British theme park Alton Towers opened a family boat ride attraction themed around Charlie and The Chocolate Factory, based on the book. The ride features a boat section where guests travel around the chocolate factory in bright pink boats on a chocolate river. In the final stage of the ride, guests will enter one of two glass elevators where they will join Willy Wonka as they travel the factory, eventually shooting up and out through the glass roof.


          


          Awards and nominations


          
            	New England Round Table of Children's Librarians Award (USA 1972)


            	Surrey School Award (UK 1973)


            	Millennium Children's Book Award (UK 2000)


            	Blue Peter Book Award (UK 2000)

          


          


          Film Adaptation


          This book was first adapted into a film, released worldwide on June 30, 1971, named Willy Wonka & the Chocolate Factory with an estimated budget of $3 M, distributed by Paramount Pictures, directed by Mel Stuart, produced by David L. Wolper and starring Gene Wilder as Willy Wonka, Jack Albertson as Grandpa Joe and Peter Ostrum as Charlie Bucket. Although the movie grossed only $4 M and was considered a box-office flop, it is now considered a cult classic.


          Another film adaptation was released on July 10, 2005, starring Johnny Depp as Willy Wonka and Freddie Highmore as Charlie Bucket in a leading role, directed by Tim Burton and produced by Brad Grey. It was a hit, grossing about $470 M worldwide with an estimated budget of $150 M. It was distributed by Warner Bros. this time.


          


          Editions


          
            	ISBN 0-394-81011-2 (hardcover, 1973, revised Oompa Loompa edition)


            	ISBN 0-87129-220-3 ( paperback, 1976)


            	ISBN 0-14-031824-0 (paperback, 1985, illustrated by Michael Foreman)


            	ISBN 1-85089-902-9 ( hardcover, 1987)


            	ISBN 0-606-04032-3 ( prebound, 1988)


            	ISBN 0-89966-904-2 ( library binding, 1992, reprint)


            	ISBN 0-14-130115-5 (paperback, 1998)


            	ISBN 0-375-81526-0 (hardcover, 2001)


            	ISBN 0-375-91526-5 (library binding, 2001)


            	ISBN 0-14-240108-0 (paperback, 2004)


            	ISBN 0-8488-2241-2 (hardcover)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Charlie_and_the_Chocolate_Factory"
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              	Born

              	Charles Spencer Chaplin, Jr.

              16 April 1889 (1889-04-16)

              Walworth, London, England
            


            
              	Died

              	25 December 1977 (aged88)

              Vevey, Switzerland
            


            
              	Years active

              	1914 - 1976
            


            
              	Spouse(s)

              	Mildred Harris (1918-20)

              Lita Grey (1924-28)

              Paulette Goddard(1936-42)

              Oona O'Neill (1943-77)
            


            
              	
                
                  
                    	Awards won
                  


                  
                    	Academy Awards
                  


                  
                    	Academy Honorary Award

                    1929 The Circus

                    1972 Lifetime Achievement

                    Best Original Music Score

                    1952 Limelight
                  


                  
                    	Other Awards
                  


                  
                    	NYFCC Award for Best Actor

                    1940 The Great Dictator

                    Career Golden Lion

                    1972 Lifetime Achievement
                  

                

              
            

          


          Sir Charles Spencer Chaplin Jr., KBE ( 16 April 1889  25 December 1977), better known as Charlie Chaplin, was an English comedy actor. Chaplin became one of the most famous actors as well as a notable director and musician in the early to mid Hollywood cinema era. He is considered to be one of the finest mimes and clowns ever caught on film and has greatly influenced performers in this field.


          He acted in, directed, scripted, produced, and eventually scored his own films. Chaplin was also one of the most creative and influential personalities in the silent-film era. His working life in entertainment spanned over 65 years, from the Victorian stage and music hall in the United Kingdom as a child performer, almost until his death at the age of eighty-eight. Chaplin's high-profile public and private life encompassed highs and lows with both adulation and controversy.


          His principal character was " The Tramp" (known as "Charlot" in France and the French-speaking world, Greece, Italy, Portugal, Romania, Spain and Turkey, and as "Carlitos" in Brazil). "The Tramp" is a vagrant with the refined manners and dignity of a gentleman. The character wears a tight coat, oversized trousers and shoes, and a derby; carries a bamboo cane; and has a signature toothbrush mustache.


          


          Childhood
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          Charlie Chaplin was born on 16 April 1889, in East Street, Walworth, London. His parents were both entertainers in the Music Hall tradition; they separated before Charlie was three. He learned singing from his parents. The 1891 census shows that his mother, the actress Lily Harvey ( Hannah Harriet Hill), lived with Charlie and his older brother Sydney on Barlow Street, Walworth. As a child Charlie also lived with his mother in various addresses in and around Kennington Road in Lambeth, including 3 Pownall Terrace, Chester Street, and 46 Methley Street. His maternal grandmother was half-Roma, a fact he was very proud of, but also described as "the skeleton in our family cupboard". Chaplin's father was an alcoholic and had little contact with his son, though Chaplin and his brother briefly lived with their father and his mistress Louise at 287 Kennington Road (which address is now ornamented with a plaque commemorating Chaplin's residence). The brothers resided there when their mother became mentally ill and was admitted to the Cane Hill Asylum at Coulsdon. His father's mistress sent the young Chaplin to Kennington Road school. Chaplin's father died when Charlie was twelve in 1901. At the time of the 1901 Census, Charles resided at 94 Ferndale Road, Lambeth, with the The Eight Lancashire Lads, which was led by John William Jackson (the 17 year old son of one of the founders).


          A larynx condition ended the singing career of Chaplin's mother. Hannah's first crisis came in 1894 when she was performing at The Canteen, a theatre in Aldershot. The theatre was mainly frequented by rioters and soldiers, and it was one of the worst places to perform. Hannah was badly injured by the objects the audience mercilessly threw at her, and she was booed off the stage. Backstage, she cried and argued with her manager. In the meantime, the five-year old Chaplin went on stage alone and started singing a very well-known tune at that time, "Jack Jones".


          When Hannah Chaplin was again admitted to the Cane Hill Asylum, Chaplin was left in the workhouse at Lambeth in south London, moving after several weeks to the Central London District School for paupers in Hanwell. The young Chaplin brothers forged a close relationship to survive. They gravitated to the Music Hall while still very young, and both of them proved to have considerable natural stage talent. Chaplin's early years of desperate poverty were a great influence on his characters. Themes in his films in later years would re-visit the scenes of his childhood deprivation in Lambeth.


          Chaplin's mother died in 1928 in Hollywood, seven years after being brought to the U.S. by her sons. Unknown to Charlie and Sydney until years later, they had a half-brother through their mother. The boy, Wheeler Dryden, was raised abroad by his father but later connected with the rest of the family and went to work for Chaplin at his Hollywood studio.


          


          America


          Chaplin first toured America with the Fred Karno troupe from 1910 to 1912. Then, after five months back in England, he returned for a second tour and arrived in the United States with the Karno Troupe on October 2, 1912. In the Karno Company was Arthur Stanley Jefferson, who would later become known as Stan Laurel. Chaplin and Laurel shared a room in a boarding house. Stan Laurel returned to England but Chaplin remained in the United States. In late 1913, Chaplin's act with the Karno Troupe was seen by film producer Mack Sennett, who hired him for his studio, the Keystone Film Company. Chaplin's first film appearance was in Making a Living a one-reel comedy released on February 2, 1914.


          


          Pioneering film artist
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          Chaplin's earliest films were made for Mack Sennett's Keystone Studios, where he developed his tramp character and very quickly learned the art and craft of film making. The tramp was first presented to the public in Chaplin's second film Kid Auto Races at Venice (released Feb. 7, 1914) though Mabel's Strange Predicament, his third film, (released Feb. 9,1914) was produced a few days before. It was for this film that Chaplin first conceived of the tramp. As Chaplin recalled in his autobiography:


          
            	"I had no idea what makeup to put on. I did not like my get-up as the press reporter [in Making a Living]. However on the way to the wardrobe I thought I would dress in baggy pants, big shoes, a cane and a derby hat. I wanted everything to be a contradiction: the pants baggy, the coat tight, the hat small and the shoes large. I was undecided whether to look old or young, but remembering Sennett had expected me to be a much older man, I added a small moustache, which I reasoned, would add age without hiding my expression.


            	I had no idea of the character. But the moment I was dressed, the clothes and the makeup made me feel the person he was. I began to know him, and by the time I walked on stage he was fully born." (Chaplin, My Autobiography: 154).

          


          Chaplin's early Keystones use the standard Mack Sennett formula of extreme physical comedy and exaggerated gestures. Chaplin's pantomime was subtler, more suitable to romantic and domestic farces than to the usual Keystone chases and mob scenes. The visual gags were pure Keystone, however; the tramp character would aggressively assault his enemies with kicks and bricks. Moviegoers loved this cheerfully earthy new comedian, even though critics warned that his antics bordered on vulgarity. Chaplin was soon entrusted with directing and editing his own films. He made 34 shorts for Sennett during his first year in pictures, as well as the landmark comedy feature Tillie's Punctured Romance.


          In 1915, Chaplin signed a much more favourable contract with Essanay Studios, and further developed his cinematic skills, adding new levels of depth and pathos to the Keystone-style slapstick. Most of the Essanay films were more ambitious, running twice as long as the average Keystone comedy. Chaplin also developed his own stock company, including ingenue Edna Purviance and comic villains Leo White and Bud Jamison.


          In 1916, the Mutual Film Corporation paid Chaplin US$670,000 to produce a dozen two-reel comedies. He was given near complete artistic control, and produced twelve films over an eighteen-month period that rank among the most influential comedy films in cinema. Practically every Mutual comedy is a classic: Easy Street, One AM, The Pawnshop, and The Adventurer are perhaps the best known. Edna Purviance remained the leading lady, and Chaplin added Eric Campbell, Henry Bergman, and Albert Austin to his stock company; Campbell, a Gilbert and Sullivan veteran, provided superb villainy, and second bananas Bergman and Austin would remain with Chaplin for decades. Chaplin regarded the Mutual period as the happiest of his career.


          Most of the Chaplin films in circulation date from his Keystone, Essanay, and Mutual periods. After Chaplin assumed control of his productions in 1918 (and kept exhibitors and audiences waiting for them), entrepreneurs serviced the demand for Chaplin by bringing back his older comedies. The films were recut, retitled, and reissued again and again, first for theatres, then for the home-movie market, and in recent years, for home video. Even Essanay was guilty of this practice, fashioning "new" Chaplin comedies from old film clips and out-takes. The twelve Mutual comedies were revamped as sound movies in 1933, when producer Amadee J. Van Beuren added new orchestral scores and sound effects. A listing of the dozens of Chaplin films and alternate versions can be found in the Ted Okuda-David Maska book Charlie Chaplin at Keystone and Essanay: Dawn of the Tramp. Efforts to produce definitive versions of Chaplin's pre-1918 short films have been underway in recent years; all twelve Mutual films were restored in 1975 by archivist David Shepard and Blackhawk Films, and new restorations with even more footage were released on DVD in 2006.


          


          Creative control
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          At the conclusion of the Mutual contract in 1917, Chaplin signed a contract with First National to produce eight two-reel films. First National financed and distributed these pictures (1918-23) but otherwise gave him complete creative control over production. Chaplin built his own Hollywood studio and using his independence, created a remarkable, timeless body of work that remains entertaining and influential. Although First National expected Chaplin to deliver short comedies like the celebrated Mutuals, Chaplin ambitiously expanded most of his personal projects into longer, feature-length films, including Shoulder Arms (1918), The Pilgrim (1923), and the feature-length classic The Kid (1921).


          In 1919, Chaplin co-founded the United Artists film distribution company with Mary Pickford, Douglas Fairbanks and D.W. Griffith, all of whom were seeking to escape the growing power consolidation of film distributors and financiers in the developing Hollywood studio system. This move, along with complete control of his film production through his studio, assured Chaplin's independence as a film-maker. He served on the board of UA until the early 1950s.


          All Chaplin's United Artists pictures were of feature length, beginning with A Woman of Paris (1923). This was followed by the classic The Gold Rush (1925), and The Circus (1928).


          After the arrival of sound films, he made City Lights (1931), as well as Modern Times (1936) before he committed to sound. These were essentially silent films scored with his own music and sound effects. City Lights contained arguably his most perfect balance of comedy and sentimentality. Of the final scene, critic James Agee wrote in Life magazine in 1949 that it was the "greatest single piece of acting ever committed to celluloid".


          His dialogue films made in Hollywood were The Great Dictator (1940), Monsieur Verdoux (1947), and Limelight (1952).


          While Modern Times (1936) is a non-talkie, it does contain talk - usually coming from inanimate objects such as a radio or a TV monitor. This was done to help 1930s audiences, who were out of the habit of watching silent films, adjust to not hearing dialogue. Modern Times was the first film where Chaplin's voice is heard (in the nonsense song at the end, being both written and performed by Chaplin). However, for most viewers it is still considered a silent film -- and the end of an era.


          Although " talkies" became the dominant mode of movie making soon after they were introduced in 1927, Chaplin resisted making such a film all through the 1930s. He considered cinema was essentially a pantomimic art. He said: "Action is more generally understood than words. Like Chinese symbolism, it will mean different things according to its scenic connotation. Listen to a description of some unfamiliar object -- an African wart hog, for example; then look at a picture of the animal and see how surprised you are ( Time Magazine, February 9, 1931)."


          It is a tribute to Chaplin's versatility that he also has one film credit for choreography for the 1952 film Limelight, and another as a singer for the title music of The Circus (1928). The best known of several songs he composed are " Smile", composed for the film "Modern Times" and given lyrics to help promote a 1950s revival of the film, famously covered by Nat King Cole. "This Is My Song" from Chaplin's last film, "A Countess From Hong Kong," was a number one hit in several different languages in the 1960s (most notably the version by Petula Clark and discovery of an unreleased version in the 1990s recorded in 1967 by Judith Durham of The Seekers), and Chaplin's theme from Limelight was a hit in the 1950s under the title "Eternally." Chaplin's score to Limelight was nominated for an Academy Award in 1972 due to a decades-long delay in the film premiering in Los Angeles making it eligible.



          


          The Great Dictator


          His first dialogue picture, The Great Dictator (1940), was an act of defiance against German dictator Adolf Hitler and Nazism, filmed and released in the United States one year before it abandoned its policy of isolationism to enter World War II. Chaplin played the role of a Nazi-like dictator "Adenoid Hynkel", Dictator of Tomainia, clearly modeled on Hitler. The film also showcased comedian Jack Oakie as "Benzino Napaloni", dictator of Bacteria. The Napaloni character was clearly a jab at Italian dictator Benito Mussolini and Fascism.


          Paulette Goddard filmed with Chaplin again, depicting a woman in the ghetto. The film was seen as an act of courage in the political environment of the time, both for its ridicule of Nazism and for the portrayal of overt Jewish characters and the depiction of their persecution. Chaplin played both the role of Adenoid Hynkel and also that of a look-alike Jewish barber cruelly persecuted by the Nazis. The barber physically resembles Chaplin's Tramp character, but is not considered to be the Tramp. At the conclusion, the two characters Chaplin portrayed swapped positions through a complex plot, and he dropped out of his comic character to address the audience directly in a speech.


          


          Politics
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          Chaplin's political sympathies always lay with the left. His politics seem tame by modern standards, but in the 1940s his views (in conjunction with his influence, fame, and status in the United States as a resident foreigner) were seen by many as communistic. His silent films made prior to the Great Depression typically did not contain overt political themes or messages, apart from the Tramp's plight in poverty and his run-ins with the law, but his 1930s films were more openly political. Modern Times depicts workers and poor people in dismal conditions. The final dramatic speech in The Great Dictator, which was critical of following patriotic nationalism without question, and his vocal public support for the opening of a second European front in 1942 to assist the Soviet Union in World War II were controversial. In at least one of those speeches, according to a contemporary account in the Daily Worker, he intimated that Communism might sweep the world after World War II and equated it with human progress.


          Apart from the controversial 1942 speeches, Chaplin declined to support the war effort as he had done for the First World War which led to public anger, although his two sons saw service in the Army in Europe. For most of WWII he was fighting serious criminal and civil charges related to his involvement with actress Joan Barry (see below). After the war, the critical view towards what he regarded as capitalism in his 1947 black comedy, Monsieur Verdoux led to increased hostility, with the film being the subject of protests in many US cities. As a result, Chaplin's final American film, Limelight, was less political and more autobiographical in nature. His following European-made film, A King in New York (1957), satirized the political persecution and paranoia that had forced him to leave the US five years earlier. After this film, Chaplin lost interest in making overt political statements, later saying that comedians and clowns should be "above politics".


          


          McCarthy era


          Although Chaplin had his major successes in the United States and was a resident from 1914 to 1952, he always retained his British nationality. During the era of McCarthyism, Chaplin was accused of " un-American activities" as a suspected communist sympathizer and J. Edgar Hoover, who had instructed the FBI to keep extensive secret files on him, tried to end his United States residency. FBI pressure on Chaplin grew after his 1942 campaign for a second European front in the war and reached a critical level in the late 1940s, when Congressional figures threatened to call him as a witness in hearings. This was never done, probably from fear of Chaplin's ability to lampoon the investigators. This was probably a wise decision, as Chaplin later stated that, if called, he wanted to appear dressed in his Tramp costume.


          In 1952, Chaplin left the US for what was intended as a brief trip home to the United Kingdom for the London premiere of Limelight. Hoover learned of the trip and negotiated with the Immigration and Naturalization Service to revoke Chaplin's re-entry permit. Chaplin decided not to re-enter the United States, writing; ".....Since the end of the last world war, I have been the object of lies and propaganda by powerful reactionary groups who, by their influence and by the aid of America's yellow press, have created an unhealthy atmosphere in which liberal-minded individuals can be singled out and persecuted. Under these conditions I find it virtually impossible to continue my motion-picture work, and I have therefore given up my residence in the United States."


          Chaplin then made his home in Vevey, Switzerland. He briefly and triumphantly returned to the United States in April 1972, with his wife, to receive an Honorary Oscar, and was welcomed warmly.
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          Academy Awards


          Chaplin won one Oscar in a competitive category, and was given two honorary Academy Awards.


          


          Competitive award


          In 1972, he won an Oscar for the Best Music in an Original Dramatic Score for the 1952 film Limelight, which co-starred Claire Bloom. The film also features an appearance with Buster Keaton, which was the only time the two great comedians ever appeared together. Due to Chaplin's political difficulties, the film did not play a one-week theatrical engagement in Los Angeles when it was first produced. This criterion for nomination was unfulfilled until 1972.


          Chaplin was also nominated for Best Comedy Director for The Circus in 1929, for Best Picture, Best Actor, Best Original Screenplay, and Best Original Music for The Great Dictator in 1940, and again for Best Original Screenplay for Monsieur Verdoux in 1948. During his active years as a filmmaker, Chaplin expressed disdain for the Academy Awards; his son Charles Jr wrote that Chaplin invoked the ire of the Academy in the 1930s by jokingly using his 1929 Oscar as a doorstop. This may help explain why City Lights and Modern Times, considered by several polls to be two of the greatest of all motion pictures, were not nominated for a single Academy Award.


          


          Honorary awards


          When the first Oscars were awarded on May 16, 1929, the voting audit procedures that now exist had not yet been put into place, and the categories were still very fluid. Chaplin had originally been nominated for both Best Actor and Best Comedy Directing for his movie The Circus, but his name was withdrawn and the Academy decided to give him a special award "for versatility and genius in acting, writing, directing and producing The Circus" instead. The other film to receive a special award that year was The Jazz Singer.


          Chaplin's second honorary award came forty-four years later in 1972, and was for "the incalculable effect he has had in making motion pictures the art form of this century". He came out of his exile to accept his award, and received the longest standing ovation in Academy Award history, lasting a full five minutes.


          


          Final works


          Chaplin's two final films were made in London: A King in New York (1957) in which he had starred, written, directed and produced; and A Countess from Hong Kong (1967), starring Sophia Loren and Marlon Brando, in which Chaplin had made his final on-screen appearance in a brief cameo role as a seasick steward, and in which he had directed, produced, and written.


          In the mid 1960's Chaplin wrote the song "Love, this is your song" which his friend Petula Clark took to number 1 in the UK charts. Aged around 75, Chaplin was probably the oldest person to have written a UK no 1 single.


          In his autobiography My Autobiography, published in 1974, Chaplin indicated that he had written a screenplay for his youngest daughter, Victoria; entitled The Freak, the film would have cast her as an angel. According to Chaplin, a script was completed and pre-production rehearsals had begun on the film (the book includes a photograph of Victoria in costume), but were halted when Victoria married. "I mean to make it some day," Chaplin wrote; however, his health declined steadily in the 1970s and he died before this could happen.


          In the 1970s, Chaplin wrote original music compositions and scores for his silent pictures and re-released them. He composed the scores of all his First National shorts, and of The Kid and The Circus.


          One of Chaplin's last completed works, the score for his 1923 film A Woman of Paris, was finished in 1976.


          


          Relationships with women, married life and children


          


          Hetty Kelly


          Hetty Kelly was Chaplin's 'true' first love, a dancer with whom he 'instantly' fell in love with when she was fifteen and almost married when she was nineteen. At the time Kelly was performing before him in a London music hall and Chaplin asked if she would meet him the following weekend; she agreed. It is said Chaplin fell madly in love with her and asked her to marry him. When she refused, Chaplin suggested it would be best if they did not see each other again; he was reportedly crushed when she agreed. Years later, her memory would remain a ' fetish' with Chaplin. He was devastated in 1921 when he learned that she had died of influenza during the Great Flu Pandemic of 1918. There is a slight controversy over whether or not Chaplin and Kelly had a child; if so, the child has yet to be brought to light.


          


          Edna Purviance


          Chaplin and his first major leading lady, Edna Purviance, were involved in a close romantic relationship during the production of his Essanay and Mutual films in 19161917. The romance seems to have ended by 1918, and Chaplin's marriage to Mildred Harris in late 1918 ended any possibility of reconciliation. Purviance would continue as leading lady in Chaplin's films until 1923, and would remain on Chaplin's payroll until her death in 1958. She and Chaplin spoke warmly of one another for the rest of their lives.


          


          Mildred Harris
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          On October 23, 1918, Chaplin, age twenty-nine, married the popular child-actress, Mildred Harris, age sixteen. They had one son, Norman Spencer Chaplin (also known as "The Little Mouse"), born July 7th, 1919, who died three days later. The couple divorced on April 4, 1921. Chaplin admitted that he "was not in love, now that [he] was married [he] wanted to be and wanted the marriage to be a success." During the divorce, Chaplin claimed Harris had an affair with noted actress of the time Alla Nazimova, rumoured to be fond of seducing young actresses. Harris in turn claimed Chaplin was a sexual addict.


          


          Pola Negri


          Chaplin was involved in a very public relationship and engagement to the Polish actress Pola Negri in 192223, after she arrived in Hollywood to star in films. The stormy on-off engagement was halted after about nine months, but in many ways it foreshadowed the modern stereotypes of Hollywood star relationships. Chaplin's public involvement with Negri was unique in his public life. By comparison he strove to keep his other romances and relationships very discreet and private (usually without success). Many biographers have concluded the affair with Negri was largely for publicity purposes.


          


          Marion Davies


          In 1924 Chaplin had a fling with the actress Marion Davies, companion of William Randolph Hearst, during the time that he was involved with the underage Lita Grey. Davies and Chaplin were both present on Hearst's yacht when the mysterious death of Thomas Harper Ince occurred. Charlie tried to persuade Marion to leave Hearst and remain with him, but she refused and stayed by Hearst's side until his death in 1951. Chaplin made a rare cameo appearance in Davies' 1928 film Show People, and by some accounts continued an affair with her until 1931.


          


          Lita Grey


          Chaplin first met Lita Grey during the filming of The Kid. Three years later, at age thirty-five, he became involved with the then 16-year-old Grey during preparations for The Gold Rush in which she was to star as the female lead. They married on November 26, 1924 after she became pregnant (a development that resulted in her being removed from the cast of the film). They had two sons, the actors Charles Chaplin Jr. (19251968) and Sydney Earle Chaplin (1926). The marriage was a disaster, with the couple hopelessly mismatched. The couple divorced on August 25, 1927. Their extraordinarily bitter divorce in 1928 had Chaplin paying Grey a then-record-breaking US$825,000 settlement, on top of almost one million dollars in legal costs. The stress of the sensational divorce, compounded by a federal tax dispute, allegedly turned his hair white. The Chaplin biographer Joyce Milton asserted in Tramp: The Life of Charlie Chaplin that the Grey-Chaplin marriage was the inspiration for Vladimir Nabokov's 1950s novel Lolita.


          


          Georgia Hale


          Lita Grey's replacement on The Gold Rush was Georgia Hale. In the documentary series, Unknown Chaplin, Hale, in a 1980s interview states that she had idolized Chaplin since childhood and that the then-19-year-old actress and Chaplin began an affair that continued for several years, which she details in her memoir, Charlie Chaplin: Intimate Close-Ups. During production of Chaplin's film City Lights in 1929-30, Hale was called in to replace Virginia Cherrill as the flower girl. Seven minutes of test footage survives from this recasting, and is included on the 2003 DVD release of the film, but economics forced Chaplin to rehire Cherrill. In discussing the situation in Unknown Chaplin, Hale states that her relationship with Chaplin was as strong as ever during filming.


          


          Louise Brooks


          A specialty dancer in Florenz Ziegfeld's Follies, Louise Brooks met Chaplin when he came to New York for the opening there of The Gold Rush. For two months, they cavorted together at the Ritz, and with film financier A.C. Blumenthal and Follies dancer Peggy Fears in Blumenthal's penthouse suite at the Ambassador Hotel. Brooks was with Chaplin when he spent four hours watching a musician torture a violin in a Lower East Side restaurant, an act he would recreate in Limelight.


          


          May Reeves


          May Reeves was originally hired to be Chaplin's secretary on his 1931-1932 extended trip to Europe, dealing mostly with reading his personal correspondence. She worked only one morning, and then was introduced to Chaplin, who was instantly infatuated by her. May became his constant companion and lover on the trip, much to the disgust of Chaplin's brother, Syd. After Reeves also became involved with Syd, Chaplin ended the relationship and she left his entourage. Reeves chronicled her short time with Chaplin in her book, "The Intimate Charlie Chaplin".


          


          Paulette Juliet Goddard
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              Paulette Goddard in Second Chorus (1940)
            

          


          Chaplin and actress Paulette Goddard were involved in a romantic and professional relationship between 1932 and 1940, with Goddard living with Chaplin in his Beverly Hills home for most of this time.


          Chaplin "discovered" Goddard and gave her starring roles in Modern Times and The Great Dictator. Refusal to clarify their marital status is often claimed to have eliminated Goddard from final consideration for the role of Scarlett O'Hara in Gone with the Wind. After the relationship ended in 1940, Chaplin and Goddard made public statements that they had been secretly married in 1936; but these claims were likely a mutual effort to prevent any lasting damage to Goddard's career. In any case, their relationship ended amicably in 1942, with Goddard being granted a settlement. Goddard went on to a major career in films at Paramount in the 1940s, working several times with Cecil B. DeMille. Like Chaplin, she lived her later life in Switzerland, dying in 1990.


          


          Joan Barry


          Chaplin had a brief affair with Joan Barry (1920-?) in 1942, whom he was considering for a starring role in a proposed film, but the relationship ended when she began harassing him and displaying signs of severe mental illness (not unlike his mother). Chaplin's brief involvement with Barry proved to be a nightmare for him. After having a child, she filed a paternity suit against him in 1943. Although blood tests proved Chaplin was not the father of Barry's child, Barry's attorney, Joseph Scott, convinced the court that the tests were inadmissible as evidence, and Chaplin was ordered to support the child. The injustice of the ruling later led to a change in California law to allow blood tests as evidence. Federal prosecutors also brought Mann Act charges against Chaplin related to Barry in 1944, of which he was acquitted. Chaplin's public image in America was gravely damaged by these sensational trials. Barry was institutionalized in 1953 after she was found walking the streets barefoot, carrying a pair of baby sandals and a child's ring, and murmuring: "This is magic."


          


          Oona O'Neill


          During Chaplin's legal trouble over the Barry affair, he met Oona O'Neill, daughter of Eugene O'Neill, and married her on June 16, 1943. He was fifty-four; she had just turned eighteen. The elder O'Neill refused all contact with Oona after the marriage, up until his death in 1953. O'Neill and Chaplin each seemed to provide elements missing in the others' lives -- she longed for the love of a father figure, and Chaplin craved her loyalty and support as his public popularity declined. The marriage was a long and happy one, with eight children. They had three sons: Christopher, Eugene and Michael Chaplin and five daughters: Geraldine, Josephine, Jane, Victoria and Annette-Emilie Chaplin. Oona survived Chaplin by fourteen years, but her final years were unhappy, with grief over Chaplin's death eventually leading to alcoholism. She died from pancreatic cancer in 1991.


          


          Knighthood


          He was named in the New Year's Honours List in 1975 and, on March 4, was knighted at age eighty-five as a Knight Commander of the British Empire (KBE) by Queen Elizabeth II. The honour was first proposed in 1931, and again in 1956, when it was vetoed by the then Conservative government for fears of damage to relations with the United States at the height of the Cold War and planned invasion of Suez of that year.


          


          Death


          His robust health began to slowly fail in the late 1960s, after the completion of his final film A Countess from Hong Kong. In his final years he grew increasingly frail. He died in his sleep on Christmas Day, 1977, in Vevey, Switzerland, aged eighty-eight. He was interred in Corsier-Sur- Vevey Cemetery, Vaud, Switzerland. On March 1, 1978, his corpse was stolen by a small group of Polish and Bulgarian mechanics in an attempt to extort money from his family. The plot failed, the robbers were captured, and the corpse was recovered eleven weeks later near Lake Geneva. His body was reburied under two metres of concrete to prevent further attempts.


          


          Other controversies


          During World War I Chaplin was criticised in the British press for not joining the Army. He had in fact presented himself for service, but was denied for being too small and underweight. Chaplin raised substantial funds for the war effort during War bond drives, by making, at his own expense, The Bond, a comedic propaganda film used in 1918. The lingering controversy reportedly is thought to have prevented Chaplin from receiving a knighthood in the 1930s.


          For Chaplin's entire career, some level of controversy existed over claims of Jewish ancestry. Nazi propaganda in the 1930s prominently portrayed him as Jewish (named Karl Tonstein) relying on articles published in the US press before, and FBI investigations of Chaplin in the late 1940s also focused on Chaplin's racial origins. Paranoia about Jewish domination of the film industry was probably the root cause underlying this controversy. There is no documentary evidence of Jewish ancestry for Chaplin himself. For his entire public life, he fiercely refused to challenge or refute claims that he was Jewish, saying that to do so would always "play directly into the hands of anti-semites". Although baptised in the Church of England, Chaplin was thought to be an agnostic for most of his life.


          Chaplin has also figured in the mysterious events surrounding the death of producer Thomas Ince aboard the yacht of William Randolph Hearst in 1924, one of Hollywood's greatest mysteries. A fictionalized version of these events is depicted in the 2001 film The Cat's Meow. The precise circumstances of Ince's death will likely never be known.


          Chaplin's lifelong attraction to younger women remains another enduring source of interest to some. His biographers have attributed this to a teenage infatuation with Hetty Kelly, whom he met in Britain while performing in the music hall, and which possibly defined his feminine ideal. Chaplin clearly relished the role of discovering and closely guiding young female stars; with the exception of Mildred Harris, all of his marriages and most of his major relationships began in this manner.


          


          Legacy
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              A caricature of Charlie Chaplin by cartoonist Greg Williams.
            

          


          
            	In 1915, Charlie Chaplin joined the Los Angeles Athletic Club (LAAC). A mural of him in his "Tramp" costume adorns one large panel on the north wall of the seventh floor, alongside the running track.


            	There is a statue of Chaplin in front of the alimentarium in Vevey to commemorate the last part of his life, and a replica also stands in Leicester Square in London.


            	Amongst his many honours, Chaplin has a star on the Hollywood Walk of Fame (Chaplin's star was not dedicated until the 1970s, due to controversies over his politics in the 1950s and 1960s). In 1985 he was honoured with his image on a postage stamp of the United Kingdom, and in 1994 he appeared on a United States postage stamp designed by caricaturist Al Hirschfeld. He has also a bronze statue in Waterville, County Kerry in Ireland, to show Irish appreciation for his love of the country.


            	Chaplin has a waxwork in Madame Tussauds.


            	Visited Singapore, Bali, Japan, Italy, India, United Kingdom in 1932 with his secretary Kono Toraichi.


            	Italian films such as Pier Paolo Pasolini's La ricotta, Ermanno Olmi's Il posto, Sergio Leone's Tuco in The Good, the Bad and the Ugly, and especially Federico Fellini's La strada, 8 and I clowns pay heartfelt homage to Chaplin's works.


            	In 1992 a film was made about his life entitled Chaplin, directed by Oscar-winner Richard Attenborough, and starring Robert Downey Jr., Dan Aykroyd, and Geraldine Chaplin (Charlie's daughter, portraying Charlie's mother, her own grandmother), for which Downey was nominated for the Best Actor Oscar in 1993.


            	In 2001, British comedian Eddie Izzard played Chaplin in the film, The Cat's Meow, which speculated about the still-unsolved death of producer Thomas Ince aboard William Randolph Hearst's yacht, on which Chaplin was a guest.


            	Chaplin's Tramp character was portrayed by, amongst others, musician and artist Steve Fairnie in a famous 1980s advertising campaign for the IBM PC personal computer and later IBM PCjr.


            	In Spanish, charlotada means a show of comedy in bullfighting, and a ridiculous or grotesque public performance. It is named after the comedic bullfighter Carmelo Tusquellas, nicknamed Charlot because his attire and style are reminiscent of Chaplin (also named Charlot in Spanish markets).


            	Raj Kapoor modelled his character on Charlie Chaplin in Hindi films like Shri 420 and Mera Naam Joker


            	Kamal Haasan, another Indian actor moulded his character "Chaplin Chellappa" in the tamil film Punnagai Mannan


            	In an episode of Class of 3000, one of the main characters, Lil' D, dresses up as Charlie Chaplin (extending his moustache) for a costume party. One of the girls says to him, "Go away, you little tramp!"


            	Chaplin was left-handed. In one book of left-handed lore, he is shown playing a violin left-handed. He rebuilt a violin to make left-handed playing easier; this would require disassembling it, moving inside parts around, and reboring the holes in the neck for the tuning pegs to allow him to restring the instrument (in the same manner as Jimi Hendrix did with his guitar).


            	Spencer Dryden, the drummer for Jefferson Airplane from 1967-1970, was the son of Chaplin's half-brother Wheeler Dryden, thus making him Charlie Chaplin's nephew. Reportedly he kept this fact from most people, including even his band mates, in order to avoid unwelcome attention.

          


          


          Comparison with other silent comics


          Since the 1960s, Chaplin's films have been unendingly compared to those of Buster Keaton and Harold Lloyd (the other two great silent film comedians alongside Charlie Chaplin), especially among the loyal fans of each comic.


          The three had very different styles: Chaplin had a strong affinity for sentimentality and pathos (which was popular in the 1920s), Lloyd was renowned for his everyman persona and classic 1920s optimism, and Keaton adhered to on screen stoicism with a cynical tone more suited to modern audiences. On a historical level, Chaplin was behind the pioneering generation of film comedians, and both the younger Keaton and Harold Lloyd built upon his groundwork (in fact, Lloyd's early characters "Willie Work" and "Lonesome Luke" were obvious Chaplin ripoffs, something that Lloyd acknowledged and tried hard to move away from - eventually succeeding). Chaplin's period of film experimentation ended after the Mutual period (1916-1917), just before Keaton entered films.


          Commercially, Charlie Chaplin made some of the highest-grossing films in the silent era; The Gold Rush is the fifth with US$4.25 million and The Circus is the seventh with US$3.8 million. However, Chaplin's films combined made about US$10.5 million while Harold Lloyd's grossed US$15.7 million (Lloyd was far more prolific, releasing twelve feature films in the 1920s while Chaplin released just three). Buster Keaton's films were not nearly as commercially successful as Chaplin's or Lloyd's even at the height of his popularity, and only received belated critical acclaim in the late 1950s and 1960s.


          Beyond a healthy professional rivalry, Chaplin and Keaton thought highly of one another. Keaton stated in his autobiography that Chaplin was the greatest comedian that ever lived, and the greatest comedy director. Chaplin also greatly admired Keaton: he welcomed him to United Artists in 1925, advised him against his disastrous move to MGM in 1928, and for his last American film, Limelight, wrote a part specifically for Keaton as his first on-screen comedy partner since 1915.


          Chaplin was an admirer of his predecessor, the French silent movie comedian Max Linder, to whom he dedicated one of his films.


          Filmography


          


          Awards


          
            
              	Awards
            


            
              	Precededby

              None

              	Academy Honorary Award

              1929

              	Succeededby

              Warner Bros.
            


            
              	Precededby

              Lillian Gish and Orson Welles

              	Academy Honorary Award

              1972

              	Succeededby

              Charles S. Boren and Edward G. Robinson
            


            
              	Precededby

              James Stewart

              for Mr. Smith Goes to Washington

              	NYFCC Award for Best Actor

              1940

              for The Great Dictator

              	Succeededby

              Gary Cooper

              for Sergeant York
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          Charlotte's Web is a children's book by acclaimed American author E. B. White. First published in 1952, it tells the story of a barn spider named Charlotte and her friendship with a pig named Wilbur. The book was illustrated by Garth Williams.


          Publishers Weekly listed the book as the best-selling children's paperback of all time as of 2000.


          


          Plot summary


          This book begins when John Arable's sow gives birth to a litter of piglets, and Mr. Arable discovers one of them is a runt and decides to kill it. However, his 8 year old daughter Fern begs him to let it live. Therefore her father gives it to Fern as a pet, and she names the runt Wilbur.


          Wilbur is hyperactive and always exploring new things. He lives with Fern for a few weeks and then is sold to her uncle, Homer Zuckerman. Although Fern visits him at the Zuckermans' farm as often as she can, Wilbur gets lonelier day after day. Eventually, a warm and soothing voice tells him that she is going to be his friend. The next day, he wakes up and meets his new friend: Charlotte, the gray spider. Wilbur soon becomes a member of the community of animals who live in the cellar of Zuckerman's barn.


          When the old sheep in the barn cellar tells Wilbur that he is going to be killed and eaten at Christmas, he turns to Charlotte for help. Charlotte has the idea of writing words in her web extolling Wilbur's excellence (such as "SOME PIG"), reasoning that if she can make Wilbur sufficiently famous, he will not be killed. Thanks to Charlotte's efforts, Wilbur not only lives, but goes to the county fair--with Charlotte--and wins a prize.


          Due to the short lifespan of spiders, Charlotte dies at the fair. Wilbur repays Charlotte by bringing home with him the sac of eggs (her " magnum opus") she had laid at the fair before dying. When Charlotte's eggs hatch at Zuckerman's farm and most of Charlotte's daughters leave to make their own lives elsewhere, three (Nellie, Aranea and Joy) remain there as friends to Wilbur.


          


          Sales and recognition


          Aside from its paperback sales, Charlotte's Web is 78th on the all-time bestselling hardback book list. According to publicity for the 2006 film adaptation (see below), the book has sold more than 45 million copies and been translated into 23 languages. It was a Newbery Honours book for 1953, losing to Secret of the Andes by Ann Nolan Clark for the medal.


          In 1970, White won the Laura Ingalls Wilder Medal, a major prize in the field of children's literature, for Charlotte's Web, along with his first children's book, Stuart Little, published in 1945.


          


          Film adaptations


          [bookmark: 1973_version]


          1973 version


          The book was adapted into an animated feature by Hanna-Barbera Productions and Sagittarius Productions in 1973. The film, distributed to theatres by Paramount Pictures on February 22, 1973, is one of only two Hanna-Barbera features not based upon one of their television cartoons Heidi's Song (1982) being the otherand was a moderate critical and commercial success. The animated version was a musical film with lyrics and music by the Sherman Brothers, who had previously been responsible for the music in the family films like The Jungle Book (1967) and Chitty Chitty Bang Bang, (1968).


          [bookmark: 2003_version]


          2003 version


          This is the sequel of the 1999 movie, released directly to video by Paramount Pictures.


          [bookmark: 2006_version]


          2006 version


          Paramount Pictures, with Walden Media, Kerner Entertainment Company, and Nickelodeon Movies, produced a live-action/animated film starring Dakota Fanning as Fern. It was released on December 15, 2006. Special effects were by Fuel International, Digital Pictures Iloura, Proof (studio), Rhythm and Hues Studios, Rising Sun Pictures, and Tippett Studio .


          


          Trivia


          
            	Charlotte gives her full name as "Charlotte A. Cavatica", revealing her as a barn spider, an orb-weaver with the scientific name Araneus cavaticus.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Charlotte%27s_Web"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Chartism


        
          

          
            	Chartism is also an alternative term for technical analysis


            	For the British socialist journal, see Chartist (magazine)

          


          Chartism was a movement for political and social reform in the United Kingdom during the mid-19th century. It takes its name from the People's Charter of 1838, which stipulated the six main aims of the movement. It was possibly the first mass working class movement in the world.


          


          Origin


          Chartism followed earlier Radical movements, such as the Birmingham Political Union which demanded a widening of the franchise, and came after the passing of the Reform Act 1832, which gave the vote to a section of the male middle classes, but not to the " working class" which was then emerging from artisan and labouring classes. Many Radicals made speeches on the "betrayal" of the working class and the "sacrificing" of their "interests" by the "misconduct" of the government, in conjunction with this model. D.C. Moore, however, cites that the enfranchisement is better understood with a five tier model consisting of Upper, Upper and Lower Middle and Upper and Lower Working classes. Using this model, The Upper and Upper Middle classes had gained the vote after the Reform Act 1832, and it was the lower middle and upper working classes that joined the Chartist movement. The Lower working class, Moore states, were not educated sufficiently to see any interest in, and thus involve themselves with, the movement.


          Chartism included a wide range of organizations. Hence it can be seen as not so much a movement as an era in popular politics in Britain. Dorothy Thompson described the theme of her book The Chartists as the time when "thousands of working people considered that their problems could be solved by the political organization of the country."


          In 1838, six Members of Parliament and six working men, including William Lovett, (from the London Working Men's Association, set up in 1836) formed a committee, which then published the People's Charter, containing the following objectives:


          
            	Universal suffrage for all men over the age of 21; it did not mention women


            	Equal-sized electoral districts


            	Voting by secret ballot


            	An end to the need for a property qualification for Parliament (so that constituencies could return the man of their choice, rich or poor)


            	Pay for members of Parliament


            	Annual election of Parliament

          


          


          The first wave


          When these demands were first published in May 1838, they received a lukewarm response from Northern Star's Feargus O'Connor and other Radicals, being seen as too moderate (Thompson, 1984, p.58). But it soon became clear that the charter had struck a chord among common people. Dorothy Thompson quotes John Bates as saying:


          
            There were [radical] associations all over the county, but there was a great lack of cohesion. One wanted the ballot, another manhood suffrage and so on... The radicals were without unity of aim and method, and there was but little hope of accomplishing anything. When, however, the Peoples Charter was drawn up... clearly defining the urgent demands of the working class, we felt we had a real bond of union; and so transformed our Radical Association into local Chartist centres....

          


          The movement organized a convention of 50 to facilitate the presentation of the petition. This met in London from February 1839 until May, when it moved to Birmingham. Though they took pains to keep within the law, the more radical activists were able to see it as the embryo of an alternative parliament (John Charlton, The Chartists p. 19). The convention called for a number of "ulterior measures" which ranged from calling on their supporters to withdraw their money from saving banks to a call for a sacred month, in effect a general strike. Meetings were held around the country and in June 1839 a large petition was presented to the House of Commons. Parliament, by a large majority, voted not to even hear the petitioners.


          When the petition was refused, many advocated force as the only means of attaining their aims.
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              Chartist Riot
            

          


          Several outbreaks of violence ensued, leading to several arrests and trials. One of the leaders of the movement, John Frost, on trial for treason, claimed in his defense that he had toured Wales urging people not to break the law, although he was himself guilty of using language that some might interpret as being a call to arms. Frost's attitudes and stance, often seen as ambivalent, led another Chartist to describe Frost as putting 'a sword in my hand and a rope around my neck'. Nevertheless, Frost had placed himself in the vanguard of the Chartist movement by 1839. When another prominent member, Henry Vincent, was arrested in the summer of 1839 for making inflammatory speeches, the die was cast.


          Instead of the carefully plotted military rising that some had suspected, Frost led a column of marchers to the Westgate Hotel, Newport, where he initiated a confrontation. Some have suggested that the roots of this confrontation lay in Frost's frequent personal conflicts with various members of the local establishment; others, that Chartist leaders were expecting the Chartists to seize the town, preventing the mail reaching London and triggering a national uprising: it is generally acknowledged that Frost and other Chartist leaders did not agree on the course of action adopted.


          The result was a disaster in political and military terms. The hotel was occupied not only by the representatives of the town's merchant classes and the local squirearchy, but by soldiers. A brief, violent, and bloody battle ensued. Shots were fired by both sides, although most contemporaries agree that the soldiers holding the building had vastly superior firepower. The Chartists did manage to enter the building temporarily, but were forced to retreat in disarray: twenty were killed, another fifty wounded.


          Testimonies exist from contemporaries, such as the Yorkshire Chartist Ben Wilson, that Newport was to have been the signal for a national uprising. Instead Chartism slipped into a period of internal division and acrimonious debate as to the way forward.


          In early May 1842, a further petition, of over three million signatures, was submitted, which was again rejected by parliament. The Northern Star commented on the rejection:


          
            Three and half millions have quietly, orderly, soberly, peaceably but firmly asked of their rulers to do justice; and their rulers have turned a deaf ear to that protest. Three and a half millions of people have asked permission to detail their wrongs, and enforce their claims for RIGHT, and the 'House' has resolved they should not be heard! Three and a half millions of the slave-class have holden out the olive branch of peace to the enfranchised and privileged classes and sought for a firm and compact union, on the principle of EQUALITY BEFORE THE LAW; and the enfranchised and privileged have refused to enter into a treaty! The same class is to be a slave class still. The mark and brand of inferiority is not to be removed. The assumption of inferiority is still to be maintained. The people are not to be free.

          


          The depression of 18411842 led to a wave of strikes in which Chartist activists were in the forefront, and demands for the charter were included alongside economic demands. In 1842, workers went on strike in the Midlands, Lancashire, Yorkshire, and parts of Scotland in favour of Chartist principles. These industrial disputes were collectively known as the Plug Plot; as in many cases, protesters removed the plugs from steam boilers to prevent their use. Although the Prime Minister, Sir Robert Peel, advocated a non- interventionalist policy, the Duke of Wellington insisted on the deployment of troops to deal with the strikers. Several Chartist leaders, including Feargus O'Connor, George Julian Harney, and Thomas Cooper were arrested, along with nearly 1,500 others. 79 people were sentenced, with sentences ranging from 7 to 21 years.


          Despite this second set of arrests, Chartist activity continued. Beginning in 1843, O'Connor suggested that the land contained the solution to workers' problems. This idea evolved into the Chartist Co-Operative Land Company, later called the National Land Company. Workers would buy shares in the company, and the company would use those funds to purchase estates that would be subdivided into 2, 3, and 4 acre (8,000, 12,400 and 16,000 m) lots. Between 1844 and 1848, five estates were purchased, subdivided, and built on, and then settled by lucky shareholders, who were chosen by lot. Unfortunately for O'Connor, in 1848 a Select Committee was appointed to investigate the financial viability of the scheme, and it was ordered to shut down. Cottages built by the Chartist Land Company are still standing and inhabited today in Oxfordshire, Worcestershire and on the outskirts of London. Rosedene, a Chartist cottage in Dodford, Worcestershire, is owned and maintained by the National Trust, and is open to visitors by appointment.


          The Chartists also stood in general elections, from the election of 1841 to the election of 1859, and O'Connor was elected in the general election of 1847. Harney stood for Election against Lord Palmerston in Tiverton, Devon in 1847.


          


          The 1848 petition
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          On 10 April 1848, Feargus O'Connor organised a mass meeting on Kennington Common, which would form a procession to present another petition to Parliament. The number of attendees varies depending on the source (O'Connor estimated 300,000; the government, 15,000; The Sunday Observer suggested 50,000 was more accurate). According to John Charlton the government was well aware that the Chartists had no intention of staging an uprising as they had established an extensive network of spies. The government did however organize a very large show of force, as 8,000 soldiers were in London that day, along with 150,000 special constables. In any case, the meeting was peaceful. However the military had threatened to intervene if the Chartists made any attempt to cross the Thames.


          In a separate incident, rioters in Manchester attempted to storm the hated workhouse. A pitched battle resulted with Chartists fighting the police, eventually the mob was broken up, but rioters roamed the streets of Manchester for three days. strokos


          The original plan of the Chartists, if the petition was ignored, was to create a separate national assembly and press the Queen to dissolve parliament until the charter was introduced into law. However the Chartists were plagued with indecision, and the national assembly eventually dissolved itself claiming lack of support.


          The petition O'Connor presented to Parliament was claimed to have only 1,957,496 signatures  far short of the 5,706,000 O'Connor had stated and many of which were discovered to be forgeries (some of the false signatories included Queen Victoria). However, O'Connor argued that many people were illiterate, and did not know how to write their own signatures, and so had to copy someone elses. Despite this, O'Connor has been accused of destroying the credibility of Chartism, but the movement continued strongly for some months afterwards before it petered out.


          


          Legacy


          Although the Chartist movement itself petered out, its aims were taken on by others. Middle class parliamentary Radicals continued to press for universal franchise, and were joined by some supporters of the Anti-Corn Law League, with John Bright and the Reform League agitating in the country for change. The parliamentary Radicals joined with the Whigs and anti-protectionist Tory Peelites to form the Liberal Party by 1859. Eventually the Liberal William Ewart Gladstone introduced a modest bill for parliamentary reform which was defeated by both Tories and reform Liberals, forcing the government to resign. The new Tory government decided to take the credit for the reform. As a minority government they had to accept radical amendments, and Benjamin Disraeli's Reform Act of 1867 almost doubled the electorate, giving the vote even to working men. In addition, the secret ballot was introduced, through the Ballot Act of 1872. Only the last of the Chartist aims  annual Parliaments  now remains unfulfilled, although the difficulty and feasibility in implementing such a measure means that it is very unlikely to be fulfilled.


          Chartism was also an important influence in the British colonies. In 1854 Chartist demands were put forward by the miners at the Eureka Stockade on the gold fields at Ballarat, Victoria, Australia. Within one year of the military crushing of the Eureka revolt, all the demands, except annual parliaments, had been met.


          By early 2006 most of the enclosure of Kennington Common, then being used as housing, had been demolished. See St Agnes Place
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          Cheese is a food made from milk, usually the milk of cows, buffalo, goats, or sheep, by coagulation. The milk is acidified, typically with a bacterial culture, then the addition of the enzyme rennet or a substitute (e.g. acetic acid or vinegar) causes coagulation, to give "curds and whey". Some cheeses also have molds, either on the outer rind (similar to a fruit peel) or throughout.


          Hundreds of types of cheese are produced. Their different styles, textures and flavours depend on the origin of the milk (including the animal's diet), whether it has been pasteurized, butterfat content, the species of bacteria and mold, and the processing including the length of aging. Herbs, spices, or wood smoke may be used as flavoring agents. The yellow to red colour of many cheeses is a result of adding annatto. Cheeses are eaten both on their own and cooked in various dishes; most cheeses melt when heated.


          For a few cheeses, the milk is curdled by adding acids such as vinegar or lemon juice. Most cheeses are acidified to a lesser degree by bacteria, which turn milk sugars into lactic acid, then the addition of rennet completes the curdling. Vegetarian alternatives to rennet are available; most are produced by fermentation of the fungus Mucor miehei, but others have been extracted from various species of the Cynara thistle family.


          Cheese has served as a hedge against famine and is a good travel food. It is valuable for its portability, long life, and high content of fat, protein, calcium, and phosphorus. Cheese is more compact and has a longer shelf life than the milk from which it is made. Cheesemakers near a dairy region may benefit from fresher, lower-priced milk, and lower shipping costs. The long storage life of cheese allows selling it when markets are more favorable.


          


          Etymology
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          The origin of the word cheese appears to be the Latin caseus, from which the modern word casein is closely derived. The earliest source is probably from the proto-Indo-European root *kwat-, which means "to ferment, become sour".


          In the English language, the modern word cheese comes from chese (in Middle English) and cīese or cēse (in Old English). Similar words are shared by other West Germanic languages  West Frisian tsiis, Dutch kaas, German Kse, Old High German chāsi  all of which probably come from the reconstructed West-Germanic root *kasjus, which in turn is an early borrowing from Latin.


          The Latin word caseus is also the source from which are derived the Spanish queso, Portuguese queijo, Malay/Indonesian Language keju (a borrowing from the Portuguese word queijo), Romanian caş and Italian cacio.


          The Celtic root which gives the Irish cis and the Welsh caws are also related.


          When the Romans began to make hard cheeses for their legionaries' supplies, a new word started to be used: formaticum, from caseus formatus, or "molded cheese". It is from this word that we get the French fromage, Italian formaggio, Catalan formatge, Breton fourmaj and Provenal furmo. Cheese itself is occasionally employed in a sense that means "molded" or "formed". Head cheese uses the word in this sense.


          


          History


          


          Origins
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          Cheese is an ancient food whose origins predate recorded history. There is no conclusive evidence indicating where cheesemaking originated, either in Europe, Central Asia or the Middle East, but the practice had spread within Europe prior to Roman times and, according to Pliny the Elder, had become a sophisticated enterprise by the time the Roman Empire came into being.


          Proposed dates for the origin of cheesemaking range from around 8000 BCE (when sheep were first domesticated) to around 3000 BCE. The first cheese may have been made by people in the Middle East or by nomadic Turkic tribes in Central Asia. Since animal skins and inflated internal organs have, since ancient times, provided storage vessels for a range of foodstuffs, it is probable that the process of cheese making was discovered accidentally by storing milk in a container made from the stomach of an animal, resulting in the milk being turned to curd and whey by the rennet from the stomach. There is a widely-told legend about the discovery of cheese by an Arab trader who used this method of storing milk. The legend has many individual variations.


          Cheesemaking may also have begun independent of this by the pressing and salting of curdled milk in order to preserve it. Observation that the effect of making milk in an animal stomach gave more solid and better-textured curds, may have led to the deliberate addition of rennet.


          The earliest archaeological evidence of cheesemaking has been found in Egyptian tomb murals, dating to about 2000 BCE. The earliest cheeses were likely to have been quite sour and salty, similar in texture to rustic cottage cheese or feta, a crumbly, flavorful Greek cheese.


          Cheese produced in Europe, where climates are cooler than the Middle East, required less aggressive salting for preservation. In conditions of less salt and acidity, the cheese became a suitable environment for a variety of beneficial microbes and molds, which are what give aged cheeses their pronounced and interesting flavours. Cheese has become the most popular milk invention.


          


          Ancient Greece and Rome
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          Ancient Greek mythology credited Aristaeus with the discovery of cheese. Homer's Odyssey (8th century BCE) describes the Cyclops making and storing sheep's and goats' milk cheese. From Samuel Butler's translation:


          
            
              	

              	
                We soon reached his cave, but he was out shepherding, so we went inside and took stock of all that we could see. His cheese-racks were loaded with cheeses, and he had more lambs and kids than his pens could hold...


                When he had so done he sat down and milked his ewes and goats, all in due course, and then let each of them have her own young. He curdled half the milk and set it aside in wicker strainers.

              

              	
            

          


          By Roman times, cheese was an everyday food and cheesemaking a mature art, not very different from what it is today. Columella's De Re Rustica (circa 65 CE) details a cheesemaking process involving rennet coagulation, pressing of the curd, salting, and aging. Pliny's Natural History (77 CE) devotes a chapter (XI, 97) to describing the diversity of cheeses enjoyed by Romans of the early Empire. He stated that the best cheeses came from the villages near Nmes, but did not keep long and had to be eaten fresh. Cheeses of the Alps and Apennines were as remarkable for their variety then as now. A Ligurian cheese was noted for being made mostly from sheep's milk, and some cheeses produced nearby were stated to weigh as much as a thousand pounds each. Goats' milk cheese was a recent taste in Rome, improved over the "medicinal taste" of Gaul's similar cheeses by smoking. Of cheeses from overseas, Pliny preferred those of Bithynia in Asia Minor.


          


          Post-classical Europe
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          Rome spread a uniform set of cheesemaking techniques throughout much of Europe, and introduced cheesemaking to areas without a previous history of it. As Rome declined and long-distance trade collapsed, cheese in Europe diversified further, with various locales developing their own distinctive cheesemaking traditions and products. The British Cheese Board claims that Britain has approximately 700 distinct local cheeses; France and Italy have perhaps 400 each. (A French proverb holds there is a different French cheese for every day of the year, and Charles de Gaulle once asked "how can you govern a country in which there are 246 kinds of cheese?") Still, the advancement of the cheese art in Europe was slow during the centuries after Rome's fall. Many of the cheeses we know best today were first recorded in the late Middle Ages or after cheeses like cheddar around 1500 CE, Parmesan in 1597, Gouda in 1697, and Camembert in 1791.


          In 1546, John Heywood wrote in Proverbes that "the moon is made of a greene cheese." (Greene may refer here not to the colour, as many now think, but to being new or unaged.) Variations on this sentiment were long repeated. Although some people assumed that this was a serious belief in the era before space exploration, it is more likely that Heywood was indulging in nonsense.


          


          Modern era


          Until its modern spread along with European culture, cheese was nearly unheard of in oriental cultures, uninvented in the pre-Columbian Americas, and of only limited use in sub-mediterranean Africa, mainly being widespread and popular only in Europe and areas influenced strongly by its cultures. But with the spread, first of European imperialism, and later of Euro-American culture and food, cheese has gradually become known and increasingly popular worldwide, though still rarely considered a part of local ethnic cuisines outside Europe, the Middle East, and the Americas.
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          The first factory for the industrial production of cheese opened in Switzerland in 1815, but it was in the United States where large-scale production first found real success. Credit usually goes to Jesse Williams, a dairy farmer from Rome, New York, who in 1851 started making cheese in an assembly-line fashion using the milk from neighboring farms. Within decades hundreds of such dairy associations existed.


          The 1860s saw the beginnings of mass-produced rennet, and by the turn of the century scientists were producing pure microbial cultures. Before then, bacteria in cheesemaking had come from the environment or from recycling an earlier batch's whey; the pure cultures meant a more standardized cheese could be produced.


          Factory-made cheese overtook traditional cheesemaking in the World War II era, and factories have been the source of most cheese in America and Europe ever since. Today, Americans buy more processed cheese than "real", factory-made or not.


          


          Making cheese


          


          Curdling


          The only strictly required step in making any sort of cheese is separating the milk into solid curds and liquid whey. Usually this is done by acidifying ( souring) the milk and adding rennet. The acidification is accomplished directly by the addition of an acid like vinegar in a few cases ( paneer, queso fresco), but usually starter bacteria are employed instead. These starter bacteria convert milk sugars into lactic acid. The same bacteria (and the enzymes they produce) also play a large role in the eventual flavor of aged cheeses. Most cheeses are made with starter bacteria from the Lactococci, Lactobacilli, or Streptococci families. Swiss starter cultures also include Propionibacter shermani, which produces carbon dioxide gas bubbles during aging, giving Swiss cheese or Emmental its holes.


          Some fresh cheeses are curdled only by acidity, but most cheeses also use rennet. Rennet sets the cheese into a strong and rubbery gel compared to the fragile curds produced by acidic coagulation alone. It also allows curdling at a lower acidityimportant because flavor-making bacteria are inhibited in high-acidity environments. In general, softer, smaller, fresher cheeses are curdled with a greater proportion of acid to rennet than harder, larger, longer-aged varieties.


          


          Curd processing


          
            [image: Ancient Swiss way of making cheese (heating stage). If needed, the wooden holder can be turned, moving the pot away from fire]

            
              Ancient Swiss way of making cheese (heating stage). If needed, the wooden holder can be turned, moving the pot away from fire
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          At this point, the cheese has set into a very moist gel. Some soft cheeses are now essentially complete: they are drained, salted, and packaged. For most of the rest, the curd is cut into small cubes. This allows water to drain from the individual pieces of curd.


          Some hard cheeses are then heated to temperatures in the range of 35 C55 C (100 F130 F). This forces more whey from the cut curd. It also changes the taste of the finished cheese, affecting both the bacterial culture and the milk chemistry. Cheeses that are heated to the higher temperatures are usually made with thermophilic starter bacteria which survive this stepeither lactobacilli or streptococci.


          Salt has a number of roles in cheese besides adding a salty flavor. It preserves cheese from spoiling, draws moisture from the curd, and firms up a cheeses texture in an interaction with its proteins. Some cheeses are salted from the outside with dry salt or brine washes. Most cheeses have the salt mixed directly into the curds.


          A number of other techniques can be employed to influence the cheese's final texture and flavor. Some examples:


          
            	Stretching: ( Mozzarella, Provolone) The curd is stretched and kneaded in hot water, developing a stringy, fibrous body.


            	Cheddaring: ( Cheddar, other English cheeses) The cut curd is repeatedly piled up, pushing more moisture away. The curd is also mixed (or milled) for a long period of time, taking the sharp edges off the cut curd pieces and influencing the final product's texture.


            	Washing: ( Edam, Gouda, Colby) The curd is washed in warm water, lowering its acidity and making for a milder-tasting cheese.

          


          Most cheeses achieve their final shape when the curds are pressed into a mold or form. The harder the cheese, the more pressure is applied. The pressure drives out moisture  the molds are designed to allow water to escape  and unifies the curds into a single solid body.
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          Ageing


          A newborn cheese is usually salty yet bland in flavor and, for harder varieties, rubbery in texture. These qualities are sometimes enjoyed cheese curds are eaten on their ownbut normally cheeses are left to rest under carefully controlled conditions. This ageing period (also called ripening, or, from the French, affinage) can last from a few days to several years. As a cheese ages, microbes and enzymes transform its texture and intensify its flavor. This transformation is largely a result of the breakdown of casein proteins and milkfat into a complex mix of amino acids, amines, and fatty acids.


          Some cheeses have additional bacteria or molds intentionally introduced to them before or during ageing. In traditional cheesemaking, these microbes might be already present in the air of the ageing room; they are simply allowed to settle and grow on the stored cheeses. More often today, prepared cultures are used, giving more consistent results and putting fewer constraints on the environment where the cheese ages. These cheeses include soft ripened cheeses such as Brie and Camembert, blue cheeses such as Roquefort, Stilton, Gorgonzola, and rind-washed cheeses such as Limburger.


          


          Types


          
            [image: The famous Golden Wheels of Gouda at a cheese market]

            
              The famous Golden Wheels of Gouda at a cheese market
            

          


          


          Factors in categorization


          Factors which are relevant to the categorization of cheeses include:


          
            	Length of aging


            	Texture


            	Methods of making


            	Fat content


            	Kind of milk


            	Country/Region of Origin

          


          


          List of common categories


          No one categorization scheme can capture all the diversity of the world's cheeses. In practice, no single system is employed and different factors are emphasised in describing different classes of cheeses. This typical list of cheese categories is from foodwriter Barbara Ensrud.


          
            	Fresh


            	Whey


            	Pasta filata


            	Semi-soft


            	Semi-firm


            	Hard


            	Double and triple cream


            	Soft-ripened


            	Blue vein


            	Goat or sheep


            	Strong-smelling


            	Processed

          


          


          Fresh, whey and stretched curd cheeses
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          The main factor in the categorization of these cheese is their age. Fresh cheeses without additional preservatives can spoil in a matter of days.


          For these simplest cheeses, milk is curdled and drained, with little other processing. Examples include cottage cheese, Romanian Caş, Neufchtel (the model for American-style cream cheese), and fresh goat's milk chvre. Such cheeses are soft and spreadable, with a mild taste.
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          Whey cheeses are fresh cheeses made from the whey discarded while producing other cheeses. Provencal Brousse, Corsican Brocciu, Italian Ricotta, Romanian Urda, Greek Mizithra, and Norwegian Geitost are examples. Brocciu is mostly eaten fresh, and is as such a major ingredient in Corsican cuisine, but it can be aged too.


          Traditional pasta filata cheeses such as Mozzarella also fall into the fresh cheese category. Fresh curds are stretched and kneaded in hot water to form a ball of Mozzarella, which in southern Italy is usually eaten within a few hours of being made. Stored in brine, it can be shipped, and is known world-wide for its use on pizzas. Other firm fresh cheeses include paneer and queso fresco.


          


          Classed by texture
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          Categorizing cheeses by firmness is a common but inexact practice. The lines between "soft", "semi-soft", "semi-hard", and "hard" are arbitrary, and many types of cheese are made in softer or firmer variations. The factor controlling the hardness of a cheese is its moisture content which is dependent on the pressure with which it is packed into molds and the length of time it is aged.


          Semi-soft cheeses and the sub-group, Monastery cheeses have a high moisture content and tend to be bland in flavor. Some well-known varieties include Havarti, Munster and Port Salut.


          Cheeses that range in texture from semi-soft to firm include Swiss-style cheeses like Emmental and Gruyre. The same bacteria that give such cheeses their holes also contribute to their aromatic and sharp flavours. Other semi-soft to firm cheeses include Gouda, Edam, Jarlsberg and Cantal. Cheeses of this type are ideal for melting and are used on toast for quick snacks.


          Harder cheeses have a lower moisture content than softer cheeses. They are generally packed into molds under more pressure and aged for a longer time. Cheeses that are semi-hard to hard include the familiar cheddar, originating in the Cheddar Gorge of England but now used as a generic term for this style of cheese, of which varieties are imitated world-wide and are marketed by the length of time they have been aged. Cheddar is one of a family of semi-hard or hard cheeses (including Cheshire and Gloucester) whose curd is cut, gently heated, piled, and stirred before being pressed into forms. Colby and Monterey Jack are similar but milder cheeses; their curd is rinsed before it is pressed, washing away some acidity and calcium. A similar curd-washing takes place when making the Dutch cheeses Edam and Gouda.


          Hard cheeses  "grating cheeses" such as Parmesan and Pecorino Romano  are quite firmly packed into large forms and aged for months or years.
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          Classed by content


          Some cheeses are categorized by the source of the milk used to produce them or by the added fat content of the milk from which they are produced. While most of the world's commercially available cheese is made from cows' milk, many parts of the world also produce cheese from goats and sheep, well-known examples being Roquefort, produced in France, and Pecorino Romano, produced in Italy, from ewes's milk. One farm in Sweden also produces cheese from moose's milk. Sometimes cheeses of a similar style may be available made from milk of different sources, Fetta style cheeses, for example, being made from goats' milk in Greece and of sheep and cows milk elsewhere.


          Double cream cheeses are soft cheeses of cows' milk which are enriched with cream so that their fat content is 60% or, in the case of triple creams, 75%.
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          Blue-vein


          There are three main categories of cheese in which the presence of mold is a significant feature: soft ripened cheeses, washed rind cheeses and blue cheeses.


          Soft-ripened cheeses are those which begin firm and rather chalky in texture but are aged from the exterior inwards by exposing them to mold. The mold may be a velvety bloom of Penicillium candida or P. camemberti that forms a flexible white crust and contributes to the smooth, runny, or gooey textures and more intense flavours of these aged cheeses. Brie and Camembert, the most famous of these cheeses, are made by allowing white mold to grow on the outside of a soft cheese for a few days or weeks. Goats' milk cheeses are often treated in a similar manner, sometimes with white molds (Chvre-Bote) and sometimes with blue.


          Washed-rind cheeses are soft in character and ripen inwards like those with white molds; however, they are treated differently. Washed rind cheeses are periodically cured in a solution of saltwater brine and other mold-bearing agents which may include beer, wine, brandy and spices, making their surfaces amenable to a class of bacteria Brevibacterium linens (the reddish-orange "smear bacteria") which impart pungent odors and distinctive flavours. Washed-rind cheeses can be soft ( Limburger), semi-hard ( Munster), or hard ( Appenzeller). The same bacteria can also have some impact on cheeses that are simply ripened in humid conditions, like Camembert.


          So-called Blue cheese is created by inoculating a cheese with Penicillium roqueforti or Penicillium glaucum. This is done while the cheese is still in the form of loosely pressed curds, and may be further enhanced by piercing a ripening block of cheese with skewers in an atmosphere in which the mold is prevalent. The mold grows within the cheese as it ages. These cheeses have distinct blue veins which gives them their name, and, often, assertive flavors. The molds may range from pale green to dark blue, and may be accompanied by white and crusty brown molds.Their texture can be soft or firm. Some of the most renowned cheeses are of this type, each with its own distinctive colour, flavor, texture and smell. They include Roquefort, Gorgonzola, and Stilton.


          


          Processed cheeses
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          Processed cheese is made from traditional cheese and emulsifying salts, often with the addition of milk, more salt, preservatives, and food coloring. It is inexpensive, consistent, and melts smoothly. It is sold packaged and either pre-sliced or unsliced, in a number of varieties. It is also available in spraycans.


          


          Eating and cooking


          At refrigerator temperatures, the fat in a piece of cheese is as hard as unsoftened butter, and its protein structure is stiff as well. Flavor and odour compounds are less easily liberated when cold. For improvements in flavor and texture, it is widely advised that cheeses be allowed to warm up to room temperature before eating. If the cheese is further warmed, to 2632 C (8090 F), the fats will begin to "sweat out" as they go beyond soft to fully liquid.


          At higher temperatures, most cheeses melt. Rennet-curdled cheeses have a gel-like protein matrix that is broken down by heat. When enough protein bonds are broken, the cheese itself turns from a solid to a viscous liquid. Soft, high-moisture cheeses will melt at around 55C (131F), while hard, low-moisture cheeses such as Parmesan remain solid until they reach about 82C (180F). Acid-set cheeses, including halloumi, paneer, some whey cheeses and many varieties of fresh goat cheese, have a protein structure that remains intact at high temperatures. When cooked, these cheeses just get firmer as water evaporates.


          Some cheeses, like raclette, melt smoothly; many tend to become stringy or suffer from a separation of their fats. Many of these can be coaxed into melting smoothly in the presence of acids or starch. Fondue, with wine providing the acidity, is a good example of a smoothly-melted cheese dish. Elastic stringiness is a quality that is sometimes enjoyed, in dishes including pizza and Welsh rabbit. Even a melted cheese eventually turns solid again, after enough moisture is cooked off. The saying "you can't melt cheese twice" (meaning "some things can only be done once") refers to the fact that oils leach out during the first melting and are gone, leaving the non-meltable solids behind.


          As its temperature continues to rise, cheese will brown and eventually burn. Browned, partially-burned cheese has a particular distinct flavor of its own and is frequently used in cooking (e.g., sprinkling atop items before baking them).


          


          Health and nutrition
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          In general, cheese supplies a great deal of calcium, protein, and phosphorus. A 30-gram (1.1oz) serving of cheddar cheese contains about 7grams (0.25oz) of protein and 200milligrams of calcium. Nutritionally, cheese is essentially concentrated milk: it takes about 200grams (7.1oz) of milk to provide that much protein, and 150grams (5.3oz) to equal the calcium.


          Cheese potentially shares milk's nutritional disadvantages as well. The Centre for Science in the Public Interest describes cheese as America's number one source of saturated fat, adding that the average American ate 30lb (14kg) of cheese in the year 2000, up from 11lb (5kg) in 1970. Their recommendation is to limit full-fat cheese consumption to 2oz (57g) a week. Whether cheese's highly saturated fat actually leads to an increased risk of heart disease is called into question when considering France and Greece, which lead the world in cheese eating (more than 14oz/400g a week per person, or over 45lb/20kg a year) yet have relatively low rates of heart disease. This seeming discrepancy is called the French Paradox; the higher rates of consumption of red wine in these countries is often invoked as at least a partial explanation.
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          Some studies claim to show that cheeses including Cheddar, Mozzarella, Swiss and American can help to prevent tooth decay. Several mechanisms for this protection have been proposed:


          
            	The calcium, protein, and phosphorus in cheese may act to protect tooth enamel.


            	Cheese increases saliva flow, washing away acids and sugars.


            	Cheese may have an antibacterial effect in the mouth.

          


          


          Controversy


          


          Effect on sleep


          A study by the British Cheese Board in 2005 to determine the effect of cheese upon sleep and dreaming discovered that, contrary to the idea that cheese commonly causes nightmares, the effect of cheese upon sleep was positive. The majority of the two hundred people tested over a fortnight claimed beneficial results from consuming cheeses before going to bed, the cheese promoting good sleep. Six cheeses were tested and the findings were that the dreams produced were specific to the type of cheese. None was found to induce nightmares. However, the six cheeses were all British. The results might be entirely different if a wider range of cheeses were tested. Cheese contains tryptophan, an amino acid that has been found to relieve stress and induce sleep.


          


          Casein


          Like other dairy products, cheese contains casein, a substance that when digested by humans breaks down into several chemicals, including casomorphine, an opioid peptide. In the early 1990s it was hypothesized that autism can be caused or aggravated by opioid peptides. Based on this hypothesis, diets that eliminate cheese and other dairy products are widely promoted. Studies supporting these claims have had significant flaws, so the data are inadequate to guide autism treatment recommendations.


          


          Lactose


          Cheese is often avoided by those who are lactose intolerant, but ripened cheeses like Cheddar contain only about 5% of the lactose found in whole milk, and aged cheeses contain almost none. Nevertheless, people with severe lactose intolerance should avoid eating dairy cheese. As a natural product, the same kind of cheese may contain different amounts of lactose on different occasions, causing unexpected painful reactions. As an alternative, also for vegans, there is already a wide range of different soy cheese kinds available. Some people suffer reactions to amines found in cheese, particularly histamine and tyramine. Some aged cheeses contain significant concentrations of these amines, which can trigger symptoms mimicking an allergic reaction: headaches, rashes, and blood pressure elevations.


          


          Pasteurization


          A number of food safety agencies around the world have warned of the risks of raw-milk cheeses. The U.S. Food and Drug Administration states that soft raw-milk cheeses can cause "serious infectious diseases including listeriosis, brucellosis, salmonellosis and tuberculosis". It is U.S. law since 1944 that all raw-milk cheeses (including imports since 1951) must be aged at least 60 days. Australia has a wide ban on raw-milk cheeses as well, though in recent years exceptions have been made for Swiss Gruyre, Emmental and Sbrinz, and for French Roquefort.


          Government-imposed pasteurization is, itself, controversial. Some say these worries are overblown, pointing out that pasteurization of the milk used to make cheese does not ensure its safety in any case.


          This is supported by statistics showing that in Europe (where young raw-milk cheeses are still legal in some countries), most cheese-related food poisoning incidents were traced to pasteurized cheeses.


          Pregnant women may face an additional risk from cheese; the U.S. Centers for Disease Control has warned pregnant women against eating soft-ripened cheeses and blue-veined cheeses, due to the listeria risk, which can cause miscarriage or harm to the fetus during birth.


          


          World production and consumption


          Worldwide, cheese is a major agricultural product. According to the Food and Agricultural Organization of the United Nations, over 18 million metric tons of cheese were produced worldwide in 2004. This is more than the yearly production of coffee beans, tea leaves, cocoa beans and tobacco combined. The largest producer of cheese is the United States, accounting for 30 percent of world production, followed by Germany and France.
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          The biggest exporter of cheese, by monetary value, is France; the second, Germany (although it is first by quantity). Among the top ten exporters, only Ireland, New Zealand, the Netherlands and Australia have a cheese production that is mainly export oriented: respectively 95 percent, 90 percent, 72 percent, and 65 percent of their cheese production is exported. Only 30 percent of French production, the world's largest exporter, is exported. The United States, the biggest world producer of cheese, is a marginal exporter, as most of its production is for the domestic market.
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          Germany is the largest importer of cheese. The UK and Italy are the second- and third-largest importers.
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          Greece is the world's largest ( per capita) consumer of cheese, with 27.3 kg eaten by the average Greek. ( Feta accounts for three-quarters of this consumption.) France is the second biggest consumer of cheese, with 24 kg by inhabitant. Emmental (used mainly as a cooking ingredient) and Camembert are the most common cheeses in France Italy is the third biggest consumer by person with 22.9 kg. In the U.S., the consumption of cheese is quickly increasing and has nearly tripled between 1970 and 2003. The consumption per person has reached, in 2003, 14.1 kg (31 pounds). Fior di latte (commonly known as mozzarella) is America's favorite cheese and accounts for nearly a third of its consumption, mainly because it is one of the main ingredients of pizza.


          


          Cultural attitudes


          


          Although cheese is a vital source of nutrition in many regions of the world, and is extensively consumed in others, its use as a nutritional product is not universal. Cheese is rarely found in East Asian dishes, as genetic traits impeding the digestion of dairy products are relatively common in that part of the world and hence such products are rare. However, East Asian sentiment against cheese is not universal; cheese made from yaks' (chhurpi) or mares' milk is common on the Asian steppes; the national dish of Bhutan, ema datsi, is made from homemade cheese and hot peppers and Yunnan cheese is produced by several ethnic minority groups in the Yunnan province of China by mixing water buffalo milk and rice vinegar. Cheese consumption is increasing in China, with annual sales more than doubling from 1996 to 2003 (to a still small 30 million U.S. dollars a year). Certain kinds of Chinese preserved bean curd are sometimes misleadingly referred to in English as "Chinese cheese", because of their texture and strong flavor.


          Strict followers of the dietary laws of Islam and Judaism must avoid cheeses made with rennet from animals not slaughtered in a manner adhering to halal or kosher laws. Both faiths allow cheese made with vegetable-based rennet or with rennet made from animals that were processed in a halal or kosher manner. Many less-orthodox Jews also believe that rennet undergoes enough processing to change its nature entirely, and do not consider it to ever violate kosher law. (See Cheese and kashrut.) As cheese is a dairy food under kosher rules it cannot be eaten in the same meal with any meat.


          Many vegetarians avoid any cheese made from animal-based rennet. Most widely available vegetarian cheeses are made using rennet produced by fermentation of the fungus Mucor miehei. Vegans and other dairy-avoiding vegetarians do not eat real cheese at all, but some vegetable-based cheese substitutes (usually soy-and almond-based) are available.


          Even in cultures with long cheese traditions, it is not unusual to find people who perceive cheese - especially pungent-smelling or mold-bearing varieties such as Limburger or Roquefort - as unappetizing, unpalatable, or disgusting. Food-science writer Harold McGee proposes that cheese is such an acquired taste because it is produced through a process of controlled spoilage and many of the odor and flavor molecules in an aged cheese are the same found in rotten foods. He notes, "An aversion to the odour of decay has the obvious biological value of steering us away from possible food poisoning, so it is no wonder that an animal food that gives off whiffs of shoes and soil and the stable takes some getting used to."


          Collecting cheese labels is called "tyrosemiophilia".


          


          In language


          In modern English slang, something "cheesy" is kitsch, cheap, inauthentic, or of poor quality. One can also be "cheesed off"  unhappy or annoyed. Such negative connotations might derive from a ripe cheese's sometimes unpleasant odor. The odour almost certainly explains the use of "cutting the cheese" as a euphemism for flatulence and the term "cheesy feet" to mean feet which smell. A more upbeat use of slang is seen in "the big cheese", an expression referring to the most important person in a group, the "big shot" or "head honcho". This use of the word probably derived not from the word cheese, but from the Persian or Hindi word chiz, meaning a thing. "Cheese it" is a 1950s slang term that means "get away fast".


          A more whimsical bit of American and Canadian slang refers to school buses as "cheese wagons", a reference to school bus yellow. Subjects of photographs are often encouraged to " say cheese!", as the word "cheese" contains the phoneme /i/, a long vowel which requires the lips to be stretched in the appearance of a smile. People from Wisconsin and the Netherlands, both centers of cheese production, have been called cheeseheads. This nickname has been embraced by Wisconsin sports fans  especially fans of the Green Bay Packers or Wisconsin Badgers  who are often seen in the stands sporting plastic or foam hats in the shape of giant cheese wedges.
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              Fossil range: Late Pliocene to Recent
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                  Vulnerable( IUCN 3.1)
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                    	Kingdom:
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                    	Phylum:
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                    	Order:
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                    	Felidae
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                    	Genus:

                    	Acinonyx

                    Brookes, 1828
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              	Binomial name
            


            
              	Acinonyx jubatus

              ( Schreber, 1775)
            


            
              	Type species
            


            
              	Acinonyx venator

              Brookes, 1828 (= Felis jubata, Schreber, 1775) by monotypy
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          The cheetah (Acinonyx jubatus) is an atypical member of the cat family ( Felidae) that is unique in its speed and stealth, while lacking climbing abilities. As such, it is placed in its own genus, Acinonyx. It is the fastest land animal, reaching speeds between 112kilometres per hour (70mph) and 120kilometres per hour (75mph) in short bursts covering distances up to 460metres (1,500ft), and has the ability to accelerate from 0 to 110kilometres per hour (68mph) in three seconds, greater than most supercars.


          The word "cheetah" is derived from the Sanskrit word chitrakāyaḥ, meaning " variegated body", via the Hindi चीता cītā.


          


          Description
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          The cheetah's chest is deep and its waist is narrow. The coarse, short fur of the cheetah is tan with round black spots measuring from 2centimetres (0.79in) to 3centimetres (1.2in) across, affording it some camouflage while hunting. There are no spots on its white underside, but the tail has spots, which merge to form four to six dark rings at the end. The tail usually ends in a bushy white tuft. The cheetah has a small head with high-set eyes. Black "tear marks" run from the corner of its eyes down the sides of the nose to its mouth to keep sunlight out of its eyes and to aid in hunting and seeing long distances.


          The adult cheetah weighs from 40kilograms (88lb) to 65kilograms (140lb). Its total body length is from 115centimetres (45in) to 135centimetres (53in), while the tail can measure up to 84centimetres (33in) in length. Males tend to be slightly larger than females and have slightly bigger heads, but there is not a great variation in cheetah sizes and it is difficult to tell males and females apart by appearance alone. Compared to a similarly-sized leopard, the cheetah is generally shorter-bodied, but is longer tailed and taller (it averages about 90centimetres (35in) tall) and so it appears more streamlined.


          Some cheetahs also have a rare fur pattern mutation: cheetahs with larger, blotchy, merged spots are known as 'king cheetahs'. It was once thought to be a separate subspecies, but it is merely a mutation of the African cheetah. The 'king cheetah' has only been seen in the wild a handful of times, but it has been bred in captivity.


          The cheetah's paws have semi-retractable claws (known only in three other cat species - the Fishing Cat, the Flat-headed Cat and the Iriomote Cat) offering the cat extra grip in its high-speed pursuits. The ligament structure of the cheetah's claws is the same as those of other cats; it simply lacks the sheath of skin and fur present in other varieties, and therefore the claws are always visible, with the exception of the dewclaw. The dewclaw itself is much shorter and straighter than other cats.


          Adaptations that enable the cheetah to run as fast as it does include large nostrils that allow for increased oxygen intake, and an enlarged heart and lungs that work together to circulate oxygen efficiently. During a typical chase its respiratory rate increases from 60 to 150 breaths per minute. While running, in addition to having good traction due to its semi-retractable claws, the cheetah uses its tail as a rudder-like means of steering to allow it to make sharp turns, necessary to outflank prey who often make such turns to escape.


          Unlike "true" big cats, the cheetah can purr as it inhales, but cannot roar. By contrast, the big cats can roar but cannot purr, except while exhaling. However, the cheetah is still considered by some to be the smallest of the big cats. While it is often mistaken for the leopard, the cheetah does have distinguishing features, such as the aforementioned long "tear-streak" lines that run from the corners of its eyes to its mouth. The body frame of the cheetah is also very different from that of the leopard, most notably so in its thinner and longer tail, and unlike the leopard, its spots are not arranged into rosettes.


          The cheetah is a vulnerable species. Out of all the big cats, it is the least able to adapt to new environments. It has always proved difficult to breed in captivity, although recently a few zoos have managed to succeed at this. Once widely hunted for its fur, the cheetah now suffers more from the loss of both habitat and prey.


          The cheetah was formerly considered to be particularly primitive among the cats and to have evolved approximately 18 million years ago. New research, however, suggests that the last common ancestor of all 40 existing species of felines lived more recently than that - about 11 million years ago. The same research indicates that the cheetah, while highly derived morphologically, is not of particularly ancient lineage, having separated from its closest living relatives (Puma concolor, the cougar, and Puma yaguarondi, the jaguarundi) around five million years ago.


          


          Reproduction and social life
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              Cheetah cub
            

          


          Females reach maturity within twenty to twenty-four months, and males around twelve months (although they do not usually mate until at least three years old), and mating occurs throughout the year. A recent study of cheetahs in the Serengeti showed that female cheetahs are sexually promiscuous and often have cubs by many different males.


          Females give birth to up to nine cubs after a gestation period of ninety to ninety-eight days, although the average litter size is three to five. Cubs weigh from 150grams (5.3oz) to 300grams (11oz) at birth. Unlike some other cats, the cheetah is born with its characteristic spots. Cubs are also born with a downy underlying fur on their necks, called a mantle, extending to mid-back. This gives them a mane or Mohawk-type appearance; this fur is shed as the cheetah grows older. It has been speculated that this mane gives a cheetah cub the appearance of the ratel, to scare away potential aggressors. Cubs leave their mother between thirteen and twenty months after birth. Life span is up to twelve years in the wild, but up to twenty years in captivity.


          Unlike males, females are solitary and tend to avoid each other, though some mother/daughter pairs have been known to be formed for small periods of time. The cheetah has a unique, well-structured social order. Females live alone except when they are raising cubs and they raise their cubs on their own. The first eighteen months of a cub's life are important - cubs learn many lessons because survival depends on knowing how to hunt wild prey species and avoid other predators. At eighteen months, the mother leaves the cubs, who then form a sibling, or "sib" group, that will stay together for another six months. At about two years, the female siblings leave the group, and the young males remain together for life.


          


          Territories


          


          Males


          Males are very sociable and will group together for life, usually with their brothers in the same litter; although if a cub is the only male in the litter then two or three lone males may group up, or a lone male may join an existing group. These groups are called coalitions. A coalition is six times more likely to obtain an animal territory than a lone male, although studies have shown that coalitions keep their territories just as long as lone males  between four and four and a half years.


          Males are very territorial. Females' home ranges can be very large and trying to build a territory around several females' ranges is impossible to defend. Instead, males choose the points at which several of the females' home ranges overlap, creating a much smaller space, which can be properly defended against intruders while maximizing the chance of reproduction. Coalitions will try their most to maintain territories in order to find females with whom they will mate. The size of the territory also depends on the available resources; depending on the part of Africa, the size of a male's territory can vary greatly from 37 to 160 square kilometers.


          Males mark their territory by urinating on objects that stand out, such as trees, logs, or termite mounds. The whole coalition contributes to the scent. Males will attempt to kill any intruders and fights result in serious injury or death.


          


          Females


          


          Unlike males and other felines, females do not establish territories. Instead, the area they live in is termed a home range. These overlap with other females' home ranges; often it will be the sisters from the same litter or a daughter's home range overlapping with her mother's. Females, however, always hunt alone, although once their cubs reach the age of five to six weeks they take them along to show them how it is done. The size of a home range depends entirely on the availability of prey. Cheetahs in southern African woodlands have ranges as small as 34 square km, while in some parts of Namibia they can reach 1,500square kilometres (580sqmi). Although there have been no studies, it is expected that the home ranges of females in the Sahara desert have the largest of all the cheetah populations.


          


          Vocalizations


          The cheetah cannot roar, unlike other big cats, but does have the following vocalizations:


          
            	Chirping - When cheetahs attempt to find each other, or a mother tries to locate her cubs, it uses a high-pitched barking called chirping. The chirps made by a cheetah cub sound more like a bird chirping, and so are termed chirping.


            	Churring or stuttering - This vocalization is emitted by a cheetah during social meetings. A churr can be seen as a social invitation to other cheetahs, an expression of interest, uncertainty, or appeasement or during meetings with the opposite sex (although each sex churrs for different reasons).


            	Growling - This vocalization is often accompanied by hissing and spitting and is exhibited by the cheetah during annoyance, or when faced with danger.


            	Yowling - This is an escalated version of growling, usually displayed when danger worsens.


            	Purring - This is made when the cheetah is content, usually during pleasant social meetings (mostly between cubs and their mothers).

          


          


          Interspecific predatory relationships


          Cheetahs are outranked by all the other large predators in most of their range. Because they are designed for extreme bursts of short speed at the expense of both power and the ability to climb trees, they cannot defend themselves against most of Africa's other predator species. They avoid fighting typically and will surrender a kill immediately to even a single hyena, rather than risk any injury, as anything that slows them down is essentially life threatening. The cheetah's death rate is very high during the early weeks of its life; up to 90% of cheetah cubs are killed during this time by lions, leopards, hyenas wild dogs, or even by eagles. Cheetah cubs often hide in thick brush for safety. Mother cheetahs will defend their young and are at times successful in driving predators away from their cubs. Coalitions of male cheetahs can also chase away other predators, depending on the coalition size and the size and number of the predator. Because of its speed, a healthy adult cheetah has no predators.


          A cheetah has a 50% chance of losing its kills to other predators. Cheetahs avoid competition by hunting at different times of the day and by eating immediately after the kill. Due to the reduction in habitat in Africa, Cheetahs in recent years have faced greater pressure from other native African predators as available range declines.


          


          Diet and hunting
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              A cheetah with impala kill
            

          


          The cheetah is a carnivore, eating mostly mammals under 40kilograms (88lb), including the Thomson's gazelle, the Grant's gazelle, the springbok and the impala. The young of larger mammals such as wildebeests and zebras are taken at times, adults too, when the cats hunt in groups. Guineafowl and hares are also prey. While the other big cats mainly hunt by night, the cheetah is a diurnal hunter. It hunts usually either early in the morning or later in the evening when it is not so hot, but there is still enough light.


          


          The cheetah hunts by vision rather than by scent. Prey is stalked to within 10metres (33ft)-30metres (98ft), then chased. This is usually over in less than a minute, and if the cheetah fails to make a catch quickly, it will give up. The cheetah has an average hunting success rate of around 50% - half of its chases result in failure.


          Running at speeds up to 75 MPH puts a great deal of strain on the cheetah's body. When sprinting, the cheetah's body temperature becomes so high that it would be deadly to continue - this is why the cheetah is often seen resting after it has caught its prey. If it is a hard chase, it sometimes needs to rest for half an hour or more. The cheetah kills its prey by tripping it during the chase, then biting it on the underside of the throat to suffocate it, for the cheetah is not strong enough to break the necks of the four-legged prey it mainly hunts. The bite may also puncture a vital artery in the neck. Then the cheetah proceeds to devour its catch as quickly as possible before the kill is taken by stronger predators.


          The diet of a cheetah is dependent upon the area in which it lives. For example, on the East African plains, its preferred prey is the Thomson's gazelle. This small antelope is shorter than the cheetah (about 58centimetres (23in) - 70centimetres (28in) tall and 70centimetres (28in) - 107centimetres (42in) long), and also cannot run faster than the cheetah (only up to 80kilometres per hour (50mph)), which combine to make it an appropriate prey. Cheetahs look for individuals which have strayed some distance from their group, and do not necessarily seek out old or weak ones.


          


          Habitat
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              A cheetah in Serengeti National Park, Tanzania.
            

          


          The cheetah thrives in areas with vast expanses of land where prey is abundant. The cheetah prefers to live in an open biotope, such as semi-desert, prairie, and thick brush, though it can be found in a variety of habitats. In Namibia, for example, it lives in grasslands, savannahs, areas of dense vegetation, and mountainous terrain.


          The cheetah is found in the wild primarily in Africa, but in the past its range extended into much of Asia, and a small population survives in Iran, where conservationists are taking steps to protect it. In much of its former range, it was tamed by aristocrats and used to hunt antelopes in much the same way as is still done with members of the greyhound group of dogs. Aside from an estimated fifty cheetahs living in Iran ( Khorasan Province), the distribution of the cheetah is now limited to Africa.


          Of the five subspecies of cheetah in the genus Acinonyx, four live in Africa and one in Iran. It is possible, though doubtful, that some cheetahs remain in India. There have also been several unconfirmed reports of Asiatic cheetahs in the Balochistan province of Pakistan, with at least one dead animal being recovered recently.


          


          Genetics and classification


          


          The genus name, Acinonyx, means "no-move-claw" in Greek, while the species name, jubatus, means "maned" in Latin, a reference to the mane found in cheetah cubs.


          The cheetah has unusually low genetic variability and a very low sperm count, which also suffers from low motility and deformed flagellae. Skin grafts between non-related cheetahs illustrate this point in that there is no rejection of the donor skin. It is thought that it went through a prolonged period of inbreeding following a genetic bottleneck during the last ice age. It probably evolved in Africa during the Miocene epoch (26 million to 7.5 million years ago), before migrating to Asia. New research by a team led by Warren Johnson and Stephen OBrien of the Laboratory of Genomic Diversity ( National Cancer Institute in Frederick, Maryland, United States) has recently placed the last common ancestor of all existing cat species as living in Asia 11 million years ago, which may lead to revision and refinement of existing ideas about cheetah evolution. Now-extinct species include: Acinonyx pardinensis (Pliocene epoch), much larger than the modern cheetah and found in Europe, India, and China; Acinonyx intermedius (mid- Pleistocene period), found over the same range. The extinct genus Miracinonyx was extremely cheetah-like, but recent DNA analysis has shown that Miracinonyx inexpectatus, Miracinonyx studeri, and Miracinonyx trumani (early to late Pleistocene epoch), found in North America and called the "North American cheetah" are not true cheetahs, instead being close relatives to the cougar.


          


          Subspecies
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              Bedouin hunter with a Asiatic Cheetah and cub, Iraq, 1925. Widespread hunting of this animal and its prey species along with conversion of its grassland habitat to farmland has wiped it out completely from its entire range in southwest Asia and India. Critically endangered with extinction fewer than one hundred Asiatic cheetahs survive only in the central desert of Iran
            

          


          For a short time it was thought that there were six subspecies of cheetah, but Acinonyx rex - the king cheetah (see below) - was abandoned after it was discovered the variation was only a recessive gene. The subspecies Acinonyx jubatus guttatus - the woolly cheetah - may also have been a variation due to a recessive gene. Other populations have been elevated to subspecies level, and there are again six subspecies recognized:


          
            	Asiatic Cheetah (Acinonyx jubatus venaticus): northern Africa (Algeria, Djibouti, Egypt, Mali, Mauritania, Morocco, Niger, Tunisia and Western Sahara) and Asia (Afghanistan, India, Iran, Iraq, Israel, Jordan, Oman, Pakistan, Saudi Arabia, Syria, Russia and the Commonwealth of Independent States)


            	Northwest African Cheetah (Acinonyx jubatus hecki): western Africa (Benin, Burkina Faso, Ghana, Mali, Mauritania, Niger, and Senegal)


            	Acinonyx jubatus raineyii: eastern Africa (Kenya, Somalia, Tanzania, and Uganda)


            	Acinonyx jubatus jubatus: southern Africa (Angola, Botswana, Democratic Republic of Congo, Mozambique, Malawi, South Africa, Tanzania, Zambia, Zimbabwe and Namibia)


            	Acinonyx jubatus soemmeringii: central Africa (Cameroon, Chad, Central African Republic, Ethiopia, Nigeria, Niger, and Sudan)


            	Acinonyx jubatus velox

          


          


          Morphs and variations


          


          King cheetah
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              Note the unique coat pattern of the king cheetah
            

          


          The king cheetah is a rare mutation of cheetah characterized by a distinct pelt pattern. It was first noted in Zimbabwe in 1926. In 1927, the naturalist Reginald Innes Pocock declared it a separate species, but reversed this decision in 1939 due to lack of evidence. In 1928, a skin purchased by Lord Rothschild was found to be intermediate in pattern between the king cheetah and spotted cheetah and Abel Chapman considered it to be a colour form of the spotted cheetah. Twenty-two such skins were found between 1926 and 1974. Since 1927, the king cheetah was reported five more times in the wild. Although strangely marked skins had come from Africa, a live king cheetah was not photographed until 1974 in South Africa's Kruger National Park. Cryptozoologists Paul and Lena Bottriell photographed one during an expedition in 1975. They also managed to obtain stuffed specimens. It appeared larger than a spotted cheetah and its fur had a different texture. There was another wild sighting in 1986the first in seven years. By 1987, thirty-eight specimens had been recorded, many from pelts.


          Its species status was resolved in 1981 when king cheetahs were born at the De Wildt Cheetah and Wildlife Centre in South Africa. In May 1981, two spotted sisters gave birth there and each litter contained one king cheetah. The sisters had both mated with a wild-caught male from the Transvaal area (where king cheetahs had been recorded). Further king cheetahs were later born at the Centre. It has been known to exist in Zimbabwe, Botswana and in the northern part of South Africa's Transvaal province. A recessive gene must be inherited from both parents in order for this pattern to appear- which is one reason why it is so rare.


          


          Other colour variations


          Other rare colour morphs of the species include speckles, melanism, albinism and gray coloration. Most have been reported in Indian cheetahs, particularly in captive specimens kept for hunting.


          The Mughal Emperor of India, Jahangir, recorded having a white cheetah presented to him in 1608. In the memoirs of Tuzk-e-Jahangiri, the Emperor says that in the third year of his reign: Raja Bir Singh Deo brought a white cheetah to show me. Although other sorts of creatures, both birds and beasts have white varieties .... I had never seen a white cheetah. Its spots, which are (usually) black, were of a blue colour, and the whiteness of the body also inclined to blue-ishness. This suggests a chinchilla mutation which restricts the amount of pigment on the hair shaft. Although the spots were formed of black pigment, the less dense pigmentation gives a hazy, grayish effect. As well as Jahangir's white cheetah at Agra, a report of "incipient albinism" has come from Beaufort West according to Guggisberg.


          In a letter to "Nature in East Africa", HF Stoneham reported a melanistic cheetah (black with ghost markings) in the Trans-Nzoia District of Kenya in 1925. Vesey Fitzgerald saw a melanistic cheetah in Zambia in the company of a spotted cheetah. Red (erythristic) cheetahs have dark tawny spots on a golden background. Cream (isabelline) cheetahs have pale red spots on a pale background. Some desert region cheetahs are unusually pale; probably they are better-camouflaged and therefore better hunters and more likely to breed and pass on their paler coloration. Blue (Maltese or grey) cheetahs have variously been described as white cheetahs with grey-blue spots (chinchilla) or pale grey cheetahs with darker grey spots (Maltese mutation). A cheetah with hardly any spots was shot in Tanzania on 1921 (Pocock), it had only a few spots on the neck and back and these were unusually small.


          


          Economic importance


          Cheetah fur was formerly regarded as a status symbol. Today, cheetahs have a growing economic importance for ecotourism and they are also found in zoos. Cheetahs are far less aggressive than other big cats and can be domesticated, so cubs are sometimes sold as pets.


          Cheetahs were formerly, and sometimes still are, hunted because many farmers believe that they eat livestock. When the species came under threat, numerous campaigns were launched to try to educate farmers and encourage them to conserve cheetahs. Recent evidence has shown that cheetahs will not attack and eat livestock if they can avoid doing so, as they prefer their wild prey. However, they have no problem with including farmland as part of their territory, leading to conflict.


          Ancient Egyptians often kept cheetahs as pets, and also tamed and trained them for hunting. Cheetahs would be taken to hunting fields in low-sided carts or by horseback, hooded and blindfolded, and kept on leashes while dogs flushed out their prey. When the prey was near enough, the cheetahs would be released and their blindfolds removed. This tradition was passed on to the ancient Persians and brought to India, where the practice was continued by Indian princes into the twentieth century. Cheetahs continued to be associated with royalty and elegance, their use as pets spreading just as their hunting skills were. Other such princes and kings kept them as pets, including Genghis Khan and Charlemagne, who boasted of having kept cheetahs within their palace grounds. Akbar the Great, ruler of the Mughal Empire from 1556 to 1605, kept as many as 1000 cheetahs. As recently as the 1930s the Emperor of Abyssinia, Haile Selassie, was often photographed leading a cheetah by a leash.


          


          Conservation status


          Cheetah cubs have a high mortality rate due to genetic factors and predation by carnivores in competition with the cheetah, such as the lion and hyena. Recent inbreeding causes cheetahs to share very similar genetic profiles. This has led to poor sperm, birth defects, cramped teeth, curled tails, and bent limbs. Some biologists now believe that they are too inbred to flourish as a species.


          Cheetahs are included on the World Conservation Union (IUCN) list of vulnerable species (African subspecies threatened, Asiatic subspecies in critical situation) as well as on the U.S. ESA: threatened species - Appendix I of CITES (Convention on International Trade in Endangered Species). Approximately 12,400 cheetahs remain in the wild in twenty-five African countries; Namibia has the most, with about 2,500. Another fifty to sixty critically endangered Asiatic cheetahs are thought to remain in Iran. There have been successful breeding programs, including the use of in-vitro fertilization, in zoos around the world.


          Founded in Namibia in 1990, the Cheetah Conservation Fund's mission is to be an internationally recognised centre of excellence in research and education on cheetahs and their eco-systems, working with all stakeholders to achieve best practice in the conservation and management of the world's cheetahs. The CCF has also set stations throughout South Africa in order to keep the conservation effort going.


          The Cheetah Conservation Foundation was set up in 1993 for cheetah protection. It is based in South Africa.
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                Che Guevara at the La Coubre memorial service.

                Taken by Alberto Korda on March 5, 1960

              
            


            
              	Dateofbirth:

              	June 14, 1928
            


            
              	Placeofbirth:

              	Rosario, Argentina
            


            
              	Dateofdeath:

              	October 9, 1967 (aged39)
            


            
              	Placeofdeath:

              	La Higuera, Bolivia
            


            
              	Major organizations:

              	26th of July Movement, United Party of the Cuban Socialist Revolution , National Liberation Army (Bolivia)
            

          


          Ernesto "Che" Guevara ( June 14, 1928  October 9, 1967), commonly known as Che Guevara, El Che, or simply Che, was an Argentine Marxist revolutionary, politician, author, physician, military theorist, and guerrilla leader. After his death, his stylized image became an ubiquitous countercultural symbol worldwide.


          As a young medical student, Guevara traveled throughout Latin America and was transformed by the endemic poverty he witnessed. His experiences and observations during these trips led him to conclude that the region's ingrained economic inequalities were an intrinsic result of monopoly capitalism, neo-colonialism, and imperialism, with the only remedy being world revolution. This belief prompted his involvement in Guatemala's social reforms under President Jacobo Arbenz, whose eventual CIA-assisted overthrow solidified Guevaras radical ideology.


          Later, in Mexico, he met Fidel Castro and joined his 26th of July Movement. In December 1956, he was among the revolutionaries who invaded Cuba under Castro's leadership with the intention of overthrowing U.S.-backed Cuban dictator Fulgencio Batista. Guevara soon rose to prominence among the insurgents, was promoted to Comandante, and played a pivotal role in the successful guerrilla campaign that deposed Batista. Following the Cuban revolution, Guevara oversaw the revolutionary tribunals and executions of suspected war criminals from the previous regime. Later he served as minister of industry and president of the national bank, before traversing the globe as a diplomat to meet an array of world leaders on behalf of Cuban socialism. He was also a prolific writer and diarist, with one of his most influential works being a manual on the theory and practice of guerrilla warfare. Guevara left Cuba in 1965 to incite revolutions first in an unsuccessful attempt in Congo-Kinshasa and then in Bolivia, where he was captured with the help of the CIA and executed.


          Both notorious for his harsh discipline and revered for his unwavering dedication to his revolutionary doctrines, Guevara remains an admired, controversial, and significant historical figure. As a result of his death and romantic visage, along with his invocation to armed class struggle and desire to create the consciousness of a "new man" driven by "moral" rather than "material" incentives ; Guevara evolved into a quintessential icon of leftist inspired movements, as well as a global merchandising sensation. He has been mostly venerated and occasionally reviled in a multitude of biographies, memoirs, books, essays, documentaries, songs, and films. Time Magazine named him one of the 100 most influential people of the 20th century, while an Alberto Korda photograph of him entitled Guerrillero Heroico (shown), was declared "the most famous photograph in the world."


          


          Early life
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              	The first thing to note is that in my son's veins flowed the blood of the Irish rebels, the Spanish conquistadores and the Argentinean patriots. Evidently Che inherited some of the features of our restless ancestors. There was something in his nature which drew him to distant wanderings, dangerous adventures and new ideas.

              	
            


            
              	

              	
                
                   Ernesto Guevara Lynch, Che's Father
                

              
            

          


          Ernesto Guevara was born on 14 June 1928 in Rosario, Argentina, the eldest of five children in a family of Basque and Irish descent. Growing up in a family with leftist leanings, Guevara was introduced to a wide spectrum of political perspectives even as a boy. Though suffering from the crippling bouts of asthma that were to afflict him throughout his life, he excelled as an athlete. He was an avid rugby union player and earned himself the nickname "Fuser"a contraction of "El Furibundo" (raging) and his mother's surname "de la Serna"for his aggressive style of play. Ernesto was also nicknamed "Chancho" (pig) by his schoolmates, because he rarely bathed, and proudly wore a "weekly shirt".


          
            [image: A teenage Ernesto (left) with his parents and siblings, ca.1944. Seated beside him, from left to right: Celia (mother), Celia (sister), Roberto, Juan Mart�n, Ernesto (father) and Ana Mar�a.]
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          Guevara learned chess from his father and began participating in local tournaments by the age of 12. During his adolescence and throughout his life he was passionate about poetry, especially that of Neruda, Keats, Machado, Lorca, Mistral, Vallejo, and Whitman. He could also recite Kipling's "If" and Hernndez's " Martn Fierro" from memory. The Guevara home contained more than 3,000 books, which allowed Guevara to be an enthusiastic and eclectic reader, with interests including Marx, Faulkner, Gide, and Verne. He also enjoyed reading Nehru, Kafka, Camus, Lenin, and Sartre; as well as France, Engels, Wells, and Frost.
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              A 22 year old Guevara in 1951.
            

          


          As he got older he developed an interest in the Latin American writers Quiroga, Alegria, Icaza, Dario, and Asturias. Many of these author's ideas he would catalog in his own handwritten notebooks of concepts, definitions, and philosophies of influential intellectuals. These included composing analytical sketches of Buddha and Aristotle, along with examining Bertrand Russell on love and patriotism, Jack London on society, and Nietzsche on the idea of death. Sigmund Freud's ideas also fascinated him as he quoted him on a variety of topics from dreams and libido, to narcissism and the oedipus complex.


          In 1948, Guevara entered the University of Buenos Aires to study medicine. While still a student in 1951, Guevara took a year off from his medical studies to embark on a trip traversing South America by motorcycle with his friend Alberto Granado, with the final goal of spending a few weeks volunteering at the San Pablo Leper colony in Peru, on the banks of the Amazon River. Guevara used notes taken during this trip to write an account entitled The Motorcycle Diaries, which later became a New York Times best-seller, and was adapted into a 2004 award-winning film of the same name.


          Witnessing the widespread poverty, oppression and disenfranchisement throughout Latin America, and influenced by his readings of Marxist literature, Guevara began to view armed revolution as the solution to social inequality. By trip's end, he also viewed Latin America not as separate nations, but as a single entity requiring a continent-wide liberation strategy. His conception of a borderless, united Hispanic America sharing a common 'mestizo' Hispanic America was a theme that prominently recurred during his later revolutionary activities. Upon returning to Argentina, he completed his studies and received his medical diploma in June of 1953.


          


          Guatemala


          
            
              	

              	After graduation, due to special circumstances and perhaps also to my character, I began to travel throughout America, and I became acquainted with all of it. Except for Haiti and Santo Domingo, I have visited, to some extent, all the other Latin American countries. Because of the circumstances in which I traveled, first as a student and later as a doctor, I came into close contact with poverty, hunger and disease; with the inability to treat a child because of lack of money; with the stupefaction provoked by the continual hunger and punishment, to the point that a father can accept the loss of a son as an unimportant accident, as occurs often in the downtrodden classes of our American homeland. And I began to realize at that time that there were things that were almost as important to me as becoming famous for making a significant contribution to medical science: I wanted to help those people.

              	
            


            
              	

              	
                
                   Che Guevara, 1960
                

              
            

          


          On July 7, 1953, Guevara set out again, this time to Bolivia, Peru, Ecuador, Panama, Costa Rica, Nicaragua, Honduras and El Salvador. In December 1953 he arrived in Guatemala where President Jacobo Arbenz Guzmn headed a democratically elected government that, through land reform and other initiatives, was attempting to end the latifundia system. Guevara decided to settle down in Guatemala so as to "perfect [him]self and accomplish whatever may be necessary in order to become a true revolutionary".
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          In Guatemala City, Guevara sought out Hilda Gadea Acosta, a Peruvian economist who was well-connected politically as a member of the left-leaning American Popular Revolutionary Alliance (APRA). She introduced Guevara to a number of high-level officials in the Arbenz government. Guevara also established contact with a group of Cuban exiles linked to Fidel Castro through the July 26, 1953 attack on the Moncada Barracks in Santiago de Cuba. During this period he acquired his famous nickname, due to his frequent use of the Argentine interjection " che", which is used in much the same way as "hey" or "pal".


          Guevara's attempts to obtain a medical internship were unsuccessful and his economic situation was often precarious. On May 15, 1954 a shipment of koda infantry and light artillery weapons was sent from Communist Czechoslovakia for the Arbenz Government and arrived in Puerto Barrios, prompting a CIA-sponsored coup attempt. Guevara was eager to fight on behalf of Arbenz and joined an armed militia organized by the Communist Youth for that purpose, but frustrated with the group's inaction, he soon returned to medical duties. Following the coup, he again volunteered to fight, but soon after, Arbenz took refuge in the Mexican Embassy and told his foreign supporters to leave the country. After Hilda Gadea was arrested, Guevara sought protection inside the Argentine consulate, where he remained until he received a safe-conduct pass some weeks later and made his way to Mexico.


          The overthrow of the Arbenz regime cemented Guevara's view of the United States as an imperialist power that would oppose and attempt to destroy any government that sought to redress the socioeconomic inequality endemic to Latin America and other developing countries. This strengthened his conviction that Marxism achieved through armed struggle and defended by an armed populace was the only way to rectify such conditions.


          


          Cuba
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              	Che convinced Castro with competence, diplomacy and patience. When grenades were needed, Che set up a factory to make them. When bread was wanted, Che set up ovens to bake it. When new recruits needed to learn tactics and discipline, Che taught them. When a school was needed to teach peasants to read and write, Che organized it.

              	
            


            
              	

              	
                
                   Time Magazine: "Castro's Brain", 1960
                

              
            

          


          Guevara arrived in Mexico City in early September 1954, and renewed his friendship with ico Lpez and the other Cuban exiles whom he had met in Guatemala. In June 1955, Lpez introduced him to Ral Castro who subsequently introduced him to his older brother, Fidel Castro, the revolutionary leader who had formed the 26th of July Movement and was now plotting to overthrow the dictatorship of Fulgencio Batista. During a lengthy conversation with Castro on the night of their first meeting, Guevara concluded that the Cuban's cause was the one for which he had been searching and before daybreak he had signed up as a member of the 26J Movement.


          Although he planned to be the group's medic, Guevara participated in the military training with the members of the Movement, and, at the end of the course, was called "the best guerrilla of them all" by their instructor, Colonel Alberto Bayo. The first step in Castro's revolutionary plan was an assault on Cuba from Mexico via the Granma, an old, leaky cabin cruiser. They set out for Cuba on November 25, 1956. Attacked by Batista's military soon after landing, many of the 82 men were either killed in the attack or executed upon capture; only 22 found each other afterwards. Guevara wrote that it was during this bloody confrontation that he laid down his medical supplies and picked up a box of ammunition dropped by a fleeing comrade, finalizing his symbolic transition from physician to combatant.
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          Only a small band of revolutionaries survived to re-group as a bedraggled fighting force deep in the Sierra Maestra mountains, where they received support from the urban guerrilla network of Frank Pas, the 26th of July Movement, and local country folk. With the group withdrawn to the Sierra, the world wondered whether Castro was alive or dead until early 1957 when the interview by Herbert Matthews appeared in The New York Times. The article presented a lasting, almost mythical image for Castro and the guerrillas. Guevara was not present for the interview, but in the coming months he began to realize the importance of the media in their struggle. Meanwhile, as supplies and morale grew low, Guevara considered these "the most painful days of the war."


          At this point Castro promoted Guevara to comandante of a second army column. However, Guevara's first idea to hit an enemy garrison at Bueuycito did not go as planned. When his men were late to arrive, he began the attack without them. He told a sentry to halt, but when the sentry moved, Guevara decided to shoot. However, his gun jammed, as did the gun of the young rebel who was with him. Guevara fled under a hail of bullets, which in turn brought a hail of bullets from the rebels in the hills, and the barracks surrendered before Guevara repaired his tommy gun. As Guevara said, "My survival instincts took over."


          As Guevara reconsidered his tactics, he imposed even harsher disciplinary treatment. Deserters were punished as traitors, and Guevara was known to send execution squads to hunt down those seeking to escape. As a result, Guevara became feared for his brutality and ruthlessness. During the guerrilla campaign, Guevara was also responsible for the execution of a number of men accused of being informers, deserters or spies.


          Guevara was also instrumental in creating the clandestine radio station Radio Rebelde in February 1958, which broadcast news to the Cuban people and statements by the 26th of July movement, and provided radio telephone communication between the growing number of rebel columns across the island. Guevara had apparently been inspired to create the station by observing the effectiveness of CIA supplied radio in Guatemala in ousting the government of Jacobo Arbenz.
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          In late July of 1958 Guevara would play a critical role in the Battle of Las Mercedes by using his column to halt a force of 1,500 men called up by Batista's General Cantillo in a plan to encircle and destroy Castro's forces. Years later, USMC Major Larry Bockman, would analyze and describe Che's tactical appreciation of this battle as "brilliant". As the war extended, Guevara led a new column of fighters dispatched westward for the final push towards Havana. In the closing days of December 1958, Guevara directed his "suicide squad" in the attack on Santa Clara, that became the final decisive military victory of the revolution. Radio Rebelde broadcast the first reports that Guevara's column had taken Santa Clara on New Years Eve 1958. This contradicted reports by the heavily controlled national news media, which had at one stage reported Guevara's death during the fighting. Batista, upon learning that his generals were negotiating a separate peace with the rebel leader, fled to the Dominican Republic the next day on January 1, 1959.


          


          After the revolution
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              	Che was practically the architect of the Soviet-Cuban relationship.

              	
            


            
              	

              	
                
                   Alexander Alexiev, KGB official
                

              
            

          


          On January 8, 1959, Castro's army rolled victoriously into Havana. In February, the revolutionary government proclaimed Guevara "a Cuban citizen by birth" in recognition of his role in the triumph. When Hilda Gadea arrived in Cuba in late January, Guevara told her that he was involved with another woman, and the two "agreed on a divorce," which became finalized on May 22. On June 2, 1959, he married Aleida March, a Cuban-born member of the 26th of July movement with whom he had been living since late 1958.


          During the rebellion against Batista's dictatorship, the general command of the rebel army, led by Fidel Castro, "introduced into the liberated territories the 19th-century penal law commonly known as the Ley de la Sierra". "This law included the death penalty for extremely serious crimes, whether perpetrated by the dictatorship or by supporters of the revolution. In 1959, the revolutionary government extended its application to the whole of the republic and to war criminals captured and tried after the revolution. This latter extension, supported by the majority of the population, followed the same procedure as that seen in" the Nuremberg Trials held by the Allies after World War II. To implement this plan, Castro named Guevara commander of the La Cabaa Fortress prison, for a five-month tenure ( January 2 through June 12, 1959). Guevara was charged with purging the Batista army and consolidating victory by exacting "revolutionary justice" against traitors, chivatos, and Batista's war criminals. Serving in the post as "supreme prosecutor" on the appellate bench, Guevara oversaw the trials and executions of those convicted by revolutionary tribunal. Ral Gmez Treto, senior legal advisor to the Cuban Ministry of Justice, considered removing restrictions on the death penalty to be justified in order to prevent citizens themselves from taking justice into their own hands.


          It is estimated that several hundred people were executed on Guevara's orders during this time.
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          On June 12, 1959, as soon as Guevara returned to Havana, Castro sent him out on a three-month tour of fourteen countries, most of them Bandung Pact members in Africa and Asia. Sending Guevara from Havana also allowed Castro to appear to be distancing himself from Guevara and his Marxist sympathies, that troubled both the United States and some of Castro's 26th of July Movement members. He spent twelve days in Japan (July 1527), participating in negotiations aimed at expanding Cuba's trade relations with that nation. During this visit Guevara also secretly visited the city of Hiroshima, where the American military had detonated an atom-bomb fourteen years earlier. Guevara was "really shocked" at what he witnessed and by his visit to a hospital where A-bomb survivors were being treated.


          Upon returning to Cuba in September 1959, it was evident that Castro now had more political power. The government had begun land seizures included in the agrarian reform law, but was hedging on compensation offers to landowners, instead offering low interest "bonds", which put the U.S. on alert. At this point the affected wealthy cattlemen of Camagey mounted a campaign against the land redistributions, and enlisted the newly disaffected rebel leader Huber Matos, who along with the anti-Communist wing of the 26th of July Movement, joined them in denouncing the "Communist encroachment." During this time Dominican dictator Rafael Trujillo was offering assistance to the "Anti-Communist Legion of the Caribbean" who was training in the Dominican Republic. This multi-national force comprised mostly of Spaniards and Cubans, but also of Croatians, Germans, Greeks, and right-wing mercenaries, were plotting to topple Fidel Castro.


          These developments prompted Castro to further clean house of "counter-revolutionaries", and appoint Guevara chief official at the National Institute of Agrarian Reform INRA and later President of the National Bank of Cuba BNC, while allowing him to retain his military rank. At first glance it seemed a strange choice for the important position, Guevara had been promoting the creation of self-sufficient industries since his days in the Sierra Maestra. Guevara was expecting the U.S. to invade, and the Cuban population to then leave the cities and fight as guerrillas, although Guevara's hopes for armed uprisings elsewhere were failing.
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          In 1960 Guevara provided first aid to victims when the freighter La Coubre, a French vessel carrying munitions from the port of Antwerp, exploded twice while it was being unloaded in Havana harbour, resulting in well over a hundred dead. It was at the memorial service for the victims of this explosion that Alberto Korda took the famous photograph now known as Guerrillero Heroico.


          Guevara desired to see a diversification in Cubas economy, as well as an elimination of material incentives, in favour of moral ones. Guevara viewed capitalism as a contest among wolves where one can only win at the cost of others, and thus desired to see the creation of a new man and woman. An integral part of fostering a sense of unity between the individual and the mass, Guevara believed, was volunteer work and will. To display this, Guevara "led by example", working "endlessly at his ministry job, in construction, and even cutting sugar cane" on his day off. During this time he also wrote several publications advocating a replication of the Cuban revolutionary model, promoting small rural guerrilla groups ( foco theory) as an alternative to massive armed insurrection.


          Guevara did not participate in the fighting of the 1961 Bay of Pigs Invasion, having been ordered by Castro to a secretly prearranged command post in Cuba's western Pinar del Ro province, where he fended off a decoy force. He suffered a bullet grazing to the cheek during this deployment, however, when his pistol fell out of its holster and accidentally discharged. In August 1961, during an economic conference of the Organization of American States in Punta del Este, Uruguay, Che Guevara sent a note of "gratitude" to U.S. President John F. Kennedy through Richard N. Goodwin, a young secretary of the White House. It read "Thanks for Playa Girn (Bay of Pigs). Before the invasion, the revolution was shaky. Now it's stronger than ever."


          Guevara played a key role in bringing to Cuba the Soviet nuclear-armed ballistic missiles that precipitated the Cuban Missile Crisis in October 1962. During an interview with the British Communist newspaper The Daily Worker a few weeks after the crisis, Guevara still fuming, stated that if the missiles had been under Cuban control, they would have fired them off. Sam Russell, the British correspondent who spoke to Guevara at the time came away with "mixed feelings", calling him "a warm character" and "clearly a man of great intelligence", but "crackers from the way he went on about the missiles."


          


          Leaves Cuba
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              Addressing the U.N. General Assembly in New York City on December 11, 1964.

              ( listen or read)
            

          


          
            
              	

              	This epic before us is going to be written by the hungry Indian masses, the peasants without land, the exploited workers. It is going to be written by the progressive masses, the honest and brilliant intellectuals, who so greatly abound in our suffering Latin American lands. Struggles of masses and ideas. An epic that will be carried forward by our peoples, mistreated and scorned by imperialism; our people, unreckoned with until today, who are now beginning to shake off their slumber. Imperialism considered us a weak and submissive flock; and now it begins to be terrified of that flock; a gigantic flock of 200 million Latin Americans in whom Yankee monopoly capitalism now sees its gravediggers.

              	
            


            
              	

              	
                
                   Che Guevara, to the U.N. General Assembly, December 11 1964.
                

              
            

          


          In December 1964, Che Guevara traveled to New York City as head of the Cuban delegation to speak at the United Nations. He also appeared on the CBS Sunday news program Face the Nation and met with a range of people from U.S. Senator Eugene McCarthy, to associates of Malcolm X. Malcolm X expressed his admiration, by declaring Guevara "one of the most revolutionary men in this country right now", while reading a statement from Guevara to a crowd at the Audubon Ballroom.


          On December 17, Guevara left for Paris and embarked on a three-month tour that included the People's Republic of China, the United Arab Republic (Egypt), Algeria, Ghana, Guinea, Mali, Dahomey, Congo-Brazzaville and Tanzania, with stops in Ireland and Prague. In Algiers on February 24, 1965, he made what turned out to be his last public appearance on the international stage when he delivered a speech at an economic seminar on Afro-Asian solidarity. He specified the moral duty of the socialist countries, accusing them of tacit complicity with the exploiting Western countries. He proceeded to outline a number of measures which he said the communist-bloc countries must implement in order to accomplish the defeat of imperialism. Having criticized the Soviet Union (the primary financial backer of Cuba) in such a public manner, he returned to Cuba on March 14 to a solemn reception by Fidel and Ral Castro, Osvaldo Dortics and Carlos Rafael Rodrguez at the Havana airport.


          Two weeks later, in 1965 Guevara dropped out of public life and then vanished altogether. His whereabouts were a great mystery in Cuba, as he was generally regarded as second in power to Castro himself. His disappearance was variously attributed to the failure of the industrialization scheme he had advocated while minister of industry, to pressure exerted on Castro by Soviet officials disapproving of Guevara's pro- Chinese Communist stance on the Sino-Soviet split, and to serious differences between Guevara and the pragmatic Castro regarding Cuba's economic development and ideological line. Castro had grown increasingly wary of Guevara's popularity and considered him a potential threat. Castro's critics sometimes say his explanations for Guevara's disappearance have always been suspect.
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          The coincidence of Guevara's views with those expounded by the Chinese Communist leadership was increasingly problematic for Cuba as the nation's economy became more and more dependent on the Soviet Union. Since the early days of the Cuban revolution, Guevara had been considered by many an advocate of Maoist strategy in Latin America and the originator of a plan for the rapid industrialization of Cuba which was frequently compared to China's " Great Leap Forward". According to Western observers of the Cuban situation, the fact that Guevara was opposed to Soviet conditions and recommendations that Castro pragmatically saw as necessary, may have been the reason for his disappearance. However, both Guevara and Castro were supportive publicly on the idea of a united front.


          Following the Cuban Missile Crisis and what Guevara perceived as a Soviet betrayal when Khrushchev withdrew the missiles from Cuban territory, Guevara had grown more skeptical of the Soviet Union. As revealed in his last speech in Algiers, he had come to view the Northern Hemisphere, led by the U.S. in the West and the Soviet Union in the East, as the exploiter of the Southern Hemisphere. He strongly supported Communist North Vietnam in the Vietnam War, and urged the peoples of other developing countries to take up arms and create "many Vietnams".


          Pressed by international speculation regarding Guevara's fate, Castro stated on June 16, 1965 that the people would be informed when Guevara himself wished to let them know. Still, rumors spread both inside and outside Cuba. On October 3 of that year, Castro revealed an undated letter purportedly written to him by Guevara some months earlier: in it, Guevara reaffirmed his enduring solidarity with the Cuban Revolution, but declared his intention to leave Cuba to fight for the revolutionary cause abroad. Additionally, he resigned from all his positions in the government and party, and renounced his honorary Cuban citizenship. Guevara's movements continued to be a closely guarded secret for the next two years.


          


          Congo
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          In 1965 Guevara decided to venture to West Africa and offer his knowledge and experience as a guerrilla to the ongoing conflict in the Congo. According to Algerian President Ahmed Ben Bella, Guevara thought that Africa was imperialism's weak link and therefore had enormous revolutionary potential. Egyptian President Gamal Abdel Nasser who had fraternal relations with Che dating back to his 1959 visit, saw Guevara's plans to fight in the Congo as "unwise" and warned that he would become a " Tarzan" figure, doomed to failure. Despite the warning, Guevara led the Cuban operation in support of the Marxist Simba movement, which had emerged from the ongoing Congo Crisis. Guevara, his second-in-command Victor Dreke, and twelve other Cuban expeditionaries arrived in the Congo on April 24, 1965 with a contingent of approximately 100 Afro-Cubans joining them soon afterward. They collaborated for a time with guerrilla leader Laurent-Dsir Kabila, who had previously helped supporters of the slain Patrice Lumumba lead an unsuccessful revolt months earlier. Disillusioned with the discipline of Kabila's troops, Guevara would dismiss him, stating "nothing leads me to believe he is the man of the hour."


          South African mercenaries, led by Mike Hoare in concert with Cuban exiles and the CIA, worked with the Congolese army to thwart Guevara. They were able to monitor his communications, and so pre-empted his attacks and interdicted his supply lines. Despite the fact that Guevara sought to conceal his presence in the Congo, the U.S. government was aware of his location and activities: The National Security Agency was intercepting all of his incoming and outgoing transmissions via equipment aboard the USNS Valdez, a floating listening post which continuously cruised the Indian Ocean off Dar es Salaam for that purpose.


          Guevara's aim was to export the Cuban Revolution by instructing local Simba fighters in Marxist ideology and foco theory strategies of guerrilla warfare. In his Congo Diary, he cites the incompetence, intransigence and infighting of the local Congolese forces as key reasons for the revolt's failure. Later that year, ill with dysentery, suffering from asthma, and disheartened after seven months of frustrations, Guevara left the Congo with the Cuban survivors. (Six members of his column had died.) At one point Guevara considered sending the wounded back to Cuba, and fighting alone until the end in the Congo, as a revolutionary example; however, after being urged by his comrades and pressed by two emissaries sent by Castro, at the last moment he reluctantly agreed to retreat. A few weeks later, when writing the preface to the diary he kept during the Congo venture, he began: "This is the history of a failure."


          Guevara was reluctant to return to Cuba, because Castro had made public Guevara's "farewell letter" a letter intended to only be revealed in the case of his deathwherein he severed all ties in order to devote himself to revolution throughout the world. As a result, Guevara spent the next six months living clandestinely in Dar es Salaam and Prague. During this time he compiled his memoirs of the Congo experience, and wrote drafts of two more books, one on philosophy and the other on economics. He also visited several Western European countries to test his new new false identity papers, created by Cuban Intelligence for his later travels to South America. Throughout this period Castro continued to importune his return to Cuba, but Guevara only agreed to do so under the basis of preparing a revolutionary effort somewhere in Latin America, and that his presence on the island would be secret.


          


          Bolivia
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          Guevara's location was still not public knowledge. Representatives of Mozambique's independence movement, the FRELIMO, reported that they met with Guevara in late 1966 or early 1967 in Dar es Salaam regarding his offer to aid in their revolutionary project, which they ultimately rejected. In a speech at the 1967 May Day rally in Havana, the Acting Minister of the armed forces, Major Juan Almeida, announced that Guevara was "serving the revolution somewhere in Latin America". The persistent reports that he was leading the guerrillas in Bolivia were eventually shown to be true.


          At Castro's behest, a parcel of jungle land in the remote ancahuaz region had been purchased by native Bolivian Communists for Guevara to use as a training area and base camp.


          Training at this camp in the ancahuaz valley proved to be more hazardous than combat to Guevara and the Cubans accompanying him. Little was accomplished in the way of building a guerrilla army. Former Stasi operative Hayde Tamara Bunke Bider, better known by her nom de guerre "Tania", who had been installed as his primary agent in La Paz, was reportedly also working for the KGB and is widely inferred to have unwittingly served Soviet interests by leading Bolivian authorities to Guevara's trail.
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          Guevara's guerrilla force, numbering about 50 and operating as the ELN (Ejrcito de Liberacin Nacional de Bolivia; " National Liberation Army of Bolivia"), was well equipped and scored a number of early successes against Bolivian regulars in the difficult terrain of the mountainous Camiri region. In September, however, the Army managed to eliminate two guerrilla groups in a violent battle, reportedly killing one of the leaders.


          Guevara's plan for fomenting revolution in Bolivia appears to have been unsuccessful because it was based upon three primary misconceptions:


          
            	He had expected to deal only with the Bolivian military, who were poorly trained and equipped. However, Guevara was unaware that the U.S. government had sent the CIA and other operatives into Bolivia to aid the anti-insurrection effort. The Bolivian Army would also be trained, advised, and supplied by U.S. Army Special Forces including a recently organized elite battalion of Rangers trained in jungle warfare that set up camp in La Esperanza, a small settlement close to the location of Guevara's guerrillas.

          


          
            	Guevara had expected assistance and cooperation from the local dissidents which he did not receive, nor did he receive support from Bolivia's Communist Party, under the leadership of Mario Monje, which was oriented toward Moscow rather than Havana.


            	He had expected to remain in radio contact with Havana. However, the two shortwave transmitters provided to him by Cuba were faulty; thus the guerrillas were unable to communicate with and be resupplied, leaving them isolated and stranded.

          


          In addition, Guevara's known preference for confrontation rather than compromise, which had previously surfaced during his guerrilla warfare campaign in Cuba, contributed to his inability to develop successful working relationships with local leaders in Bolivia, just as it had in the Congo. This tendency had existed in Cuba, but had been kept in check by the timely interventions and guidance of Fidel Castro.


          


          Capture and execution
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          Flix Rodrguez, a CIA operative, claims that he headed the hunt for Guevara in Bolivia. On October 7, an informant apprised the Bolivian Special Forces of the location of Guevara's guerrilla encampment in the Yuro ravine. They encircled the area, and Guevara was wounded and taken prisoner while leading a detachment with Simen Cuba Sarabia. Che biographer Jon Lee Anderson reports Bolivian Sergeant Bernardino Huanca's account: that a twice wounded Guevara, his gun rendered useless, shouted "Do not shoot! I am Che Guevara and worth more to you alive than dead."


          Guevara was tied up and taken to a dilapidated schoolhouse in the nearby village of La Higuera. Early on October 9, the day after his capture, Barrientos ordered that he be killed. The executioner was Mario Tern, a sergeant in the Bolivian army who had drawn a short straw after arguments over who would get the honour of shooting Guevara broke out among the soldiers. To make the bullet wounds appear consistent with the story the government planned to release to the public, Flix Rodrguez ordered Tern to aim carefully to make it appear that Guevara had been killed in action during a clash with the Bolivian army.


          Moments before Guevara was executed he was asked if he was thinking about his own immortality. "No," he replied, "I'm thinking about the immortality of the revolution." Che Guevara also allegedly said to his executioner, "I know you've come to kill me. Shoot, coward, you are only going to kill a man." Tern hesitated, then pulled the trigger of his semiautomatic rifle, hitting Guevara in the arms and legs. Guevara writhed on the ground, apparently biting one of his wrists to avoid crying out. Tern shot him again, this time hitting him fatally in the chest  at 1:10 pm, according to Rodrguez.


          His body was then lashed to the landing skids of a helicopter and flown to nearby Vallegrande where photographs were taken, showing a figure described by some as "Christ-like" lying on a concrete slab in the laundry room of the Nuestra Seora de Malta hospital.


          A declassified memorandum dated October 11, 1967 to President Lyndon B. Johnson from his senior adviser, Walt Rostow, called the decision to kill Guevara stupid but understandable from a Bolivian standpoint. After the execution, Rodrguez took several of Guevara's personal items, including a watch which he continued to wear many years later, often showing them to reporters during the ensuing years. Today, some of these belongings, including his flashlight, are on display at the CIA. After a military doctor amputated his hands, Bolivian army officers transferred Guevara's cadaver to an undisclosed location and refused to reveal whether his remains had been buried or cremated. The hands were preserved in formaldehyde to be sent to Buenos Aires for fingerprint identification. (His fingerprints were on file with the Argentine police.) They were later sent to Cuba. On October 15, Castro acknowledged that Guevara was dead and proclaimed three days of public mourning throughout the island. On October 18, Castro addressed a crowd of almost one million people in Havana and spoke about Guevara's character as a revolutionary.
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          While researching his biography Che Guevara: A Revolutionary Life, author Jon Lee Anderson happened to discover the hidden location of Guevara's burial. Thus in 1997, the skeletal remains of a handless body were exhumed from beneath an air strip near Vallegrande, identified as those of Guevara by a Cuban forensic team at the scene, and returned to Cuba. On October 17, 1997, his remains, with those of six of his fellow combatants, were laid to rest with military honours in a specially built mausoleum in the city of Santa Clara, where he had won the decisive battle of the Cuban Revolution.


          Also removed when Guevara was captured was his diary, which documented events of the guerrilla campaign in Bolivia. The first entry is on November 7, 1966 shortly after his arrival at the farm in ancahuaz, and the last is dated October 7, 1967, the day before his capture. The diary tells how the guerrillas were forced to begin operations prematurely due to discovery by the Bolivian Army, explains Guevara's decision to divide the column into two units that were subsequently unable to re-establish contact, and describes their overall unsuccessful venture. It also records the rift between Guevara and the Bolivian Communist Party that resulted in Guevara having significantly fewer soldiers than originally expected and shows that Guevara had a great deal of difficulty recruiting from the local populace, due in part to the fact that the guerrilla group had learned Quechua, unaware that the local language was actually Tup-Guaran. As the campaign drew to an unexpected close, Guevara became increasingly ill. He suffered from ever-worsening bouts of asthma, and most of his last offensives were carried out in an attempt to obtain medicine.


          The Bolivian Diary was quickly and crudely translated by Ramparts magazine and circulated around the world. There are at least four additional diaries in existencethose of Israel Reyes Zayas (Alias "Braulio"), Harry Villegas Tamayo ("Pombo"), Eliseo Reyes Rodriguez ("Rolando") and Dariel Alarcn Ramrez ("Benigno")each of which reveals additional aspects of the events. In July of 2008, the Bolivian government unveiled Guevara's formerly sealed diaries composed in two frayed notebooks, along with a logbook and several black-and-white photographs. At this event, Bolivia's vice minister of culture Pablo Groux, expressed that there were plans to publish photographs of every handwritten page later in the year.


          


          Legacy


          Forty years after his execution, Che's life and deeds still remain a contentious issue.


          Some view Che Guevara as a hero, for example Nelson Mandela referred to him as "an inspiration for every human being who loves freedom" while Jean-Paul Sartre described him as "not only an intellectual but also the most complete human being of our age." Guevara remains a beloved national hero to many in Cuba, where his image adorns the 3 $ Cuban Peso and school children begin each morning by pledging "We will be like Che." In his native homeland of Argentina, where high schools bear his name, numerous Che museums dot the country which in 2008 unveiled a 12 foot bronze statue of him in his birth city of Rosario. Additionally, Guevara has been sanctified by some Bolivian campesinos as "Saint Ernesto", whom they pray to for assistance


          Conversely, others view him as a spokesman for a failed ideology and as a ruthless executioner. Johann Hari, for example, writes that "Che Guevara is not a free-floating icon of rebellion. He was an actual person who supported an actual system of tyranny." Detractors have also theorized that in much of Latin America, Che-inspired revolutions had the practical result of reinforcing brutal militarism for many years. He also remains a hated figure amongst many in the Cuban exile community, who view him with animosity as "the butcher of La Cabaa."


          Moreover, Guevara has ironically been subsumed by the capitalist consumer culture he despised. The primary variable of this phenomenon has been a monochrome graphic of his face, which has become one of the World's most universally merchandized images, found on an endless array of items including: t-shirts, hats, posters, tattoos, and even bikinis. Yet, Guevara also remains an iconic figure both in specifically political contexts and as a wide-ranging popular icon of youthful rebellion.
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            	Guevara speaking about labor, (0:28), English subtitles, from El Che: Investigating a Legend - Kultur Video 2001, Video Clip

          


          
            	Guevara speaking about the Bay of Pigs, (0:17), English subtitles, from El Che: Investigating a Legend - Kultur Video 2001, Video Clip

          


          
            	Guevara speaking out against imperialism, (1:20), English subtitles, from El Che: Investigating a Legend - Kultur Video 2001, Video Clip
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          Chelsea Football Club (also known as The Blues or previously The Pensioners) are an English professional football club based in west London. Founded in 1905, they play in the Premier League and have spent most of their history in the top tier in English football. They have had two broad periods of success, one during the 1960s and early 1970s, and the second from the late 1990s to the present day. Chelsea have won three league titles, four FA Cups, four League Cups and two UEFA Cup Winners' Cups.


          Chelsea's home is the 42,055 capacity Stamford Bridge football stadium in Fulham, West London, where they have played since their foundation. Despite their name, the club are based just outside the Royal Borough of Kensington and Chelsea, in the London Borough of Hammersmith and Fulham. In 2003, the club were bought by Russian oil magnate Roman Abramovich.


          The club's traditional kit colours are royal blue shirts and shorts with white socks. Their traditional crest is a ceremonial blue lion holding a staff; a modified version of this was adopted in 2005.


          


          History
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          Chelsea were founded on 14 March 1905 at The Rising Sun pub (now The Butcher's Hook), opposite the present-day main entrance to the ground on Fulham Road, and were elected to the Football League shortly afterwards. The club's early years saw little success; the closest they came to winning a major trophy was reaching the FA Cup final in 1915, where they lost to Sheffield United. Chelsea gained a reputation for signing big-name players and for being entertainers, but made little impact on the English game in the inter-war years.


          Former England centre-forward Ted Drake became manager in 1952 and proceeded to modernise the club. He removed the club's Chelsea pensioner crest, improved the youth set-up and training regime, rebuilt the side, and led Chelsea to their first major trophy success  the League championship  in 195455. The following season saw UEFA create the European Champions' Cup, but after objections from The Football League and the FA Chelsea were persuaded to withdraw from the competition before it started.


          The 1960s saw the emergence of a talented young Chelsea side under manager Tommy Docherty. They challenged for honours throughout the decade, and endured several near-misses. They were on course for a treble of League, FA Cup and League Cup going into the final stages of the 196465 season, winning the League Cup but faltering late on in the other two. In three seasons the side were beaten in three major semi-finals and were FA Cup runners-up. In 1970 Chelsea were FA Cup winners, beating Leeds United 21 in a final replay. Chelsea took their first European honour, a UEFA Cup Winners' Cup triumph, the following year, with another replayed win, this time over Real Madrid in Athens. The late 1970s and the 1980s were a turbulent period for Chelsea. An ambitious redevelopment of Stamford Bridge threatened the financial stability of the club, star players were sold and the team were relegated. Further problems were caused by a notorious hooligan element among the support, which was to plague the club throughout the decade. Chelsea were, at the nadir of their fortunes, acquired by Ken Bates for the nominal sum of 1, although by now the Stamford Bridge freehold had been sold to property developers, meaning the club faced losing their home. On the pitch, the team had fared little better, coming close to relegation to the Third Division for the first time, but in 1983 manager John Neal put together an impressive new team for minimal outlay. Chelsea won the Second Division title in 198384 and established themselves in the top division, before being relegated again in 1988. The club bounced back immediately by winning the Second Division championship in 198889.


          After a long-running legal battle, Bates reunited the stadium freehold with the club in 1992 by doing a deal with the banks of the property developers, who had been bankrupted by a market crash. Chelsea's form in the new Premier League was unconvincing, although they did reach the FA Cup final in 1994. It was not until the appointment of former European Footballer of the Year Ruud Gullit as player-manager in 1996 that their fortunes changed. He added several top-class international players to the side, particularly Gianfranco Zola, as the club won the FA Cup in 1997 and established themselves as one of England's top sides again. Gullit was replaced by Gianluca Vialli, who led the team to victory in the League Cup and the Cup Winners' Cup in 1998, the FA Cup in 2000 and the UEFA Champions League quarter-finals in 2000. Vialli was sacked in favour of another Italian, Claudio Ranieri, who guided Chelsea to the 2002 FA Cup final and Champions League qualification in 200203.


          In June 2003, Bates sold Chelsea to Russian billionaire Roman Abramovich for 140 million, completing what was then the biggest-ever sale of an English football club. Owing to Abramovich's Russian heritage, the club were soon popularly dubbed "Chelski" in the British media. Over 100 million was spent on new players, but Ranieri was unable to deliver any trophies, so he was replaced by successful Portuguese coach Jos Mourinho, who had just guided FC Porto to victory in the UEFA Champions League.


          In 2005, Chelsea's centenary year, the club became Premiership champions in a record-breaking season (most clean sheets, fewest goals conceded, most victories, most points earned), League Cup winners with a 32 win over Liverpool at the Millennium Stadium and reached the Champions League semi-finals. The following year, they were again League Champions, equalling their own Premiership record of 29 wins set the previous season. They also became the fifth team to win back-to-back championships since the Second World War and the first London club to do so since Arsenal in 193334. In 2007 Chelsea won the League Cup for the second time in three years, and finished 2nd in the Premier League. To end the season, Chelsea beat Manchester United 1-0 in the FA Cup final, the first at the new Wembley Stadium. On 20 September 2007, manager Jos Mourinho parted company with Chelsea by mutual consent. He was replaced by Director of football Avram Grant.


          


          Stamford Bridge
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          Chelsea have only ever had one home ground, Stamford Bridge, where they have played since foundation. It was officially opened on 28 April 1877. For the first 28 years of its existence it was used almost exclusively by the London Athletics Club as an arena for athletics meetings and not at all for football. In 1904 the ground was acquired by businessman Gus Mears and his brother, J T Mears, who had previously acquired additional land (formerly a large market garden) with the aim of staging football matches on the now 12.5 acre (51,000 m) site.


          Stamford Bridge was designed for the Mears family by the noted football architect Archibald Leitch. They offered the stadium to Fulham Football Club, but the offer was turned down. As a consequence, the owners decided to form their own football club to occupy their new ground. Most football clubs were founded first, and then sought grounds in which to play, but Chelsea were founded for Stamford Bridge. Since there was already a football club named Fulham in the borough, the founders decided to adopt the name of the adjacent borough of Chelsea for the new club, having rejected names such as Kensington FC, Stamford Bridge FC and London FC.


          Starting with an open bowl-like design and one covered terrace, Stamford Bridge had an original capacity of around 100,000. The early 1930s saw the construction of a terrace on the southern part of the ground with a roof that covered around one fifth of the stand. It eventually became known as the "Shed End", the home of Chelsea's most loyal and vocal supporters, particularly during the 1960s, 70s and 80s. The exact origins of the name are unclear, but the fact that the roof looked like a corrugated iron shed roof played a part.
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          During the late 1960s and early 70s, the club's owners embarked on a modernisation of Stamford Bridge with plans for a 50,000 all-seater stadium. Work began on the East Stand in the early 1970s but the cost almost brought the club to its knees, and the freehold was sold to property developers. Following a long legal battle, it was not until the mid-1990s that Chelsea's future at the stadium was secured and renovation work resumed. The north, west and southern parts of the ground were converted into all-seater stands and moved closer to the pitch, a process completed by 2001.


          The Stamford Bridge pitch, the freehold, the turnstiles and Chelsea's naming rights are now owned by Chelsea Pitch Owners, a non-profit organisation in which fans are the shareholders. The CPO was created to ensure the stadium could never again be sold to developers. It also means that if someone tries to move the football club to a new stadium they could not use the Chelsea FC name.


          The club plans to increase its capacity to over 50,000. Owing to its location in a built-up part of London on a main road and next to two railway lines, fans can only enter the stadium through the Fulham Road entrance, which places severe constraints on expansion due to health and safety regulations. As a result, Chelsea have been linked with a move away from Stamford Bridge to sites including the Earls Court Exhibition Centre, Battersea Power Station and the Chelsea Barracks. However, the club have reiterated their desire to keep Chelsea at their current home.
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          Since the club's foundation, Chelsea have had four main crests, though all underwent minor variations. In 1905, Chelsea adopted as their first crest the image of a Chelsea pensioner, which obviously contributed to the "pensioner" nickname, and remained for the next half-century, though it never appeared on the shirts. As part of Ted Drake's modernisation of the club from 1952 onwards, he insisted that the pensioner badge be removed from the match day programme in order to change the club's image and that a new crest be adopted. As a stop-gap, a temporary emblem comprising simply the initials C.F.C. was adopted for one year. In 1953, Chelsea's crest was changed to an upright blue lion looking backwards and holding a staff, which was to endure for the next three decades.


          


          This crest was based on elements in the coat of arms of the Metropolitan Borough of Chelsea with the "lion rampant regardant" taken from the arms of then club president Viscount Chelsea and the staff from the Abbots of Westminster, former Lords of the Manor of Chelsea. It also featured three red roses, to represent England, and two footballs. This was the first club badge to appear on shirts, since the policy of putting the crest on the shirts was only adopted in the early 1960s.


          In 1986, with new owners now at the club, Chelsea's crest was changed again as part of another attempt to modernise and to capitalise on new marketing opportunities. The new badge featured a more naturalistic non-heraldic lion, yellow and not blue, standing over the C.F.C. initials. It lasted for the next 19 years, with some modifications such as the use of different colours. With new ownership, and the club's centenary approaching, combined with demands from fans for the club's traditional badge to be restored, it was decided that the crest should be changed again in 2004. The new crest was officially adopted for the start of the 200506 season and marks a return to the older design of the blue heraldic lion holding a staff. As with previous crests, this one has appeared in various colours, including white and gold.
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          Chelsea have always worn blue shirts, although they initially adopted a lighter shade than the current version, and unlike today wore white shorts and dark blue socks. The lighter blue was taken from the racing colours of then club president, Earl Cadogan. The light blue shirts were short-lived, however, and replaced by a royal blue version in around 1912. When Tommy Docherty became manager in the early 1960s he changed the kit again, adding blue shorts (which have remained ever since) and white socks, believing it made the club's colours more distinctive, since no other major side used that combination; this kit was first worn during the 196465 season.


          Chelsea's traditional away colours are all yellow or all white with blue trim, but, as with most teams, they have had some more unusual ones. The first away strip consisted of black and white stripes and for one game in the 1960s the team wore Inter Milan-style blue and black stripes, again at Docherty's behest. Other memorable away kits include a mint green strip in the 1980s, a red and white checked one in the early 90s and a graphite and tangerine addition in the mid-1990s.
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          The 2007/2008 Chelsea away strip consists of an 'electric yellow' shirt with thick black lines forming separate panels of the shirt. The adidas three stripes are black, and run down the arms. It is worn with black shorts and black socks, but in the case of further clashes it is worn with "electric yellow" shorts and/or socks. The crest on the shirt is in "electric yellow" and black to go with the rest of the kit, instead of the usual blue, white, red and gold. For the 07/08 season, there is also a third kit, which is all white with blue and black trim.


          Chelsea's kit is currently manufactured by Adidas, which is contracted to supply the club's kit from 2006 to 2011. Their previous kit manufacturer was Umbro. Chelsea's first shirt sponsor was Gulf Air, agreed midway through the 198384 season. Following that, the club were sponsored by Grange Farms, Bai Lin tea and Italian company Simod before a long-term deal was signed with computer manufacturer Commodore International in 1989; Amiga, an off-shoot of Commodore, also appeared on the shirts. Chelsea were subsequently sponsored by Coors beer (199597), Autoglass (19972001) and Emirates Airline (200105). Chelsea's current shirt sponsor is Samsung Mobile.


          


          Supporters


          
            [image: Chelsea fans at a match with Tottenham Hotspur, on 11 March 2006.]

            
              Chelsea fans at a match with Tottenham Hotspur, on 11 March 2006.
            

          


          Chelsea have the fifth highest average all-time attendance in English football and regularly attract over 40,000 fans to Stamford Bridge; they were the fifth best-supported Premiership team in the 200506 season, with an average gate of 41,870. Chelsea's traditional fanbase comes from working-class parts of West London, such as Hammersmith and Battersea, from wealthier areas like Chelsea and Kensington, and from the Home Counties. In addition to the standard football chants, Chelsea fans sing songs like "Carefree", " Blue is the Colour", "We all follow the Chelsea" (to the tune of Land of Hope and Glory), "Ten Men Went to Mow", "Zigga Zagga", "Hello! Hello!" and the celebratory "Celery", with the latter often resulting in fans ritually throwing celery.


          Chelsea do not have a traditional rivalry, in the manner that Liverpool and Everton, or Arsenal and Tottenham Hotspur do. The club's nearest neighbours are Fulham, but they are not seen as big rivals by Chelsea fans, because the clubs have spent most of the last 40 years in separate divisions. A 2004 survey by Planetfootball.com found that Chelsea fans consider their main rivalries to be with (in order): Arsenal, Tottenham Hotspur and Manchester United. Additionally, a strong rivalry with Leeds United dates back to several heated and controversial matches in the 1960s and 1970s, particularly the FA Cup final in 1970. A more recent rivalry has grown with Liverpool following several clashes in cup competitions.


          During the 1970s and 1980s in particular, Chelsea supporters were long associated with football hooliganism. The club's " football firm", originally the Chelsea Shed Boys, now known as the Chelsea Headhunters, were nationally notorious for violent acts against hooligans from other teams, such as West Ham United's Inter City Firm and Millwall's Bushwhackers, both during and after matches. The increase in hooliganism in the 1980s led chairman Ken Bates to propose an electric fence to deter them from invading the pitch; the proposal was rejected by the GLC. Chelsea's hooligan element were revealed to have links with neo-nazi groups such as Combat 18, and other far-right or racist organisations including the British National Party. Since the 1990s there has been a marked decline in crowd trouble at matches, as a result of stricter policing, CCTV in grounds and the advent of all-seater stadia.


          


          Records


          
            [image: Among Chelsea's current players, Frank Lampard has made the most appearances and scored the most goals.]
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          Chelsea's highest appearance-maker is ex-captain Ron Harris, who played in 795 first-class games for the club between 1961 and 1980. This record is unlikely to be broken in the near future; Chelsea's current highest appearance-maker is Frank Lampard with 353. The record for a Chelsea goalkeeper is held by Harris's contemporary, Peter Bonetti, who made 729 appearances (195979). With 116 caps (67 while at the club), Marcel Desailly of France is Chelsea's most capped international player.


          Bobby Tambling is Chelsea's all-time top goalscorer, with 202 goals in 370 games (195970). Seven other players have also scored over 100 goals for Chelsea: George Hilsdon (190612), George Mills (192939), Roy Bentley (194856), Jimmy Greaves (195761), Peter Osgood (196474 & 197879), Kerry Dixon (198392), and Frank Lampard (2001). With 193 goals, Dixon is the only player in the club's recent history to have come close to matching Tambling's record. Greaves holds the record for the most goals scored in one season (43 in 196061). Lampard is the top scorer currently at the club.


          Officially, Chelsea's highest home attendance is 82,905 for a First Division match against Arsenal on 12 October 1935. However, an estimated crowd of over 100,000 attended a friendly match against Soviet team Dynamo Moscow on 13 November 1945. The modernisation of Stamford Bridge during the 1990s and the introduction of all-seater stands mean that neither record will be broken for the foreseeable future. The current legal capacity of Stamford Bridge is 42,055.


          Chelsea hold numerous records in English and European football. They hold the record for the highest points total for a league season (95), the fewest goals conceded during a league season (15), the most consecutive clean sheets during a league season (10), the highest number of Premier League victories in a season (29), the highest number of clean sheets overall in a Premier League season (25) (all set during the 200405 season), and the most consecutive clean sheets from the start of a league season (6) ( 200506).


          The club's 210 aggregate victory over Jeunesse Hautcharage in the UEFA Cup Winners' Cup in 1971 remains a record in European competition. Chelsea may also hold the British transfer record, but the fee for Andriy Shevchenko, estimated at around 30m, remains unconfirmed. Roberto Di Matteo holds the record for fastest goal in an FA Cup final at Wembley, which came 42 seconds into Chelsea's win over Middlesbrough in 1997. Chelsea hold the record for the longest streak of unbeaten matches at home in the English top-flight. They secured the record on 12 August 2007, beating the previous run of 63 matches set by Liverpool between 1978 and 1980. The record is ongoing, and currently stands at 76 matches.


          Chelsea have recorded several "firsts" in English football. Along with Arsenal, they were the first club to play with shirt numbers on 25 August 1928 in their match against Swansea Town. Chelsea were the first English side to travel by aeroplane to a domestic away match, when they visited Newcastle United on 19 April 1957, and the first First Division side to play a match on a Sunday, when they faced Stoke City on 27 January 1974. On 26 December 1999, Chelsea became the first British side to field an entirely foreign (non-UK) starting line-up in a Premier League match against Southampton. On 19 May 2007, they became the first team to win the FA Cup at the new Wembley Stadium, having also been the last to win it at the old Wembley.


          


          In popular culture


          In 1930, Chelsea featured in one of the earliest football films, The Great Game. One-time Chelsea centre forward, Jack Cock, who by then was playing for Millwall, was the star of the film and several scenes were shot at Stamford Bridge, including the pitch, the boardroom and the dressing rooms. It included guest appearances by then-Chelsea players Andrew Wilson, George Mills and Sam Millington. Owing to the notoriety of the Chelsea Headhunters, a football firm associated with the club, Chelsea have also featured in films about football hooliganism, most recently The Football Factory. Chelsea also appear in the Hindi film, Jhoom Barabar Jhoom.


          Up until the 1950s, the club had a long-running association with the music halls, with their underachievement often providing material for comedians such as George Robey. It culminated in comedian Norman Long's release of a comic song in 1933, ironically titled "On The Day That Chelsea Went and Won The Cup", the lyrics of which described a series of bizarre and improbable occurrences on the hypothetical day when Chelsea finally won a trophy.


          The song " Blue is the Colour" was released as a single in the build-up to the 1972 League Cup Final, with all members of Chelsea's first team squad singing; it reached number five in the UK Singles Chart. The song was later adapted to "White is the Colour" and adopted as an anthem by the Vancouver Whitecaps. In the build-up to the 1997 FA Cup final, the song "Blue Day", performed by Suggs and members of Chelsea's squad, reached number 22 in the UK charts. Bryan Adams, a fan of Chelsea, dedicated the song "We're Gonna Win" from the album 18 Til I Die to the club.


          


          Players


          
            	As of 15 January 2008.

          


          


          Current squad


          
            
              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	1

                    	[image: Flag of the Czech Republic]

                    	GK

                    	Petr Čech
                  


                  
                    	2

                    	[image: Flag of Serbia]

                    	DF

                    	Branislav Ivanović
                  


                  
                    	3

                    	[image: Flag of England]

                    	DF

                    	Ashley Cole
                  


                  
                    	4

                    	[image: Flag of France]

                    	MF

                    	Claude Makll
                  


                  
                    	5

                    	[image: Flag of Ghana]

                    	MF

                    	Michael Essien
                  


                  
                    	6

                    	[image: Flag of Portugal]

                    	DF

                    	Ricardo Carvalho
                  


                  
                    	7

                    	[image: Flag of Ukraine]

                    	FW

                    	Andriy Shevchenko
                  


                  
                    	8

                    	[image: Flag of England]

                    	MF

                    	Frank Lampard ( vice-captain)
                  


                  
                    	9

                    	[image: Flag of England]

                    	MF

                    	Steve Sidwell
                  


                  
                    	10

                    	[image: Flag of England]

                    	MF

                    	Joe Cole
                  


                  
                    	11

                    	[image: Flag of C�te d'Ivoire]

                    	FW

                    	Didier Drogba
                  


                  
                    	12

                    	[image: Flag of Nigeria]

                    	MF

                    	John Obi Mikel
                  


                  
                    	13

                    	[image: Flag of Germany]

                    	MF

                    	Michael Ballack
                  

                

              

              	

              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	14

                    	[image: Flag of Peru]

                    	FW

                    	Claudio Pizarro
                  


                  
                    	15

                    	[image: Flag of France]

                    	MF

                    	Florent Malouda
                  


                  
                    	18

                    	[image: Flag of England]

                    	DF

                    	Wayne Bridge
                  


                  
                    	20

                    	[image: Flag of Portugal]

                    	DF

                    	Paulo Ferreira
                  


                  
                    	21

                    	[image: Flag of C�te d'Ivoire]

                    	FW

                    	Salomon Kalou
                  


                  
                    	22

                    	[image: Flag of Israel]

                    	DF

                    	Tal Ben-Haim
                  


                  
                    	23

                    	[image: Flag of Italy]

                    	GK

                    	Carlo Cudicini
                  


                  
                    	24

                    	[image: Flag of England]

                    	MF

                    	Shaun Wright-Phillips
                  


                  
                    	26

                    	[image: Flag of England]

                    	DF

                    	John Terry ( captain)
                  


                  
                    	33

                    	[image: Flag of Brazil]

                    	DF

                    	Alex
                  


                  
                    	35

                    	[image: Flag of Brazil]

                    	DF

                    	Juliano Belletti
                  


                  
                    	39

                    	[image: Flag of France]

                    	FW

                    	Nicolas Anelka
                  


                  
                    	40

                    	[image: Flag of Portugal]

                    	GK

                    	Henrique Hilrio
                  

                

              
            

          


          


          Players out on loan


          
            
              	
                
                  
                    	No.

                    	

                    	Position

                    	Player
                  


                  
                    	17

                    	[image: Flag of England]

                    	FW

                    	Scott Sinclair (at Charlton until May 2008)
                  


                  
                    	27

                    	[image: Flag of Israel]

                    	FW

                    	Ben Sahar (at Sheff Wed until March 2008)
                  


                  
                    	37

                    	[image: Flag of England]

                    	MF

                    	Jack Cork (at Scunthorpe until May 2008)
                  


                  
                    	43

                    	[image: Flag of England]

                    	DF

                    	Ryan Bertrand (at Norwich until May 2008)
                  


                  
                    	44

                    	[image: Flag of England]

                    	DF

                    	Michael Mancienne (at QPR until May 2008)
                  


                  
                    	

                    	[image: Flag of Ireland]

                    	MF

                    	James Simmonds (at Dover Athletic until April 2008)
                  


                  
                    	

                    	[image: Flag of England]

                    	DF

                    	Adrian Pettigrew (at Rotherham until May 2008)
                  


                  
                    	

                    	[image: Flag of England]

                    	MF

                    	Anthony Grant (at Southend until May 2008)
                  


                  
                    	

                    	[image: Flag of England]

                    	MF

                    	Liam Bridcutt (at Yeovil until May 2008)
                  


                  
                    	

                    	[image: Flag of England]

                    	DF

                    	Harry Worley (at Leicester City until May 2008)
                  


                  
                    	

                    	[image: Flag of Brazil]

                    	DF

                    	Alcides (at PSV Eindhoven until June 2008)
                  


                  
                    	

                    	[image: Flag of the Netherlands]

                    	DF

                    	Khalid Boulahrouz (at Sevilla until June 2008)
                  


                  
                    	

                    	[image: Flag of Serbia]

                    	DF

                    	Slobodan Rajković (at PSV Eindhoven until June 2008)
                  


                  
                    	

                    	[image: Flag of Argentina]

                    	FW

                    	Hernn Crespo (at Internazionale until June 2008)
                  

                

              

              	

              	
                
                  
                    	
                  

                

              
            

          


          


          Reserves and Youth Team


          


          Player of the year (19672007)


          
            
              	
                
                  
                    	Year

                    	Winner
                  


                  
                    	1967

                    	[image: Flag of England] Peter Bonetti
                  


                  
                    	1968

                    	[image: Flag of Scotland] Charlie Cooke
                  


                  
                    	1969

                    	[image: Flag of England] David Webb
                  


                  
                    	1970

                    	[image: Flag of England] John Hollins
                  


                  
                    	1971

                    	[image: Flag of England] John Hollins
                  


                  
                    	1972

                    	[image: Flag of England] David Webb
                  


                  
                    	1973

                    	[image: Flag of England] Peter Osgood
                  


                  
                    	1974

                    	[image: Flag of England] Gary Locke
                  


                  
                    	1975

                    	[image: Flag of Scotland] Charlie Cooke
                  


                  
                    	1976

                    	[image: Flag of England] Ray Wilkins
                  


                  
                    	1977

                    	[image: Flag of England] Ray Wilkins
                  


                  
                    	1978

                    	[image: Flag of England] Micky Droy
                  


                  
                    	1979

                    	[image: Flag of England] Tommy Langley
                  


                  
                    	1980

                    	[image: Flag of England] Clive Walker
                  


                  
                    	1981

                    	[image: Flag of Yugoslavia] Petar Borota
                  


                  
                    	1982

                    	[image: Flag of England] Mike Fillery
                  


                  
                    	1983

                    	[image: Flag of Wales] Joey Jones
                  


                  
                    	1984

                    	[image: Flag of Scotland] Pat Nevin
                  


                  
                    	1985

                    	[image: Flag of Scotland] David Speedie
                  


                  
                    	1986

                    	[image: Flag of Wales] Eddie Niedzwiecki
                  


                  
                    	1987

                    	[image: Flag of Scotland] Pat Nevin
                  

                

              

              	

              	
                
                  
                    	Year

                    	Winner
                  


                  
                    	1988

                    	[image: Flag of England] Tony Dorigo
                  


                  
                    	1989

                    	[image: Flag of England] Graham Roberts
                  


                  
                    	1990

                    	[image: Flag of the Netherlands] Ken Monkou
                  


                  
                    	1991

                    	[image: Flag of Ireland] Andy Townsend
                  


                  
                    	1992

                    	[image: Flag of England] Paul Elliott
                  


                  
                    	1993

                    	[image: Flag of Jamaica] Frank Sinclair
                  


                  
                    	1994

                    	[image: Flag of Scotland] Steve Clarke
                  


                  
                    	1995

                    	[image: Flag of Norway] Erland Johnsen
                  


                  
                    	1996

                    	[image: Flag of the Netherlands] Ruud Gullit
                  


                  
                    	1997

                    	[image: Flag of Wales] Mark Hughes
                  


                  
                    	1998

                    	[image: Flag of England] Dennis Wise
                  


                  
                    	1999

                    	[image: Flag of Italy] Gianfranco Zola
                  


                  
                    	2000

                    	[image: Flag of England] Dennis Wise
                  


                  
                    	2001

                    	[image: Flag of England] John Terry
                  


                  
                    	2002

                    	[image: Flag of Italy] Carlo Cudicini
                  


                  
                    	2003

                    	[image: Flag of Italy] Gianfranco Zola
                  


                  
                    	2004

                    	[image: Flag of England] Frank Lampard
                  


                  
                    	2005

                    	[image: Flag of England] Frank Lampard
                  


                  
                    	2006

                    	[image: Flag of England] John Terry
                  


                  
                    	2007

                    	[image: Flag of Ghana] Michael Essien
                  

                

              
            

          


          


          Notable managers


          The following managers have all won at least one trophy when in charge of Chelsea:


          
            
              	Name

              	Period

              	Trophies
            


            
              	[image: Flag of England] Ted Drake

              	19521961

              	First Division Championship, Charity Shield
            


            
              	[image: Flag of Scotland] Tommy Docherty

              	19621967

              	League Cup
            


            
              	[image: Flag of England] Dave Sexton

              	19671974

              	FA Cup, UEFA Cup Winners' Cup
            


            
              	[image: Flag of England] John Neal

              	19811985

              	Second Division Championship
            


            
              	[image: Flag of England] Bobby Campbell

              	19881991

              	Second Division Championship
            


            
              	[image: Flag of the Netherlands] Ruud Gullit

              	19961998

              	FA Cup
            


            
              	[image: Flag of Italy] Gianluca Vialli

              	19982000

              	FA Cup, League Cup, UEFA Cup Winners' Cup, Charity Shield, European Super Cup
            


            
              	[image: Flag of Portugal] Jos Mourinho

              	20042007

              	2 Premier Leagues, 2 League Cups, FA Cup, Community Shield
            

          


          


          Honours


          


          Domestic


          


          League


          
            	First Division/Premier League: 3


          


          
            	
              
                	195455, 200405, 200506

              

            

          


          
            	Second Division/ Championship: 2


          


          
            	
              
                	198384, 198889

              

            

          


          


          Cups


          
            	FA Cup: 4


          


          
            	
              
                	1970, 1997, 2000, 2007

              

            

          


          
            	League Cup: 4


          


          
            	
              
                	1965, 1998, 2005, 2007

              

            

          


          
            	FA Charity Shield/ Community Shield: 3


          


          
            	
              
                	1955, 2000, 2005

              

            

          


          
            	Full Members Cup: 2


          


          
            	
              
                	1986, 1990

              

            

          


          


          European


          
            	UEFA Cup Winners' Cup: 2


          


          
            	
              
                	1971, 1998

              

            

          


          
            	European Super Cup: 1


          


          
            	
              
                	1998

              

            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chelsea_F.C."
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        Chemical bond


        
          

          A chemical bond is the physical process responsible for the attractive interactions between atoms and molecules, and that which confers stability to diatomic and polyatomic chemical compounds. The explanation of the attractive forces is a complex area that is described by the laws of quantum electrodynamics. In practice, however, chemists usually rely on quantum theory or qualitative descriptions that are less rigorous but more easily explained to describe chemical bonding. In general, strong chemical bonding is associated with the sharing or transfer of electrons between the participating atoms. Molecules, crystals, and diatomic gasesindeed most of the physical environment around usare held together by chemical bonds, which dictate the structure of matter.


          Bonds vary widely in their strength. Generally covalent and ionic bonds are often described as "strong", whereas hydrogen bonds and van der Waals' bonds are generally considered to be "weak". Care should be taken because the strongest of the "weak" bonds can be stronger than the weakest of the "strong" bonds.


          
            [image: Examples of Lewis dot-style chemical bonds between carbon C, hydrogen H, and oxygen O. Lewis dot depictures represent an early attempt to describe chemical bonding and are still widely used today.]

            
              Examples of Lewis dot-style chemical bonds between carbon C, hydrogen H, and oxygen O. Lewis dot depictures represent an early attempt to describe chemical bonding and are still widely used today.
            

          


          


          Overview


          Remembering that opposite charges attract, and that the electrons orbiting the nucleus are negatively charged and protons in the nucleus are positively charged, then imagine two atoms near each other which form a covalent bond.


          In the simplest view of a so-called non polar/ polar covalent bond, one or more electronsoften a pair as in this exampleis drawn into the space between the two atomic nuclei. Here the negatively charged electrons are attracted to the positive charges of both nuclei, instead of just their own. This overcomes the repulsion between the two positively charged nuclei of the two atoms and so this overwhelming attraction holds the two nuclei in a relatively fixed configuration of equilibrium, even though they will still vibrate at equilibrium position. In summary, covalent bonding involves sharing of electrons in which the positively charged nuclei of two or more atoms simultaneously attract the negatively charged electrons that are being shared.


          In a simplified view of an ionic bond, the positive charge of one of the nuclei overwhelms the positive charge of the other nucleus, thus effectively transferring an electron from one atom to another, causing one atom to assume a net positive charge, and the other to assume a net negative charge. The bond then results from electrostatic attraction between atoms, and the atoms become positive or negatively charged ions.


          All bonds can be explained by quantum theory, but in practice, simplification rules allow chemists to predict the strength, directionality, and polarity of bonds. The octet rule and VSEPR theory are two examples. More sophisticated theories are valence bond theory which includes orbital hybridization and resonance, and the linear combination of atomic orbitals molecular orbital method which includes ligand field theory. Electrostatics are used to describe bond polarities and the effects they have on chemical substances.


          


          History


          Early speculations into the nature of the chemical bond, from as early as the 12th century, supposed that certain types of chemical species were joined by a type of chemical affinity. In 1704, Issac Newton famously outlined his atomic bonding theory, in "Query 31" of his Opticks, whereby atoms attach to each other by some "force". Specifically, after acknowledging the various popular theories, in vogue at the time, of how atoms were reasoned to attach to each other, i.e. hooked atoms, glued together by rest, or stuck together by conspiring motions, Newton states that he would rather infer from their cohesion, that:


          
            
              
                	

                	Particles attract one another by some force, which in immediate contact is exceedingly strong, at small distances performs the chemical operations, and reaches not far from the particles with any sensible effect.

                	
              

            

          


          In 1819, on the heels of the invention of the voltaic pile, Jns Jakob Berzelius developed a theory of chemical combination stressing the electronegative and electropositive character of the combining atoms. By the mid 19th century, Edward Frankland, F.A. Kekule, A.S. Couper, A.M. Butlerov, and Hermann Kolbe, building on the theory of radicals, developed the theory of valency, originally called combining power, in which compounds were joined owing to an attraction of positive and negative poles. In 1916, chemist Gilbert N. Lewis developed the concept of the electron-pair bond, in which two atoms may share one to six electrons, thus forming the single electron bond, a single bond, a double bond, or a triple bond:


          
            [image: ]
          


          In Lewis' own words:


          
            
              
                	

                	An electron may form a part of the shell of two different atoms and cannot be said to belong to either one exclusively.

                	
              

            

          


          That same year, Walther Kossel put forward a theory similar to Lewis' only his model assumed complete transfers of electrons between atoms, and was thus a model of polar bonds. Both Lewis and Kossel structured their bonding models on that of Abegg's rule (1904).


          In 1927, the first mathematically complete quantum description of a simple chemical bond, i.e. that produced by one electron in the hydrogen molecular ion, H2+, was derived by the Danish physicist Oyvind Burrau. This work showed that the quantum approach to chemical bonds could be fundamentally and quantitatively correct, but the mathematical methods used could not be extended to molecules containing more than one electron. A more practical, albeit less quantitative, approach was put forward in the same year by Walter Heitler and Fritz London. The Heitler-London method forms the basis of what is now called valence bond theory. In 1929, the linear combination of atomic orbitals molecular orbital method (LCAO) approximation was introduced by Sir John Lennard-Jones, who also suggested methods to derive electronic structures of molecules of F2 (fluorine) and O2 (oxygen) molecules, from basic quantum principles. This molecular orbital theory represented a covalent bond as a orbitals formed by combining the quantum mechanical Schrdinger atomic orbitals which had been hypothesized for electrons in single atoms. The equations for bonding electrons in multi-electron atoms could not be solved to mathematical perfection (i.e., analytically), but approximations for them still gave many good qualitative preditions and results. Most quantitative calculations in modern quantum chemistry use either valence bond or molecular orbital theory as a starting point, although a third approach, Density Functional Theory, has become increasingly popular in recent years.


          In 1935, H. H. James and A. S. Coolidge carried out a calculation on the dihydrogen molecule that, unlike all previous calculation which used functions only of the distance of the electron from the atomic nucleus, used functions which also explicitly added the distance between the two electrons. With up to 13 adjustable parameters they obtained a result very close to the experimental result for the dissociation energy. Later extensions have used up to 54 parameters and give excellent agreement with experiment. This calculation convinced the scientific community that quantum theory could give agreement with experiment. However this approach has none of the physical pictures of the valence bond and molecular orbital theories and is difficult to extend to larger molecules.


          


          Valence bond theory


          In the year 1927, valence bond theory was formulated which argued essentially that a chemical bond forms when two valence electrons, in their respective atomic orbitals, work or function to hold two nuclei together, by virtue of system energy lowering effects. In 1931, building on this theory, chemist Linus Pauling published what some consider one of the most important papers in the history of chemistry: On the Nature of the Chemical Bond. In this paper, building on the works of Lewis, and the valence bond theory (VB) of Heitler and London, and his own earlier work, he presented six rules for the shared electron bond, the first three of which were already generally known:


          
            	1. The electron-pair bond forms through the interaction of an unpaired electron on each of two atoms.


            	2. The spins of the electrons have to be opposed.


            	3. Once paired, the two electrons cannot take part in additional bonds.

          


          His last three rules were new:


          
            	4. The electron-exchange terms for the bond involves only one wave function from each atom.


            	5. The available electrons in the lowest energy level form the strongest bonds.


            	6. Of two orbitals in an atom, the one that can overlap the most with an orbital from another atom will form the strongest bond, and this bond will tend to lie in the direction of the concentrated orbital.

          


          Building on this article, Paulings 1939 textbook: On the Nature of the Chemical Bond would become what some have called the bible of modern chemistry. This book helped experimental chemists to understand the impact of quantum theory on chemistry. However, the later edition in 1959 failed to address adequately the problems that appeared to be better understood by molecular orbital theory. The impact of valence theory declined during the 1960's and 1970's as molecular orbital theory grew in popularity and was implemented in many large computer programs. Since the 1980s, the more difficult problems of implementing valence bond theory into computer programs have been largely solved and valence bond theory has seen a resurgence.


          


          Molecular orbital theory


          Molecular orbital theory (MO) uses a linear combination of atomic orbitals to form molecular orbitals which cover the whole molecule. These are often divided into bonding orbitals, anti-bonding orbitals, and non-bonding orbitals. A molecular orbital is merely a Schrdinger orbital which includes several, but often only two nuclei. If this orbital is of type in which the electron(s) in the orbital have a higher probability of being between nuclei than elsewhere, the orbital will be a bonding orbital, and will tend to hold the nuclei together. If the electrons tend to be present in a molecular orbital in which they spend more time elsewhere than between the nuclei, the orbital will function as an anti-bonding orbital and will actually weaken the bond. Electrons in non-bonding orbitals tend to be in deep orbitals (nearly atomic orbitals) associated almost entirely with one nucleus or the other, and thus they spend equal time between nuclei or not. These electrons neither contribute nor detract from bond strength.


          


          Comparison of valence bond and molecular orbital theory


          In some respects valence bond theory is superior to molecular orbital theory. When applied to the simplest two-electron molecule, H2, valence bond theory, even at the simplest Heitler-London approach, gives a much closer approximation to the bond energy, and it provides a much more accurate representation of the behaviour of the electrons as chemical bonds are formed and broken. In contrast simple molecular orbital theory predicts that the hydrogen molecule dissociates into a linear superposition of hydrogen atoms and positive and negative hydrogen ions, a completely unphysical result. This explains in part why the curve of total energy against interatomic distance for the valence bond method lies above the curve for the molecular orbital method at all distances and most particularly so for large distances. This situation arises for all homonuclear diatomic molecules and is particularly a problem for F2, where the minimum energy of the curve with molecular orbital theory is still higher in energy than the energy of two F atoms.


          The concepts of hybridization are so versatile, and the variability in bonding in most organic compounds is so modest, that valence bond theory remains an integral part of the vocabulary of organic chemistry. However, the work of Friedrich Hund, Robert Mulliken, and Gerhard Herzberg showed that molecular orbital theory provided a more appropriate description of the spectroscopic, ionization and magnetic properties of molecules. The deficiencies of valence bond theory became apparent when hypervalent molecules (e.g. PF5) were explained without the use of d orbitals that were crucial to the bonding hybridisation scheme proposed for such molecules by Pauling. Metal complexes and electron deficient compounds (e.g. diborane) also appeared to be well described by molecular orbital theory, although valence bond descriptions have been made.


          In the 1930s the two methods strongly competed until it was realised that they are both approximations to a better theory. If we take the simple valence bond structure and mix in all possible covalent and ionic structures arising from a particular set of atomic orbitals, we reach what is called the full configuration interaction wave function. If we take the simple molecular orbital description of the ground state and combine that function with the functions describing all possible excited states using unoccupied orbitals arising from the same set of atomic orbitals, we also reach the full configuration interaction wavefunction. It can be then seen that the simple molecular orbital approach gives too much weight to the ionic structures, while the simple valence bond approach gives too little. This can also be described as saying that the molecular orbital approach is too delocalised, while the valence bond approach is too localised.


          The two approaches are now regarded as complementary, each providing its own insights into the problem of chemical bonding. Modern calculations in quantum chemistry usually start from (but ultimately go far beyond) a molecular orbital rather than a valence bond approach, not because of any intrinsic superiority in the former but rather because the MO approach is more readily adapted to numerical computations. However better valence bond programs are now available.


          


          Bonds in chemical formulas


          The 3-dimensionality of atoms and molecules makes it difficult to use a single technique for indicating orbitals and bonds. In molecular formulas the chemical bonds (binding orbitals) between atoms are indicated by various different methods according to the type of discussion. Sometimes, they are completely neglected. For example, in organic chemistry chemists are sometimes concerned only with the functional groups of the molecule. Thus, the molecular formula of ethanol (a compound in alcoholic beverages) may be written in a paper in conformational, 3-dimensional, full 2-dimensional (indicating every bond with no 3-dimensional directions), compressed 2-dimensional (CH3CH2OH), separating the functional group from another part of the molecule (C2H5OH), or by its atomic constituents (C2H6O), according to what is discussed. Sometimes, even the non-bonding valence shell electrons ( with the 2-dimensionalized approximate directions) are marked, i.e. for elemental carbon .'C'. Some chemists may also mark the respective orbitals, i.e. the hypothetical ethene4 anion (\/C=C/\ 4) indicating the possibility of bond formation.


          


          Strong chemical bonds


          
            
              	Typical bond lengths in pm

              and bond energies in kJ/mol.

              Bond lengths can be converted to 

              by division by 100 (1  = 100 pm).

              Data taken from .
            


            
              	Bond

              	Length

              (pm)

              	Energy

              (kJ/mol)
            


            
              	H  Hydrogen
            


            
              	HH

              	74

              	436
            


            
              	HC

              	109

              	413
            


            
              	HN

              	101

              	391
            


            
              	HO

              	96

              	366
            


            
              	HF

              	92

              	568
            


            
              	HCl

              	127

              	432
            


            
              	HBr

              	141

              	366
            


            
              	C  Carbon
            


            
              	CH

              	109

              	413
            


            
              	CC

              	154

              	348
            


            
              	C=C

              	134

              	614
            


            
              	CC

              	120

              	839
            


            
              	CN

              	147

              	308
            


            
              	CO

              	143

              	360
            


            
              	CF

              	135

              	488
            


            
              	CCl

              	177

              	330
            


            
              	CBr

              	194

              	288
            


            
              	CI

              	214

              	216
            


            
              	CS

              	182

              	272
            


            
              	N  Nitrogen
            


            
              	NH

              	101

              	391
            


            
              	NC

              	147

              	308
            


            
              	NN

              	145

              	170
            


            
              	NN

              	110

              	945
            


            
              	O  Oxygen
            


            
              	OH

              	96

              	366
            


            
              	OC

              	143

              	360
            


            
              	OO

              	148

              	145
            


            
              	O=O

              	121

              	498
            


            
              	F, Cl, Br, I  Halogens
            


            
              	FH

              	92

              	568
            


            
              	FF

              	142

              	158
            


            
              	FC

              	135

              	488
            


            
              	ClH

              	127

              	432
            


            
              	ClC

              	177

              	330
            


            
              	ClCl

              	199

              	243
            


            
              	BrH

              	141

              	366
            


            
              	BrC

              	194

              	288
            


            
              	BrBr

              	228

              	193
            


            
              	IH

              	161

              	298
            


            
              	IC

              	214

              	216
            


            
              	II

              	267

              	151
            


            
              	S  Sulfur
            


            
              	CS

              	182

              	272
            

          


          These chemical bonds are intramolecular forces, which hold atoms together in molecules. In the simplistic localized view of bonding, the number of electrons participating in a bond (or located in a bonding orbital) is typically multiples of two, four, or six, respectively. Even numbers are common because electrons enjoy lower energy states, if paired. Substantially more advanced bonding theories have shown that bond strength is not always a whole number, depending on the distribution of electrons to each atom involved in a bond. For example, the carbons in benzene are connected to each other with about 1.5 bonds, and the two atoms in nitric oxide NO, are connected with about 2.5 bonds. Quadruple bonds are also well known. The type of strong bond depends on the difference in electronegativity and the distribution of the electron orbital paths available to the atoms that are bonded. The larger the difference in electronegativity, the more an electron is attracted to a particular atom involved in the bond, and the more "ionic" properties the bond is said to have ("ionic" means the bond electron(s) are unequally shared). The smaller the difference in electronegativity, the more covalent properties (full sharing) the bond has.


          


          Covalent bond


          Covalent bonding is a common type of bonding, in which the electronegativity difference between the bonded atoms is small or non-existent. Bonds within most organic compounds are described as covalent. See sigma bonds and pi bonds for LCAO-description of such bonding.


          


          Polar covalent bond


          Polar covalent bonding is intermediate in character between a covalent and an ionic bond.


          


          Ionic bond


          Ionic bonding is a type of electrostatic interaction between atoms which have a large electronegativity difference. There is no precise value that distinguishes ionic from covalent bonding but a difference of electronegativity of over 2.0 is likely to be ionic and a difference of less than 1.5 is likely to be covalent. Ionic bonding leads to separate positive and negative ions. Ionic charges are commonly between 3 e to +3 e.


          


          Coordinate covalent bond


          Coordinate covalent bonding, sometimes referred to as dative bonding, is a kind of covalent bonding, in which the covalent bonding electrons originate solely from one of the atoms, the electron-pair donor or Lewis base but are approximately equally shared in the formation of a covalent bond. This concept is somewhat fading as chemists increasingly embrace molecular orbital theory. Examples of coordinate covalent bonding occur in nitrones and ammonia borane. The arrangement is different from an ionic bond in that the electronegativity difference is small, resulting in covalency. They are shown by an arrow unlike other bonds . This arrow shows its head towards the electron acceptor or lewis acid and its tail towards the lewis base. This bond is seen in ammonium.


          


          Bent bonds


          Bent bonds, also known as banana bonds, are bonds in strained or otherwise sterically hindered molecules those binding orbitals are forced into a banana-like form. Bent bonds are often more susceptible to reactions than ordinary bonds.


          [bookmark: 3c-2e_and_3c-4e_bonds]


          3c-2e and 3c-4e bonds


          In three-centre two-electron bonds three atoms share two electrons in bonding. This type of bonding occurs in electron deficient compounds like diborane. Each such bond (2 per molecule in diborane) contains a pair of electrons which connect the boron atoms to each other in a banana shape (shown as a more sharply angled section in the stick model at right), with a proton (nucleus of a hydrogen atom) in the middle of the bond, sharing electrons with both boron atoms. Three-centre four-electron bonds also exist which explain the bonding in hypervalent molecules. In certain cluster compounds so-called four-centre two-electron bonds also have been postulated. These double bonds are also referred to as  (pi) bonds with the usual single bonds being referred to as  bonds.


          


          One- and three-electron bonds


          Bonds with one or three electrons can be found in radical species, which have an odd number of electrons. The simplest example of a 1-electron bond is found in the hydrogen molecular cation, H2+. One-electron bonds often have about half the bond energy of a 2-electron bond, and are therefore called "half bonds". However, there are exceptions: in the case of dilithium, the bond is actually stronger for the 1-electron Li2+ than for the 2-electron Li2. This exception can be explained in terms of hybridization and inner-shell effects.


          The simplest example of three-electron bonding can be found in the helium dimer cation, He2+, and can also be considered a "half bond" because, in molecular orbital terms, the third electron is in an anti-bonding orbital which cancels out half of the bond formed by the other two electrons. Another example of a molecule containing a 3-electron bond, in addition to two 2-electron bonds, is nitric oxide, NO. The oxygen molecule, O2 can also be regarded as having two 3-electron bonds and one 2-electron bond, which accounts for its paramagnetism and its formal bond order of 2.


          Molecules with odd-electron bonds are usually highly reactive. These types of bond are only stable between atoms with similar electronegativities.


          


          Aromatic bond


          In most cases, the locations of electrons cannot be simplified to simple lines (place for two electrons) or dots (a single electron). In aromatic bonds which occur in planar rings of atoms where the 4n+2 rule determines whether ring molecules would show extra stability.


          In benzene, the prototypical aromatic compound, 18 bonding electrons bind 6 carbon atoms together to form a planar ring structure. The bond "order" (average number of bonds) between the different carbon atoms may be said to be (18/6)/2=1.5, but in this case the bonds are all identical from the chemical point of view. They may sometimes be written as single bonds alternating with double bonds, but the view of all ring bonds as being equivalently about 1.5 bonds in strength, is much closer to truth.


          In the case of heterocyclic aromatics and substituted benzenes, the electronegativity differences between different parts of the ring may dominate the chemical behaviour of aromatic ring bonds, which otherwise are equivalent.


          


          Metallic bond


          In a metallic bond, bonding electrons are delocalized over a lattice of atoms. By contrast, in ionic compounds, the locations of the binding electrons and their charges are static. Because of delocalization or the free moving of electrons, it leads to the metallic properties such as conductivity, ductility and hardness.


          


          Intermolecular bonding


          There are four basic types of bonds that can be formed between two or more (otherwise non-associated) molecules, ions or atoms. Intermolecular forces cause molecules to be attracted or repulsed by each other. Often, these define some of the physical characteristics (such as the melting point) of a substance.


          


          Permanent dipole to permanent dipole


          A large electronegativity difference between two strongly bonded atoms within a molecule causes a dipole to form (a dipole is a pair of permanent partial charges). Dipoles will attract or repel each other.


          


          Hydrogen bond


          In some ways this is an especially strong example of a permanent dipole, as above. However, in the hydrogen bond, the hydrogen proton comes closer to being shared between target and donor atoms, in a three-centre two-electron bond like that in diborane. Hydrogen bonds explain the relatively high boiling points of liquids like water, ammonia, and hydrogen fluoride, compared with their heavier counterparts in the same periodic table column.


          


          Instantaneous dipole to induced dipole (van der Waals)


          Instantaneous dipole to induced dipole, or van der Waals forces, are the weakest, but also the most prolificoccurring between all chemical substances. Imagine a helium atom: At any one point in time, the electron cloud around the (otherwise neutral) atom can be thought to be slightly imbalanced, with momentarily more negative charge on one side. This is referred to as an instantaneous dipole. This dipole, with its slight charge imbalance, may attract or repel the electrons within a neighbouring helium atom, setting up another dipole. The two atoms will be attracted for an instant, before the charge rebalances and the atoms move on.


          


          Cation-pi interaction


          Cation-pi interactions occur between the localized negative charge of  orbital electrons, located above and below the plane of an aromatic ring, and a positive charge.


          


          Electrons in chemical bonds


          Many simple compounds involve covalent bonds. These molecules have structures that can be predicted using valence bond theory, and the properties of atoms involved can be understood using concepts such as oxidation number. Other compounds that involve ionic structures can be understood using theories from classical physics.


          In the case of ionic bonding, electrons are mainly localized on the individual atoms, and electrons do not travel between the atoms very much. Each atom is assigned an overall electric charge to help conceptualize the molecular orbital's distribution. The forces between atoms (or ions) are largely characterized by isotropic continuum electrostatic potentials.


          By contrast, in covalent bonding, the electron density within a bond is not assigned to individual atoms, but is instead delocalized in the MOs between atoms. The widely accepted theory of the linear combination of atomic orbitals (LCAO) helps describe the molecular orbital structures and energies based on the atomic orbitals of the atoms they came from. Unlike pure ionic bonds, covalent bonds may have directed anisotropic properties. These may have their own names, too, such as Sigma and Pi bond.


          Atoms can also form bonds that are intermediates between ionic and covalent. This is because these definitions are based on the extent of electron delocalization. Electrons can be partially delocalized between atoms, but spend more time around one atom than another. This type of bond is often called polar covalent. See electronegativity.


          Thus, the electrons in a molecular orbital (or 'in a polar covalent, or in a covalent bond') can be said to be either localized on certain atom(s) or delocalized between two or more atoms. The type of bond between two atoms is defined by how much the electron density is localized or delocalized among the atoms of the bonds
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        Chemical compound


        
          

          A chemical compound is a substance consisting of two or more different elements chemically bonded together in a fixed proportion by mass.


          


          Nature of a chemical compound


          


          Bonds


          The atoms in the molecule can be held together by no bonds, covalent bonds or ionic bonds. For example H2O is held together by polar covalent bonds. Sodium chloride is an example of an ionic compound.


          


          Fine-tuning the definition


          There are some exceptions to the definition above. Certain crystalline compounds may be treated as chemical compounds despite varying in composition according to the presence or otherwise of elements trapped within the crystal structure. Some compounds regarded as chemically identical may have varying amounts of heavy or light isotopes of the constituent elements, which will make the ratio of elements by mass vary slightly. A compound therefore may not be completely homogenous, but for most purposes in chemistry it can be regarded as such.


          Not all molecules are compounds. A diatomic molecule of hydrogen, represented by H2, is homonuclear  made of atoms of only one element, so is not regarded as a compound. Compounds are pure substances that contain two or more elements combined in a definite fixed proportion.


          


          Formula


          Chemists describe compounds using formula in various formats. For molecules, the formula for the molecular unit is shown. For polymeric materials, such as minerals and many metal oxides, the empirical formula is given, e.g. NaCl for table salt. The order of the elements in molecular and empirical formulas is C, then H and then alphabetical. Trifluoroacetic acid is thus described as C2HF3O2. More descriptive formulas convey structure information, illustrated again with trifluoroacetic acid. CF3CO2H. On the other hand, formulas for inorganic compounds often do not convey structural information, as illustrated by H2SO4 for a molecule that has no H-S bonds. A more descriptive presentation would be O2S(OH)2.


          Elements form compounds to become more stable. They become stable when they have the maximum number of possible electrons in their outermost energy level, which is normally two or eight valence electrons. This is the reason that noble gases do not frequently react: they already possess eight valence electrons (the exception being helium, which requires only two valence electrons to achieve stability).


          


          Phases and thermal properties


          Compounds may have several possible phases. All compounds can exist as solids, at least at low enough temperatures. Molecular compounds may also exist as liquids, gases, and, in some cases, even plasmas. All compounds decompose upon applying heat. The temperature at which such fragmentation occurs is often called the decomposition temperature. Decomposition temperatures are not sharp and depend on the rate of heating. At sufficiently high temperatures, all compounds, either after they have decomposed somehow or in the act of decomposing, fragment into smaller compounds or to individual atoms.


          


          CAS number


          Every chemical compound that has been described in the literature carries a uniques numerical identifier, its CAS number.
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          A chemical element, or element, is a type of atom that is distinguished by its atomic number; that is, by the number of protons in its nucleus. The term is also used to refer to a pure chemical substance composed of atoms with the same number of protons.


          Common examples of elements are hydrogen, carbon, nitrogen, and oxygen. In total, 117 Elements have been observed as of 2007, of which 94 occur naturally on Earth. Elements with atomic numbers greater than 82 (bismuth and above) are inherently unstable, and undergo radioactive decay. Of the first 82 elements, 80 have stable isotopes. Elements 43 and 61 (technetium and promethium) have no stable isotopes, and decay. The elements from 83 to atomic number 94 that have no stable nuclei, are nevertheless found in nature, either surviving as remnants of the primordial stellar nucleosynthesis which produced the elements in the solar system, or else as produced as newer short-lived daughter-isotopes in the natural decay of uranium and thorium.


          All chemical matter consists of these elements. New elements of higher atomic number are discovered from time to time, as products of artificial nuclear reactions.


          


          History


          The term 'elements' (stoicheia) was first used by the Greek philosopher Plato in about 360 BCE, in his dialogue Timaeus, which includes a discussion of the composition of inorganic and organic bodies and is a rudimentary treatise on chemistry. Plato assumed that the minute particle of each element corresponded to one of the regular polyhedra: tetrahedron (fire), octahedron (air), icosahedron (water), and cube (earth).


          
            
              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	
            


            
              	Tetrahedron (fire)

              	Octahedron (air)

              	Icosahedron (water)

              	Cube (earth)

              	
            

          


          Adding to the four elements of the Greek philosopher Empedocles, in about 350 BC, Aristotle also used the term "element" and conceived of a fifth element called " quintessence", which formed the heavens. Aristotle defined an element as:


          
            
              Element  one of those bodies into which other bodies can be decomposed and which itself is not capable of being divided into other.

            

          


          Building on this theory, in c. 790 Arabian chemist Jabir ibn-Hayyan ( Geber) postulated that metals were formed out of two elements: sulphur, the stone which burns, which characterized the principle of combustibility, and mercury, which contained the idealized principle of metallic properties. Shortly thereafter, this evolved into the Arabic concept of the three principles: sulphur giving flammability or combustion, mercury giving volatility and stability, and salt giving solidity.


          In 1524, Swiss chemist Paracelsus adopted Aristotles four element theory, but reasoned that they appeared in bodies as Gebers three principles. Paracelsus saw these principles as fundamental, and justified them by recourse to the description of how wood burns in fire. Mercury included the cohesive principle, so that when it left in smoke the wood fell apart. Smoke represented the volatility (the mercury principle), the heat-giving flames represented flammability (sulphur), and the remnant ash represented solidity (salt).


          In 1669, German physician and chemist Johann Becher published his Physica Subterranea. In modification on the ideas of Paracelsus, he argued that the constituents of bodies are air, water, and three types of earth: terra fluida, the mercurial element, which contributes fluidity and volatility; terra lapida, the solidifying element, which produces fusibility or the binding quality; and terra pinguis, the fatty element, which gives material substance its oily and combustible qualities. These three earths correspond with Gebers three principles. A piece of wood, for example, according to Becher, is composed of ash and terra pinguis; when the wood is burnt, the terra pinguis is released, leaving the ash. In other words, in combustion the fatty earth burns away.


          In 1661, Robert Boyle showed that there were more than just four classical elements as the ancients had assumed. The first modern list of chemical elements was given in Antoine Lavoisier's 1789 Elements of Chemistry, which contained thirty-three elements, including light and caloric. By 1818, Jns Jakob Berzelius had determined atomic weights for forty-five of the forty-nine accepted elements. Dmitri Mendeleev had sixty-six elements in his periodic table of 1869, shown below.
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          From Boyle until the early 20th century, an element was defined as a pure substance that cannot be decomposed into any simpler substance. Put another way, a chemical element cannot be transformed into other chemical elements by chemical processes. In 1913, Henry Moseley discovered that the physical basis of the atomic number of the atom was its nuclear charge, which eventually led to the current definition. The current definition also avoids some ambiguities due to isotopes and allotropes.


          By 1919, there were seventy-two known elements. In 1955, element 101 was discovered and named mendelevium in honour of Mendeleev, the first to arrange the elements in a periodic manner. In October 2006, the synthesis of element 118 was reported; however, element 117 has not yet been created in the laboratory.


          


          Description


          The lightest elements are hydrogen and helium, both created by Big Bang nucleosynthesis during the first 20 minutes of the universe in a ratio of around 3:1 by mass (approximately 12:1 by number of atoms). Almost all other elements found in nature, including some further hydrogen and helium created since then, were made by various natural or (at times) artificial methods of nucleosynthesis, including occasionally by activities such as nuclear fission.


          As of 2006, there are 117 known elements (in this context, "known" means observed well enough, even from just a few decay products, to have been differentiated from any other element). Of these 117 elements, 94 occur naturally on Earth. Six of these occur in extreme trace quantities: technetium, atomic number 43; promethium, number 61; astatine, number 85; francium, number 87; neptunium, number 93; and plutonium, number 94. These 94 elements, and also possibly element 98 californium, have been detected in the universe at large, in the spectra of stars and also supernovae, where short-lived radioactive elements are newly being made.


          The remaining 22 elements not found on Earth or in astronomical spectra have been derived artificially. All of the elements that are derived solely through artificial means are radioactive with very short half-lives; if any atoms of these elements were present at the formation of Earth, they are extremely likely to have already decayed, and if present in novae, have been in quantities too small to have been noted. Technetium was the first purportedly non-naturally occurring element to be synthesized, in 1937, although trace amounts of technetium have since been found in nature, and the element may have been discovered naturally in 1925. This pattern of artificial production and later natural discovery has been repeated with several other radioactive naturally occurring trace elements.


          Lists of the elements by name, by symbol, by atomic number, by density, by melting point, and by boiling point as well as Ionization energies of the elements are available. The most convenient presentation of the elements is in the periodic table, which groups elements with similar chemical properties together.


          


          Atomic number


          The atomic number of an element, Z, is equal to the number of protons which defines the element. For example, all carbon atoms contain 6 protons in their nucleus; so the atomic number "Z" of carbon is 6. Carbon atoms may have different numbers of neutrons, which are known as isotopes of the element.


          The number of protons in the atomic nucleus also determines its electric charge, which in turn determines the electrons of the atom in its non-ionized state. This in turn (by means of the Pauli exclusion principle) determines the atom's various chemical properties. So all carbon atoms, for example, ultimately have identical chemical properties because they all have the same number of protons in their nucleus, and therefore have the same atomic number. It is for this reason that atomic number rather than mass number (or atomic weight) is considered the identifying characteristic of an element.


          


          Atomic mass


          The mass number of an element, A, is the number of nucleons (protons and neutrons) in the atomic nucleus. Different isotopes of a given element are distinguished by their mass numbers, which are conventionally written as a super-index on the left hand side of the atomic symbol (e.g., 238U).


          The relative atomic mass of an element is the average of the atomic masses of all the chemical element's isotopes as found in a particular environment, weighted by isotopic abundance, relative to the atomic mass unit (u). This number may be a fraction which is not close to a whole number, due to the averaging process. On the other hand, the atomic mass of a pure isotope is quite close to its mass number. Whereas the mass number is a natural (or whole) number, the atomic mass of a single isotope is a real number which is close to a natural number. In general, it differs slightly from the mass number as the mass of the protons and neutrons is not exactly 1 u, the electrons also contribute slightly to the atomic mass, and because of the nuclear binding energy. For example, the mass of 19F is 18.9984032 u. The only exception to the atomic mass of an isotope not being a natural number is 12C, which has a mass of exactly 12, due to the definition of u (it is fixed as 1/12th of the mass of a free carbon-12 atom, exactly).


          


          Isotopes


          Isotopes are atoms of the same element (that is, with the same number of protons in their atomic nucleus), but having different numbers of neutrons. Most (66 of 94) naturally occurring elements have more than one stable isotope. Thus, for example, there are three main isotopes of carbon. All carbon atoms have 6 protons in the nucleus, but they can have either 6, 7, or 8 neutrons. Since the mass numbers of these are 12, 13 and 14 respectively, the three isotopes of carbon are known as carbon-12, carbon-13, and carbon-14, often abbreviated to 12C, 13C, and 14C. Carbon in everyday life and in chemistry is a mixture of 12C, 13C, and 14C atoms.


          All three of the isotopes of carbon have the same chemical properties. But they have different nuclear properties. In this example, carbon-12 and carbon-13 are stable atoms, but carbon-14 is unstable; it is slightly radioactive, decaying over time into other elements.


          Like carbon, some isotopes of various elements are radioactive and decay into other elements upon radiating an alpha or beta particle. For certain elements, all their isotopes are radioactive isotopes: specifically the elements without any stable isotopes are technetium (atomic number 43), promethium (atomic number 61), and all observed elements with atomic numbers greater than 82.


          Of the 80 elements with a stable isotope, 16 have only one stable isotope, and the mean number of stable isotopes for the 80 stable elements is 3.4 stable isotopes per element. The largest number of stable isotopes that occur for an element is 10 (for tin, element 50).


          


          Allotropes


          Some elements can be found as multiple elementary substances, known as allotropes, which differ in their structure and properties. For example, carbon can be found as diamond, which has a tetrahedral structure around each carbon atom; graphite, which has layers of carbon atoms with a hexagonal structure, and fullerenes, which have nearly spherical shapes. The ability for an element to exist in one of many structural forms is known as 'allotropy'.


          


          Standard state


          The standard state, or reference state, of an element is defined as its thermodynamically most stable state at 1 bar at a given temperature (typically at 298.15 K). In thermochemistry, an element is defined to have an enthalpy of formation of zero in its standard state. For example, the reference state for carbon is graphite, because it is more stable than the other allotropes.


          


          Nomenclature


          The naming of elements precedes the atomic theory of matter, although at the time it was not known which chemicals were elements and which compounds. When it was learned, existing names (e.g., gold, mercury, iron) were kept in most countries, and national differences emerged over the names of elements either for convenience, linguistic niceties, or nationalism. For example, the Germans use "Wasserstoff" for "hydrogen" and "Sauerstoff" for "oxygen", while English and some romance languages use "sodium" for "natrium" and "potassium" for "kalium", and the French, Greeks and Poles prefer "azote/azot" for "nitrogen".


          But for international trade, the official names of the chemical elements both ancient and recent are decided by the International Union of Pure and Applied Chemistry, which has decided on a sort of international English language. That organization has recently prescribed that "aluminium" and "caesium" take the place of the US spellings "aluminium" and "cesium", while the US "sulfur" takes the place of the British "sulphur". But chemicals which are practicable to be sold in bulk within many countries, however, still have national names, and those which do not use the Latin alphabet cannot be expected to use the IUPAC name. According to IUPAC, the full name of an element is not capitalized, even if it is derived from a proper noun such as the elements californium or einsteinium (unless it would be capitalized by some other rule). Isotopes of chemical elements are also uncapitalized if written out: carbon-12 or uranium-235.


          In the second half of the twentieth century physics laboratories became able to produce nuclei of chemical elements that have a half life too short for them to remain in any appreciable amounts. These are also named by IUPAC, which generally adopts the name chosen by the discoverer. This can lead to the controversial question of which research group actually discovered an element, a question which delayed the naming of elements with atomic number of 104 and higher for a considerable time. (See element naming controversy).


          Precursors of such controversies involved the nationalistic namings of elements in the late nineteenth century. For example, lutetium was named in reference to Paris, France. The Germans were reluctant to relinquish naming rights to the French, often calling it cassiopeium. The British discoverer of niobium originally named it columbium, in reference to the New World. It was used extensively as such by American publications prior to international standardization.


          


          Chemical symbols


          


          Specific chemical elements


          Before chemistry became a science, alchemists had designed arcane symbols for both metals and common compounds. These were however used as abbreviations in diagrams or procedures; there was no concept of atoms combining to form molecules. With his advances in the atomic theory of matter, John Dalton devised his own simpler symbols, based on circles, which were to be used to depict molecules.


          The current system of chemical notation was invented by Berzelius. In this typographical system chemical symbols are not used as mere abbreviations - though each consists of letters of the Latin alphabet - they are symbols intended to be used by peoples of all languages and alphabets. The first of these symbols were intended to be fully universal; since Latin was the common language of science at that time, they were abbreviations based on the Latin names of metals - Fe comes from Ferrum, Ag from Argentum. The symbols were not followed by a period (full stop) as abbreviations were. Later chemical elements were also assigned unique chemical symbols, based on the name of the element, but not necessarily in English. For example, sodium has the chemical symbol 'Na' after the Latin natrium. The same applies to "W" (wolfram) for tungsten, "Hg" (hydrargyrum) for mercury, "K" (kalium) for potassium, "Au" (aurum) for gold, "Pb" (plumbum) for lead, and "Sb" (stibium) for antimony.


          Chemical symbols are understood internationally when element names might need to be translated. There are sometimes differences; for example, the Germans have used "J" instead of "I" for iodine, so the character would not be confused with a roman numeral.


          The first letter of a chemical symbol is always capitalized, as in the preceding examples, and the subsequent letters, if any, are always lower case (small letters).


          


          General chemical symbols


          There are also symbols for series of chemical elements, for comparative formulas. These are one capital letter in length, and the letters are reserved so they are not permitted to be given for the names of specific elements. For example, an "X" is used to indicate a variable group amongst a class of compounds (though usually a halogen), while "R" is used for a radical, meaning a compound structure such as a hydrocarbon chain. The letter "Q" is reserved for "heat" in a chemical reaction. "Y" is also often used as a general chemical symbol, although it is also the symbol of yttrium. "Z" is also frequently used as a general variable group. "L" is used to represent a general ligand in inorganic and organometallic chemistry. "M" is also often used in place of a general metal.


          


          Isotope symbols


          The three main isotopes of the element hydrogen are often written as H for protium, D for deuterium and T for tritium. This is in order to make it easier to use them in chemical equations, as it replaces the need to write out the mass number for each atom. It is written like this:


          D2O ( heavy water)


          Instead of writing it like this:


          H2O


          


          Abundance


          During the early phases of the Big Bang, nucleosynthesis of hydrogen nuclei resulted in the production of hydrogen and helium isotopes, as well as very minuscule amounts (on the order of 10-10) of lithium and beryllium. There is argument about whether or not some boron was produced in the Big Bang, as it has been observed in some very young stars, but no heavier elements than boron were produced. As a result, the primordial abundance of atoms consisted of roughly 75% 1H, 25% 4He, and 0.01% deuterium. Subsequent enrichment of galactic halos occurred due to Stellar nucleosynthesis and Supernova nucleosynthesis. However intergalactic space can still closely resemble the primordial abundance, unless it has been enriched by some means.


          The following table shows the ten most common elements in our galaxy (estimated spectroscopically), as measured in parts per million, by mass. Nearby galaxies that have evolved along similar lines have a corresponding enrichment of elements heavier than hydrogen and helium. The more distant galaxies are being viewed as they appeared in the past, so their abundances of elements appear closer to the primordial mixture. As physical laws and processes appear common throughout the visible universe, however, it is expected that these galaxies will likewise have evolved similar abundances of elements.


          
            
              	Element

              	Parts per million

              by mass
            


            
              	Hydrogen

              	739,000
            


            
              	Helium

              	240,000
            


            
              	Oxygen

              	10,700
            


            
              	Carbon

              	4,600
            


            
              	Neon

              	1,340
            


            
              	Iron

              	1,090
            


            
              	Nitrogen

              	970
            


            
              	Silicon

              	650
            


            
              	Magnesium

              	580
            


            
              	Sulfur

              	440
            

          


          


          Recently discovered elements


          The first transuranium element (element with atomic number greater than 92) discovered was neptunium in 1940. The heaviest element that has been found to date is element 118, ununoctium, which was successfully synthesized on October 9, 2006, by the Flerov Laboratory of Nuclear Reactions in Dubna, Russia.


          Element 117, ununseptium, has not yet been created or discovered, although its place in the periodic table is preestablished, and likewise for possible elements beyond 118.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chemical_element"
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        Chemical equilibrium


        
          

          In a chemical process, chemical equilibrium is the state in which the chemical activities or concentrations of the reactants and products have no net change over time. Usually, this would be the state that results when the forward chemical process proceeds at the same rate as their reverse reaction. The reaction rates of the forward and reverse reactions are generally not zero but, being equal, there are no net changes in any of the reactant or product concentrations. This process is called dynamic equilibrium
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              	Chemical stability
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              	Distribution coefficient
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              	Equilibrium unfolding
            


            
              	Equilibrium stage
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          Introduction


          
            [image: A burette, an apparatus for carrying out e.g. acid-base titration, is an important part of equilibrium chemistry.]

            
              A burette, an apparatus for carrying out e.g. acid-base titration, is an important part of equilibrium chemistry.
            

          


          In a chemical reaction, when reactants are mixed together in a reaction vessel (and heated if needed), the whole of reactants do not get converted into the products. After some time (which may be shorter than millionths of a second or longer than the age of the universe), there will come a point when a fixed amount of reactants will exist in harmony with a fixed amount of products, the amounts of neither changing anymore. This is called chemical equilibrium.


          The concept of chemical equilibrium was developed after Berthollet (1803) found that some chemical reactions are reversible. For any reaction such as


          
            	[image:  \alpha A + \beta B \rightleftharpoons \sigma S + \tau T]

          


          to be at equilibrium the rates of the forward and backward (reverse) reactions have to be equal. In this chemical equation with harpoon arrows pointing both ways to indicate equilibrium, A and B are reactant chemical species, S and T are product species, and , , , and  are the stoichiometric coefficients of the respective reactants and products. The equilibrium position of a reaction is said to lie far to the right if, at equilibrium, nearly all the reactants are used up and far to the left if hardly any product is formed from the reactants.


          Guldberg and Waage (1865), building on Berthollets ideas, proposed the law of mass action:


          
            	[image: \mbox{forward reaction rate} = k_+ {A}^\alpha{B}^\beta \,\!]


            	[image: \mbox{backward reaction rate} = k_{-} {S}^\sigma{T}^\tau \,\!]

          


          where A, B, S and T are active masses and k+ and k are rate constants. Since forward and backward rates are equal:


          
            	[image:  k_+ \left\{ A \right\}^\alpha \left\{B \right\}^\beta = k_{-} \left\{S \right\}^\sigma\left\{T \right\}^\tau \,]

          


          and the ratio of the rate constants is also a constant, now known as an equilibrium constant.


          
            	[image: K=\frac{k_+}{k_-}=\frac{\{S\}^\sigma \{T\}^\tau } {\{A\}^\alpha \{B\}^\beta}]

          


          By convention the products form the numerator. However, the law of mass action is valid only for concerted one-step reactions that proceed through a single transition state and is not valid in general because rate equations do not, in general, follow the stoichiometry of the reaction as Guldberg and Waage had proposed (see, for example, nucleophilic aliphatic substitution by SN1 or reaction of hydrogen and bromine to form hydrogen bromide). Equality of forward and backward reaction rates, however, is a necessary condition for chemical equilibrium, though it is not sufficient to explain why equilibrium occurs.


          Despite the failure of this derivation, the equilibrium constant for a reaction is indeed a constant, independent of the activities of the various species involved, though it does depend on temperature as observed by the van 't Hoff equation. Adding a catalyst will affect both the forward reaction and the reverse reaction in the same way and will not have an effect on the equilibrium constant. The catalyst will speed up both reactions thereby increasing the speed at which equilibrium is reached.


          Although the macroscopic equilibrium concentrations are constant in time reactions do occur at the molecular level. For example, in the case of ethanoic acid dissolved in water and forming ethanoate and hydronium ions,


          
            	CH3CO2H + H2O ⇌ CH3CO2 + H3O+

          


          a proton may hop from one molecule of ethanoic acid on to a water molecule and then on to an ethanoate ion to form another molecule of ethanoic acid and leaving the number of ethanoic acid molecules unchanged. This is an example of dynamic equilibrium. Equilibriums, like the rest of thermodynamics, are statistical phenomena, averages of microscopic behaviour.


          Le Chatelier's principle (1884) is a useful principle that gives a qualitative idea of an equilibrium system's response to changes in reaction conditions. If a dynamic equilibrium is disturbed by changing the conditions, the position of equilibrium moves to counteract the change. For example, adding more S from the outside will cause an excess of products, and the system will try to counteract this by increasing the reverse reaction and pushing the equilibrium point backward (though the equilibrium constant will stay the same).


          If mineral acid is added to the ethanoic acid mixture, increasing the concentration of hydronium ion, the amount of dissociation must decrease as the reaction is driven to the left in accordance with this principle. This can also be deduced from the equilibrium constant expression for the reaction:


          
            	[image: K=\frac{\{CH_3CO_2^-\}\{H_3O^+\}} {\{CH_3CO_2H\}\{H_2O \}}]

          


          if {H3O+} increases {CH3CO2H} must increase and {CH3CO2} must decrease.


          A quantitative version is given by the reaction quotient.


          J.W. Gibbs suggested in 1873 that equilibrium is attained when the Gibbs energy of the system is at its minimum value (assuming the reaction is carried out under constant pressure). What this means is that the derivative of the Gibbs energy with respect to reaction coordinate (a measure of the extent of reaction that has occurred, ranging from zero for all reactants to a maximum for all products) vanishes, signalling a stationary point. This derivative is usually called, for certain technical reasons, the Gibbs energy change. This criterion is both necessary and sufficient. If a mixture is not at equilibrium, the liberation of the excess Gibbs energy (or Helmholtz energy at constant volume reactions) is the driving force for the composition of the mixture to change until equilibrium is reached. The equilibrium constant can be related to the standard Gibbs energy change for the reaction by the equation


          
            	[image:  \Delta G^\ominus = -RT \ln K_{eq} ]

          


          where R is the universal gas constant and T the temperature.


          When the reactants are dissolved in a medium of high ionic strength the quotient of activity coefficients may be taken to be constant. In that case the concentration quotient, Kc,


          
            	[image: K_c=\frac{[S]^\sigma [T]^\tau } {[A]^\alpha [B]^\beta}]

          


          where [A] is the concentration of A, etc., is independent of the analytical concentration of the reactants. For this reason, equilibrium constants for solutions are usually determined in media of high ionic strength. Kc varies with ionic strength, temperature and pressure (or volume). Likewise Kp for gases depends on partial pressure. These constants are easier to measure and encountered in high-school chemistry courses.


          


          Thermodynamics


          The relationship between the Gibbs energy and the equilibrium constant can be found by considering chemical potentials. The thermodynamic condition for chemical equilibrium is


          
            	At constant pressure G=0 (G is the change Gibbs free energy for the reaction)


            	At constant volume A=0 (A is the change in Helmholtz free energy for the reaction)

          


          In this article only the constant pressure case is considered. The constant volume case is important in geochemistry and atmospheric chemistry where pressure variations are significant. Note that, if reactants and products were in standard state (completely pure), then there would be no reversibility and no equilibrium. The mixing of the products and reactants contributes a large entropy (known as entropy of mixing) to states containing equal mixture of products and reactants. The combination of the standard Gibbs energy change and the Gibbs energy of mixing determines the equilibrium state.


          In general an equilibrium system is defined by writing an equilibrium equation for the reaction


          
            	[image:  \alpha A + \beta B \rightleftharpoons \sigma S + \tau T]

          


          In order to meet the thermodynamic condition for equilibrium, the Gibbs energy must be stationary, meaning that the derivative of G with respect to reaction coordinate (G) must be zero. It can be shown that G is, in fact, equal to the difference between the chemical potentials of the products and those of the reactants. Therefore, the sum of the Gibbs energies of the reactants must be the equal to the sum of the Gibbs energies of the products.


          
            	[image:  \alpha \mu_A + \beta \mu_B = \sigma \mu_S + \tau \mu_T \,]

          


          where  is in this case a partial molar Gibbs energy, a chemical potential. The chemical potential of a reagent A is a function of the activity, {A} of that reagent.


          
            	[image:  \mu_A = \mu_{A}^{\ominus} + RT \ln\{A\} \,]

          


          Substituting expressions like this into the Gibbs energy equation:


          
            	[image:  \Delta G = Vdp-SdT+\sum_{i=1}^k \mu_i dN_i + \sum_{i=1}^n X_i da_i + \cdots \,]

          


          which at constant pressure and temperature becomes:


          
            	[image:  \Delta G =\sum_{i=1}^k \mu_i N_i]

          


          results in:


          
            	[image:  \Delta G = \sigma \mu_{S} + \tau \mu_{T} - \alpha \mu_{A} - \beta \mu_{B} \,]

          


          By substituting the chemical potentials:


          
            	[image:  \Delta G = ( \sigma \mu_{S}^{\ominus} + \tau \mu_{T}^{\ominus} ) - ( \alpha \mu_{A}^{\ominus} - \beta \mu_{B}^{\ominus} ) + ( \sigma RT \ln\{S\} + \tau RT \ln\{T\} ) - ( \alpha RT \ln\{A\} + \beta RT \ln \{B\} ) ]

          


          the relationship becomes:


          
            	[image:  \Delta G =\sum_{i=1}^k \mu_i^\ominus v_i + RT \ln \frac{\{S\}^\sigma \{T\}^\tau} {\{A\}^\alpha \{B\}^\beta} ]

          


          At equilibrium [image:  \Delta G = 0 \,] and therefore


          
            	[image:  \sum_{i=1}^k \mu_i^\ominus v_i + RT \ln \frac{\{S\}^\sigma \{T\}^\tau} {\{A\}^\alpha \{B\}^\beta} = 0]

          


          leading to:


          
            	[image:  \Delta G_m^{\ominus} = -RT \ln K ]

          


          GmO is the standard molar Gibbs energy change for the reaction and K is the equilibrium constant. Note that activities and equilibrium constants are dimensionless numbers.


          


          Treatment of activity


          The expression for the equilibrium constant can be re-written as the product of a concentration quotient, Kc and an activity coefficient quotient, .


          
            	[image: K=\frac{{[S]} ^\sigma {[T]}^\tau ... } {{[A]}^\alpha {[B]}^\beta ...} \times \frac{{\gamma_S} ^\sigma {\gamma_T}^\tau ... } {{\gamma_A}^\alpha {\gamma_B}^\beta ...} = K_c \Gamma]

          


          [A] is the concentration of reagent A, etc. It is possible in principle to obtain values of the activity coefficients, . For solutions, equations such as the Debye-Hckel equation or extensions such as Davies equation or Pitzer equations may be used.Software (below). However this is not always possible. It is common practice to assume that  is a constant, and to use the concentration quotient in place of the thermodynamic equilibrium constant. It is also general practice to use the term equilibrium constant instead of the more accurate concentration quotient. This practice will be followed here.


          For reactions in the gas phase partial pressure is used in place of concentration and fugacity coefficient in place of activity coefficient. In the real world, for example, when making ammonia in industry, fugacity coefficients must be taken into account. Fugacity, f, is the product of partial pressure and fugacity coefficient. The chemical potential of a species in the gas phase is given by


          
            	[image: \mu = \mu^{\Theta} + RT \ln \left( \frac{f}{bar} \right) + RT \ln \gamma]

          


          so the general expression defining an equilibrium constant is valid for both solution and gas phases.


          


          Justification for the use of concentration quotients


          In aqueous solution, equilibrium constants are usually determined in the presence of an "inert" electrolyte such as sodium nitrate NaNO3 or Potassium perchlorate KClO4. The ionic strength, I, of a solution containing a dissolved salt, X+Y-, is given by


          
            	[image:  I = \frac{1}{2}\left(c_X z_X^2 + c_Y z_Y^2 + \sum_{i=1}^n c_i z_i^2\right) ]

          


          where c stands for concentration, z stands for ionic charge and the sum is taken over all the species in equilibrium. When the concentration of dissolved salt is much higher than the analytical concentrations of the reagents, the ionic strength is effectively constant. Since activity coefficients depend on ionic strength the activity coefficients of the species are effectively independent of concentration. Thus, the assumption that  is constant is justified. The concentration quotient is a simple multiple of the equilibrium constant.


          
            	[image:  K_c = \frac{K}{\Gamma} ]

          


          However, Kc will vary with ionic strength. If it is measured at a series of different ionic strengths the value can be extrapolated to zero ionic strength. The concentration quotient obtained in this manner is known, paradoxically, as a thermodynamic equilibrium constant.


          To use a published value of an equilibrium constant in conditions of ionic strength different from the conditions used in its determination, the value should be adjustedSoftware (below).


          


          Metastable mixtures


          A mixture may be appear to have no tendency to change, though it is not at equilibrium. For example, a mixture of SO2 and O2 is metastable as there is a kinetic barrier to formation of the product, SO3.


          
            	2SO2 + O2 [image: \rightleftharpoons] 2SO3

          


          The barrier can be overcome when a catalyst is also present in the mixture as in the contact process, but the catalyst does not affect the equilibrium concentrations.


          Likewise, the formation of bicarbonate from carbon dioxide and water is very slow under normal conditions


          
            	CO2 + 2H2O [image: \rightleftharpoons] HCO3- +H3O+

          


          but almost instantaneous in the presence of the catalytic enzyme carbonic anhydrase.


          


          Pure compounds in equilibria


          When pure substances (liquids or solids) are involved in equilibria they do not appear in the equilibrium equation


          Applying the general formula for an equilibrium constant to the specific case of ethanoic acid one obtains


          
            	[image: CH_3CO_2H + H_2O \rightleftharpoons CH_3CO_2^- + H_3O^+]

          


          
            	[image: K_c=\frac{[{CH_3CO_2}^-][{H_3O}^+]} {[{CH_3CO_2H}][{H_2O}]}]

          


          It may be assumed that the concentration of water is constant. This assumption will be valid for all but very concentrated solutions. The equilibrium constant expression is therefore usually written as


          
            	[image: K=\frac{[{CH_3CO_2}^-][{H_3O}^+]} {[{CH_3CO_2H}]}]

          


          where now


          [image: K=K_c*[H_2O]\,]


          a constant factor is incorporated into the equilibrium constant.


          A particular case is the self-ionization of water itself


          
            	[image: H_2O + H_2O \rightleftharpoons H_3O^+ + OH^-]

          


          The self-ionization constant of water is defined as


          [image: K_w = [H^+][OH^-]\,]


          It is perfectly legitimate to write [H+] for the hydronium ion concentration, since the state of solvation of the proton is constant (in dilute solutions) and so does not affect the equilibrium concentrations. Kw varies with variation in ionic strength and/or temperature.


          The concentrations of H+ and OH- are not independent quantities. Most commonly [OH-] is replaced by Kw[H+]-1 in equilibrium constant expressions which would otherwise hydroxide.


          Solids also do not appear in the equilibrium equation. An example is the Boudouard reaction :


          
            	[image: 2CO \rightleftharpoons CO_2 + C ]

          


          for which the equation (without solid carbon) is written as:


          
            	[image: K_c=\frac{[CO_2]} {[CO]^2}]

          


          


          Multiple equilibria


          Consider the case of a dibasic acid H2A. When dissolved in water, the mixture will contain H2A, HA- and A2-. This equilibrium can be split into two steps in each of which one proton is liberated.


          
            	[image: H_2A \rightleftharpoons HA^- + H^+�:K_1=\frac{[HA^-][H^+]} {[H_2A]}]


            	[image: HA^- \rightleftharpoons A^{2-} + H^+�:K_2=\frac{[A^{2-}][H^+]} {[HA^-]}]

          


          K1 and K2 are examples of stepwise equilibrium constants. The overall equilibrium constant,D, is product of the stepwise constants.


          
            	[image: H_2A \rightleftharpoons A^{2-} + 2H^+�:\beta_D = \frac{[A^{2-}][H^+]^2} {[H_2A]}=K_1K_2]

          


          Note that these constants are dissociation constants because the products on the right hand side of the equilibrium expression are dissociation products. In many systems, it is preferable to use association constants.


          
            	[image: A^{2-} + H^+ \rightleftharpoons HA^- �:\beta_1=\frac {[HA^-]} {[A^{2-}][H^+]}]


            	[image: A^{2-} + 2H^+ \rightleftharpoons H_2A �:\beta_2=\frac {[H_2A]} {[A^{2-}][H^+]^2}]

          


          1 and 2 are examples of association constants. Clearly 1 = 1/K2 and 2 = 1/D; lg 1 = pK2 and lg 2 = pK2 + pK1


          


          Effect of temperature change on an equilibrium constant


          The effect of changing temperature on an equilibrium constant is given by the van 't Hoff equation


          
            	[image: \frac {d\ln K} {dT} = \frac{{\Delta H_m}^{\Theta}} {RT^2}]

          


          Thus, for exothermic reactions, (H is negative) K decreases with temperature, but, for endothermic reactions, (H is positive) K increases with temperature. An alternative formulation is


          
            	[image: \frac {d\ln K} {d(1/T)} = -\frac{{\Delta H_m}^{\Theta}} {R}]

          


          At first sight this appears to offer a means of obtaining the standard molar enthalpy of the reaction by studying the variation of K with temperature. In practice, however, the method is unreliable because error propagation almost always gives very large errors on the values calculated in this way.


          


          Types of equilibrium and some applications


          
            	In the gas phase. Rocket engines


            	The industrial synthesis such as ammonia in the Haber-Bosch process (depicted right) takes place through a succession of equilibrium steps including adsorbtion processes.

          


          
            [image: Haber-Bosch process]
          


          
            	atmospheric chemistry


            	Seawater and other natural waters: Chemical oceanography


            	Distribution between two phases

              
                	LogD-Distribution coefficient: Important for pharmaceuticals where lipophilicity is a significant property of a drug


                	Liquid-liquid extraction, Ion exchange, Chromatography


                	Solubility product


                	Uptake and release of oxygen by haemoglobin in blood

              

            


            	Acid/base equilibria: Acid dissociation constant, hydrolysis, buffer solutions, indicators, acid-base homeostasis


            	Metal-ligand complexation: sequestering agents, chelation therapy, MRI contrast reagents, Schlenk equilibrium


            	Adduct formation: Host-guest chemistry, supramolecular chemistry, molecular recognition, dinitrogen tetroxide


            	In certain oscillating reactions, the approach to equilibrium is not asymptotically but in the form of a damped oscillation .


            	The related Nernst equation in electrochemistry gives the difference in electrode potential as a function of redox concentrations.


            	When molecules on each side of the equilibrium are able to further react irreversibly in secondary reactions, the final product ratio is determined according to the Curtin-Hammett principle.

          


          In these applications, terms such as stability constant, formation constant, binding constant, affinity constant, association/dissociation constant are used. In biochemistry, it is common to give units for binding constants, which serve to define the concentration units used when the constants value was determined.


          


          Composition of an equilibrium mixture


          When the only equilibrium is that of the formation of a 1:1 adduct as the composition of a mixture, there are any number of ways that the composition of a mixture can be calculated. For example, see ICE table for a traditional method of calculating the pH of a solution of a weak acid.


          There are three approaches to the general calculation of the composition of a mixture at equilibrium.


          
            	The most basic approach is to manipulate the various equilibrium constants until the desired concentrations are expressed in terms of measured equilibrium constants (equivalent to measuring chemical potentials) and initial conditions.


            	Minimize the Gibbs energy of the system.


            	Satisfy the equation of mass balance. The equations of mass balance are simply statements that demonstrate that the total concentration of each reactant must be constant by the law of conservation of mass.

          


          


          Solving the equations of mass-balance


          In general, the calculations are rather complicated. For instance, in the case of a dibasic acid, H2A dissolved in water the two reactants can be specified as the conjugate base, A2-, and the proton, H+. The following equations of mass-balance could apply equally well to a base such as 1,2-diaminoethane, in which case the base itself is designated as the reactant A:


          
            	[image: T_A = [A] + [HA] +[H_2A] \,]


            	[image: T_H = [H] + [HA] + 2[H_2A] - [OH] \,]

          


          With TA the total concentration of species A. Note that it is customary to omit the ionic charges when writing and using these equations.


          When the equilibrium constants are known and the total concentrations are specified there are two equations in two unknown "free concentrations" [A] and [H]. This follows from the fact that [HA]= 1[A][H], [H2A]= 2[A][H]2 and [OH] = Kw[H]-1


          
            	[image:  T_A = [A] + \beta_1[A][H] + \beta_2[A][H]^2 \,]


            	[image:  T_H = [H] + \beta_1[A][H] + 2\beta_2[A][H]^2 - K_w[H]^{-1} \,]

          


          so the concentrations of the "complexes" are calculated from the free concentrations and the equilibrium constants. General expressions applicable to all systems with two reagents, A and B would be


          
            	[image: T_A=[A]+\sum_i{p_i \beta_i[A]^{p_i}[B]^{q_i}}]


            	[image: T_B=[B]+\sum_i{q_i \beta_i[A]^{p_i}[B]^{q_i}}]

          


          It is easy to see how this can be extended to three or more reagents.


          


          Composition for polybasic acids as a function of pH


          The composition of solutions containing reactants A and H is easy to calculate as a function of p[H]. When [H] is known, the free concentration [A] is calculated from the mass-balance equation in A. Here is an example of the results that can be obtained.


          [image: Image:AL hydrolysis.jpg]


          This diagram, for the hydrolysis of the aluminium Lewis acid Al3+aq shows the species concentrations for a 510-6M solution of an aluminium salt as a function of pH. Each concentration is shown as a percentage of the total aluminium.


          


          Solution equilibria with precipitation


          The diagram above illustrates the point that a precipitate that is not one of the main species in the solution equilibrium may be formed. At pH just below 5.5 the main species present in a 5M solution of Al3+ are aluminium hydroxides Al(OH)2+, Al(OH)2+ and Al13(OH)327+, but on raising the pH Al(OH)3 precipitates from the solution. This occurs because Al(OH)3 has a very large lattice energy. As the pH rises more and more Al(OH)3 comes out of solution. This is an example of Le Chatelier's principle in action: Increasing the concentration of the hydroxide ion causes more aluminium hydroxide to precipitate, which removes hydroxide from the solution. When the hydroxide concentration becomes sufficiently high the soluble aluminate, Al(OH)4-, is formed.


          Another common instance where precipitation occurs is when a metal cation interacts with an anionic ligand to form an electrically-neutral complex. If the complex is hydrophopbic, it will precipitate out of water. This occurs with the nickel ion Ni2+ and dimethylglyoxime, (dmgH2): in this case the lattice energy of the solid is not particularly large, but it greatly exceeds the energy of solvation of the molecule Ni(dmgH)2.


          


          Minimization of Gibbs energy


          At equilibrium, G is at a minimum:


          
            	[image: dG= \sum_{j=1}^m \mu_j\,dN_j = 0]

          


          For a closed system, no particles may enter or leave, although they may combine in various ways. The total number of atoms of each element will remain constant. This means that the minimization above must be subjected to the constraints:


          
            	[image: \sum_{j=1}^m a_{ij}N_j=b_i^0]

          


          where aij is the number of atoms of element i in molecule j and bi0 is the total number of atoms of element i, which is a constant, since the system is closed. If there are a total of k types of atoms in the system, then there will be k such equations.


          This is a standard problem in optimisation, known as constrained minimisation. The most common method of solving it is using the method of Lagrange multipliers, also known as undetermined multipliers (though other methods may be used).


          Define:


          
            	[image: \mathcal{G}= G + \sum_{i=1}^k\lambda_i\left(\sum_{j=1}^m a_{ij}N_j-b_i^0\right)=0]

          


          where the i are the Lagrange multipliers, one for each element. This allows each of the Nj to be treated independently, and it can be shown using the tools of multivariate calculus that the equilibrium condition is given by


          
            	[image: \frac{\partial \mathcal{G}}{\partial N_j}=0]  and  [image: \frac{\partial \mathcal{G}}{\partial \lambda_i}=0]

          


          (For proof see Lagrange multipliers)


          This is a set of (m+k) equations in (m+k) unknowns (the Nj and the i) and may, therefore, be solved for the equilibrium concentrations Nj as long as the chemical potentials are known as functions of the concentrations at the given temperature and pressure. (See Thermodynamic databases for pure substances).


          This method of calculating equilibrium chemical concentrations is useful for systems with a large number of different molecules. The use of k atomic element conservation equations for the mass constraint is straightforward, and replaces the use of the stoichiometric coefficient equations.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chemical_equilibrium"
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          A chemical formula is a concise way of expressing information about the atoms that constitute a particular chemical compound. A chemical formula is also a short way of showing how a chemical reaction occurs. For molecular compounds, it identifies each constituent element by its chemical symbol and indicates the number of atoms of each element found in each discrete molecule of that compound. If a molecule contains more than one atom of a particular element, this quantity is indicated using a subscript after the chemical symbol (although 19th-century books often used superscripts). For ionic compounds and other non-molecular substances, the subscripts indicate the ratio of elements in the empirical formula.


          This system for writing chemical formulas was invented by the 19th-century Swedish chemist Jons Jakob Berzelius.


          


          Molecular and structural formula


          For example methane, a simple molecule consisting of one carbon atom bonded to four hydrogen atoms, has the chemical formula:


          
            	CH4

          


          and glucose with six carbon atoms, twelve hydrogen atoms and six oxygen atoms has the chemical formula:


          
            	C6H12O6.

          


          A chemical formula supplies information about the types and spatial arrangement of bonds in the chemical, though it does not necessarily specify the exact isomer. For example ethane consists of two carbon atoms single-bonded to each other, with each carbon atom having three hydrogen atoms bonded to it. Its chemical formula can be rendered as CH3CH3. In ethylene there is a double bond between the carbon atoms (and thus each carbon only has two hydrogens), therefore the chemical formula may be written: CH2CH2, and the fact that there is a double bond between the carbons is implicit because carbon has a valence of four. However, a more explicit and correct method is to write H2C=CH2 or less commonly H2C::CH2. The two lines (or two pairs of dots) indicate that a double bond connects the atoms on either side of them.


          A triple bond may be expressed with three lines or pairs of dots, and if there may be ambiguity, a single line or pair of dots may be used to indicate a single bond.


          Molecules with multiple functional groups that are the same may be expressed in the following way: (CH3)3CH. However, this implies a different structure from other molecules that can be formed using the same atoms (isomers). The formula (CH3)3CH implies a chain of three carbon atoms, with the middle carbon atom bonded to another carbon (see image of 4 carbon "C" atoms),


          
            [image: Carbon chain]
          


          and the remaining bonds on the carbons all leading to hydrogen atoms (hydrogen atoms are not shown in image). However, the same number of atoms (10 hydrogens and 4 carbons, or C4H10) may be used to make a straight chain: CH3CH2CH2CH3.


          The alkene but-2-ene has two isomers which the chemical formula CH3CH=CHCH3 does not identify. The relative position of the two methyl groups must be indicated by additional notation denoting whether the methyl groups are on the same side of the double bond (cis or Z) or on the opposite sides from each other (trans or E).


          


          Polymers


          For polymers, parentheses are placed around the repeating unit. For example, a hydrocarbon molecule that is described as: CH3(CH2)50CH3, is a molecule with 50 repeating units. If the number of repeating units is unknown or variable, the letter n may be used to indicate this: CH3(CH2)nCH3.



          


          Ions


          For ions, the charge on a particular atom may be denoted with a right-hand superscript. For example Na+, or Cu2+. The total charge on a charged molecule or a polyatomic ion may also be shown in this way. For example: hydronium, H3O+ or sulfate, SO42-.


          For more complex ions, brackets [ ] are often used to enclose the ionic formula, as in [B12H12]2-. Parentheses ( ) can be nested inside brackets to indicate a repeating unit, as in [Co(NH3)6]3+. Here (NH3)6 indicates that the ion contains six NH3 groups, and [ ] encloses the entire formula of the ion with charge +3.


          


          Isotopes


          Although isotopes are more relevant to nuclear chemistry or stable isotope chemistry than to conventional chemistry, different isotopes may be indicated with a left-hand superscript in a chemical formula. For example, the phosphate ion containing radioactive phosphorus-32 is 32PO43-. Also a study involving stable isotope ratios might include the molecule 18O16O.


          A left-hand subscript is sometimes used to indicate redundantly the atomic number. For example, 8O2 for dioxygen, and 168O2 for the most abundant isotopic species of dioxygen. This is convenient when writing equations for nuclear reactions, in order to show the balance of charge more clearly.


          


          Empirical formula


          In chemistry, the empirical formula of a chemical is a simple expression of the relative number of each type of atom or ratio of the elements in the compound. Empirical formulas are the standard for ionic compounds, such as CaCl2, and for macromolecules, such as SiO2. An empirical formula makes no reference to isomerism, structure, or absolute number of atoms. The term empirical refers to the process of elemental analysis, a technique of analytical chemistry used to determine the relative percent composition of a pure chemical substance by element.


          For example hexane has a molecular formula of C6H14, or structurally CH3CH2CH2CH2CH2CH3, implying that it has a chain structure of 6 carbon atoms, and 14 hydrogen atoms. However, the empirical formula for hexane is C3H7. Likewise the empirical formula for hydrogen peroxide, H2O2, is simply HO expressing the 1:1 ratio of component elements.


          


          Trapped atoms


          The @ symbol ("at") indicates an atom or molecule trapped inside a cage but not chemically bound to it. This notation became popular in the 1990s with the discovery of fullerene cages, which can trap atoms such as La to form La@C60 or La@C82 for example. A non-fullerene example is [As@Ni12As20]3-, an ion in which one As atom is trapped in a cage formed by the other 32 atoms.


          


          Non-stoichiometric formulas


          Chemical formulas most often use integers for each element. However, there is a whole class of compounds, called non-stoichiometric compounds, that cannot be represented by small integers. Such a formula might be written using decimal fractions, as in Fe0.95O, or it might include a variable part represented by a letter, as in Fe1xO, where x is normally much less than 1.


          


          General forms for organic compounds


          Chemical formula used for a series of compounds that differ from each other by a constant unit is called general formula. Such a series is called the homologous series, while its members are called homologs. The Hill system is a common convention for writing and sorting formulas.


          


          Hill System


          The Hill system is a system of writing chemical formulas such that the number of carbon atoms in a molecule is indicated first, the number of hydrogen atoms next, and then the number of all other chemical elements subsequently, in alphabetical order. When the formula contains no carbon, all the elements, including hydrogen, are listed alphabetically.
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          A chemical reaction is a process that always results in the interconversion of chemical substances. The substance or substances initially involved in a chemical reaction are called reactants. Chemical reactions are usually characterized by a chemical change, and they yield one or more products which are, in general, different from the reactants. Classically, chemical reactions encompass changes that strictly involve the motion of electrons in the forming and breaking of chemical bonds, although the general concept of a chemical reaction, in particular the notion of a chemical equation, is applicable to transformations of elementary particles, as well as nuclear reactions.


          Different chemical reactions are used in combinations in chemical synthesis in order to get a desired product. In biochemistry, series of chemical reactions catalyzed by enzymes form metabolic pathways, by which syntheses and decompositions ordinarily impossible in conditions within a cell are performed.


          


          Reaction types


          The large diversity of chemical reactions and approaches to their study results in the existence of several concurring, often overlapping, ways of classifying them. Below are examples of widely used terms for describing common kinds of reactions.


          
            	Isomerisation, in which a chemical compound undergoes a structural rearrangement without any change in its net atomic composition; see stereoisomerism


            	Direct combination or synthesis, in which 2 or more chemical elements or compounds unite to form a more complex product:

          


          
            	
              
                	N2 + 3 H2  2 NH3

              

            

          


          
            	Chemical decomposition or analysis, in which a compound is decomposed into smaller compounds or elements:

          


          
            	
              
                	2 H2O  2 H2 + O2

              

            

          


          
            	Single displacement or substitution, characterized by an element being displaced out of a compound by a more reactive element:

          


          
            	
              
                	2 Na(s) + 2 HCl (aq)  2 NaCl(aq) + H2(g)

              

            

          


          
            	Metathesis or Double displacement reaction, in which two compounds exchange ions or bonds to form different compounds:

          


          
            	
              
                	NaCl(aq) + AgNO3(aq)  NaNO3(aq) + AgCl(s)

              

            

          


          
            	Acid-base reactions, broadly characterized as reactions between an acid and a base, can have different definitions depending on the acid-base concept employed. Some of the most common are:

          


          
            	
              
                	Arrhenius definition: Acids dissociate in water releasing H3O+ ions; bases dissociate in water releasing OH- ions.


                	Brnsted-Lowry definition: Acids are proton (H+) donors; bases are proton acceptors. Includes the Arrhenius definition.


                	Lewis definition: Acids are electron-pair acceptors; bases are electron-pair donors. Includes the Brnsted-Lowry definition.

              

            

          


          
            	Redox reactions, in which changes in oxidation numbers of atoms in involved species occur. Those reactions can often be interpreted as transferences of electrons between different molecular sites or species. A typical example of redox rection is:

          


          
            	2 S2O32(aq) + I2(aq)  S4O62(aq) + 2 I(aq)

          


          In which I2 is reduced to I- and S2O32- ( thiosulfate anion) is oxidized to S4O62-.


          
            	Combustion, a kind of redox reaction in which any combustible substance combines with an oxidizing element, usually oxygen, to generate heat and form oxidized products. The term combustion is usually used for only large-scale oxidation of whole molecules, i.e. a controlled oxidation of a single functional group is not combustion.

          


          
            	
              
                	C10H8+ 12 O2  10 CO2 + 4 H2O


                	CH2S + 6 F2  CF4 + 2 HF + SF6

              

            

          


          Organic reactions encompass a wide assortment of reactions involving compounds which have carbon as the main element in their molecular structure. The reactions in which an organic compound may take part are largely defined by its functional groups. Defined in opposition to inorganic reactions. Reactions can also be classified according to their mechanism, some typical examples being:


          
            	
              
                	Reactions of ions, e.g. disproportionation of hypochlorite


                	Reactions with reactive ionic intermediates, e.g. reactions of enolates


                	Radical reactions, e.g. combustion at high temperature


                	Reactions of carbenes

              

            

          


          


          Chemical kinetics


          The rate of a chemical reaction is a measure of how the concentration or pressure of the involved substances changes with time. Analysis of reaction rates is important for several applications, such as in chemical engineering or in chemical equilibrium study. Rates of reaction depends basically on:


          
            	Reactant concentrations, which usually make the reaction happen at a faster rate if raised through increased collisions per unit time,


            	Surface area available for contact between the reactants, in particular solid ones in heterogeneous systems. Larger surface area leads to higher reaction rates.


            	Pressure, by increasing the pressure, you decrease the volume between molecules. This will increase the frequency of collisions of molecules.


            	Activation energy, which is defined as the amount of energy required to make the reaction start and carry on spontaneously. Higher activation energy implies that the reactants need more energy to start than a reaction with a lower activation energy.


            	Temperature, which hastens reactions if raised, since higher temperature increases the energy of the molecules, creating more collisions per unit time,


            	The presence or absence of a catalyst. Catalysts are substances which change the pathway (mechanism) of a reaction which in turn increases the speed of a reaction by lowering the activation energy needed for the reaction to take place. A catalyst is not destroyed or changed during a reaction, so it can be used again.


            	For some reactions, the presence of electromagnetic radiation, most notably ultra violet, is needed to promote the breaking of bonds to start the reaction. This is particularly true for reactions involving radicals.

          


          Reaction rates are related to the concentrations of substances involved in reactions, as quantified by the rate law of each reaction. Note that some reactions have rates that are independent of reactant concentrations. These are called zero order reactions.
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              Illustration of the major elements in a prototypical synapse. Synapses allow nerve cells to communicate with one another through axons and dendrites, converting electrical impulses into chemical signals.
            

          


          Chemical synapses are specialized junctions through which neurons signal to each other and to non-neuronal cells such as those in muscles or glands. Chemical synapses allow neurons to form interconnected circuits within the central nervous system. They are thus crucial to the biological computations that underlie perception and thought. They provide the means through which the nervous system connects to and controls the other systems of the body, for example the specialized synapse between a motor neuron and a muscle cell is called a neuromuscular junction.


          Young children have about 1016 synapses (10 quadrillion). This number declines with age, stabilizing by adulthood. Estimates for adults vary from 1015 to 5  1015 (1-5 quadrillion) synapses.


          The word "synapse" comes from "synaptein", which Sir Charles Scott Sherrington and colleagues coined from the Greek "syn-" ("together") and "haptein" ("to clasp"). Chemical synapses are not the only type of biological synapse: electrical and immunological synapses exist as well. Without a qualifier, however, "synapse" commonly refers to a chemical synapse.


          


          Structure


          
            [image: a diagram of a nerve cell showing the different places where a synapse could occur]

            
              a diagram of a nerve cell showing the different places where a synapse could occur
            

          


          Chemical synapses pass information directionally from a presynaptic cell to a postsynaptic cell and are therefore asymmetric in structure and function. The presynaptic terminal, or synaptic bouton, is a specialized area within the axon of the presynaptic cell that contains neurotransmitters enclosed in small membrane bound spheres called synaptic vesicles. Synaptic vesicles are docked at the presynaptic plasma membrane at regions called active zones (AZ).


          Immediately opposite is a region of the postsynaptic cell containing neurotransmitter receptors; for synapses between two neurons the postsynaptic region may be found on the dendrites or cell body. Immediately behind the postsynaptic membrane is an elaborate complex of interlinked proteins called the postsynaptic density (PSD).


          Proteins in the PSD are involved in anchoring and trafficking neurotransmitter receptors and modulating the activity of these receptors. The receptors and PSDs are often found in specialized protrusions from the main dendritic shaft called dendritic spines.


          Between the pre- and postsynaptic cells is a gap about 20nm wide called the synaptic cleft. The small volume of the cleft allows neurotransmitter concentration to be raised and lowered rapidly. The membranes of the two adjacent cells are held together by cell adhesion proteins.


          


          Signaling across chemical synapses


          


          Neurotransmitter release


          The release of a neurotransmitter is triggered by the arrival of a nerve impulse (or action potential) and occurs through an unusually rapid process of cellular secretion, also known as exocytosis: Within the presynaptic nerve terminal, vesicles containing neurotransmitter sit "docked" and ready at the synaptic membrane. The arriving action potential produces an influx of calcium ions through voltage-dependent, calcium-selective ion channels at the down stroke of the action potential (tail current). Calcium ions then trigger a biochemical cascade which results in vesicles fusing with the presynaptic membrane and releasing their contents to the synaptic cleft within 180 sec of calcium entry. Vesicle fusion is driven by the action of a set of proteins in the presynaptic terminal known as SNAREs.


          The membrane added by this fusion is later retrieved by endocytosis and recycled for the formation of fresh neurotransmitter-filled vesicles.


          


          Receptor binding


          Receptors on the opposite side of the synaptic gap bind neurotransmitter molecules and respond by opening nearby ion channels in the postsynaptic cell membrane, causing ions to rush in or out and changing the local transmembrane potential of the cell. The resulting change in voltage is called a postsynaptic potential. In general, the result is excitatory, in the case of depolarizing currents, or inhibitory in the case of hyperpolarizing currents. Whether a synapse is excitatory or inhibitory depends on what type(s) of ion channel conduct the postsynaptic current display(s), which in turn is a function of the type of receptors and neurotransmitter employed at the synapse.


          


          Termination


          The signal is terminated by either breakdown of neurotransmitters, or reuptake, the latter is mainly in the presynaptic neuron to avail recycling of the transmitter.


          


          Reuptake


          Following fusion of the synaptic vesicles and release of transmitter molecules into the synaptic cleft, small neurotransmitters, such as glycine, are rapidly cleared from the space for recycling by specialized membrane proteins in the presynaptic or postsynaptic membrane.


          


          Breakdown


          Some neurotransmitters, e.g. acetylcholine and large ones such as peptides, are broken down without any direct reuptake. The choline part of acetylcholine, however, is to a large degree taken up by the presynaptic neuron for recycling. Peptides, on the other hand, must be resynthesized from the neuron soma.


          


          Modulation of synaptic transmission


          Synaptic transmission can be modulated by e.g. desensitization, homotropic and heterotropic modulation:


          


          Desensitization


          Desensitization of the postsynaptic receptors is a decrease in response to the same neurotransmitter stimulus. It means that the strength of a synapse may in effect diminish as a train of action potentials arrive in rapid succession--a phenomenon that gives rise to the so-called frequency dependence of synapses. The nervous system exploits this property for computational purposes, and can tune its synapses through such means as phosphorylation of the proteins involved.


          


          Homotropic modulation


          Homotropic modulation is a modulation of the presynaptic neuron by its own neurotransmitters, i.e. a form of autocrine signaling. The modulation can include size, number and replenishment rate of vesicles. It is often inhibitory, with the effect of presynaptic inhibition, making the neurotransmitter self-regulating.


          One example are neurons of the sympathetic nervous system (SNS), which release noradrenaline, which, besides from affecting postsynaptic receptors, also affect 2-adrenergic receptors, inhibiting further release of noradrenaline. This effect is utilized with clonidine to perform inhibitory effects on the SNS.


          


          Heterotropic modulation


          Heterotropic modulation is a modulation of presynaptic terminals of nearby neurons. Again, the modulation can include size, number and replenishment rate of vesicles.


          One example are again neurons of the sympathetic nervous system, which release noradrenaline, which, in addition, generate inhibitory effect on presynaptic terminals of neurons of the parasympathetic nervous system.


          


          Pharmacological intervention


          For example, a class of drugs known as selective serotonin reuptake inhibitors or SSRIs affect certain synapses by inhibiting the reuptake of the neurotransmitter serotonin. In contrast, one important excitatory neurotransmitter, acetylcholine, is first broken down into acetate and choline by the enzyme acetylcholinesterase prior to removal from the synapse.


          


          Integration of synaptic inputs


          In general, if an excitatory synapse is strong, an action potential in the presynaptic neuron will trigger another in the postsynaptic cell, whereas, at a weak synapse, the excitatory postsynaptic potential ("EPSP") will not reach the threshold for action potential initiation. In the brain, however, each neuron forms synapses with many others, and, likewise, each receives synaptic inputs from many others. When action potentials fire simultaneously in several neurons that weakly synapse on a single cell, they may initiate an impulse in that cell even though the synapses are weak. This process is known as summation. On the other hand, a presynaptic neuron releasing an inhibitory neurotransmitter such as GABA can cause inhibitory postsynaptic potential in the postsynaptic neuron, decreasing its excitability and therefore decreasing the neuron's likelihood of firing an action potential. In this way, the output of a neuron may depend on the input of many others, each of which may have a different degree of influence, depending on the strength of its synapse with that neuron. John Carew Eccles performed some of the important early experiments on synaptic integration, for which he received the Nobel Prize for Physiology or Medicine in 1963. Complex input/output relationships form the basis of transistor-based computations in computers, and are thought to figure similarly in neural circuits.


          


          Synaptic strength


          The strength of a synapse is defined by the change in transmembrane potential resulting from activation of the postsynaptic neurotransmitter receptors. This change in voltage is known as a postsynaptic potential, and is a direct result of ionic currents flowing through the postsynaptic ion channels. Changes in synaptic strength can be shortterm and without permanent structural changes in the neurons themselves, lasting seconds to minutes  or long-term ( long-term potentiation, or LTP), in which repeated or continuous synaptic activation can result in second messenger molecules initiating protein synthesis, resulting in alteration of the structure of the synapse itself. Learning and memory are believed to result from long-term changes in synaptic strength, via a mechanism known as synaptic plasticity.


          


          Relationship to electrical synapses


          An electrical synapse is a mechanical and electrically conductive link between two abutting neurons that is formed at a narrow gap between the pre- and postsynaptic cells known as a gap junction. At gap junctions, cells approach within about 3.5 nm of each other, rather than the 20 to 40nm distance that separates cells at chemical synapses. As opposed to chemical synapses, the postsynaptic potential in electrical synapses is not caused by the opening of ion channels by chemical transmitters, but by direct electrical coupling between both neurons. Electrical synapses are therefore faster and more reliable than chemical synapses. Electrical synapses are found throughout the nervous system, yet are less common than chemical synapses.
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              Chemistry is the science concerned with the composition, structure, and properties of matter, as well as the changes it undergoes during chemical reactions.
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              Chemistry is the study of interactions of chemical substances with one another and energy
            

          


          Chemistry (from Egyptian kēme (chem), meaning "earth") is the science concerned with the composition, structure, and properties of matter, as well as the changes it undergoes during chemical reactions. Historically, modern chemistry evolved out of alchemy following the chemical revolution (1773). Chemistry is a physical science related to studies of various atoms, molecules, crystals and other aggregates of matter whether in isolation or combination, which incorporates the concepts of energy and entropy in relation to the spontaneity of chemical processes.


          Disciplines within chemistry are traditionally grouped by the type of matter being studied or the kind of study. These include inorganic chemistry, the study of inorganic matter; organic chemistry, the study of organic matter; biochemistry, the study of substances found in biological organisms; physical chemistry, the energy related studies of chemical systems at macro, molecular and submolecular scales; analytical chemistry, the analysis of material samples to gain an understanding of their chemical composition and structure. Many more specialized disciplines have emerged in recent years, e.g. neurochemistry the chemical study of the nervous system (see subdisciplines).


          


          Overview


          Chemistry is the scientific study of interaction of chemical substances that are constituted of atoms or the subatomic components that make up atoms: protons, electrons and neutrons. Atoms combine to produce molecules or crystals. Chemistry can be called " the central science" because it connects the other natural sciences, such as astronomy, physics, material science, biology, and geology.


          The genesis of chemistry can be traced to certain practices, known as alchemy, which had been practiced for several millennia in various parts of the world, particularly the middle east.


          The structure of objects we commonly use and the properties of the matter we commonly interact with, are a consequence of the properties of chemical substances and their interactions. For example, steel is harder than iron because its atoms are bound together in a more rigid crystalline lattice; wood burns or undergoes rapid oxidation because it can react spontaneously with oxygen in a chemical reaction above a certain temperature; sugar and salt dissolve in water because their molecular/ionic properties are such that dissolution is preferred under the ambient conditions.


          The transformations that are studied in chemistry are a result of interaction either between different chemical substances or between matter and energy. Traditional chemistry involves study of interactions between substances in a chemistry laboratory using various forms of laboratory glassware.
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              Laboratory, Institute of Biochemistry, University of Cologne
            

          


          A chemical reaction is a transformation of some substances into one or more other substances. It can be symbolically depicted through a chemical equation. The number of atoms on the left and the right in the equation for a chemical transformation is most often equal. The nature of chemical reactions a substance may undergo and the energy changes that may accompany it are constrained by certain basic rules, known as chemical laws.


          Energy and entropy considerations are invariably important in almost all chemical studies. Chemical substances are classified in terms of their structure, phase as well as their chemical compositions. They can be analysed using the tools of chemical analysis, e.g. spectroscopy and chromatography.


          Chemistry is an integral part of the science curriculum both at the high school as well as the early college level. At these levels, it is often called 'general chemistry' which is an introduction to a wide variety of fundamental concepts that enable the student to acquire tools and skills useful at the advanced levels, whereby chemistry is invariably studied in any of its various sub-disciplines. Scientists, engaged in chemical research are known as chemists. Most chemists specialize in one or more sub-disciplines.


          


          History


          The genesis of chemistry can be traced to the widely observed phenomenon of burning that led to metallurgy- the art and science of processing ores to get metals (e.g. metallurgy in ancient India). The greed for gold led to the discovery of the process for its purification, even though, the underlying principles were not well understood -- it was thought to be a transformation rather than purification. Many scholars in those days thought it reasonable to believe that there exist means for transforming cheaper (base) metals into gold. This gave way to alchemy, and the search for the Philosopher's Stone, which was believed to bring about such a transformation by mere touch.


          Some consider medieval Muslims to be the earliest chemists, who introduced precise observation and controlled experimentation into the field, and discovered numerous chemical substances. The most influential Muslim chemists were Geber (d. 815), al-Kindi (d. 873), al-Razi (d. 925), and al-Biruni (d. 1048). The works of Geber became more widely known in Europe through Latin translations by a pseudo-Geber in 14th century Spain, who also wrote some of his own books under the pen name "Geber". The contribution of Indian alchemists and metallurgists in the development of chemistry was also quite significant.


          The emergence of chemistry in Europe was primarily due to the recurrent incidence of the plague and blights there during the so called Dark Ages. This gave rise to a need for medicines. It was thought that there exists a universal medicine called the Elixir of Life that can cure all diseases, but like the Philosopher's Stone, it was never found.


          For some practitioners, alchemy was an intellectual pursuit, over time, they got better at it. Paracelsus (1493-1541), for example, rejected the 4-elemental theory and with only a vague understanding of his chemicals and medicines, formed a hybrid of alchemy and science in what was to be called iatrochemistry. Similarly, the influences of philosophers such as Sir Francis Bacon (1561-1626) and Ren Descartes (1596-1650), who demanded more rigor in mathematics and in removing bias from scientific observations, led to a scientific revolution. In chemistry, this began with Robert Boyle (1627-1691), who came up with an equations known as the Boyle's Law about the characteristics of gaseous state. Chemistry indeed came of age when Antoine Lavoisier (1743-1794), developed the theory of Conservation of mass in 1783; and the development of the Atomic Theory by John Dalton around 1800. The Law of Conservation of Mass resulted in the reformulation of chemistry based on this law and the oxygen theory of combustion, which was largely based on the work of Lavoisier. Lavoisier's fundamental contributions to chemistry were a result of a conscious effort to fit all experiments into the framework of a single theory. He established the consistent use of the chemical balance, used oxygen to overthrow the phlogiston theory, and developed a new system of chemical nomenclature and made contribution to the modern metric system. Lavoisier also worked to translate the archaic and technical language of chemistry into something that could be easily understood by the largely uneducated masses, leading to an increased public interest in chemistry. All these advances in chemistry led to what is usually called the chemical revolution. The contributions of Lavoisier led to what is now called modern chemistry - the chemistry that is studied in educational institutions all over the world. It is because of these and other contributions that Antoine Lavoisier is often celebrated as the " Father of Modern Chemistry". The later discovery of Friedrich Whler that many natural substances, organic compounds, can indeed be synthesized in a chemistry laboratory also helped the modern chemistry to mature from its infancy.


          The discoveries of the chemical elements has a long history from the days of alchemy and culminating in the creation of the periodic table of the chemical elements by Dmitri Mendeleev (1834-1907) and later discoveries of some synthetic elements.


          


          Etymology


          The word chemistry comes from the earlier study of alchemy, which is basically the quest to make gold from earthen starting materials. As to the origin of the word "alchemy" the question is a debatable one; it certainly can be traced back to the Greeks, and some, following E. Wallis Budge, have also asserted Egyptian origins. Alchemy, generally, derives from the old French alkemie from the Arabic al-kimia - "the art of transformation". The Arabs borrowed the word "kimia" from the Greeks when they conquered Alexandria in the year 642 AD. A tentative outline is as follows:


          
            	Egyptian alchemy [3,000 BCE  400 BCE], formulate early "element" theories such as the Ogdoad.


            	Greek alchemy [332 BCE  642 CE], the Greek king Alexander the Great conquers Egypt and founds Alexandria, having the world's largest library, where scholars and wise men gather to study.


            	Arabian alchemy [642 CE  1200], the Arabs take over Alexandria; Jabir is the main chemist


            	European alchemy [1300  present], Pseudo-Geber builds on Arabic chemistry


            	Chemistry [1661], Boyle writes his classic chemistry text The Sceptical Chymist


            	Chemistry [1787], Lavoisier writes his classic Elements of Chemistry


            	Chemistry [1803], Dalton publishes his Atomic Theory

          


          Thus, an alchemist was called a 'chemist' in popular speech, and later the suffix "-ry" was added to this to describe the art of the chemist as "chemistry".


          


          Definitions


          In retrospect, the definition of chemistry seems to invariably change per decade, as new discoveries and theories add to the functionality of the science. Shown below are some of the standard definitions used by various noted chemists:


          
            	Alchemy (330)  the study of the composition of waters, movement, growth, embodying, disembodying, drawing the spirits from bodies and bonding the spirits within bodies ( Zosimos).


            	Chymistry (1661)  the subject of the material principles of mixt bodies (Boyle).


            	Chymistry (1663)  a scientific art, by which one learns to dissolve bodies, and draw from them the different substances on their composition, and how to unite them again, and exalt them to an higher perfection ( Glaser).


            	Chemistry (1730)  the art of resolving mixt, compound, or aggregate bodies into their principles; and of composing such bodies from those principles ( Stahl).


            	Chemistry (1837)  the science concerned with the laws and effects of molecular forces ( Dumas).


            	Chemistry (1947)  the science of substances: their structure, their properties, and the reactions that change them into other substances (Pauling).


            	Chemistry (1998)  the study of matter and the changes it undergoes ( Chang).

          


          


          Basic concepts


          Several concepts are essential for the study of chemistry, some of them are:


          


          Atom


          An atom is the basic unit of an element. It is a collection of matter consisting of a positively charged core (the atomic nucleus) which contains protons and neutrons, and which maintains a number of electrons to balance the positive charge in the nucleus. The atom is also the smallest entity that can be envisaged to retain some of the chemical properties of the element, such as electronegativity, ionization potential, preferred oxidation state(s), coordination number, and preferred types of bonds to form (e.g., metallic, ionic, covalent).


          


          Element


          The concept of chemical element is related to that of chemical substance. A chemical element is characterized by a particular number of protons in the nuclei of its atoms. This number is known as the atomic number of the element. For example, all atoms with 6 protons in their nuclei are atoms of the chemical element carbon, and all atoms with 92 protons in their nuclei are atoms of the element uranium. However, several isotopes of an element, that differ from one another in the number of neutrons present in the nucleus, may exist.


          The most convenient presentation of the chemical elements is in the periodic table of the chemical elements, which groups elements by atomic number. Due to its ingenious arrangement, groups, or columns, and periods, or rows, of elements in the table either share several chemical properties, or follow a certain trend in characteristics such as atomic radius, electronegativity, etc. Lists of the elements by name, by symbol, and by atomic number are also available.


          


          Compound


          A compound is a substance with a particular ratio of atoms of particular chemical elements which determines its composition, and a particular organization which determines chemical properties. For example, water is a compound containing hydrogen and oxygen in the ratio of two to one, with the oxygen between the hydrogens, and an angle of 104.5 between them. Compounds are formed and interconverted by chemical reactions.


          


          Substance


          A chemical substance is a kind of matter with a definite composition and set of properties. Strictly speaking, a mixture of compounds, elements or compounds and elements is not a chemical substance, but it may be called a chemical. Most of the substances we encounter in our daily life are some kind of mixture, e.g. air, alloys, biomass etc.


          Nomenclature of substances is a critical part of the language of chemistry. Generally it refers to a system for naming chemical compounds. Earlier in the history of chemistry substances were given name by their discoverer, which often led to some confusion and difficulty. However, today the IUPAC system of chemical nomenclature allows chemists to specify by name specific compounds amongst the infinite variety of possible chemicals. The standard nomenclature of chemical substances is set by the International Union of Pure and Applied Chemistry (IUPAC). There are well-defined systems in place for naming chemical species. Organic compounds are named according to the organic nomenclature system. Inorganic compounds are named according to the inorganic nomenclature system. In addition the Chemical Abstracts Service has devised a method to index chemical substance. In this scheme each chemical substance is identifiable by a numeric number known as CAS registry number.


          


          Molecule


          A molecule is the smallest indivisible portion, beside an atom, of a pure chemical substance that has its unique set of chemical properties, that is, its potential to undergo a certain set of chemical reactions with other substances. Molecules can exist as electrically neutral units unlike ions. Molecules are typically a set of atoms bound together by covalent bonds, such that the structure is electrically neutral and all valence electrons are paired with other electrons either in bonds or in lone pairs.


          
            [image: A molecular structure depicts the bonds and relative positions of atoms in a molecule such as that in Paclitaxel shown here]
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          One of the main characteristic of a molecule is its geometry often called its structure. While the structure of diatomic, triatomic or tetra atomic molecules may be trivial, (linear, angular pyramidal etc.) the structure of polyatomic molecules, that are constituted of more than six atoms (of several elements) can be crucial for its chemical nature.


          


          Mole


          A mole is the amount of a substance that contains as many elementary entities (atoms, molecules or ions) as there are atoms in 0.012 kilogram (or 12 grams) of carbon-12, where the carbon-12 atoms are unbound, at rest and in their ground state. This number is known as the Avogadro constant, and is determined empirically. The currently accepted value is 6.02214179(30)1023 mol-1 (2007 CODATA). It is much like the term "a dozen" in that it is an absolute number (having no units) and can describe any type of elementary object, although the mole's use is usually limited to measurement of subatomic, atomic, and molecular structures.


          The number of moles of a substance in one liter of a solution is known as its molarity. Molarity is the common unit used to express the concentration of a solution in physical chemistry.


          


          Ions and salts


          An ion is a charged species, an atom or a molecule, that has lost or gained one or more electrons. Positively charged cations (e.g. sodium cation Na+) and negatively charged anions (e.g. chloride Cl) can form a crystalline lattice of neutral salts (e.g. sodium chloride NaCl). Examples of polyatomic ions that do not split up during acid-base reactions are hydroxide (OH) and phosphate (PO43).


          Ions in the gaseous phase is often known as plasma.


          


          Phase


          In addition to the specific chemical properties that distinguish different chemical classifications chemicals can exist in several phases. For the most part, the chemical classifications are independent of these bulk phase classifications; however, some more exotic phases are incompatible with certain chemical properties. A phase is a set of states of a chemical system that have similar bulk structural properties, over a range of conditions, such as pressure or temperature. Physical properties, such as density and refractive index tend to fall within values characteristic of the phase. The phase of matter is defined by the phase transition, which is when energy put into or taken out of the system goes into rearranging the structure of the system, instead of changing the bulk conditions.


          Sometimes the distinction between phases can be continuous instead of having a discrete boundary, in this case the matter is considered to be in a supercritical state. When three states meet based on the conditions, it is known as a triple point and since this is invariant, it is a convenient way to define a set of conditions.


          The most familiar examples of phases are solids, liquids, and gases. Many substances exhibit multiple solid phases. For example, there are three phases of solid iron (alpha, gamma, and delta) that vary based on temperature and pressure. A principal difference between solid phases is the crystal structure, or arrangement, of the atoms. Less familiar phases include plasmas, Bose-Einstein condensates and fermionic condensates and the paramagnetic and ferromagnetic phases of magnetic materials. While most familiar phases deal with three-dimensional systems, it is also possible to define analogs in two-dimensional systems, which has received attention for its relevance to systems in biology.


          


          Chemical bond


          
            [image: Electron atomic and molecular orbitals]

            
              Electron atomic and molecular orbitals
            

          


          A chemical bond is a concept for understanding how atoms stick together in molecules. It may be visualized as the multipole balance between the positive charges in the nuclei and the negative charges oscillating about them. More than simple attraction and repulsion, the energies and distributions characterize the availability of an electron to bond to another atom. These potentials create the interactions which holds together atoms in molecules or crystals. In many simple compounds, Valence Bond Theory, the Valence Shell Electron Pair Repulsion model ( VSEPR), and the concept of oxidation number can be used to predict molecular structure and composition. Similarly, theories from classical physics can be used to predict many ionic structures. With more complicated compounds, such as metal complexes, valence bond theory fails and alternative approaches, primarily based on principles of quantum chemistry such as the molecular orbital theory, are necessary. See diagram on electronic orbitals.


          


          Chemical reaction


          Chemical reaction is a concept related to the transformation of a chemical substance through its interaction with another, or as a result of its interaction with some form of energy. A chemical reaction may occur naturally or carried out in a laboratory by chemists in specially designed vessels which are often laboratory glassware. It can result in the formation or dissociation of molecules, that is, molecules breaking apart to form two or more smaller molecules, or rearrangement of atoms within or across molecules. Chemical reactions usually involve the making or breaking of chemical bonds. Oxidation, reduction, dissociation, acid-base neutralization and molecular rearrangement are some of the commonly used kinds of chemical reactions.


          A chemical reaction can be symbolically depicted through a chemical equation. While in a non-nuclear chemical reaction the number and kind of atoms on both sides of the equation are equal, for a nuclear reaction this holds true only for the nuclear particles viz. protons and neutrons.


          The sequence of steps in which the reorganization of chemical bonds may be taking place in the course of a chemical reaction is called its mechanism. A chemical reaction can be envisioned to take place in a number of steps, each of which may have a different speed. Many reaction intermediates with variable stability can thus be envisaged during the course of a reaction. Reaction mechanisms are proposed to explain the kinetics and the relative product mix of a reaction. Many physical chemists specialize in exploring and proposing the mechanisms of various chemical reactions. Several empirical rules, like the Woodward-Hoffmann rules often come handy while proposing a mechanism for a chemical reaction.


          A stricter definition is that "a chemical reaction is a process that results in the interconversion of chemical species". Under this definition, a chemical reaction may be an elementary reaction or a stepwise reaction. An additional caveat is made, in that this definition includes cases where the interconversion of conformers is experimentally observable. Such detectable chemical reactions normally involve sets of molecular entities as indicated by this definition, but it is often conceptually convenient to use the term also for changes involving single molecular entities (i.e. 'microscopic chemical events').


          


          Energy


          A chemical reaction is invariably accompanied by an increase or decrease of energy of the substances involved. Some energy is transferred between the surroundings and the reactants of the reaction in the form of heat or light, thus the products of a reaction may have more or less energy than the reactants. A reaction is said to be exothermic if the final state is lower on the energy scale than the initial state; in case of endothermic reactions the situation is otherwise.


          Chemical reactions are invariably not possible unless the reactants surmount an energy barrier known as the activation energy. The speed of a chemical reaction (at given temperature T) is related to the activation energy E, by the Boltzmann's population factor e  E / kT - that is the probability of molecule to have energy greater than or equal to E at the given temperature T. This exponential dependence of a reaction rate on temperature is known as the Arrhenius equation. The activation energy necessary for a chemical reaction can be in the form of heat, light, electricity or mechanical force in the form of ultrasound.


          A related concept free energy, which incorporates entropy considerations too, is a very useful means for predicting the feasibility of a reaction and determining the state of equilibrium of a chemical reaction, in chemical thermodynamics. A reaction is feasible only if the total change in the Gibbs free energy is negative, [image:  \Delta G \le 0 \,]; if it is equal to zero the chemical reaction is said to be at equilibrium.


          There are only a limited possible states of energy for electrons, atoms and molecules. These are determined by the rules of quantum mechanics, which require quantization of energy of a bound system. The atoms/molecules in an higher energy state are said to be excited. The molecules/atoms of substance in an excited energy state are often much more reactive, that is amenable to chemical reactions.


          The phase of a substance is invariably determined by its energy and those of its surroundings. When the intermolecular forces of a substance are such that energy of the surroundings is not sufficient to overcome them, it occurs in a more ordered phase like liquid or solid as is the case with water (H2O), a liquid at room temperature because its molecules are bound by hydrogen bonds. Whereas hydrogen sulfide (H2S) is a gas at room temperature and standard pressure, as its molecules are bound by weaker dipole-dipole interactions.


          The transfer of energy from one chemical substance to other depend on the size of energy quanta emitted from one substance. However, heat energy is easily transferred from almost any substance to another mainly because the vibrational and rotational energy levels in a substance are very closely placed. Because, the electronic energy levels are not so closely spaced, ultraviolet electromagnetic radiation is not transferred with equal felicity, as is also the case with electrical energy.


          The existence of characteristic energy levels for different chemical substances is useful for their identification by the analysis of spectral lines of different kinds of spectra often used in chemical spectroscopy e.g. IR, microwave, NMR, ESR etc. This is used to identify the composition of remote objects - like stars and far galaxies - by analyzing their radiation (see spectroscopy).


          
            [image: Emission spectrum of iron]

            
              Emission spectrum of iron
            

          


          The term chemical energy is often used to indicate the potential of a chemical substance to undergo a transformation through a chemical reaction or transform other chemical substances.


          


          Chemical laws


          Chemical reactions are governed by certain laws, which have become fundamental concepts in chemistry. Some of them are:


          
            
              	Law of conservation of mass, according to the modern physics it is actually energy that is conserved, and that energy and mass are related; a concept which becomes important in nuclear chemistry.


              	Law of conservation of Energy leads to the important concepts of equilibrium, thermodynamics, and kinetics.


              	Law of definite composition, although in many systems (notably biomacromolecules and minerals) the ratios tend to require large numbers, and are frequently represented as a fraction.


              	Law of multiple proportions


              	Hess's Law


              	Beer-Lambert law


              	Fick's law of diffusion


              	Raoult's Law


              	Henry's law


              	Boyle's law (1662, relating pressure and volume)


              	Charles's law (1787, relating volume and temperature)


              	Gay-Lussac's law (1809, relating pressure and temperature)


              	Avogadro's law

            

          


          


          Subdisciplines


          Chemistry is typically divided into several major sub-disciplines. There are also several main cross-disciplinary and more specialized fields of chemistry.


          
            	Analytical chemistry is the analysis of material samples to gain an understanding of their chemical composition and structure. Analytical chemistry incorporates standardized experimental methods in chemistry. These methods may be used in all subdisciplines of chemistry, excluding purely theoretical chemistry.

          


          
            	Biochemistry is the study of the chemicals, chemical reactions and chemical interactions that take place in living organisms. Biochemistry and organic chemistry are closely related, as in medicinal chemistry or neurochemistry. Biochemistry is also associated with molecular biology and genetics.

          


          
            	Inorganic chemistry is the study of the properties and reactions of inorganic compounds. The distinction between organic and inorganic disciplines is not absolute and there is much overlap, most importantly in the sub-discipline of organometallic chemistry.

          


          
            	Materials chemistry is the preparation, characterization, and understanding of substances with a useful function. The field is a new breadth of study in graduate programs, and it integrates elements from all classical areas of chemistry with a focus on fundamental issues that are unique to materials. Primary systems of study include the chemistry of condensed phases (solids, liquids, polymers) and interfaces between different phases.

          


          
            	Nuclear chemistry is the study of how subatomic particles come together and make nuclei. Modern Transmutation is a large component of nuclear chemistry, and the table of nuclides is an important result and tool for this field.

          


          
            	Organic chemistry is the study of the structure, properties, composition, mechanisms, and reactions of organic compounds. An organic compound is defined as any compound based on a carbon skeleton.

          


          
            	Physical chemistry is the study of the physical and fundamental basis of chemical systems and processes. In particular, the energetics and dynamics of such systems and processes are of interest to physical chemists. Important areas of study include chemical thermodynamics, chemical kinetics, electrochemistry, statistical mechanics, and spectroscopy. Physical chemistry has large overlap with molecular physics. Physical chemistry involves the use of calculus in deriving equations. It is usually associated with quantum chemistry and theoretical chemistry. Physical chemistry is a distinct discipline from chemical physics.

          


          
            	Theoretical chemistry is the study of chemistry via fundamental theoretical reasoning (usually within mathematics or physics). In particular the application of quantum mechanics to chemistry is called quantum chemistry. Since the end of the Second World War, the development of computers has allowed a systematic development of computational chemistry, which is the art of developing and applying computer programs for solving chemical problems. Theoretical chemistry has large overlap with (theoretical and experimental) condensed matter physics and molecular physics.

          


          Other fields include Astrochemistry, Atmospheric chemistry, Chemical Engineering, Chemical biology, Chemo-informatics, Electrochemistry, Environmental chemistry, Flow chemistry, Geochemistry, Green chemistry, History of chemistry, Materials science, Mathematical chemistry, Medicinal chemistry, Molecular Biology, Nanotechnology, Oenology, Organometallic chemistry, Petrochemistry, Pharmacology, Photochemistry, Phytochemistry, Polymer chemistry, Solid-state chemistry, Sonochemistry, Supramolecular chemistry, Surface chemistry, Immunochemistry and Thermochemistry.


          


          Chemical industry


          The chemical industry represents an important economic activity. The global top 50 chemical producers in 2004 had sales of 587 billion US dollars with a profit margin of 8.1% and research and development spending of 2.1% of total chemical sales.


          Professional societies


          
            	American Chemical Society


            	Chemical Institute of Canada


            	Chemical Society of Peru


            	International Union of Pure and Applied Chemistry


            	Royal Australian Chemical Institute


            	Royal Society of Chemistry


            	Society of Chemical Industry


            	World Association of Theoretical and Computational Chemists

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chemistry"
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          Coordinates: Chennai (Tamil: சென்னை, formerly known as Madras, is the capital of the Indian state of Tamil Nadu. Located on the Coromandel Coast of the Bay of Bengal, Chennai has an estimated population of 7.5 million (2007), making it the fourth largest metropolitan city in India.


          The city was established in the 17th century by the British, who developed it into a major urban centre and naval base. By the 20th century, it had become an important administrative centre, as the capital of the Madras Presidency.


          Chennai's economy has a broad industrial base in the automobile, technology, hardware manufacturing, and healthcare industries. The city is home to much of India's automobile industry and is the country's second-largest exporter of Software, information technology ( IT) and information-technology-enabled services ( ITES), behind Bangalore .


          The city is served by an international airport and two major ports; it is connected to the rest of the country by five national highways and two railway terminals. Thirty-five countries have consulates in Chennai.


          Chennai hosts a large cultural event, the annual Madras Music Season, which includes performances by hundreds of artists. The city has a vibrant theatre scene and is an important centre for the Bharatanatyam, a classical dance form. The Tamil film industry, known as Kollywood, is based in the city; the soundtracks of the movies dominate its music scene. Chennai is known for its sport venues and hosts an Association of Tennis Professionals ( ATP) event, the Chennai Open. The city faces problems of water shortages, traffic congestion and air pollution. The state and local governments have undertaken initiatives such as the Veeranam project, Rainwater harvesting and the construction of mini-flyovers to address some of these problems.


          


          Names


          The name Chennai is an eponym, etymologically derived from Chennapattinam or Chennapattanam, the name of the town that grew up around Fort St. George, built by the British in 1640. There are different versions about the origin of the name. When the British landed here in 1639 A.D. it was said to be part of the empire of the Raja of Chandragiri. The British named it Chennapatnam after they acquired it from Chennappa Nayaka, a Vijayanagar chieftain. Gradually, the name was shortened to Chennai. The first instance of the use of the name Chennai is said to be in a sale deed dated August 1639 to Francis Day, an agent for the British where there is a reference to Chennaipattinam.


          Although some believe Chennapattinam was named after the Chenna Kesava Perumal Temple, as the word Chenni in Tamil means face, and the temple was thought of as the face of the city.


          The former name, Madras, is derived from Madraspattinam, a fishing village that lay to the north of Fort St. George. The origin of the name Madraspattinam is a subject of disagreement. One theory holds that the Portuguese, who arrived in the area in the 16th century, may have named the village Madre de Deus. However, historians believe that the village's name came from the once prominent Madeiros family (variously known as Madera or Madra in succeeding years), who had consecrated the Madre de Deus church in Santhome in 1575 (demolished in 1997). Another theory says that the village was named after an Islamic college (a madrasa) which was located in the area. After the British gained possession of the area in the 17th century, the two towns, Madraspattinam and Chennapattinam, eventually merged. The British referred to the united town as Madraspattinam, while the locals preferred to call it Chennapattinam.


          The city was officially renamed Chennai in 1996, about the same time that many Indian cities were undergoing name changes. Madras was seen as a Portuguese name.


          


          History
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          The region around Chennai has served as an important administrative, military, and economic centre since the 1st century. It has been ruled by various South Indian dynasties, notably the Pallava, the Chola, the Pandya, and Vijaynagar. The town of Mylapore, now part of Chennai, was once a major Pallavan port. The Portuguese arrived in 1522 and built a port called So Tom after the Christian apostle, St Thomas, who is believed to have preached in the area between 52 and 70 CE. In 1612, the Dutch established themselves near Pulicat, just north of the city.


          On 22 August 1639, Francis Day of the British East India Company bought a small strip of land on the Coromandel Coast from the Vijayanagara King, Peda Venkata Raya in Chandragiri. The region was ruled by Damerla Venkatapathy, the Nayak of Vandavasi. He granted the British permission to build a factory and warehouse for their trading enterprises. A year later, the British built Fort St George, which became the nucleus of the growing colonial city. In 1746, Fort St. George and Madras were captured by the French under General La Bourdonnais, the Governor of Mauritius, who plundered the town and its outlying villages. The British regained control in 1749 through the Treaty of Aix-la-Chapelle and fortified the town's fortress wall to withstand further attacks from the French and another looming threat, Hyder Ali, the Sultan of Mysore. By the late 18th century, the British had conquered most of the region around Tamil Nadu and the northern modern-day states of Andhra Pradesh and Karnataka, establishing the Madras Presidency with Madras as the capital. Under British rule, the city grew into a major urban centre and naval base.
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          With the advent of railways in India in the late 19th century, the thriving urban centre was connected to other important cities such as Bombay and Calcutta, promoting increased communication and trade with the hinterland. Madras was briefly under Portuguese and French rule during 16th & 18th century.


          Madras was the only Indian city to be attacked by the Central Powers during World War I, when an oil depot was shelled by the German light cruiser SMS Emden on September 22, 1914, as it raided shipping lanes in the Indian Ocean, causing disruption to shipping. After India gained its independence in 1947, the city became the capital of Madras State, renamed the state of Tamil Nadu in 1969. The violent agitations of 1965 against the imposition of Hindi as the national language, marked a major shift in the political dynamics of the city and the whole state.


          In 2004, an Indian Ocean tsunami lashed the shores of Chennai, killing many and permanently altering the coastline.


          


          Geography and climate
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          Chennai is on the southeast coast of India in the northeast of Tamil Nadu on a flat coastal plain known as the Eastern Coastal Plains. Its average elevation is around 6.7metres (20ft), and its highest point is 60m (200ft). The Marina Beach runs for 12 km along the shoreline of the city. Two rivers meander through Chennai, the Cooum River (or Koovam) through the centre and the Adyar River to the south. A third river, the Kortalaiyar, flows through the northern fringes of the city before draining into the sea at Ennore. Adyar and Cooum rivers are heavily polluted with effluents and waste from domestic and commercial sources. The state government periodically removes silt and pollution from the Adyar, which is much less polluted than the Cooum. A protected estuary on the Adyar forms a natural habitat for several species of birds and animals. The Buckingham Canal, 4km (3miles) inland, runs parallel to the coast, linking the two rivers. The Otteri Nullah, an east-west stream, runs through north Chennai and meets the Buckingham Canal at Basin Bridge. Several lakes of varying size are located on the western fringes of the city. Red Hills, Sholavaram and Chembarambakkam Lake supply Chennai with potable water. Groundwater sources are becoming brackish.


          
            [image: Marina beach after the 2004 Indian Ocean Tsunami]

            
              Marina beach after the 2004 Indian Ocean Tsunami
            

          


          Chennai's soil is mostly clay, shale and sandstone. Sandy areas are found along the river banks and coasts, such as Tiruvanmiyur, Adyar, Kottivakkam, Santhome, George Town, Tondiarpet and the rest of coastal Chennai. Here rainwater runoff percolates quickly through the soil. Clay underlies most of the city including T. Nagar, West Mambalam, Anna Nagar, Perambur and Virugambakkam. Areas of hard rock include Guindy, Velachery, Adambakkam and a part of Saidapet.
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          Chennai is divided into four parts: North, Central, South and West. North Chennai is primarily an industrial area. Central Chennai is the commercial heart of the city and includes an important business district, Parry's Corner. South Chennai and West Chennai, previously mostly residential, are fast becoming commercial, home to a growing number of information technology firms, financial companies and call centres. The city is expanding quickly along the Old Mahabalipuram Road and the Grand Southern Trunk Road ( GST Road) in the south and towards Ambattur, Koyambedu and Sriperumbdur in the west. Chennai is one of the few cities in the world that accommodates a national park, the Guindy National Park, within its limits.


          Chennai lies on the thermal equator and is also coastal, which prevents extreme variation in seasonal temperature. For most of the year, the weather is hot and humid. The hottest part of the year is late May and early June, known locally as Agni Nakshatram ("fire star") or as Kathiri Veyyil, with maximum temperatures around 3842C (100107F). The coolest part of the year is January, with minimum temperatures around 1920C (6668F). The lowest temperature recorded is 15.8C (60.44F) and highest 45C (113F). The average annual rainfall is about 1,300mm (51inches). The city gets most of its seasonal rainfall from the north-east monsoon winds, from mid-September to mid-December. Cyclones in the Bay of Bengal sometimes hit the city. Highest annual rainfall recorded is 2,570mm (101in) in 2005. The most prevailing winds in Chennai are the South-westerly between May and September and the North-easterly during the rest of the year.


          


          Administration and utility services


          
            
              	City officials, as of September2007
            


            
              	Mayor

              	Ma. Subramanian
            


            
              	Deputy Mayor

              	R. Sathya Bama
            


            
              	Corporation Commissioner

              	Rajesh Lakhoni
            


            
              	Commissioner of Police

              	R. Sekar
            

          


          Chennai city is governed by the Corporation of Chennai, consisting of 155 councillors who represent 155 wards and are directly elected by the city's residents. From among themselves, the councillors elect a mayor and a deputy mayor who preside over about six standing committees. Chennai, the capital of Tamil Nadu state, houses the state executive and legislative headquarters primarily in the Secretariat Buildings on the FortStGeorge campus but also in many other buildings scattered around the city. The Madras High Court, whose jurisdiction extends across Tamil Nadu and Puducherry, is the highest judicial authority in the state and is also in the city. Chennai has three parliamentary constituenciesChennai North, Chennai Central and Chennai Southand elects 18 Members of the Legislative Assembly ( MLAs) to the state legislature.
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          The metropolitan region of Chennai covers many suburbs that are part of Kanchipuram and Thiruvallur districts. The larger suburbs are governed by town municipalities, and the smaller ones are governed by town councils called panchayats. While the city covers an area of 174km (67mi), the metropolitan area is spread over 1,189km (458mi). The Chennai Metropolitan Development Authority ( CMDA) has drafted a Second Master Plan that aims to develop satellite townships around the city. Contiguous satellite towns include Mahabalipuram to the south, Chengalpattu and Maraimalai Nagar to the southwest, and Kanchipuram town, Sriperumpudur, Tiruvallur and Arakkonam to the west.


          The Greater Chennai Police department, a division of the Tamil Nadu Police, is the law enforcement agency in the city. The city police force is headed by a commissioner of police, and administrative control rests with the Tamil Nadu Home Ministry. The department consists of 36 subdivisions with a total of 121 police stations, of which 15 are ISO 9001:2000 certified. The city's traffic is managed by the Chennai City Traffic Police (CCTP). The Metropolitan suburbs are policed by the Chennai Metropolitan Police, and outer district areas are policed by the Kanchipuram and Thiruvallur police departments.
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          The Corporation of Chennai and municipalities of the suburbs provide civic services. Garbage in most zones is handled by JBM Fanalca Environment Management, a private company, and by the Chennai Corporation in the other zones. Water supply and sewage treatment are handled by the Metropolitan Water Supply and Sewage Board, popularly referred to as Metro Water. Electricity is supplied by the Tamil Nadu Electricity Board. The city's telephone service is provided by six mobile phone companies and four landline companies, which also provide broadband Internet access, along with Sify and Hathway.


          Historically, Chennai has relied on annual monsoon rains to replenish water reservoirs, as no major rivers flow through the area. Steadily growing in population, the city has faced water supply shortages, and its ground water levels have been depleted. An earlier Veeranam Lake project failed to solve the city's water problems, but the New Veeranam project, which became operational in September 2004, has greatly reduced dependency on distant sources. In recent years, heavy and consistent monsoon rains and rainwater harvesting (RWH) by Chennai Metrowater at its Anna Nagar Rain Centre have significantly reduced water shortages. Moreover, newer projects like the Telugu Ganga project that bring water from water-surplus rivers like the Krishna River in Andhra Pradesh have eased water shortages. The city is constructing sea water desalination plants to further increase the water supply.


          


          Economy
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          Chennai has a diversified economic base anchored by the automobile, software services, hardware manufacturing, healthcare and financial services industries. As of 2000, the city's total personal income was Rs. 12,488.83 crores, making up 10.9% of the total income of Tamil Nadu. In 2001, the total workforce in Chennai was about 1.5 million, which was 31.79% of its population. According to the 1991 census, most of the city's workforce was involved in trade (25.65%), manufacturing (23.52%), transportation (10.72%), construction (6.3%) and other services (31.8%). Chennai metropolitan area accounts for over 75% of the sales tax revenue in the state.


          The city is base to around 30% of India's automobile industry and 35% of its auto components industry. A large number of automotive companies including Hyundai, Ford, BMW, Mitsubishi, The TVS Group ( TVS), Ashok Leyland, Nissan- Renault, TI Cycles of India, TAFE Tractors, Royal Enfield, Caterpillar, Caparo and Madras Rubber Factory ( MRF), have manufacturing plants in and around Chennai. The Heavy Vehicles Factory at Avadi produces military vehicles, including India's main battle tank: Arjun MBT. The Integral Coach Factory manufactures railway coaches and other rolling stock for Indian Railways. This very industrial expanse has given the name to Chennai as being the "Detroit of Southern Asia". The Ambattur-Padi industrial zone houses many textile manufacturers, and an SEZ for apparel and footwear manufacture has been set up in the southern suburbs of the city. Chennai contributes more than 50% of India's leather exports.
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          The city is an electronics manufacturing hub where multinational corporations like Dell, Nokia, Motorola, Samsung, Flextronics and Foxconn have set up electronics and hardware manufacturing plants, mainly in the Sriperumbudur Special Economic Zone ( SEZ). Many software and software services companies have development centres in Chennai, which contributed 14% of India's total software exports of Rs.144,214 crores during 200607, making it the second-largest exporter of software in the country, behind Bangalore. Prominent financial institutions, including the World Bank, HSBC, Citi bank have back office operations in the city. Chennai is home to three large national level commercial banks and many state level co-operative banks, finance and insurance companies. Some of India's well-known healthcare institutions such as Apollo Hospitals (the largest private healthcare provider in Asia), Sankara Nethralaya and Sri Ramachandra Medical Centre are based in the city, making it one of the preferred destinations for medical tourists from across the globe. Telecom giants Ericsson and Alcatel-Lucent, pharmaceuticals giant Pfizer and chemicals giant Dow Chemicals have research and development facilities in Chennai. TICEL bio-tech park and Golden Jubilee bio-tech park at Siruseri house biotechnology companies and laboratories. Chennai has a fully computerised stock exchange called the Madras Stock Exchange.


          


          Demographics
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          A resident of Chennai is called a Chennaiite. As of 2001, Chennai city had a population of 4.34 million, while the total metropolitan population was 7.04 million. The estimated metropolitan population in 2006 is 4.5 million. In 2001, the population density in the city was 24,682 per km (9,534 per mi), while the population density of the metropolitan area was 5,922 per km (2,287 mi), making it one of the most densely populated cities in the world. The sex ratio is 951 females for every 1,000 males, slightly higher than the national average of 934. The average literacy rate is 80.14%, much higher than the national average of 64.5%. The city has the fourth highest population of slum dwellers among major cities in India, with about 820,000 people (18.6% of its population) living in slum conditions. This number represents about 5% of the total slum population of India. In 2005, the crime rate in the city was 313.3 per 100,000 people, accounting for 6.2% of all crimes reported in major cities in India. The number of crimes in the city showed a significant increase of 61.8% from 2004.


          The majority of the population in Chennai are Tamilians and Tamil is the primary language spoken in Chennai. English is widely spoken especially in business, education and white collar professions. Sizeable Telugu and Malayalee communities live in the city. Chennai also has a large migrant population, who come from other parts of Tamil Nadu and the rest of the country. As of 2001, out of the 937,000 migrants (21.57% of its population) in the city, 74.5% were from other parts of the state, 23.8% were from rest of India and 1.7% were from outside the country. According to the 2001 census, Hindus constitute about 82.27% of the city's population, and Muslims (8.37%), Christians (7.63%) and Jains (1.05%) are other major religious groups.


          


          Culture
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          Chennai's culture reflects its diverse population. The city is known for its classical dance shows and Hindu temples. Every December, Chennai holds a five-week long Music Season celebrating the 1927 opening of the Madras Music Academy. It features performances (kutcheries) of traditional Carnatic music by hundreds of artists in and around the city. An arts festival called the Chennai Sangamam, which showcases various arts of Tamil Nadu is held in January every year. Chennai is also known for Bharatanatyam, a classical dance form that originated in Tamil Nadu. An important cultural centre for Bharatanatyam is Kalakshetra, on the beach in the south of the city.


          Chennai is the base for the large Tamil movie industry, dubbed Kollywood after Kodambakkam, home to most of the movie studios. The industry makes more than 150 Tamil movies a year, and its soundtracks dominate the city's music. Chennai's theatres stage many Tamil plays; political satire, slapstick comedy, history, mythology and drama are among the popular genres. English plays are also staged in the city.


          Among Chennai's festivals, Pongal, celebrated over five days in January, is the most important. Tamil New Year's Day, signifying the beginning of the Tamil year, usually falls on April 14. Almost all major religious festivals such as Deepavali, Eid and Christmas are celebrated in Chennai. Tamil cuisine in Chennai includes vegetarian and non-vegetarian dishes. Many of the city's restaurants offer light meals or tiffin, which usually include rice-based dishes like pongal, dosai, idli and vadai, served with steaming hot filter coffee.


          


          Transport
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          The Chennai International Airport, comprising the Anna International Airport and the Kamaraj Domestic Airport, handles domestic as well as international flights and is the third busiest airport in India. The city is connected to major hubs in South Asia, South East Asia, the Middle East, Europe and North America through more than 30 national and international carriers. The airport is the second busiest cargo terminus in the country. The existing airport is undergoing further modernisation and expansion, and a new greenfield airport is to be constructed at an estimated cost of Rs 2,000 crore in Sriperumbudur.


          The city is served by two major ports, Chennai Port, one of the largest artificial ports, and Ennore Port. The Chennai port is India's second busiest container hub, handling automobiles, motorcycles and general industrial cargo. The Ennore Port handles cargo such as coal, ore and other bulk and rock mineral products. A smaller harbour at Royapuram is used by local fishing boats and trawlers.


          Chennai is well connected to other parts of India by road and rail. Five major national highways radiate outward towards Mumbai, Kolkata, Trichy, Tiruvallur and Pondicherry. The Chennai Mofussil Bus Terminus ( CMBT), the terminus for all intercity buses from Chennai, is the largest bus station in Asia. Seven government-owned transport corporations operate inter-city and inter-state bus services. Many private inter-city and inter-state bus companies also operate services to and from Chennai.


          


          The city has two main railway terminals. Chennai Central station, the city's largest, provides access to trains to major cities like Mumbai, Kolkata, Bangalore, Delhi, Hyderabad, Kochi, Thiruvananthapuram and Coimbatore as well as to smaller towns across India. Chennai Egmore is a terminus for trains traveling primarily within Tamil Nadu; it also handles a few inter-state trains.


          Buses, trains, and auto rickshaws are the most common form of public transport within the city.
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          The Chennai suburban railway network consists of four broad gauge rail sectors terminating at two locations in the city, namely Chennai Central and Chennai Beach. Regular services are offered in the following sectors from these terminii: Chennai Central/ Chennai Beach - Arakkonam - Tiruttani, Chennai Central/ Chennai Beach  Gummidipoondi - Sullurpeta and Chennai Beach  Tambaram - Chengalpattu - Tirumalpur( Kanchipuram). The fourth sector is an elevated Mass Rapid Transit System ( MRTS) which links Chennai Beach to Velachery and is interlinked with the remaining rail network. The city has plans for an underground Metro.


          The Metropolitan Transport Corporation ( MTC) runs an extensive city bus system consisting of 3,084 buses on 626 routes and transports an estimated 4.03 million passengers daily. Vans, popularly known as Maxi Cabs and 'share' auto rickshaws ply many routes in the city and provide an alternative to buses. Metered call taxis, tourist taxis and auto rickshaws are also available on hire. Chennai's transportation infrastructure provides coverage and connectivity, but growing use has caused traffic congestion and pollution. The government has tried to address these problems by constructing flyovers at major intersections, starting with the Gemini flyover, built in 1973 over the most important arterial road, Anna Salai.


          Education
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          Schools in Chennai are either run publicly by the Tamil Nadu government or privately, some with financial aid from the government. The medium of education is either English or Tamil. Most schools are affiliated with the Tamil Nadu State Board, the Matriculation Board or the Central Board of Secondary Education (CBSE). A few schools are affiliated with the Indian Certificate of Secondary Education (ICSE) board, Anglo-Indian board or the Montessori system. Schooling begins at the age of three with two years of kindergarten followed by ten years of primary and secondary education. Students then need to complete two years of higher secondary education in either science or commerce before being eligible for college education in a general or professional field of study. There are 1,389 schools in the city, out of which 731 are primary, 232 are secondary and 426 are higher secondary schools.


          The Indian Institute of Technology Madras (IIT Madras) and Anna University are two well known centres for engineering education in the city; most city colleges that offer engineering programs are affiliated with Anna University. Madras Medical College (MMC), Stanley Medical College (SMC), Kilpauk Medical College and Sri Ramachandra Medical College and Research Institute (SRMC) are the notable medical colleges in Chennai.


          Colleges for science, arts and commerce degrees are typically affiliated with the University of Madras, which has three campuses in the city; some colleges such as Madras Christian College, Loyola College and The New College are autonomous. Research institutions like the Central Leather Research Institute (CLRI), the Central Electronics Engineering Research Institute (CEERI) and the Institute for Financial Management and Research (IFMR) are in the city. The Connemara Public Library is one of four National Depository Centres in India that receive a copy of all newspapers and books published in India. It has been declared a UNESCO information centre.


          


          Sports
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          Cricket is the most popular sport in Chennai. The M.A. Chidambaram Stadium (MAC) in Chepauk is one of the oldest cricket stadiums in India. The Chemplast Cricket Ground on the IIT Madras campus is another important venue hosting first class matches. Prominent cricketers from the city include former Test-captains S.Venkataraghavan and KrisSrikkanth. A cricket fast bowling academy, the MRF Pace Foundation, whose coaches include Dennis Lillee, is based in Chennai. Chennai is home to the Indian Premier League cricket team, the Chennai Super Kings. Chennai is also home to the Indian Cricket League team, the Chennai Superstars, who won the first ever ICL 20s championship and the ICL Domestic 50s.


          The Mayor Radhakrishnan Stadium is regarded by the International Hockey Federation as one of the best in the world for its state-of-the-art infrastructure. The city is home to a Premier Hockey League ( PHL) team, the Chennai Veerans, and has hosted many hockey tournaments such as the Asia Cup and the Men's Champions Trophy.
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          Chennai has produced popular tennis players such as Vijay Amritraj and Ramesh Krishnan and is host to an Association of Tennis Professionals (ATP) event, the Chennai Open. Football and athletic competitions are held at the Jawaharlal Nehru Stadium, which also houses a multi-purpose indoor complex for competition in volleyball, basketball and table tennis. Water sports are played in the Velachery Aquatic Complex. Chennai was the venue of the South Asian Games (SAF Games) in 1995.


          Auto racing in India has been closely connected with Chennai since its beginnings shortly after independence. Motor racing events are held on a special purpose track in Irungattukottai, Sriperumbudur, which has also been the venue for several international competitions. Horse racing is held at the Guindy Race Course, while rowing competitions are hosted at the Madras Boat Club. The city has two 18-hole golf courses, the Cosmopolitan Club and the Gymkhana Club, both established in the late nineteenth century. Viswanathan Anand, the chess World champion and the world's top ranked chess player as of October2007, grew up in Chennai.


          Other athletes of repute from Chennai include table tennis players Sharath Kamal and two-time world carrom champion, Maria Irudayam. The city has a rugby union team called the Chennai Cheetahs.


          


          Sister cities
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        Chepstow Railway Bridge


        
          

          
            
              	
            

          


          The Chepstow railway bridge was built by Isambard Kingdom Brunel in 1852. The "Great Tubular Bridge" over the River Wye at Chepstow, which at that point forms the boundary between Wales and England, is considered one of Brunel's major achievements, despite its appearance. It was economical in its use of materials, and would prove to be the design prototype for Brunel's great bridge at Saltash.


          


          Background
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          Brunel had to take the two tracks of the South Wales Railway across the river Wye. The Admiralty had insisted on a 300-foot clear span over the river, with the bridge a minimum of 50 feet above high tide. The span would have to be self supporting, since although the Gloucestershire side of the river consists of a limestone cliff, the Monmouthshire side is low-lying sedimentary deposit subject to regular flooding. Thus on that side, there was nowhere for an abutment capable of either resisting the outward push of an arch bridge, or the inward pull of a conventional suspension bridge. In any case, neither could be used: an arch bridge would not have met the height and width restrictions imposed by the Admiralty, and suspension bridges were notoriously unfit for carrying railway trains. The concentrated weight caused the chains to deflect, allowing the bridge-deck to ride dangerously up and down. A self-supporting truss bridge was the only option.


          Robert Stephenson had bridged the River Conwy (1848) and the Menai Straits (1850) with spans of 400 and 450 feet respectively, using large box-girder sections of riveted wrought iron. Conwy-like box-girders would have been very expensive to use at Chepstow as well as being heavy (problematic, since the spans had to be lifted much higher than at Conwy). Brunel, characteristically, sought a radical solution. He had already built a bowstring or tied-arch bridge at Windsor (1849) consisting of three triangular cross-section cellular arch ribs "strung" by wrought iron deck girders supported by vertical hangers from the arches. This was the same year as Stephenson's tied-arch high level bridge at Newcastle upon Tyne, which was supposed to have influenced Brunel at Chepstow. However, Brunel's solution for the latter was to make a leap forward, based, nevertheless, on sound engineering principles and a variation of the tied-arch theme.


          The experiments of William Fairbairn, and the mathematical analysis of Eaton Hodgkinson had shown by a series of experiments that an enclosed "box-section" girder, made of riveted wrought iron, combined relative lightness with great strength. The tubular wrought-iron girder  be the cross-section rectangular, triangular or circular  formed a most efficient truss component. If the cross-section was large enough it could be self-supporting. It was Fairbairn's experiments that led to the design of the Menai ( Britannia) and Conwy bridges. Stephenson had originally proposed using a box-girder section suspended from chains. The box section would, he argued, be stiff enough to overcome the conventional problems of the bridge-decks of suspension bridges. In the event, Fairbairn showed that a properly constructed box girder would be strong enough so that the chains could be dispensed with. Nevertheless, the decision (not to use chains) was taken late in the project, so the Britannia bridge support towers were still built with holes for the chains. Stephenson's box-girders were a great innovation, and using steel or pre-stressed concrete instead of wrought iron, box-girder construction is the standard today for large bridges.


          But as Berridge has observed, "Brunel was never one to follow fashion for fashion's sake... (at Chepstow)... Here was the real engineer at work, designing the bridge to suit the site and the best way of getting it into position".


          


          The Chepstow Bridge design


          Brunel recognised that a circular cross-section tubular girder  a shallow bow, excellent in compression and tension  could be strung by suspension chains to form a stiff, self-supporting structure very much lighter (thus less expensive) than a Stephenson-type box girder. Instead of hanging the chains from towers and suspending the bridge deck from them, Brunel used the chains to stress and slightly bow the tubes, which were braced against the chains using struts. The bridge deck was rigid, because it was effectively clamped against the tubes by the chains. Brunel solved the problem in his own way, and for more than 100 years, the Chepstow and subsequently the Royal Albert Bridge were the only suspension bridges on the British railway system.


          In spite of their apparent rivalry, Brunel and Stephenson were great personal friends, to the extent that they supported each other professionally. When Stephenson was under pressure during the enquiry following the collapse of his cast-iron girder bridge over the River Dee killing several people, Brunel did not desert him. In spite of his extreme distrust of the use of cast-iron girders for such purposes, Brunel refused to condemn them when cross-examined as an expert witness. He was also present to provide Stephenson moral support, when the great Britannia box-girders were floated across the river prior to being jacked up to their final positions. So when it came to the revolutionary design at Chepstow, The Times of 24 February 1852, reported that Mr Stephenson, the eminent engineer, has examined the (great railway) bridge (at Chepstow) and concurred in the plan adopted by Mr Brunel....


          The bridge was a triumph of the application of a radical design to a specific problem using available materials. The total cost (77,000) was half what the Conwy bridge cost (145,190 18s 0d)  admittedly with a main span of only 300 feet compared with Conwy's 400 feet, but there were no deep-water foundations needed at Conwy, and at Chepstow, the cost included a further 300 feet of land spans.


          The bridge was constructed on site for Brunel by Edward Finch of Liverpool. After it was completed, Finch remained in Chepstow, and developed a major engineering business on the adjoining site beside the river. The site, now occupied by the engineering firm Fairfield Mabey, is still (as of 2008) engaged in prefabricated bridge construction.


          


          Epilogue


          However, even Brunel was not infallible, and his foresight in allowing for slight movement of the suspension chains against supports on the bridge-deck to relieve stress, led to a weakening of the structure requiring its replacement in the 1960s. Nevertheless, Brunel's Chepstow bridge was a watershed, leading to a final refinement of the design in his great masterpiece, the Royal Albert Bridge over the River Tamar at Saltash.


          Of the bridges mentioned here, the Windsor and Conwy bridges are still standing and in use, although the Conwy spans have been shortened using intermediate supports. The Britannia bridge sadly had to be replaced when some boys, bird-nesting, managed to set fire to the bridge lining. The Chepstow bridge also had to be replaced. But Brunel's brilliant and economical design concept lives on in the Royal Albert Bridge, which continues to carry the former Cornwall Railway main line into Cornwall.
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          The "Chernobyl disaster", reactor accident at the Chernobyl nuclear power plant, or simply "Chernobyl" was the worst nuclear power plant accident in history and the only instance so far of level 7 on the International Nuclear Event Scale, resulting in a severe nuclear meltdown. On 26 April 1986 at 01:23:40 a.m. ( UTC+3) reactor number four at the Chernobyl Nuclear Power Plant located in the Soviet Union near Pripyat in Ukraine exploded. Further explosions and the resulting fire sent a plume of highly radioactive fallout into the atmosphere and over an extensive geographical area.


          The plume drifted over parts of the western Soviet Union, Eastern Europe, Western Europe, Northern Europe, and eastern North America. Large areas in Ukraine, Belarus, and Russia were badly contaminated, resulting in the evacuation and resettlement of over 336,000 people. According to official post-Soviet data, about 60% of the radioactive fallout landed in Belarus.


          The accident raised concerns about the safety of the Soviet nuclear power industry, slowing its expansion for a number of years, while forcing the Soviet government to become less secretive. The now-independent countries of Russia, Ukraine, and Belarus have been burdened with the continuing and substantial decontamination and health care costs of the Chernobyl accident. It is difficult to tally accurately the number of deaths caused by the events at Chernobyl, as the Soviet-era cover-up made it difficult to track down victims. Lists were incomplete, and Soviet authorities later forbade doctors to cite "radiation" on death certificates.


          The 2005 report prepared by the Chernobyl Forum, led by the International Atomic Energy Agency (IAEA) and World Health Organization (WHO), attributed 56 direct deaths (47 accident workers, and nine children with thyroid cancer), and estimated that there may be 4,000 extra deaths due to cancer among the approximately 600,000 most highly exposed and 5,000 among the 6 million living nearby.


          Although the Chernobyl Exclusion Zone and certain limited areas will remain off limits, the majority of affected areas are now considered safe for settlement and economic activity.


          


          The Chernobyl nuclear power plant


          The Chernobyl station ( ) is located near the town of Pripyat, Ukraine, 18 km northwest of the city of Chernobyl, 16km (10mi) from the border of Ukraine and Belarus, and about 110km (68mi) north of Kiev. The station consisted of four reactors of type RBMK-1000, each capable of producing 1 gigawatt (GW) of electric power, and the four together produced about 10% of Ukraine's electricity at the time of the accident. Construction of the plant began in the 1970s, with reactor no. 1 commissioned in 1977, followed by no. 2 (1978), no. 3 (1981), and no. 4 (1983). Two more reactors, no. 5 and 6, capable of producing 1 GW each, were under construction at the time of the accident.


          


          The accident
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          On April 26, 1986 at 1:23:58 a.m. reactor 4 suffered a catastrophic steam explosion resulting in a nuclear meltdown, a series of additional explosions and a fire. The radiation was not contained and radioactive particles were carried by wind across international borders.


          


          Test planning


          During the daytime of April 25 1986, reactor 4 at was scheduled to be shut down for maintenance. A decision was made to test the ability of the reactor's turbine generator to generate sufficient electricity to power the reactor's safety systems (in particular, the water pumps), in the event of a loss of external electric power. A RBMK-1000 reactor requires water to be continuously circulated through the core for as long as the nuclear fuel is present.


          Chernobyl's reactors had a pair of backup diesel generators, but because there was a 40-second delay before they could attain full speed, the reactor was going to be used to spin up the reactor's turbine generator. Once at full speed, the turbine would be disconnected from the reactor and allowed to spin under its own rotational momentum. The aim of the test was to determine whether the turbines in the rundown phase could power the pumps while the generators were starting up. The test was previously successfully carried out on another unit (with all safety provisions active) with negative results  the turbines did not generate sufficient power, but because additional improvements were made to reactor four's turbines, there was a need for another test.


          


          Conditions prior to the accident


          As conditions to run this test were prepared during the daytime of April 25, and the reactor electricity output had been gradually reduced to 50%, a regional power station unexpectedly went offline. The Kiev grid controller requested that the further reduction of output be postponed, as electricity was needed to satisfy the evening peak demand. The plant director agreed and postponed the test to comply. The ill-advised safety test was then left to be run by the night shift of the plant, a skeleton crew who would be working Reactor 4 that night and the early part of the next morning. This reactor crew had little or no experience in nuclear power plants, as many had been drafted in from coal powered plants and another had a little experience with nuclear submarine power plants.


          At 11:00 p.m., April 25, the grid controller allowed the reactor shut-down to continue. The power output of reactor 4 was to be reduced from its nominal 3.2 GW thermal to 0.71.0 GW thermal in order to conduct the test at the prescribed lower level of power. However, the new crew were unaware of the prior postponement of the reactor slowdown, and followed the original test protocol, which meant that the power level was decreased too rapidly. In this situation, the reactor produced more of the nuclear poison product xenon-135 (the xenon production rate:xenon loss rate ratio initially goes higher during a reactor power down), which dropped the power output to 30 MW thermal (approximately 5% of what was expected). The operators believed that the rapid fall in output was due to a malfunction in one of the automatic power regulators, not because of reactor poisoning. In order to increase the reactivity of the underpowered reactor (caused unknowingly by neutron absorption of excess xenon-135), automatic control rods were pulled out of the reactor beyond what is allowed under safety regulations.


          Despite this breach, the reactor's power only increased to 200MW, still less than a third of the minimum required for the experiment. Despite this, the crew's management chose to continue the experiment. As part of the experiment, at 1:05 a.m. on April 26 the water pumps that were to be driven by the turbine generator were turned on; increasing the water flow beyond what is specified by safety regulations. The water flow increased at 1:19 a.m.  since water also absorbs neutrons, this further increase in the water flow necessitated the removal of the manual control rods, producing a very precarious operating situation where coolant and xenon-135 was substituting some of the role of the control rods of the reactor.


          


          Fatal experiment


          At 1:23:04 the experiment began. The unstable state of the reactor was not reflected in any way on the control panel, and it did not appear that anyone in the reactor crew was aware of any danger. The steam to the turbines was shut off and, as the momentum of the turbine generator drove the water pumps, the water flow rate decreased, decreasing the absorption of neutrons by the coolant. The turbine was disconnected from the reactor, increasing the level of steam in the reactor core. As the coolant heated, pockets of steam formed voids in the coolant lines. Due to the RBMK reactor-type's large positive void coefficient, the steam bubbles increased the power of the reactor rapidly, and the reactor operation became progressively less stable and more dangerous. As the reaction continued, the excess xenon-135 was burnt up, increasing the number of neutrons available for fission. The prior removal of manual and automatic control rods had no backup, leading to a runaway reaction.


          At 1:23:40 the operators pressed the AZ-5 ("Rapid Emergency Defense 5") button that ordered a " SCRAM"  a shutdown of the reactor, fully inserting all control rods, including the manual control rods that had been incautiously withdrawn earlier. It is unclear whether it was done as an emergency measure, or simply as a routine method of shutting down the reactor upon the completion of an experiment (the reactor was scheduled to be shut down for routine maintenance). It is usually suggested that the SCRAM was ordered as a response to the unexpected rapid power increase. On the other hand, Anatoly Dyatlov, deputy chief engineer at the nuclear station at the time of the accident, writes in his book:


          
            Prior to 01:23:40, systems of centralized control  didn't register any parameter changes that could justify the SCRAM. Commission  gathered and analyzed large amount of materials and, as stated in its report, failed to determine the reason why the SCRAM was ordered. There was no need to look for the reason. The reactor was simply being shut down upon the completion of the experiment.

          


          The slow speed of the control rod insertion mechanism (1820 seconds to complete), and the flawed rod design which initially reduces the amount of coolant present, meant that the SCRAM actually increased the reaction rate. At this point an energy spike occurred and some of the fuel rods began to fracture, placing fragments of the fuel rods in line with the control rod columns. The rods became stuck after being inserted only one-third of the way, and were therefore unable to stop the reaction. At this point nothing could be done to stop the disaster. By 1:23:47 the reactor jumped to around 30 GW, ten times the normal operational output. The fuel rods began to melt and the steam pressure rapidly increased, causing a large steam explosion. Generated steam traveled vertically along the rod channels in the reactor, displacing and destroying the reactor lid, rupturing the coolant tubes and then blowing the lid off the reactor. After part of the roof blew off, the inrush of oxygen, combined with the extremely high temperature of the reactor fuel and graphite moderator, started a graphite fire. This fire greatly contributed to the spread of radioactive material and the contamination of outlying areas.


          Possible causes of the disaster
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          There are two official theories about the main cause of the accident. The first was published in August 1986 and effectively placed the blame solely on the power plant operators. This is known as the flawed operators theory.


          The second theory, proposed by Valeri Legasov and published in 1991, attributed the accident to flaws in the RBMK reactor design, specifically the control rods. This theory is called the flawed design theory.


          Both commissions were heavily lobbied by different groups, including the reactor's designers, power plant personnel, and by the Soviet and Ukrainian governments. The IAEA's 1986 analysis attributed the main cause of the accident to the operators' actions. But in January 1993, the IAEA issued a revised analysis, attributing the main cause to the reactor's design.


          A variant theory holds that the operators were not informed about problems with the reactor. According to one of them, Anatoliy Dyatlov, the designers knew that the reactor was dangerous in some conditions but intentionally concealed this information. In addition, the plant's management was largely composed of non-RBMK-qualified personnel: the director, V.P. Bryukhanov, had experience and training in a coal-fired power plant. His chief engineer, Nikolai Fomin, also came from a conventional power plant. Dyatlov, deputy chief engineer of reactors 3 and 4, had only "some experience with small nuclear reactors", namely smaller versions of the VVER nuclear reactors that were designed for the Soviet Navy's nuclear submarines.


          In particular:


          


          Flawed design theory


          
            	The reactor had a dangerously large positive void coefficient. The void coefficient is a measurement of how the reactor responds to increased steam formation in the water coolant. Most other reactor designs produce less energy as they get hotter, because if the coolant contains steam bubbles, fewer neutrons are slowed down. Faster neutrons are less likely to split uranium atoms, so the reactor produces less power. Chernobyl's RBMK reactor, however, used solid graphite as a neutron moderator to slow down the neutrons, and neutron-absorbing light water to cool the core. Thus neutrons are slowed down even if steam bubbles form in the water. Furthermore, because steam absorbs neutrons much less readily than water, increasing an RBMK reactor's temperature means that more neutrons are able to split uranium atoms, increasing the reactor's power output. This makes the RBMK design very unstable at low power levels, and prone to suddenly increasing energy production to dangerous level if the temperature rises. This was counter-intuitive and unknown to the crew.


            	A more significant flaw was in the design of the control rods that are inserted into the reactor to slow down the reaction. In the RBMK reactor design, the control rod end tips were made of graphite and the extenders (the end areas of the control rods above the end tips, measuring 1-metre (3ft) in length) were hollow and filled with water, while the rest of the rod  the truly functional part which absorbs the neutrons and thereby halts the reaction  was made of boron carbide. With this design, when the rods are initially inserted into the reactor, the graphite ends displace some coolant. This greatly increases the rate of the fission reaction, since graphite is more potent neutron moderator (a material that enables a nuclear reaction) and also absorbs far fewer neutrons than the boiling light water. Thus for the first few seconds of control rod activation, reactor power output is increased, rather than reduced as desired. This behaviour is counter-intuitive and was not known to the reactor operators.


            	The water channels run through the core vertically, meaning that the water's temperature increases as it moves up and thus creates a temperature gradient in the core. This effect is exacerbated if the top portion turns completely to steam, since the topmost part of the core is no longer being properly cooled and reactivity greatly increases. (By contrast, the CANDU reactor's water channels run through the core horizontally, with water flowing in opposite directions among adjacent channels. Hence, the core has a much more even temperature distribution.)


            	To reduce costs, and because of its large size, the reactor had been constructed with only partial containment. This allowed the radioactive contaminants to escape into the atmosphere after the steam explosion burst the primary pressure vessel.


            	The reactor also had been running for over one year, and was storing fission byproducts; these byproducts pushed the reactor towards disaster.


            	As the reactor heated up, design flaws caused the reactor vessel to warp and break up, making further insertion of control rods impossible.

          


          


          Flawed operators theory


          The operators violated plant procedures and were ignorant of the safety requirements needed by the RBMK design. This is partly due to their lack of knowledge of the reactor's design as well as lack of experience and training. Several procedural irregularities also contributed to causing the accident. One was insufficient communication between the safety officers and the operators in charge of the experiment being run that night.


          


          The effects of the disaster


          


          International spread of radioactivity
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          The nuclear meltdown provoked a radioactive cloud which floated over Russia, Belarus, Ukraine and Moldova, but also the European part of the Republic of Macedonia, Croatia, Turkey, Bulgaria, Greece, Romania, Lithuania, Estonia, Latvia, Finland, Denmark, Norway, Sweden, Austria, Hungary, the Czech Republic and the Slovak Republic, The Netherlands, Belgium, Slovenia, Poland, Switzerland, Germany, Italy, Ireland, France (including Corsica) and the United Kingdom. The initial evidence that a major exhaust of radioactive material was affecting other countries came not from Soviet sources, but from Sweden, where on April 27 workers at the Forsmark Nuclear Power Plant (approximately 1,100km (684mi) from the Chernobyl site) were found to have radioactive particles on their clothes. It was Sweden's search for the source of radioactivity, after they had determined there was no leak at the Swedish plant, which led to the first hint of a serious nuclear problem in the western Soviet Union. The rise of radiation levels had at that time already been measured in Finland, but a civil service strike delayed the response and publication.


          Contamination from the Chernobyl accident was not evenly spread across the surrounding countryside, but scattered irregularly depending on weather conditions. Reports from Soviet and Western scientists indicate that Belarus received about 60% of the contamination that fell on the former Soviet Union. However, the 2006 TORCH report stated that half of the volatile particles had landed outside Ukraine, Belarus and Russia. A large area in Russia south of Bryansk was also contaminated, as were parts of northwestern Ukraine.


          In Western Europe, measures were taken including seemingly arbitrary regulations pertaining to the legality of importation of certain foods but not others. In France some officials stated that the Chernobyl accident had no adverse effects  this was ridiculed as pretending that the radioactive cloud had stopped at the German and Italian borders.


          


          Health of plant workers
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          In the aftermath of the accident, two hundred and thirty-seven people suffered from acute radiation sickness, of whom thirty-one died within the first three months. Most of these were fire and rescue workers trying to bring the accident under control, who were not fully aware of how dangerous the radiation exposure (from the smoke) was (for a discussion of the more important isotopes in fallout see fission product). 135,000 people were evacuated from the area, including 50,000 from Pripyat.


          


          Residual radioactivity in the environment


          


          Rivers, lakes and reservoirs


          The Chernobyl nuclear power plant lies next to the river Pripyat which feeds into the Dnieper river-reservoir system, one of the largest surface water systems in Europe. The radioactive contamination of aquatic systems therefore became a major issue in the immediate aftermath of the accident. In the most affected areas of Ukraine, levels of radioactivity (particularly radioiodine: I-131, radiocaesium: Cs-137 and radiostrontium: Sr-90) in drinking water caused concern during the weeks and months after the accident. After this initial period, however, radioactivity in rivers and reservoirs was generally below guideline limits for safe drinking water.


          Bio-accumulation of radioactivity in fish resulted in concentrations (both in western Europe and in the former Soviet Union) that in many cases were significantly above guideline maximum levels for consumption. Guideline maximum levels for radiocaesium in fish vary from country to country but are approximately 1,000 Bq/kg or 1 k Bq/kg in the European Union. In the Kiev Reservoir in Ukraine, activity concentrations in fish were several thousand Bq/kg during the years after the accident. In small "closed" lakes in Belarus and the Bryansk region of Russia, activity concentrations in a number of fish species varied from 0.1 to 60 kBq/kg during the period 199092. The contamination of fish caused concern in the short term (months) for parts of the UK and Germany and in the long term (years-decades) in the Chernobyl affected areas of Ukraine, Belarus and Russia as well as in parts of Scandinavia.


          


          Groundwater
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          Groundwater was not badly affected by the Chernobyl accident since radionuclides with short half-lives decayed away a long time before they could affect groundwater supplies, and longer-lived radionuclides such as radiocaesium and radiostrontium were adsorbed to surface soils before they could transfer to groundwaters. Significant transfers of radionuclides to groundwaters have occurred from waste disposal sites in the 30km (19mi) exclusion zone around Chernobyl. Although there is a potential for off-site (i.e. out of the 30km (19mi) exclusion zone) transfer of radionuclides from these disposal sites, the IAEA Chernobyl Report argues that this is not significant in comparison to current levels of washout of surface-deposited radioactivity.


          


          Flora and Fauna


          After the disaster, four square kilometres of pine forest in the immediate vicinity of the reactor turned ginger brown and died, earning the name of the " Red Forest", according to the BBC. Some animals in the worst-hit areas also died or stopped reproducing. Most domestic animals were evacuated from the exclusion zone, but horses left on an island in the Pripyat River 6km from the power plant died when their thyroid glands were destroyed by radiation doses of 150-200 Sv. Some cattle on the same island died and those that survived were stunted because of thyroid damage. The next generation appeared to be normal.


          In the years since the disaster, the exclusion zone abandoned by humans has become a haven for wildlife, with nature reserves declared (Belarus) or proposed (Ukraine) for the area. Many species of wild animals and birds, which were not seen in the area prior to the disaster, are now plentiful, due to the absence of humans in the area.


          A robot sent into the reactor itself has returned with samples of black, melanin-rich fungi that are growing on the reactor's walls.


          


          Chernobyl after the disaster


          Following the accident, questions arose on the future of the plant and its eventual fate. All work on the unfinished reactors 5 and 6 was halted three years later. However, the trouble at the Chernobyl plant did not end with the disaster in reactor 4. The damaged reactor was sealed off and 200metres (660ft) of concrete was placed between the disaster site and the operational buildings. The Ukrainian government continued to let the three remaining reactors operate because of an energy shortage in the country. A fire broke out in reactor 2 in 1991; the authorities subsequently declared the reactor damaged beyond repair and had it taken offline. Reactor 1 was decommissioned in November 1996 as part of a deal between the Ukrainian government and international organizations such as the IAEA to end operations at the plant. On December 15, 2000, then-President Leonid Kuchma personally turned off Reactor 3 in an official ceremony, effectively shutting down the entire plant. This transformed the Chernobyl plant from energy producer to energy consumer.


          


          The need for future repairs


          The sarcophagus is not an effective permanent enclosure for the destroyed reactor. Its hasty construction, in many cases conducted remotely with industrial robots, is aging poorly. If it collapses, another cloud of radioactive dust could be released. The sarcophagus is in such poor condition that a small earthquake or severe wind could cause the roof to collapse. A number of plans have been discussed for building a more permanent enclosure.


          Water continues to leak into the shelter, spreading radioactive materials throughout the wrecked reactor building and potentially into the surrounding groundwater. The basement of the reactor building is slowly filling with water that is contaminated with nuclear fuel and is considered high-level radioactive waste. Though repairs were undertaken to fix some of the most gaping holes that had formed in the roof, it is by no means watertight, and will only continue to deteriorate.


          The sarcophagus, while not airtight, heats up much more readily than it cools down. This is contributing to rising humidity levels inside the shelter. The high humidity inside the shelter continues to erode the concrete and steel of the sarcophagus.


          Further, dust is becoming an increasing problem within the shelter. Radioactive particles of varying size are a portion of the debris inside the shelter. Convection currents compounded with increasing intrusion of outside airflow are increasingly stirring up and suspending the particles in the air inside the shelter. The installation of air filtration systems in 2001 has reduced the problem, but not eliminated it.


          Some signs of a criticality were observed in June 24, 1990 July 1, 1990 inside room 304/3; to avoid any further nuclear fission reaction, a neutron poison was added to this room.


          In September 2007, Ukraine approved the building of a steel casing over the reactor. The casing, to be built by the French firm Novarka, will be at a cost of $1.4bn. The arch shaped structure, which will measure 190m (623ft) wide and 200m (660ft) long, is scheduled to take 5 years to complete. Once the structure is complete, dismantling of Reactor 4 will begin.


          


          The lava (or fuel containing materials FCM)


          According to official estimates, about 95% of the fuel (about 180 tonnes) in the reactor at the time of the accident remains inside the shelter, with a total radioactivity of nearly 18 million curies (670000 TBq). The radioactive material consists of core fragments, dust, and lava-like "fuel-containing materials" (FCM) that flowed through the wrecked reactor building before hardening into a ceramic form.
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          Three different lavas are present in the basement of the reactor building, these are black, brown and a porous ceramic. These lavas are silicate glasses with inclusions of other materials present within them. The porous lava is brown lava which had dropped into water thus cooling it rapidly.


          


          Degradation of the lava


          It is unclear how long the ceramic form will retard the release of radioactivity. In 1997 to 2002 a series of papers were published which suggested that the  self irradiation of the lava would convert all 1200 tons into a submicron and mobile powder within a few weeks. But it has been reported that it is likely that the degradation of the lava is to be a slow and gradual process rather than a sudden rapid process. The same paper states that the loss of uranium from the wrecked reactor is only 10kg (22lb) per year. This low rate of uranium leaching suggests that the lava is resisting its environment. The paper also states that when the shelter is improved that the leaching rate of the lava will decrease.


          Some of the surfaces of the lava flows have started to show new uranium minerals such as Na4(UO2)(CO3)3 and uranyl carbonate. These have been seen on the elephant foot already. However the level of radioactivity is such that during 100 years that the self irradiation of the lava (2 x 1016  decays per gram and 2 to 5 x 105 Gy of  or ) will fall short of the level of self irradiation which is required to greatly change the properties of glass (1018  decays per gram and 108 to 109 Gy of  or ). Also the rate of dissolution of the lava in water is very low (10-7 g cm-2 day-1 suggesting that the lava is unlikely to dissolve in water..The IAEA and the former soviets maintain that less than 5% of the fuel was lost due to the explosion.


          


          Possible consequences of further collapse of the Sarcophagus


          The protective box which was placed over the wrecked reactor was named the object shelter by the Soviets, but the media and the public know it as the sarcophagus.


          


          The present shelter is constructed atop the ruins of the reactor building. The two "Mammoth Beams" that support the roof of the shelter are resting partly upon the structurally unsound west wall of the reactor building that was damaged by the accident. The western end of the shelter roof was supported by a wall (at a point designated axis 50). This wall is a reinforced concrete wall which was cracked by the accident. In December 2006 the Designed Stabilisation Steel Structure (DSSS) was extended until 50% of the roof load (circa 400 tons) was transferred from the axis-50 wall to the DSSS. The DSSS is a yellow steel object which has been placed next to the wrecked reactor, it is 63metres (207ft) tall and has a series of cantilevers which extend through the western buttress wall and is intended to stablise the object shelter. . This was done because if the wall of the reactor building and subsequently the roof of the shelter were to collapse, then large amounts of radioactive dust and particles would be released directly into the atmosphere, resulting in a large new release of radioactivity into the environment.


          A further threat to the shelter is the concrete slab that formed the "Upper Biological Shield" (UBS), and rested atop the reactor prior to the accident. This concrete slab was thrown upwards by the explosion in the reactor core and now rests at approximately 15 from vertical. The position of the upper bioshield is considered inherently unsafe, in that only debris is supporting it in a nearly upright position. The collapse of the bioshield would further exacerbate the dust conditions in the shelter, would probably spread some quantity of radioactive materials out of the shelter, and could damage the shelter itself.


          The sarcophagus was never designed to last for the 100 years needed to contain the radioactivity found within the remains of reactor 4. While present designs for a new shelter anticipate a lifetime of up to 100 years, that time is minuscule compared to the lifetime of the radioactive materials within the reactor. The construction and maintenance of a permanent sarcophagus that can completely contain the remains of reactor 4 will present a continuing task to engineers for many generations to come.


          


          Grass and forest fires


          If the Chernobyl plant were to collapse, a large release of radioactive dust would occur, but it would likely be a one-time event. It is possible for grass or forest fires to occur on a regular basis within the contaminated zone. In 1986 a series of fires destroyed 23.36 km (5,772 acres) of forest, and a series of other fires have since burned within the 30km (19mi) zone. During early May 1992 a serious fire occurred which affected 5 km (1,240 acres) of land which included 2.7 km (670 acres) of forest. This resulted in a great increase in the levels of caesium in airborne dust. PDF(416 KiB) PDF(139 KiB)


          It is known that fires can make the radioactivity mobile again. In particular V.I. Yoschenko et al. reported on the possibility of increased mobility of caesium, strontium, and plutonium due to grass and forest fires. As an experiment, fires were set and the levels of the radioactivity in the air down wind of these fires was measured.


          
            [image: The rate of delivery of radioactivity which has been made mobile by a grass fire. The distance unit is meters]

            
              The rate of delivery of radioactivity which has been made mobile by a grass fire. The distance unit is meters
            

          


          


          The Chernobyl Fund and the Shelter Implementation Plan


          The Chernobyl Shelter Fund was established in 1997 at the Denver G7 summit to fund the Shelter Implementation Fund. The Shelter Implementation Plan (SIP) calls for transforming the site into an ecologically safe condition through stabilization of the sarcophagus, followed by construction of a New Safe Confinement (NSC). While original cost estimate for the SIP was US$768 million, the 2006 estimate is $1.2 billion. The SIP is being managed by a consortium of Bechtel, Battelle, and Electricit de France, and conceptual design for the NSC consists of a movable arch, constructed away from the shelter to avoid high radiation, to be slid over the sarcophagus. The NSC is expected to be completed in 2012, and will be the largest movable structure ever built.


          Dimensions:


          
            	Span: 270m (886ft)


            	Height: 100m (330ft)


            	Length: 150m (492ft)

          


          


          Assessing the disaster's effects on human health


          An international assessment of the health effects of the Chernobyl accident is contained in a series of reports by the United Nations Scientific Committee of the Effects of Atomic Radiation (UNSCEAR). UNSCEAR was set up as a collaboration between various UN bodies, including the World Health Organisation, after the atomic bomb attacks on Hiroshima and Nagasaki, to assess the long-term effects of radiation on human health.


          UNSCEAR has conducted 20 years of detailed scientific and epidemiological research on the effects of the Chernobyl accident. Apart from the 57 direct deaths in the accident itself, UNSCEAR originally predicted up to 4,000 additional cancer cases due to the accident, however the latest UNSCEAR reports insinuate that these estimates were overstated. In addition, the IAEA states that there has been no increase in the rate of birth defects or abnormalities, or solid cancers (such as lung cancer) corroborating UNSCEAR's assessments.


          Precisely, UNSCEAR states:


          
            "Among the residents of Belarus, the Russian Federation and Ukraine, there had been up to the year 2002 about 4,000 cases of thyroid cancer reported in children and adolescents who were exposed at the time of the accident, and more cases can be expected during the next decades. Notwithstanding problems associated with screening, many of those cancers were most likely caused by radiation exposures shortly after the accident. Apart from this increase, there is no evidence of a major public health impact attributable to radiation exposure 20 years after the accident. There is no scientific evidence of increases in overall cancer incidence or mortality rates or in rates of non-malignant disorders that could be related to radiation exposure. The risk of leukaemia in the general population, one of the main concerns owing to its short latency time, does not appear to be elevated. Although those most highly exposed individuals are at an increased risk of radiation-associated effects, the great majority of the population is not likely to experience serious health consequences as a result of radiation from the Chernobyl accident. Many other health problems have been noted in the populations that are not related to radiation exposure."

          


          Thyroid cancer is generally treatable.


          "The Chernobyl Forum" is a regular meeting of IAEA, other United Nations organizations (FAO, UN-OCHA, UNDP, UNEP, UNSCEAR, WHO and The World Bank) and the governments of Belarus, Russia, and Ukraine, which issues regular assessments of the evidence for health effects of the Chernobyl accident.


          "The Chernobyl Forum" has concluded that a greater risk than the long-term effects of radiation exposure, is the risk to mental health of exaggerated fears about the effects of radiation:


          
            " ... The designation of the affected population as victims rather than survivors has led them to perceive themselves as helpless, weak and lacking control over their future. This, in turn, has led either to over cautious behaviour and exaggerated health concerns, or to reckless conduct, such as consumption of mushrooms, berries and game from areas still designated as highly contaminated, overuse of alcohol and tobacco, and unprotected promiscuous sexual activity."

          


          ( http://www.iaea.org/blog/Infolog/?page_id=25)


          While it was commented by Fred Mettler ( http://www.iaea.org/Publications/Magazines/Bulletin/Bull472/htmls/chernobyls_legacy2.html) that 20 years later


          
            The population remains largely unsure of what the effects of radiation actually are and retain a sense of foreboding. A number of adolescents and young adults who have been exposed to modest or small amounts of radiation feel that they are somehow fatally flawed and there is no downside to using illicit drugs or having unprotected sex. To reverse such attitudes and behaviors will likely take years although some youth groups have begun programs that have promise.

          


          In addition, many charities which help the "Children of Chernobyl" may be helping disadvantaged children, but the health problems of such children are not only to do with the Chernobyl accident, but also with the desperately poor state of post-Soviet health systems.


          Reports by anti-nuclear power protest groups and irresponsible journalists , based on speculation rather than evidence, may have contributed to the anxiety and depression of people in the fallout zones. These include the TORCH report, the Greenpeace report, and the April 2006 International Physicians for Prevention of Nuclear Warfare (IPPNW) report.


          In response to the Chernobyl Forum, The Other Report on Chernobyl (TORCH) was produced. It predicted between 30,000 to 60,000 excess cancer deaths, and urged more research stating that large uncertainties made it difficult to properly assess the full scale of the disaster. Another study critical of the Chernobyl Forum report was commissioned by Greenpeace. In its report, Greenpeace argued that "the most recently published figures indicate that in Belarus, Russia and Ukraine alone the accident could have resulted in an estimated 200,000 additional deaths in the period between 1990 and 2004." However, the Greenpeace report failed to discriminate between the general increase in cancer rates that followed the dissolution of the USSR's health system and any separate effects of the Chernobyl accident. Lastly, in its report Health Effects of Chernobyl, the German affiliate of the IPPNW argued that more than 10,000 people are today affected by thyroid cancer and 50,000 cases are expected in the future. According to some commentators, both the Greenpeace and IPPNW reports suffer from a lack of any genuine or original research and failure to understand epidemiologic data. This said, it is important to bear in mind that many of the conclusions from reports such as UNSCEAR remain disputed by other commentators and scientists in the field.


          


          Comparison with other disasters


          The Chernobyl disaster caused a few tens of immediate deaths due to radiation poisoning; a few thousand premature deaths are predicted over the coming decades. Since it is often not possible to prove the origin of the cancer which causes a person's death, it is difficult to estimate Chernobyl's long-term death toll.


          Other man-made disasters with very high death tolls include:


          
            	The failure of the Banqiao Dam ( Henan, China, 1975)  where an estimated 26,000 people died from flooding and another 145,000 died during subsequent epidemics and famine.


            	The Bhopal disaster (India, 1984)  the BBC gives the death toll as nearly 3,000 people dead initially, and at least another 15,000 have died from related illnesses since.


            	The Great Smog (London, United Kingdom, 1952)  where medical services compiled statistics and found that the fog had killed 4,000 people initially, and another 8,000 died in the weeks and months that followed.


            	The MV Doa Paz disaster, (Philippines, 1987) - this petroleum products fire at sea killed over 4000.


            	The Johnstown Flood ( Pennsylvania, United States, 1889)  2,209 killed.

          


          Comparisons with other various incidents concerning radioactivity are at Chernobyl compared to other radioactivity releases.


          


          In the popular consciousness


          The Chernobyl accident attracted a great deal of interest. Because of the distrust that many people had in the Soviet authorities (people both within and outside the USSR) a great deal of debate about the situation at the site occurred in the first world during the early days of the event. Due to defective intelligence based upon photographs taken from space, it was thought that unit number three had also suffered a dire accident.


          A few authors claim that the official reports underestimate the scale of the Chernobyl tragedy, counting only 30 victims; some estimate the Chernobyl radioactive fallout as hundreds of times that of the atomic bomb dropped on Hiroshima, Japan, counting millions of exposed.


          In general the public knew little about radioactivity and radiation and as a result their degree of fear was increased. It was the case that many professionals (such as the spokesman from the UK NRPB) were mistrusted by journalists, who in turn encouraged the public to mistrust them.


          It was noted that different governments tried to set contamination level limits which were stricter than the next country. In the dash to be seen to be protecting the public from radioactive food, it was often the case that the risk caused by the modification of the nations' diet was greater and un-noticed.


          


          Some alternative views on Chernobyl


          Strong arguments do exist in support of (at the very least) some aspects of 'alternative' assessments such as the TORCH report. The ECRR's publication "Chernobyl: 20 Years On" has summarised thousands of Ukrainian, Belarusian and Russian papers, and scientists studying those regions who have claimed, among other effects, genetic defects in plants and animals transmitted over 22 generations. However, these findings have not been confirmed by all workers within the subject, it is known that many species of wild animals found within the 30km (19mi) exclusion zone are alive and well.


          Furthermore, it has been reported by the UN that in the contaminated areas in the general public that "no evidence or likelihood of decreased fertility has been seen among males or females. Also, because the doses were so low, there was no evidence of any effect on the number of stillbirths, adverse pregnancy outcomes, delivery complications or overall health of children. A modest but steady increase in reported congenital malformations in both contaminated and uncontaminated areas of Belarus appears related to better reporting, not radiation."


          The Low Level Radiation Campaign has claimed that a 40% increase in Belarusian cancer rates has occurred, with a similar increase in northern Sweden. However it is important to bear in mind that some of the LLRC's work on cancer in humans could not be repeated by other scientists.


          It is also important to note that the (presumed) low effect of chronic doses of radiation may be different to acute exposure due to self repair processes, and scientific opinion is divided on the subject of how dangerous small doses (delivered at low dose rates) of radiation are. One common model is the LNT model which states that the increased likelihood of disease is directly proportional to the dose, while other models suggest that below a threshold that radiation is harmless or even good for human health. However, the effects of internal doses of radiation on the body (due to inhaled/ ingested isotopes) are often very different from their external effects, even at low doses.


          Some caution is needed in adopting a purely local view of the Chernobyl disaster, as the major effects of the accident go far beyond the intense on-site radiation fields (these were sometimes in the range of circa 10 Gy min-1 on day one, but they have now decayed to far lower levels). While the majority of the emitted radioactivity was deposited close to the reactor some activity was deposited at remote locations such as Wales, Sweden and other parts of Western Europe. It is now the case that Chernobyl cesium-137 can be found in many topsoils and sedimentary deposits in Europe, which has been documented in numerous studies. While the fallout outside the former Soviet Union did not result in radiation fields with the intensity to cause deterministic effects such as radiation sickness, it has resulted in a situation where restrictions on the sale and movement of food were considered wise and necessary in some cases, and many governments imposed cautious new regulations.


          Due to the long latent period between exposure and the clinical appearance of many radiation related diseases (mainly cancer), it is unwise to rule out at least the possibility of additional major long-term health effects (both within and outside the Chernobyl region). In any case, while there is no doubt that socio-economic stress - coupled with the psychological effects of anxiety and relocation - must play a part in the Chernobyl health debacle, the indirect health impacts of clean-up costs over many years (through diverted expenditure) cannot be dismissed as somehow 'outside' the event. These 'collateral impacts' are part and parcel of the socio-economic aftermath of disasters on this scale and (where they have occurred) need to be incorporated in the impact equation. These costs are real and include an erosion of national confidence, loss of trade and land area (Exclusion Zones contaminated above the WHO limits), an intensification of existing health issues and the 'socio-economic deaths' which arise through social underprovision.


          
            Retrieved from " http://en.wikipedia.org/wiki/Chernobyl_disaster"
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              From left, a white king, black rook and queen, white pawn, black knight, and white bishop
            


            
              	Players

              	2
            


            
              	Setup time

              	Under one minute
            


            
              	Playing time

              	Casual games without time control last usually 1060 minutes
            


            
              	Random chance

              	None
            


            
              	Skills required

              	Tactics, Strategy
            

          


          Chess is a recreational and competitive game played between two players. Sometimes called Western chess or international chess to distinguish it from its predecessors and other chess variants, the current form of the game emerged in Southern Europe during the second half of the 15th century after evolving from similar, much older games of Indian and Persian origin. Today, chess is one of the world's most popular games, played by millions of people worldwide in clubs, online, by correspondence, in tournaments and informally.


          The game is played on a square chequered chessboard with 64 squares arranged in an eight-by-eight square. At the start, each player (one controlling the white pieces, the other controlling the black pieces) controls sixteen pieces: one king, one queen, two rooks, two knights, two bishops, and eight pawns. The object of the game is to checkmate the opponent's king, whereby the king is under immediate attack (in " check") and there is no way to remove it from attack on the next move.


          The tradition of organized competitive chess started in the sixteenth century and has developed extensively. Chess today is a recognized sport of the International Olympic Committee. The first official World Chess Champion, Wilhelm Steinitz, claimed his title in 1886; Viswanathan Anand is the current World Champion. Theoreticians have developed extensive chess strategies and tactics since the game's inception. Aspects of art are found in chess composition.


          One of the goals of early computer scientists was to create a chess-playing machine, and today's chess is deeply influenced by the abilities of current chess programs and by the possibility to play online. In 1997, a match between Garry Kasparov, then World Champion, and a computer proved for the first time that machines are able to beat even the strongest human players.


          


          Rules


          


          Setup
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              Pieces at the start of a game.
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              Initial position. First row: rook, knight, bishop, queen, king, bishop, knight, and rook. Second row: pawns.
            

          


          Chess is played on a square board of eight rows (called ranks and denoted with numbers 1 to 8) and eight columns (called files and denoted with letters a to h) of squares. The colors of the sixty-four squares alternate and are referred to as "light squares" and "dark squares". The chessboard is placed with a light square at the right hand end of the rank nearest to each player, and the pieces are set out as shown in the diagram, with each queen on its own colour.


          The pieces are divided, by convention, into White and Black sets. Each player is referred to by the colour of their pieces and begins the game with sixteen pieces. These comprise one king, one queen, two rooks, two bishops, two knights and eight pawns. White moves first. The players alternate moving one piece at a time (with the exception of castling, when two pieces are moved simultaneously). Pieces are moved to either an unoccupied square, or one occupied by an opponent's piece, capturing it and removing it from play. With one exception ( en passant), all pieces capture opponent's pieces by moving to the square that the opponent's piece occupies.


          When a king is under immediate attack by the opponent's pieces, the king is said to be in check. When in check, only moves that result in a position in which the king is not in check are permitted. Each player must not make any move that would place their king in check. The object of the game is to checkmate the opponent; this occurs when the opponent's king is in check, and there is no way to remove the king from attack.


          


          Moves


          Each chess piece has its own style of moving. The X's mark the squares where the piece can move if no other pieces are on the X's between the piece's initial position and destination. If there is an opponent's piece at the destination square, then moving piece can capture the opponent's piece. The only exception is the pawn which can only capture the white circles.
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            Moves of a rook
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            Moves of a bishop
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            Moves of a queen

            
              
                
                  	[image: Image:chess zhor 22.jpg]
                


                
                  	[image: Image:chess zver 22.jpg]

                  	[image: a8 __]

                  	[image: b8 __]

                  	[image: c8 __]

                  	[image: d8 xx]

                  	[image: e8 __]

                  	[image: f8 __]

                  	[image: g8 __]

                  	[image: h8 xx]

                  	[image: Image:chess zver 22.jpg]
                


                
                  	[image: a7 xx]

                  	[image: b7 __]

                  	[image: c7 __]

                  	[image: d7 xx]

                  	[image: e7 __]

                  	[image: f7 __]

                  	[image: g7 xx]

                  	[image: h7 __]
                


                
                  	[image: a6 __]

                  	[image: b6 xx]

                  	[image: c6 __]

                  	[image: d6 xx]

                  	[image: e6 __]

                  	[image: f6 xx]

                  	[image: g6 __]

                  	[image: h6 __]
                


                
                  	[image: a5 __]

                  	[image: b5 __]

                  	[image: c5 xx]

                  	[image: d5 xx]

                  	[image: e5 xx]

                  	[image: f5 __]

                  	[image: g5 __]

                  	[image: h5 __]
                


                
                  	[image: a4 xx]

                  	[image: b4 xx]

                  	[image: c4 xx]

                  	[image: d4 qd]

                  	[image: e4 xx]

                  	[image: f4 xx]

                  	[image: g4 xx]

                  	[image: h4 xx]
                


                
                  	[image: a3 __]

                  	[image: b3 __]

                  	[image: c3 xx]

                  	[image: d3 xx]

                  	[image: e3 xx]

                  	[image: f3 __]

                  	[image: g3 __]

                  	[image: h3 __]
                


                
                  	[image: a2 __]

                  	[image: b2 xx]

                  	[image: c2 __]

                  	[image: d2 xx]

                  	[image: e2 __]

                  	[image: f2 xx]

                  	[image: g2 __]

                  	[image: h2 __]
                


                
                  	[image: a1 xx]

                  	[image: b1 __]

                  	[image: c1 __]

                  	[image: d1 xx]

                  	[image: e1 __]

                  	[image: f1 __]

                  	[image: g1 xx]

                  	[image: h1 __]
                


                
                  	[image: Image:chess zhor 22.jpg]
                

              


              

            

          


          
            Moves of a knight
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            Moves of a pawn
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          Special moves


          


          Castling


          
            [image: Quadrants show different ways of castling.]
          


          Once in every game, each king is allowed to make a special move, known as castling. Castling consists of moving the king two squares towards a rook, then placing the rook immediately on the far side of the king. Castling is only permissible if all of the following conditions hold:


          
            	Neither of the pieces involved in the castling may have been previously moved during the game;


            	There must be no pieces between the king and the rook;


            	The king may not currently be in check, nor may the king pass through squares that are under attack by enemy pieces. As with any move, castling is illegal if it would place the king in check.


            	The king and the rook must be on the same rank (to exclude castling with a promoted pawn, described later).

          


          


          En passant


          
            Special pawn moves
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                c-pawn can promote, e- or g-pawn may capture en passant, provided that Black's last move was ...f7-f5.
              

            

          


          When a pawn advances two squares, if there is an opponent's pawn on an adjacent file next to its destination square, then the opponent's pawn can capture it and move to the square the pawn passed over, but only on the next move. For example, if the black pawn has just advanced two squares from f7 to f5, then either of the white pawns on e5 and g5 can take it via en passant on f6.


          


          Promotion


          When a pawn advances to its eighth rank, it is exchanged for the player's choice of a queen, rook, bishop, or knight of the same colour. Usually, the pawn is chosen to be promoted to a queen, but in some cases another piece is chosen, called underpromotion. In the diagram on the right, the pawn on c7 can choose to advance to the eighth rank to promote to a better piece.


          


          End of the game


          Chess games do not have to end in checkmate  either player may resign if the situation looks hopeless. Games also may end in a draw (tie). A draw can occur in several situations, including draw by agreement, stalemate, threefold repetition of a position, the fifty move rule, or a draw by impossibility of checkmate (usually because of insufficient material to checkmate).


          


          Time control


          Besides casual games without exact timing, chess is also played with a time control, mostly by club and professional players. If a player's time runs out before the game is completed, the game is automatically lost. The timing ranges from long games played up to seven hours to shorter rapid chess games lasting usually 30 minutes or one hour per game. Even shorter is blitz chess with a time control of three to fifteen minutes for each player and bullet chess (under three minutes).


          The international rules of chess are described in more detail in the FIDE Handbook, section Laws of Chess.


          


          Strategy and tactics


          Chess strategy consists of setting and achieving long-term goals during the game  for example, where to place different pieces  while tactics concentrate on immediate maneuver. These two parts of chess thinking cannot be completely separated, because strategic goals are mostly achieved by the means of tactics, while the tactical opportunities are based on the previous strategy of play.


          Because of different strategic and tactical patterns, a game of chess is usually divided into three distinct phases: Opening, usually the first 10 to 25 moves, when players develop their armies and set up the stage for the coming battle; middlegame, the developed phase of the game; and endgame, when most of the pieces are gone and kings start to take an active part in the struggle.


          


          Fundamentals of strategy


          Chess strategy is concerned with evaluation of chess positions and with setting up goals and long-term plans for the future play. During the evaluation, players must take into account the value of pieces on board, pawn structure, king safety, space, and control of key squares and groups of squares (for example, diagonals, open-files, and dark or light squares).


          
            
              An example of visualizing pawn structures
            

            
              	
                
                  
                    
                      	[image: Image:chess zhor 22.jpg]
                    


                    
                      	[image: Image:chess zver 22.jpg]

                      	[image: a8 rd]

                      	[image: b8 __]

                      	[image: c8 bd]

                      	[image: d8 __]

                      	[image: e8 rd]

                      	[image: f8 __]

                      	[image: g8 kd]

                      	[image: h8 __]

                      	[image: Image:chess zver 22.jpg]
                    


                    
                      	[image: a7 pd]

                      	[image: b7 pd]

                      	[image: c7 __]

                      	[image: d7 nd]

                      	[image: e7 __]

                      	[image: f7 pd]

                      	[image: g7 bd]

                      	[image: h7 pd]
                    


                    
                      	[image: a6 __]

                      	[image: b6 __]

                      	[image: c6 pd]

                      	[image: d6 rl]

                      	[image: e6 __]

                      	[image: f6 nd]

                      	[image: g6 pd]

                      	[image: h6 __]
                    


                    
                      	[image: a5 __]

                      	[image: b5 __]

                      	[image: c5 __]

                      	[image: d5 __]

                      	[image: e5 pd]

                      	[image: f5 __]

                      	[image: g5 __]

                      	[image: h5 __]
                    


                    
                      	[image: a4 __]

                      	[image: b4 __]

                      	[image: c4 pl]

                      	[image: d4 __]

                      	[image: e4 pl]

                      	[image: f4 __]

                      	[image: g4 __]

                      	[image: h4 __]
                    


                    
                      	[image: a3 __]

                      	[image: b3 __]

                      	[image: c3 nl]

                      	[image: d3 __]

                      	[image: e3 bl]

                      	[image: f3 nl]

                      	[image: g3 __]

                      	[image: h3 pl]
                    


                    
                      	[image: a2 pl]

                      	[image: b2 pl]

                      	[image: c2 __]

                      	[image: d2 __]

                      	[image: e2 __]

                      	[image: f2 pl]

                      	[image: g2 pl]

                      	[image: h2 __]
                    


                    
                      	[image: a1 __]

                      	[image: b1 __]

                      	[image: c1 kl]

                      	[image: d1 __]

                      	[image: e1 __]

                      	[image: f1 bl]

                      	[image: g1 __]

                      	[image: h1 rl]
                    


                    
                      	[image: Image:chess zhor 22.jpg]
                    

                  


                  
                    After 12. ... Re8 at Tarrasch  Euwe, 1922
                  

                

              

              	
                
                  
                    
                      	[image: Image:chess zhor 22.jpg]
                    


                    
                      	[image: Image:chess zver 22.jpg]

                      	[image: a8 __]

                      	[image: b8 __]

                      	[image: c8 __]

                      	[image: d8 __]

                      	[image: e8 __]

                      	[image: f8 __]

                      	[image: g8 __]

                      	[image: h8 __]

                      	[image: Image:chess zver 22.jpg]
                    


                    
                      	[image: a7 pd]

                      	[image: b7 pd]

                      	[image: c7 __]

                      	[image: d7 __]

                      	[image: e7 __]

                      	[image: f7 pd]

                      	[image: g7 __]

                      	[image: h7 pd]
                    


                    
                      	[image: a6 __]

                      	[image: b6 __]

                      	[image: c6 pd]

                      	[image: d6 __]

                      	[image: e6 __]

                      	[image: f6 __]

                      	[image: g6 pd]

                      	[image: h6 __]
                    


                    
                      	[image: a5 __]

                      	[image: b5 __]

                      	[image: c5 __]

                      	[image: d5 __]

                      	[image: e5 pd]

                      	[image: f5 __]

                      	[image: g5 __]

                      	[image: h5 __]
                    


                    
                      	[image: a4 __]

                      	[image: b4 __]

                      	[image: c4 pl]

                      	[image: d4 __]

                      	[image: e4 pl]

                      	[image: f4 __]

                      	[image: g4 __]

                      	[image: h4 __]
                    


                    
                      	[image: a3 __]

                      	[image: b3 __]

                      	[image: c3 __]

                      	[image: d3 __]

                      	[image: e3 __]

                      	[image: f3 __]

                      	[image: g3 __]

                      	[image: h3 pl]
                    


                    
                      	[image: a2 pl]

                      	[image: b2 pl]

                      	[image: c2 __]

                      	[image: d2 __]

                      	[image: e2 __]

                      	[image: f2 pl]

                      	[image: g2 pl]

                      	[image: h2 __]
                    


                    
                      	[image: a1 __]

                      	[image: b1 __]

                      	[image: c1 __]

                      	[image: d1 __]

                      	[image: e1 __]

                      	[image: f1 __]

                      	[image: g1 __]

                      	[image: h1 __]
                    


                    
                      	[image: Image:chess zhor 22.jpg]
                    

                  


                  
                    and its pawn skeleton ("The Rauzer formation")
                  

                

              
            

          


          The most basic step in evaluating a position is to count the total value of pieces of both sides. The point values used for this purpose are based on experience; usually pawns are considered worth one point, knights and bishops about three points each, rooks about five points (the value difference between a rook and a bishop being known as the exchange), and queens about nine points. In the endgame, the king is generally more powerful than a minor piece but less powerful than a rook, thus it is sometimes assigned a fighting value of four points. These basic values are then modified by other factors like position of the piece (for example, advanced pawns are usually more valuable than those on initial positions), coordination between pieces (for example, a pair of bishops usually coordinates better than the pair of a bishop and knight), or type of position (knights are generally better in closed positions with many pawns while bishops are more powerful in open positions).


          Another important factor in the evaluation of chess positions is the pawn structure (sometimes known as the pawn skeleton), or the configuration of pawns on the chessboard. Pawns being the least mobile of the chess pieces, the pawn structure is relatively static and largely determines the strategic nature of the position. Weaknesses in the pawn structure, such as isolated, doubled or backward pawns and holes, once created, are usually permanent. Care must therefore be taken to avoid them unless they are compensated by another valuable asset (for example, by the possibility to develop an attack).


          


          Fundamentals of tactics
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          In chess, tactics in general concentrate on short-term actions  so short-term that they can be calculated in advance by a human player or by a computer. The possible depth of calculation depends on the player's ability or speed of the processor. In quiet positions with many possibilities on both sides, a deep calculation is not possible, while in "tactical" positions with a limited number of forced variants, it is possible to calculate very long sequences of moves.


          Simple one-move or two-move tactical actions  threats, exchanges of material, double attacks etc.  can be combined into more complicated variants, tactical maneuvers, often forced from one side or from both. Theoreticians described many elementary tactical methods and typical maneuvers, for example pins, forks, skewers, discovered attacks (especially discovered checks), zwischenzugs, deflections, decoys, sacrifices, underminings, overloadings, and interferences.


          A forced variant which is connected with a sacrifice and usually results in a tangible gain is named a combination. Brilliant combinations  such as those in the Immortal game  are described as beautiful and are admired by chess lovers. Finding a combination is also a common type of chess puzzle aimed at development of players' skills.


          


          Opening


          A chess opening is the group of initial moves of a game (the "opening moves"). Recognized sequences of opening moves are referred to as openings and have been given names such as the Ruy Lopez or Sicilian Defence. They are catalogued in reference works such as the Encyclopaedia of Chess Openings.


          There are dozens of different openings, varying widely in character from quiet positional play (e.g. the Rti Opening) to very aggressive (e.g. the Latvian Gambit). In some opening lines, the exact sequence considered best for both sides has been worked out to 3035 moves or more. Professional players spend years studying openings, and continue doing so throughout their careers, as opening theory continues to evolve.


          The fundamental strategic aims of most openings are similar:


          
            	Development: To place (develop) the pieces (particularly bishops and knights) on useful squares where they will have an impact on the game.


            	Control of the centre: Control of the central squares allows pieces to be moved to any part of the board relatively easily, and can also have a cramping effect on the opponent.


            	King safety: Correct timing of castling can enhance this.


            	Pawn structure: Players strive to avoid the creation of pawn weaknesses such as isolated, doubled or backward pawns, and pawn islands.

          


          Apart from these fundamentals, other strategic plans or tactical sequences may be employed in the opening.


          Most players and theoreticians consider that White, by virtue of the first move, begins the game with a small advantage. Black usually strives to neutralize White's advantage and achieve equality, or to develop dynamic counterplay in an unbalanced position.


          


          Middlegame


          The middlegame is the part of the game when most pieces have been developed. Because the opening theory has ended, players have to assess the position, to form plans based on the features of the positions, and at the same time to take into account the tactical possibilities in the position.


          Typical plans or strategical themes  for example the minority attack, that is the attack of queenside pawns against an opponent who has more pawns on the queenside  are often appropriate just for some pawn structures, resulting from a specific group of openings. The study of openings should therefore be connected with the preparation of plans typical for resulting middlegames.


          Middlegame is also the phase in which most combinations occur. Middlegame combinations are often connected with the attack against the opponent's king; some typical patterns have their own names, for example the Boden's Mate or the LaskerBauer combination.


          Another important strategical question in the middlegame is whether and how to reduce material and transform into an endgame (i.e. simplify). For example, minor material advantages can generally be transformed into victory only in an endgame, and therefore the stronger side must choose an appropriate way to achieve an ending. Not every reduction of material is good for this purpose; for example, if one side keeps a light-squared bishop and the opponent has a dark-squared one, the transformation into a bishops and pawns ending is usually advantageous for the weaker side only, because an endgame with bishops on opposite colors is likely to be a draw, even with an advantage of one or two pawns.


          


          Endgame
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              An example of zugzwang: The side which is to make a move is in a disadvantage.
            

          


          The endgame (or end game or ending) is the stage of the game when there are few pieces left on the board. There are three main strategic differences between earlier stages of the game and endgame:


          
            	During the endgame, pawns become more important; endgames often revolve around attempting to promote a pawn by advancing it to the eighth rank.


            	The king, which has to be protected in the middlegame owing to the threat of checkmate, becomes a strong piece in the endgame and it is often brought to the center of the board where it can protect its own pawns, attack the pawns of opposite colour, and hinder movement of the opponent's king.


            	Zugzwang, a disadvantage because the player has to make a move, is often a factor in endgames and rarely in other stages of the game. For example, in the diagram on the right, Black on move must go 1...Kb7 and allow white to queen after 2.Kd7, while White on move must allow a draw either after 1.Kc6 stalemate or losing the last pawn by going anywhere else.

          


          Endgames can be classified according to the type of pieces that remain on board. Basic checkmates are positions in which one side has only a king and the other side has one or two pieces and can checkmate the opposing king, with the pieces working together with their king. For example, king and pawn endgames involve only kings and pawns on one or both sides and the task of the stronger side is to promote one of the pawns. Other more complicated endings are classified according to the pieces on board other than kings, e.g. " rook and pawn versus rook endgame".


          


          History


          


          Predecessors
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                Iranian chess set, glazed fritware, twelfth century. New York Metropolitan Museum of Art.
              

            


            Chess originated in India, where its early form in the 6th century was chaturanga, which translates as "four divisions of the military"  infantry, cavalry, elephants, and chariots, represented respectively by pawn, knight, bishop, and rook. In Persia around 600 the name became shatranj and the rules were developed further. Shatranj was taken up by the Muslim world after the Islamic conquest of Persia, with the pieces largely retaining their Persian names. In Spanish "shatranj" was rendered as ajedrez, in Portuguese as xadrez, and in Greek as zatrikion, but in the rest of Europe it was replaced by versions of the Persian shāh ("king").
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                Knights Templar playing chess, Libro de los juegos, 1283.
              

            


            The game reached Western Europe and Russia by at least three routes, the earliest being in the 9th century. By the year 1000 it had spread throughout Europe. Introduced into the Iberian Peninsula by the Moors in the 10th century, it was described in a famous 13th century manuscript covering shatranj, backgammon, and dice named the Libro de los juegos.


            Another theory, championed by David H. Li, contends that chess arose from the game xiangqi, or at least a predecessor thereof, existing in China since the 2nd century BC.


            Origins of the modern game (14501850)
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              Around 1200, rules of shatranj started to be modified in southern Europe, and around 1475, several major changes rendered the game essentially as it is known today. These modern rules for the basic moves had been adopted in Italy and in Spain. Pawns gained the option of advancing two squares on their first move, while bishops and queens acquired their modern abilities. This made the queen the most powerful piece; consequently modern chess was referred to as "Queen's Chess" or "Mad Queen Chess". These new rules quickly spread throughout western Europe, with the exception of the rules about stalemate, which were finalized in the early nineteenth century.


              This was also the time when chess started to develop a corpus of theory. The oldest preserved printed chess book, Repeticin de Amores y Arte de Ajedrez (Repetition of Love and the Art of Playing Chess) by Spanish churchman Luis Ramirez de Lucena was published in Salamanca in 1497. Lucena and later masters like Portuguese Pedro Damiano, Italians Giovanni Leonardo Di Bona, Giulio Cesare Polerio and Gioachino Greco or Spanish bishop Ruy Lpez de Segura developed elements of openings and started to analyze simple endgames.
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              In the eighteenth century the centre of European chess life moved from the Southern European countries to France. The two most important French masters were Franois-Andr Danican Philidor, a musician by profession, who discovered the importance of pawns for chess strategy, and later Louis-Charles Mah de La Bourdonnais who won a famous series of matches with the Irish master Alexander McDonnell in 1834. Centers of chess life in this period were coffee houses in big European cities like Caf de la Rgence in Paris and Simpson's Divan in London.


              As the nineteenth century progressed, chess organization developed quickly. Many chess clubs, chess books and chess journals appeared. There were correspondence matches between cities; for example the London Chess Club played against the Edinburgh Chess Club in 1824. Chess problems became a regular part of nineteenth century newspapers; Bernhard Horwitz, Josef Kling and Samuel Loyd composed some of the most influential problems. In 1843, von der Lasa published his and Bilguer's Handbuch des Schachspiels (Handbook of Chess), the first comprehensive manual of chess theory.


              Birth of a sport (18501945)
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                  The " Immortal Game", Anderssen-Kieseritzky, 1851
                

              


              The first modern chess tournament was held in London in 1851 and won, surprisingly, by German Adolf Anderssen, relatively unknown at the time. Anderssen was hailed as the leading chess master and his brilliant, energetic  but from today's viewpoint strategically shallow  attacking style became typical for the time. Sparkling games like Anderssen's Immortal game or Morphy's Opera game were regarded as the highest possible summit of the chess art.


              Deeper insight into the nature of chess came with two younger players. American Paul Morphy, an extraordinary chess prodigy, won against all important competitors, including Anderssen, during his short chess career between 1857 and 1863. Morphy's success stemmed from a combination of brilliant attacks and sound strategy; he intuitively knew how to prepare attacks. Prague-born Wilhelm Steinitz later described how to avoid weaknesses in one's own position and how to create and exploit such weaknesses in the opponent's position. In addition to his theoretical achievements, Steinitz founded an important tradition: his triumph over the leading German master Johannes Zukertort in 1886 is regarded as the first official World Chess Championship. Steinitz lost his crown in 1894 to a much younger German mathematician Emanuel Lasker, who maintained this title for 27 years, the longest tenure of all World Champions.
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              It took a prodigy from Cuba, Jos Ral Capablanca (World champion 192127), who loved simple positions and endgames, to end the German-speaking dominance in chess; he was undefeated in tournament play for eight years until 1924. His successor was Russian-French Alexander Alekhine, a strong attacking player, who died as the World champion in 1946, having briefly lost the title to Dutch player Max Euwe in 1935 and regaining it two years later.


              Between the world wars, chess was revolutionized by the new theoretical school of so-called hypermodernists like Aron Nimzowitsch and Richard Rti. They advocated controlling the center of the board with distant pieces rather than with pawns, inviting opponents to occupy the centre with pawns which become objects of attack.


              Since the end of 19th century, the number of annually held master tournaments and matches quickly grew. Some sources state that in 1914 the title of chess grandmaster was first formally conferred by Tsar Nicholas II of Russia to Lasker, Capablanca, Alekhine, Tarrasch and Marshall, but this is a disputed claim. This tradition was continued by the World Chess Federation ( FIDE), founded in 1924 in Paris. In 1927, Women's World Chess Championship was established; the first to hold it was Czech- English master Vera Menchik.


              Post-war era (1945 and later)
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              After the death of Alekhine, a new World Champion was sought in a tournament of elite players ruled by FIDE, who have, since then, controlled the title. The winner of the 1948 tournament, Russian Mikhail Botvinnik, started an era of Soviet dominance in the chess world. Until the end of the Soviet Union, there was only one non-Soviet champion, American Bobby Fischer (champion 19721975).


              In the previous informal system, the World Champion decided which challenger he would play for the title and the challenger was forced to seek sponsors for the match. FIDE set up a new system of qualifying tournaments and matches. The world's strongest players were seeded into " Interzonal tournaments", where they were joined by players who had qualified from "Zonal tournaments". The leading finishers in these Interzonals would go on the "Candidates" stage, which was initially a tournament, later a series of knock-out matches. The winner of the Candidates would then play the reigning champion for the title. A champion defeated in a match had a right to play a rematch a year later. This system worked on a three-year cycle.
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              The next championship, the so-called Match of the Century, saw the first non-Soviet challenger since World War II, American Bobby Fischer, who defeated his Candidates opponents by unheard-of margins and clearly won the world championship match. In 1975, however, Fischer refused to defend his title against Soviet Anatoly Karpov when FIDE refused to meet his demands, and Karpov obtained the title by default. Karpov defended his title twice against Viktor Korchnoi and dominated the 1970s and early 1980s with a string of tournament successes.


              Karpov's reign finally ended in 1985 at the hands of another Russian player, Garry Kasparov. Kasparov and Karpov contested five world title matches between 1984 and 1990; Karpov never won his title back.


              In 1993, Garry Kasparov and Nigel Short broke with FIDE to organize their own match for the title and formed a competing Professional Chess Association (PCA). From then until 2006, there were two simultaneous World Champions and World Championships: the PCA or Classical champion extending the Steinitzian tradition in which the current champion plays a challenger in a series of many games; the other following FIDE's new format of many players competing in a tournament to determine the champion. Kasparov lost his Classical title in 2000 to Vladimir Kramnik of Russia.


              The FIDE World Chess Championship 2006 reunified the titles, when Kramnik beat the FIDE World Champion Veselin Topalov and became the undisputed World Chess Champion. In September 2007, Viswanathan Anand became the next champion by winning a championship tournament.


              Place in culture
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              Pre-modern


              In the Middle Ages and during the Renaissance, chess was a part of noble culture; it was used to teach war strategy and was dubbed the " King's Game". Gentlemen are "to be meanly seene in the play at Chestes," says the overview at the beginning of Baldassare Castiglione's The Book of the Courtier (1528, English 1561 by Sir Thomas Hoby), but chess should not be a gentleman's main passion. Castiglione explains it further:


              
                And what say you to the game at chestes? It is truely an honest kynde of enterteynmente and wittie, quoth Syr Friderick. But me think it hath a fault, whiche is, that a man may be to couning at it, for who ever will be excellent in the playe of chestes, I beleave he must beestowe much tyme about it, and applie it with so much study, that a man may assoone learne some noble scyence, or compase any other matter of importaunce, and yet in the ende in beestowing all that laboure, he knoweth no more but a game. Therfore in this I beleave there happeneth a very rare thing, namely, that the meane is more commendable, then the excellency.

              


              Beautiful chess sets used by the aristocracy of the time are mostly lost, but some of the surviving examples, like the twelfth century Lewis chessmen, are of high artistic quality.


              At the same time, chess was often used as a basis of sermons on morality. An example is Liber de moribus hominum et officiis nobilium sive super ludo scacchorum ('Book of the customs of men and the duties of nobles or the Book of Chess'), written by an Italian Dominican monk Jacobus de Cessolis circa 1300. The popular work was translated into many other languages (first printed edition at Utrecht in 1473) and was the basis for William Caxton's The Game and Playe of the Chesse (1474), one of the first books printed in English. Different chess pieces were used as metaphors for different classes of people, and human duties were derived from the rules of the game or from visual properties of the chess pieces.
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                The knyght ought to be made alle armed upon an hors in suche wyse that he haue an helme on his heed and a spere in his ryght hande/ and coueryd wyth his sheld/ a swerde and a mace on his lyft syde/ Cladd wyth an hawberk and plates to fore his breste/ legge harnoys on his legges/ Spores on his heelis on his handes his gauntelettes/ his hors well broken and taught and apte to bataylle and couerid with his armes/ whan the knyghtes ben maad they ben bayned or bathed/ that is the signe that they shold lede a newe lyf and newe maners/ also they wake alle the nyght in prayers and orysons vnto god that he wylle gyue hem grace that they may gete that thynge that they may not gete by nature/ The kynge or prynce gyrdeth a boute them a swerde in signe/ that they shold abyde and kepe hym of whom they take theyr dispenses and dignyte.

              


              On the other side, political and religious authorities in many places forbade chess as frivolous or as a sort of gambling.


              Known in the circles of clerics, students and merchants, chess entered into the popular culture of Middle Ages. An example is the 209th song of Carmina Burana from the thirteenth century, which starts with the names of chess pieces, Roch, pedites, regina
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              Modern


              To the Age of Enlightenment, chess appeared mainly for self-improvement. Benjamin Franklin, in his article "The Morals of Chess" (1750), wrote:


              
                "The Game of Chess is not merely an idle amusement; several very valuable qualities of the mind, useful in the course of human life, are to be acquired and strengthened by it, so as to become habits ready on all occasions; for life is a kind of Chess, in which we have often points to gain, and competitors or adversaries to contend with, and in which there is a vast variety of good and ill events, that are, in some degree, the effect of prudence, or the want of it. By playing at Chess then, we may learn: 1st, Foresight, which looks a little into futurity, and considers the consequences that may attend an action 2nd, Circumspection, which surveys the whole Chess-board, or scene of action: - the relation of the several Pieces, and their situations 3rd, Caution, not to make our moves too hastily"
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              With these or similar hopes, chess is taught to children in schools around the world today and used in armies to train minds of cadets and officers. Many schools hold chess clubs and there are many scholastic tournaments specifically for children. In addition, many countries have chess federations, such as the United States Chess Federation, that hold tournaments regularly in addition to FIDE.


              Moreover, chess is often depicted in the arts; significant works, where chess plays a key role, range from Thomas Middleton's A Game at Chess over Through the Looking-Glass by Lewis Carroll to The Royal Game by Stefan Zweig or Vladimir Nabokov's The Defense. Chess is also important in films like Ingmar Bergman's The Seventh Seal or Satyajit Ray's The Chess Players.


              Chess is also present in the contemporary popular culture. For example, J. K. Rowling's Harry Potter plays " Wizard's Chess" while the characters of Star Trek prefer " Tri-Dimensional Chess" and the hero of Searching for Bobby Fischer struggles against adopting the aggressive and misanthropic views of a real chess Grandmaster.. Chess has also been used as the core theme of a musical, Chess, by Tim Rice, Bjrn Ulvaeus and Benny Andersson.


              Notation for recording moves
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              Chess games and positions are recorded using a special notation, most often algebraic chess notation. Abbreviated (or short) algebraic notation generally records moves in the format abbreviation of the piece moved - file where it moved - rank where it moved, e.g. Qg5 means "queen moves to the g-file and 5th rank (that is, to the square g5). If there are two pieces of the same type that can move to the same square, one more letter or number is added to indicate the file or rank from which the piece moved, e.g. Ngf3 means "knight from the g-file moves to the square f3". The letter P indicating a pawn is not used, so that e4 means "pawn moves to the square e4".


              If the piece makes a capture, "x" is inserted before the destination square, e.g. Bxf3 means "bishop captures on f3". When a pawn makes a capture, the file from which the pawn departed is used in place of a piece initial, and ranks may be omitted if unambiguous. For example, exd5 (pawn on the e-file captures the piece on d5) or exd (pawn on e-file captures something on the d-file).
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              If a pawn moves to its last rank, achieving promotion, the piece chosen is indicated after the move,for example e1Q or e1=Q. Castling is indicated by the special notations 0-0 for kingside castling and 0-0-0 for queenside. A move which places the opponent's king in check usually has the notation "+" added. Checkmate can be indicated by "#" (occasionally "++", although this is sometimes used for a double check instead). At the end of the game, "1-0" means "White won", "0-1" means "Black won" and "-" indicates a draw.


              Chess moves can be annotated with punctuation marks and other symbols. For example ! indicates a good move, !! an excellent move, ? a mistake, ?? a blunder, !? an interesting move that may not be best or ?! a dubious move, but not easily refuted.


              For example, one variant of a simple trap known as the Scholar's mate, animated in the picture to the right, can be recorded:


              
                	e4 e5


                	Qh5?! Nc6


                	Bc4 Nf6??


                	Qxf7# 1-0

              


              Chess composition


              
                Richard Rti

                Ostrauer Morgenzeitung 4 December1921
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                      White to play and draw
                    


                    One of the most famous chess studies ever. It seems impossible to catch the advanced black pawn, while the black king can easily stop the white pawn. The solution is diagonal advance, bringing the king to both pawns at the same time: 1. Kg7! h4 2. Kf6 Kb6 (or 2. h3 3. Ke7 and the white king can support its pawn) 3. Ke5!! (now the white king comes just in time to his pawn, or catches the black one) 3. h3 4. Kd6 draw.

                  

                

              


              Chess composition is the art of creating chess problems (these problems themselves are sometimes also called chess compositions). A person who creates such problems is known as a chess composer.


              Most chess problems exhibit the following features:


              
                	The position is composed, that is, it has not been taken from an actual game, but has been invented for the specific purpose of providing a problem.


                	There is a specific stipulation, that is, a goal to be achieved; for example, to checkmate black within a specified number of moves.


                	There is a theme (or combination of themes) that the problem has been composed to illustrate: chess problems typically instantiate particular ideas. Many of these themes have their own names, often by persons who used them first, for example Novotny or Lacny theme.


                	The problem exhibits economy in its construction: no greater force is employed than that required to guarantee that the problem's intended solution is indeed a solution and that it is the problem's only solution.


                	The problem has aesthetic value. Problems are experienced not only as puzzles but as objects of beauty. This is closely related to the fact that problems are organized to exhibit clear ideas in as economical a manner as possible.

              


              There are many types of chess problems. The two most important are:


              
                	Directmates: white to move first and checkmate black within a specified number of moves against any defense. These are often referred to as "mate in n" - for example "mate in three" (a three-mover).


                	Studies: orthodox problems in which the stipulation is that white to play must win or draw. Almost all studies are endgame positions.

              


              Chess composition is a distinct branch of chess sport, and tournaments (or tourneys) exist for both the composition and solving of chess problems.


              Competitive play


              Organization of competitions


              Contemporary chess is an organized sport with structured international and national leagues, tournaments and congresses. Chess's international governing body is FIDE (Fdration Internationale des checs). Most countries have a national chess organization as well (such as the US Chess Federation and English Chess Federation), which in turn is a member of FIDE. FIDE is a member of the International Olympic Committee (IOC), but the game of chess has never been part of the Olympic Games; chess does have its own Olympiad, held every two years as a team event. An estimated 605 million people worldwide know how to play chess, and 7.5 million are members of national chess federations, which exist in 160 countries worldwide. This makes chess one of the most popular sports worldwide.


              The current World Chess Champion is Viswanathan Anand of India. The reigning Women's World Champion is Xu Yuhua from China. However, the world's highest rated female player, Judit Polgar, has never participated in the Women's World Chess Championship, instead preferring to compete with the leading men and maintaining a ranking among the top 20 male players.


              Other competitions for individuals include the World Junior Chess Championship, the European Individual Chess Championship and the National Chess Championships. Invitation-only tournaments regularly attract the world's strongest players and these include Spain's Linares event, Monte Carlo's Melody Amber tournament, the Dortmund Sparkassen meeting, Sofia's M-tel Masters and Wijk aan Zee's Corus tournament.


              Regular team chess events include the aforementioned Chess Olympiad and the European Team Championship. The 37th Chess Olympiad was held 2006 in Turin, Italy; Armenia won the gold in the unrestricted event, and Ukraine took the top medal for the women. The World Chess Solving Championship and World Correspondence Chess Championships are both team and individual events.


              Besides these prestigious competitions, there are thousands of other chess tournaments, matches and festivals held around the world every year, which cater to players of all levels, from beginners to experts.


              Titles and rankings
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              The best players can be awarded specific lifetime titles by the world chess organization FIDE:


              
                	Grandmaster (shortened as GM, sometimes International Grandmaster or IGM is used) is awarded to world-class chess masters. Apart from World Champion, Grandmaster is the highest title a chess player can attain. Before FIDE will confer the title on a player, the player must have an Elo chess rating (see below) of at least 2500 at one time and three favorable results (called norms) in tournaments involving other Grandmasters, including some from countries other than the applicant's. There are also other milestones a player can achieve to attain the title, such as winning the World Junior Championship.


                	International Master (shortened as IM). The conditions are similar to GM, but less demanding. The minimum rating for the IM title is 2400.


                	FIDE Master (shortened as FM). The usual way for a player to qualify for the FIDE Master title is by achieving a FIDE Rating of 2300 or more.


                	Candidate Master (shortened as CM). Similar to FM, but with a FIDE Rating of at least 2200.

              


              All the titles are open to men and women. Separate women-only titles, such as Woman Grandmaster (WGM), are also available. Beginning with Nona Gaprindashvili in 1978, a number of women have earned the GM title, and most of the top ten women in 2006 hold the unrestricted GM title.


              International titles are awarded to composers and solvers of chess problems, and to correspondence chess players (by the International Correspondence Chess Federation). Moreover, national chess organizations may also award titles, usually to the advanced players still under the level needed for international titles; an example is the Chess expert title used in the United States.


              In order to rank players, FIDE, ICCF and national chess organizations use the Elo rating system developed by Arpad Elo. Elo is a statistical system based on assumption that the chess performance of each player in their games is a random variable. Arpad Elo thought of a player's true skill as the average of that player's performance random variable, and showed how to estimate the average from results of player's games. The US Chess Federation implemented Elo's suggestions in 1960, and the system quickly gained recognition as being both fairer and more accurate than older systems; it was adopted by FIDE in 1970.


              The highest ever FIDE rating was 2851, which Garry Kasparov had on the July 1999 and January 2000 lists. In the most recent list (January 2008), the highest rated players are the current world champion Viswanathan Anand of India and the former one Vladimir Kramnik of Russia with a rating of 2799.


              Mathematics and computers
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                Chess is interesting from the mathematical point of view. Many combinatorical and topological problems connected to chess were known of for hundreds of years. In 1913, Ernst Zermelo used it as a basis for his theory of game strategies, which is considered as one of the predecessors of game theory.


                The number of legal positions in chess is estimated to be between 1043 and 1050, with a game-tree complexity of approximately 10123. The game-tree complexity of chess was first calculated by Claude Shannon as 10120, a number known as the Shannon number. Typically an average position has thirty to forty possible moves, but there may be as few as zero (in the case of checkmate or stalemate) or as many as 218.


                The most important mathematical challenge of chess is the development of algorithms which can play chess. The idea of creating a chess playing machine dates to the eighteenth century; around 1769, the chess playing automaton called The Turk became famous before being exposed as a hoax. Serious trials based on automatons, such as El Ajedrecista, were too complex and limited to be useful.


                Since the advent of the digital computer in the 1950s, chess enthusiasts and computer engineers have built, with increasing degrees of seriousness and success, chess-playing machines and computer programs. The groundbreaking paper on computer chess, "Programming a Computer for Playing Chess", was published in 1950 by Shannon. He wrote:


                
                  The chess machine is an ideal one to start with, since: (1) the problem is sharply defined both in allowed operations (the moves) and in the ultimate goal (checkmate); (2) it is neither so simple as to be trivial nor too difficult for satisfactory solution; (3) chess is generally considered to require "thinking" for skillful play; a solution of this problem will force us either to admit the possibility of a mechanized thinking or to further restrict our concept of "thinking"; (4) the discrete structure of chess fits well into the digital nature of modern computers.
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                The Association for Computing Machinery (ACM) held the first major chess tournament for computers, the North American Computer Chess Championship, in September 1970. CHESS 3.0, a chess program from Northwestern University, won the championship. At first considered only a curiosity, the best chess playing programs, for example Rybka or Hydra, have become extremely strong. Garry Kasparov, then ranked number one in the world, lost a match against IBM's Deep Blue in 1997. Nevertheless, from the point of view of artificial intelligence, chess-playing programs are relatively simple: they essentially explore huge numbers of potential future moves by both players and apply an evaluation function to the resulting positions, an approach described as "brute force" because it relies on the sheer speed of the computer.


                With huge databases of past games and high analytical ability, computers also help players to learn chess and prepare for matches. Additionally, Internet Chess Servers allow people to find and play opponents all over the world. The presence of computers and modern communication tools have also raised concerns regarding cheating during games, most notably the " bathroom controversy" during the 2006 World Championship.


                Psychology


                There is an extensive scientific literature on chess psychology. Alfred Binet and others showed that knowledge and verbal, rather than visuospatial, ability lies at the core of expertise. Adriaan de Groot, in his doctoral thesis, showed that chess masters can rapidly perceive the key features of a position. According to de Groot, this perception, made possible by years of practice and study, is more important than the sheer ability to anticipate moves. De Groot also showed that chess masters can memorize positions shown for a few seconds almost perfectly. Memorization ability alone does not account for this skill, since masters and novices, when faced with random arrangements of chess pieces, had equivalent recall (about half a dozen positions in each case). Rather, it is the ability to recognize patterns, which are then memorized, which distinguished the skilled players from the novices. When the positions of the pieces were taken from an actual game, the masters had almost total positional recall.


                More recent research has focused on the respective roles of knowledge and look-ahead search; brain imaging studies of chess masters and novices; blindfold chess; the role of personality and intelligence in chess skill, gender differences, and computational models of chess expertise. In addition, the role of practice and talent in the development of chess and other domains of expertise has led to a lot of research recently. Ericsson and colleagues have argued that deliberate practice is sufficient for reaching high levels of expertise, like master in chess. However, more recent research indicates that factors other than practice are important. For example, Gobet and colleagues have shown that stronger players start playing chess earlier, that they are more likely to be left-handed, and that they are more likely to be born in late winter and early spring.


                There are also some attempts to use the game of chess as mental training.


                Variants
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                Chess variants are forms of chess where the game is played with a different board, special fairy pieces or different rules. There are more than two thousand published chess variants, the most popular being xiangqi in China and shogi in Japan.


                Chess variants can be divided into:


                
                  	Direct predecessors of chess, chaturanga and shatranj.


                  	Traditional national or regional chess variants like xiangqi, shogi, janggi and makruk, which share common predecessors with Western chess.


                  	Modern variants of chess, such as Chess960, where the initial position is selected randomly before each game. This random positioning makes it more difficult to prepare the opening play in advance.
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                  21st President of the United States
                

              
            


            
              	Inoffice

              September 19, 1881 March 4, 1885
            


            
              	VicePresident

              	None
            


            
              	Precededby

              	James A. Garfield
            


            
              	Succeededby

              	Grover Cleveland
            


            
              	
                


                
                  20th Vice President of the United States
                

              
            


            
              	Inoffice

              March 4, 1881 September 19, 1881
            


            
              	President

              	James Garfield
            


            
              	Precededby

              	William A. Wheeler
            


            
              	Succeededby

              	Thomas A. Hendricks
            


            
              	
                

              
            


            
              	Born

              	October 5, 1829(1829-10-05)

              Fairfield, Vermont
            


            
              	Died

              	November 18, 1886 (aged57)

              New York, New York
            


            
              	Nationality

              	American
            


            
              	Politicalparty

              	Republican
            


            
              	Spouse

              	Ellen Lewis Herndon Arthur, niece of Matthew Fontaine Maury
            


            
              	Almamater

              	Union College
            


            
              	Occupation

              	Lawyer, Civil servant, Educator ( Teacher)
            


            
              	Religion

              	Episcopalian
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          Chester Alan Arthur ( October 5, 1829  November 18, 1886) was an American politician who served as the twenty-first President of the United States. Arthur was a member of the Republican Party and worked as a lawyer before becoming the twentieth vice president under James Garfield. While Garfield was mortally wounded by Charles Guiteau on July 2, 1881, he did not die until September 19, at which time Arthur was sworn in as president, serving until March 4, 1885.


          Before entering politics, Arthur was a member of the Stalwart faction of the Republican Party and a political protg of Roscoe Conkling, rising to Collector of Customs for the Port of New York. He was appointed by President Ulysses S. Grant but was removed by the succeeding president, Rutherford B. Hayes, in an effort to reform the patronage system in New York.


          To the chagrin of the Stalwarts, the onetime Collector of the Port of New York became, as President, a champion of civil service reform. He avoided old political cronies and eventually alienated his old mentor Conkling. Public pressure, heightened by the assassination of Garfield, forced an unwieldy Congress to heed the President. Arthur's primary achievement was the passage of the Pendleton Civil Service Reform Act. The passage of this legislation earned Arthur the moniker "The Father of Civil Service" and a favorable reputation among historians.


          Publisher Alexander K. McClure wrote, "No man ever entered the Presidency so profoundly and widely distrusted, and no one ever retired more generally respected." Author Mark Twain, deeply cynical about politicians, conceded, "It would be hard indeed to better President Arthur's administration."


          


          Early life and education


          Chester Alan Arthur was the son of Irish born preacher William Arthur and Vermont born Malvina Stone Arthur. Most official references list him as having been born in Fairfield in Franklin County, Vermont on October 5, 1829. But Arthur sometimes claimed to have been born in 1830. (The date is on his grave inscription and occurs in some reference works.) His father had initially migrated to Dunham, Qubec, Canada, where he and his wife at one point owned a farm about 80miles (129km) north of the U.S. border. There has long been speculation that the future president was actually born in Canada and that the family moved to Fairfield later. Given a lack of official documentation and the seeming confusion about the year of Arthur's birth, historians have been unable to rule this possibility out. Even if true, he was a natural-born citizen by virtue of his parents' citizenship, thus making him constitutionally eligible to serve as vice president or president. Some of his opponents circulated the Canada rumor during the 1880 election, but they could not prove it, and no proof has emerged since.


          Arthur spent some of his childhood years living in Perry, New York. One of Arthur's boyhood friends remembers Arthur's political abilities emerging at an early age:


          
            When Chester was a boy, you might see him in the village street after a shower, watching the boys building a mud dam across the rivulet in the roadway. Pretty soon, he would be ordering this one to bring stones, another sticks, and others sod and mud to finish the dam; and they would all do his bidding without question. But he took good care not to get any of the dirt on his hands. (New York Evening Post, April 2, 1900)

          


          Chester Arthur's Presidency was predicted by James Russel Webster, a Perry resident. A detailed account of this prediction is found in a self-written memorial for Webster. An excerpt from Webster's memorial;
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          "He first attended the Baptist church in Perry, the pastor there being "Elder Arthur", father of Chester A. Arthur. The latter was then a little boy, and Mr. Webster, once calling at his house, put upon his head of the lad, remarked, "this little boy may yet be President of the United States." Years after, calling at the White House, he related the circumstances to President Arthur, who replied that he well remembered the incident although the name of the man who thus predicted his future had long since passed from his memory; then standing up he added. "You may place your hand upon my head again."


          Arthur attended public schools and later attended Union College in Schenectady, New York. There he became a member of Psi Upsilon, North America's fifth oldest college fraternity, and graduated in 1848. While living outside of Hoosick Falls, New York, he went back to Union College and received his Master's degree in 1851.


          


          Early career


          Arthur became principal of North Pownal Academy in North Pownal, Vermont in 1849. He studied law and was admitted to the bar in 1854. Arthur commenced practice in New York City. He was one of the attorneys who successfully defended Elizabeth Jennings Graham, who was tried after being denied seating on a bus due to her race. Arthur also took an active part in the reorganization of the state militia.


          During the American Civil War, Arthur served as acting quartermaster general of the state in 1861 and was widely praised for his service. He was later commissioned as inspector general, and appointed quartermaster general with the rank of brigadier general and served until 1862. After the war, he resumed the practice of law in New York City. With the help of Arthur's patron and political boss Roscoe Conkling, Arthur was appointed by President Ulysses Grant as Collector of the Port of New York from 1871 to 1878.


          This was an extremely lucrative and powerful position at the time, and several of Arthur's predecessors had run afoul of the law while serving as collector. Honorable in his personal life and his public career, Arthur sided with the Stalwarts in the Republican Party, which firmly believed in the spoils system even as it was coming under vehement attack from reformers. He insisted upon honest administration of the Customs House but nevertheless staffed it with more employees than it really needed, retaining some for their loyalty as party workers rather than for their skill as public servants.


          


          The 1880 election and vice presidency
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          In 1878, Grant's successor, Rutherford Hayes, attempted to reform the Customs House. He ousted Arthur, who resumed the practice of law in New York City. Conkling and his followers tried to win back power by the nomination of Grant for a third term at the 1880 Republican National Convention, but without success. Grant and James G. Blaine deadlocked, and after 36 ballots, the convention turned to dark horse James A. Garfield, a long time Congressman and General in the Civil War.


          Knowing the election would be close, Garfield's people began asking a number of Stalwarts if they would accept the second spot. Levi P. Morton, on Conkling's advice, refused, but Arthur accepted, telling his furious leader, "This is a higher honour than I have ever dreamt of attaining. I shall accept!" Conkling and his Stalwart supporters reluctantly accepted the nomination of Arthur as vice president. Arthur campaigned hard for his and Garfield's election, but it was a close contest, with the Garfield-Arthur ticket receiving a nationwide plurality of fewer than ten thousand votes.


          After the election, Conkling began making demands of Garfield as to appointments, and the Vice Presidentelect supported his longtime patron against his new boss. According to Ira Rutkow's recent biography of Garfield, the new president disliked the vice president, and he would not let him into his house.


          Then, on July 2, 1881, President Garfield was shot in the back by Charles J. Guiteau, who shouted: "I am a Stalwart of the Stalwarts... Arthur is president now!!" Arthur's shock at the assassination was augmented by his mortification at Guiteau's claim of political kinship. (Madmen and Geniuses, Barzman, 1974)
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          Assumption of office
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          President Arthur took the oath of office twice. The first time was just past midnight at his Lexington Avenue residence on September 20 by New York Supreme Court justice John R. Brady; the second time was upon his return to Washington two days later.


          


          Policies


          Arthur was aware of the factions and rivalries of the Republican Party, as well as the controversies of cronyism versus civil service reform. Entering the presidency, Arthur believed that the only way to garner the nation's approval was to be independent from both factions. Arthur determined to go his own way once in the White House. He wound up replacing every member of Garfield's Cabinet except for Secretary of War Robert Todd Lincoln.


          He became a man of fashion in his manner of dress and in his associates; he was often seen with the elite of Washington, D.C., New York city and Newport. To the indignation of the Stalwarts, the onetime Collector of the Port of New York became, as President, a champion of civil service reform. In 1883, Congress passed the Pendleton Act, which established a bipartisan Civil Service Commission which stopped big businesses from giving out rebates and pooling with other companies, forbade levying political assessments against officeholders, and provided for a "classified system" that made certain government positions obtainable only through competitive written examinations. The system protected employees against removal for political reasons.
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          Acting independently of party dogma, Arthur also tried to lower tariff rates so the government would not be embarrassed by annual surpluses of revenue. Congress raised about as many rates as it trimmed, but Arthur signed the Tariff Act of 1883 anyway. Aggrieved Westerners and Southerners looked to the Democratic Party for redress, and the tariff began to emerge as a major political issue between the two parties.


          The Arthur Administration enacted the first general Federal immigration law. Arthur approved a measure in 1882 excluding paupers, criminals, and the mentally ill. Congress also suspended Chinese immigration for ten years with the Chinese Exclusion Act, later making the restriction permanent.


          In 1884, the International Meridian Conference was held in Washington D.C. at President Arthur's behest. This established the Greenwich Meridian and international standardized time, both in use today.


          President Arthur demonstrated that he was above not only factions within the Republican Party, but possibly the party itself. Perhaps, in part, he felt able to do this because of the well-kept secret he had known since a year after he succeeded to the Presidency, that he was suffering from Bright's Disease, a fatal kidney disease. This accounted for his failure to aggressively seek the Republican nomination for President in 1884. Nevertheless, Arthur was the last incumbent President to submit his name for renomination and fail to obtain it.


          Arthur sought a full term as President in 1884, but lost the Republican party's presidential nomination to former Speaker of the House and Secretary of State James G. Blaine of Maine. Blaine, however, lost the general election to Democrat Grover Cleveland of New York.


          


          Significant events during presidency


          
            	Standard Oil Trust(1882)


            	Chinese Exclusion Act (1882)


            	Pendleton Civil Service Reform Act (1883)


            	Civil Rights Cases (1883)


            	International Meridian Conference (1884)

          


          


          Administration and Cabinet
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              	The Arthur Cabinet
            


            
              	Office

              	Name

              	Term
            


            
              	
            


            
              	President

              	Chester A. Arthur

              	18811885
            


            
              	Vice President

              	Did not have a vice president.

              	18811885
            


            
              	
            


            
              	Secretary of State

              	James G. Blaine

              	1881
            


            
              	Frederick T. Frelinghuysen

              	18811885
            


            
              	
            


            
              	Secretary of Treasury

              	William Windom

              	1881
            


            
              	Charles J. Folger

              	18811884
            


            
              	Walter Q. Gresham

              	1884
            


            
              	Hugh McCulloch

              	18841885
            


            
              	
            


            
              	Secretary of War

              	Robert T. Lincoln

              	18811885
            


            
              	
            


            
              	Attorney General

              	Wayne MacVeagh

              	1881
            


            
              	Benjamin H. Brewster

              	18811885
            


            
              	
            


            
              	Postmaster General

              	Thomas L. James

              	1881
            


            
              	Timothy O. Howe

              	18811883
            


            
              	Walter Q. Gresham

              	18831884
            


            
              	Frank Hatton

              	18841885
            


            
              	
            


            
              	Secretary of the Navy

              	William H. Hunt

              	18811882
            


            
              	William E. Chandler

              	18821885
            


            
              	
            


            
              	Secretary of the Interior

              	Samuel J. Kirkwood

              	18811882
            


            
              	Henry M. Teller

              	18821885
            

          


          

          


          Supreme Court appointments


          
            	Samuel Blatchford - 1882


            	Horace Gray - 1882

          


          


          States admitted to the Union


          None


          


          Social and personal life
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          Arthur married Ellen "Nell" Lewis Herndon on October 25, 1859. She was the only child of Elizabeth Hansbrough and Captain William Lewis Herndon USN. She was a favorite niece of Commander Matthew Fontaine Maury, USN of the United States Naval Observatory where her father had worked.


          In 1860, Chester Arthur and "Nell" had a son, William Lewis Herndon Arthur, who was named after Ellen's father. This son died at age two of a brain disease. Another son, Chester Alan Arthur II, was born in 1864, and a girl, named Ellen Hansbrough Herndon after her mother, in 1871. Ellen Arthur died of pneumonia on January 12, 1880, at the early age of 42, only twenty months before Arthur became President. Arthur stated that he would never remarry and, while in the White House, asked his sister Mary, the wife of writer John E. McElroy, to assume certain social duties and help care for his daughter. President Arthur also had a memorial to his beloved "Nell"a stained glass window was installed in St. John's Episcopal Church within view of his office and had the church light it at night so he could look at it. The memorial remains to this day.


          Arthur is remembered as one of the most society-conscious presidents, earning the nickname "the Gentleman Boss" for his style of dress and courtly manner. Professor Marina Margaret Heiss at the University of Virginia lists Arthur as an example of an INTJ personality.


          Upon taking office, Arthur did not move into the White House immediately. He insisted upon its redecoration and had 24 wagonloads of furniture, some including pieces dating back to John Adams' term, carted away and burned. Former president Rutherford B. Hayes bought two wagonloads of furniture which today are at his home Spiegel Grove. Arthur then commissioned Louis Comfort Tiffany to replace them with new pieces. A famous designer now best-known for his stained glass, Tiffany was among the foremost designers of the day.


          Arthur was a fisherman who belonged to the Restigouche Salmon Club and once reportedly caught an 80-pound bass off the coast of Rhode Island.


          Widely popular by the end of his presidency, four young women (ignorant of Arthur's pronouncement that he would never marry again) proposed to him on the day he left office. He was sometimes called "Elegant Arthur" for his commitment to fashionable attire and was said to have "looked like a president." He reportedly kept 80 pairs of pants in his wardrobe and changed pants several times a day. He was called "Chet" by family and friends, and by his middle name, with the stress on the second syllable ("Al-AN").


          


          Post presidency
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              Arthur's grave at Albany Rural Cemetery.
            

          


          Arthur served as President through March 4, 1885. Upon leaving office, he returned to New York City. He encouraged the notion that he might run for the U.S. Senate in 1886, but was unable to gather enough support from his former Stalwart colleagues. In any event, his health failed rapidly and he died of a massive cerebral hemorrhage at 5:10 a.m. on Thursday, November 18, 1886, at the age of 57. Arthur suffered from Bright's disease, and his death was most likely related to a history of hypertension.


          His post presidency was the second shortest, longer only than that of James Polk who died 104 days after leaving office.


          Chester was buried next to Ellen in the Arthur family plot in the Albany Rural Cemetery in Menands, New York, in a large sarcophagus on a large corner plot that contains the graves of many of his family members and ancestors.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Fagales

                  


                  
                    	Family:

                    	Fagaceae

                  


                  
                    	Genus:

                    	Castanea

                  

                

              
            


            
              	Species
            


            
              	
                Castanea alnifolia - Bush Chinkapin*

                Castanea crenata - Japanese Chestnut

                Castanea dentata - American Chestnut

                Castanea henryi - Henry's Chestnut

                Castanea mollissima - Chinese Chestnut

                Castanea ozarkensis - Ozark Chinkapin

                Castanea pumila - Allegheny Chinkapin

                Castanea sativa - Sweet Chestnut

                Castanea seguinii - Seguin's Chestnut

                * treated as a synonym of C. pumila by many authors

              
            

          


          Chestnut (Castanea), (including chinkapin or chinquapin) is a genus of eight or nine species of deciduous trees and shrubs in the beech family Fagaceae, native to temperate regions of the Northern Hemisphere. The name also refers to the edible nuts they produce.


          Most of the species are large trees growing to 20-40 m tall, but some species (the chinkapins) are smaller, often shrubby. The leaves are simple, ovate or lanceolate, 10-30 cm long and 4-10 cm broad, with sharply pointed, widely-spaced teeth, with shallow rounded sinuses between. The flowers are catkins, produced in mid summer; they have a heavy, unpleasant odour. The fruit is a spiny cupule 5-11 cm diameter, containing one to seven nuts.


          The name Castanea comes from the old Latin name for the Sweet Chestnut.


          Chestnuts should not be confused with either horse-chestnuts (genus Aesculus), or water-chestnut (family Cyperaceae); these are named for producing respectively nuts of similar appearance, and tubers of similar taste.


          


          Ecology


          Chestnut trees thrive on neutral and acidic soils, such as soils derived from granite, sandstone, or schist, and do not grow well on alkaline soils such as chalk.


          The nuts are an important food for jays, pigeons, wild boar and squirrels. Several insects, notably the weevil Curculio elephas (chestnut weevil), also feed on the seeds.


          The leaves are used as a food plant by the larvae of some Lepidoptera species ( butterflies and moths); see list of Lepidoptera that feed on chestnut trees.


          


          Diseases


          A fungal disease, chestnut blight Cryphonectria parasitica, affects chestnuts. The eastern Asian species have co-evolved with this disease and are moderately to very resistant to it, while the European and North American species, not having been exposed to it in the past, have little or no resistance.


          Early in the 20th century, chestnut blight was introduced to North America by the importation of Asian chestnut plants. This resulted in the subsequent destruction of an estimated 4 billion American Chestnut trees over the next 40 years, and what had been the most important tree throughout the east coast was reduced to insignificance. The American chinkapins are also very susceptible to chestnut blight. The European and west Asian Sweet Chestnut is susceptible, but less so than the American.


          The resistant species (particularly Japanese Chestnut and Chinese Chestnut but also Seguin's Chestnut and Henry's Chestnut) have been used in breeding programs in the US to create hybrids with the American Chestnut that are also disease resistant.


          


          Uses


          


          Nuts
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          The nuts are an important food crop in southern Europe, southwestern and eastern Asia, and also in eastern North America before the arrival of chestnut blight. In southern Europe in the Middle Ages, whole forest-dwelling communities which had scarce access to wheat flour relied on chestnuts as their main source of carbohydrates.


          The nuts can be eaten candied, boiled or roasted; candied chestnuts are often sold under the French name marrons glacs or Turkish name kestane şekeri. Another important use of chestnuts is to be ground into flour, which can then be used to prepare bread, cakes and pasta.


          Another little known use is to eat chestnuts raw by just peeling them (almost unknown in North-America but customary at least in Northwest Europe). When chestnuts are fresh from the field/store, peeling is not easy. However, after leaving them out at room temperature for 24-48 hours, using a simple small, pointed kitchen knife will allow the consumer to easily peel away the outside shell. Next, you peel the thinner inside skin. Wash, and if present cut away contamination, and eat. Chestnuts' taste may vary slightly from one to the next but is somewhat sweet and certainly unique. After leaving chestnuts out for more than 5-7 days the quality starts to degrade.


          Chestnut-based recipes and preparations are making a comeback in Italian cuisine, as part of the trend toward rediscovery of traditional dishes.


          


          Other products


          The wood is similar to oak wood in being decorative and very durable. Due to disease, American Chestnut wood has almost disappeared from the market. Although quantities of Chestnut can still be obtained as reclaimed lumber, it is difficult to obtain large timber from the Sweet Chestnut due to the high degree of splitting and warping when it dries. The wood of the Sweet Chestnut is most commonly used in small items where durability is important, such as fencing and wooden outdoor cladding ('shingles') for buildings. In Italy, it is also used to make barrels used for aging balsamic vinegar.


          In southern England (particularly in Kent), sweet chestnut has traditionally been grown as coppice, being re-cut every ten years or so on rotation for poles, used for firewood, fencing (fence posts and chestnut paling) and especially to support the strings up which hops are grown.


          The bark of chestnuts was also a useful source of natural tannins, used for tanning leather before the introduction of synthetic tannins.


          


          Cultivation


          Chestnuts grown for nut production are grown in orchards with wide spacing between the trees to encourage low, broad crowns with maximum exposure to sunshine to increase nut production. On alkaline soils, chestnuts can be grown by grafting them onto oak rootstocks. Most wood production is done by coppice systems, cut on a 12 year rotation to provide small timber which does not split as badly as large logs.


          Chestnuts for planting require storage in moist sand and chilling over the winter before sowing; drying kills the seed and prevents germination.
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                Chew Magna shown within Somerset
              
            


            
              	Population

              	approx. 1200
            


            
              	OSgridreference

              	
            


            
              	Unitaryauthority

              	Bath and North East Somerset
            


            
              	Ceremonialcounty

              	Somerset
            


            
              	Region

              	South West
            


            
              	Constituentcountry

              	England
            


            
              	Sovereignstate

              	United Kingdom
            


            
              	Post town

              	BRISTOL
            


            
              	Postcodedistrict

              	BS40
            


            
              	Diallingcode

              	01275
            


            
              	Police

              	Avon and Somerset
            


            
              	Fire

              	Avon
            


            
              	Ambulance

              	Great Western
            


            
              	EuropeanParliament

              	South West England
            


            
              	UKParliament

              	Wansdyke
            


            
              	

              	North East Somerset

              (from next general election).
            


            
              	List of places: UK  England  Somerset
            

          


          Coordinates:


          Chew Magna ( grid reference ST575631) is a village within the Chew Valley in North East Somerset, England. To the south of the village is Chew Valley Lake. The village is on the B3130, about 10miles (16km) from Bristol, 15miles (24km) from Bath, 13miles (21km) from the city of Wells, and 6miles (10km) from Bristol International Airport.


          It is just on the northern edge of the Mendip Hills (a designated Area of Outstanding Natural Beauty), and was designated a conservation area in 1978. There are many listed buildings reflecting the history of the village. The River Chew flows through the village. Just outside the village is Chew Magna Reservoir. This small Bristol Water supply reservoir intercepts the Winford Brook.


          It has around 1,200 residents. There are two primary schools and a secondary school, several shops and small businesses, three churches, and three pubs serving the area. There is also a football pitch and children's play area. The village frequently wins regional categories in the Calor Village of the Year competition, and is currently moving towards zero waste status, having been described as "probably the greenest parish in Britain".


          


          History


          Chew Magna is the largest village in the district, and can trace its importance back to Saxon times. It was a thriving woollen centre in the Middle Ages. The manor of Chew was held by the Bishops of Bath and Wells, from 1062 to 1548, and for that reason the village was called Chew Episcopi or Bishop's Chew. The Bishops built a palace near the church of St Andrews, which was visited by Henry III in 1250. Chew Court is a surviving part of the palace. More recently, since about 1600, the name has been Chew Magna because this has been the most important of the several villages along the banks of the River Chew. According to Robinson it was an episcopal property held by Giso, the last Saxon bishop and the name Magna comes from the Latin meaning 'the greater'.


          Around 1700 the Lord of the Manor was Sir William Jones, the Attorney General of England and in the 1820s it was the seat of Lord Lyttelton. Until about 1880 the village had toll roads and a toll house to collect the fees. During the 19th and 20th centuries the importance of the wool trade in the village declined and it became largely a dormitory area for the cities of Bristol and Bath, although it has continued to be the commercial centre of the valley. The building of Chew Valley Lake in the 1950s has brought further opportunities for leisure and tourism. On 10-11 July 1968 a storm brought heavy rainfall to the Valley, with 175 millimetres (7 in) falling in 18 hours on Chew Stoke, double the areas average rainfall for the whole of July, and flooded 88 properties in Chew Magna with many being inundated with 8feet (2m) of water.


          


          Government and politics


          Chew Magna has its own parish council, which has some responsibility for local issues, and is part of the Chew Valley North Ward, which is represented by one councillor on the Bath and North East Somerset Unitary Authority, which has wider responsibilities for services such as education, refuse, tourism, etc. The village is a part of the Wansdyke constituency, which will change its boundaries at the next general election, with Chew Magna becoming part of the North East Somerset constituency, and is part of the South West England constituency of the European Parliament.


          


          Demographics


          According to the 2001 Census the Chew Valley North Ward (which includes Chew Magna and Chew Stoke), had 2,307 residents, living in 911 households, with an average age of 42.3 years. Of these, 77% of residents described their health as 'good'; 21% of 1674 year olds had no qualifications; and the area had an unemployment rate of 1.3% of all economically active people aged 1674. In the Index of Multiple Deprivation 2004, it was ranked at 26,243 out of 32,482 wards in England, where 1 was the most deprived LSOA and 32,482 the least deprived.


          


          Schools


          Chew Magna Primary School won a Becta award for the use of ICT in Practice in 2005 for using the fantasy role-playing computer game Myst to support literacy and communication.


          Chew Valley School is the main secondary school (1118 years) for the valley. It is situated between Chew Magna and Chew Stoke. The latest (2004) Ofsted Inspection Report describes this specialist Performing Arts College as a mixed comprehensive school with 1,158 pupils on roll, including 196 students in the sixth form. It says the school is popular and oversubscribed, and has been successful in gaining a number of national and regional awards.


          


          Famous residents


          John Sanger, a circus proprietor, lived in the village in the 19th century. The current residents of Chew Magna include Richard Brock, a Natural history film producer, and Dr Phil Hammond, a General Practitioner and comedian.


          


          Go Zero project


          Chew Magna is the home of the "Go Zero" project, which promotes education for sustainability at all levels in society, and it will seek to conserve and make improvements to the environment in the UK and overseas. The four groups within Go Zero are: Transport and Energy (which includes Dragonflyer Mobility, a plan to develop a range of integrated services that offer communities in the West of England cost-effective, flexible and environmentally sustainable transport), People and Consumption ( farmers' markets, local food, skill swaps), Converging World (which supports campaigns and initiatives for social justice and development and is currently pursuing Fair Trade status for Chew Magna) and Waste and Recycling. It is based at Tunbridge Mill, a post-medieval watermill.


          


          Sport and recreation


          Chew Magna has a King George's Field in memorial to King George V. Gymnasium facilities, squash courts, badminton etc., and outdoor all-weather pitches are available at the Chew Valley Leisure Centre between Chew Magna and Chew Stoke. There is a range of clubs and societies for young and old, including Scout groups, gardening society, and the Women's Institute. There is a cricket pitch and teams in Chew Magna.


          


          Buildings of interest


          


          Church
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          St Andrew's Church dates from the 12th century with a large 15th-century pinnacled sandstone tower, a Norman font and a rood screen that is the full width of the church. In the church are several memorials to the Stracheys of Sutton Court together with a wooden effigy of a Knight cross-legged and leaning on one elbow, in 15th century armour, thought to be of Sir John de Hauteville or a descendant, and possibly transferred from a church at Norton Hautville before it was demolished. Another effigy in the north chapel is of Sir John St Loe, who was over 7 feet (2 m) tall, and his lady. The armoured figure is 7feet 4inches (2.24m) long and his feet rest on a lion, while those of his lady rest on a dog. The church was restored in 1860 and has a register commencing in 1562. The tower is about one hundred feet tall and was probably built about 1440. There has been a clock on the tower since the early 1700s. There is a peal of eight bells in the tower. Tenor 28 cwt in C. The original five bells were re-cast by the celebrated Thomas Bilbie of Chew Stoke in 1735 to make a peal of six, and in 1898 four of these were re-cast and two were repaired by Messrs. Mears and Stainbank of London to commemorate the Diamond Jubilee of Queen Victoria. Two additional bells, the gift of Brigadier Ommanney, were added in 1928 to complete the octave, which still contains two of the Bilbie bells. The present clock, installed in 1903, plays a verse of a hymn every four hours, at 8 am, noon, 4 and 8 pm, with a different hymn tune for every day of the week. It is a Grade I listed building.


          The churchyard contains several monuments which are Grade II listed buildings in their own right: the churchyard cross, Edgell monument, Fowler monument and a group of three unidentified monuments. In addition there is an early 19th century limestone round-topped stone which bears the inscription to William Fowler "shot by an Highwayman on Dundry Hill June 14th 1814 aged 32 years". Within the church are wooden plaques commemorating the nineteen people from the village who died in World War I and seven from World War II, and a bronze plaque to an individual soldier who died in 1917.


          


          Other buildings
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          Next to the church is the Church House, which is also known as the Old School Room. The upstairs room was the local school from the mid or early 15th century, with the village poorhouse below. This has been a venue for social activity in the village and in 1971 underwent major renovation. It is a Grade II* listed building. Also close to the church is Chew Court, which was originally a bishop's palace. It was largely rebuilt in 1656, from which a little survives as the Chew Court of today, which includes an Elizabethan doorway with Doric pilasters. The room over the gatehouse is said to have been used as court-room, with the turrets being used for holding prisoners. Chew Court is a Grade II* listed building.


          The Manor House has Tudor origins, including a fireplace dated 1656, with a Gothic exterior from 1874, largely redesigned by John Norton. Amongst the brought-in pieces in the house are two South German reliefs, "The Martyrdoms of St Catherine and St Sebastian", from an altar of the early 16th century. There are also a series of panels in the Floris style, probably Flemish and with a repeating date 1562. From 1680 to 1844 the Manor House was the home of prominent Quaker families including the Vickris, the Summers and the Harfords. William Penn preached here in 1687. The house has 4.9acres (2.0ha) of gardens laid out in the 19th century. The house is a Grade II* listed building and now forms part of the Sacred Heart Convent School. Two of the stables attached to the Manor House are Grade II listed.
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          The high street contains many old buildings. The Beeches was built in 1762, with walls, railings, gates and piers of the same date, although the side wings were added later. Acacia House and Igbetti House, which was formerly known as Myrtle House, are from the same period, while Barle House, Holly House, The Sycamores and Portugal House are slightly more recent.


          On Battle Lane is the 18th-century Rookstone House, which was formerly the end house in row of seven, and The Rookery and its lodge, which were built in the early 19th century. Harford Square is dominated by the construction, in 1817, of Harford House and its accompanying stable block.


          Just south of the village is the medieval Tun Bridge with three pointed arches including double arch rings, spanning 60feet (18m) over the river, approached along one of the high pavements that are a feature of the village centre. It has three pointed arches, two of which have double arch rings built in two orders. At its widest point it is 17feet (5.2m) wide and 16feet (4.9m) in the centre. The two main arches are separated by a sharp cutwater 3.5feet (1.1m) and tapering to 8inches (20.3cm) above which a 4inches (10.2cm) string course runs throughout the length of bridge. The bridge is thought to date from the late 15th century and is a Grade II listed building and a Scheduled Ancient Monument (Avon No. 159). The raised pavement and steps are themselves also listed Grade II.


          Surrounding the village are several historic farmhouses including Dumper's Farmhouse, which dates from the 15th century, and Knole Hill Farmhouse, dated 1763.
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              	182 sqmi (475 km)
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              	approximately 5,000 (2001)
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              	Post town

              	BRISTOL
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              	Ambulance

              	Great Western
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              	UKParliament

              	North Somerset
            


            
              	

              	North East Somerset
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              	List of places: UK  England  Somerset
            

          


          Coordinates:


          The Chew Valley is an area in North Somerset, England, named after the River Chew, which rises at Chewton Mendip, and joins the River Avon at Keynsham. Technically, the area of the valley is bounded by the water catchment area of the Chew and its tributaries; however, the name Chew Valley is often used less formally to cover other nearby areas, for example, Blagdon Lake and its environs, which by a stricter definition are part of the Yeo Valley. The valley is an area of rich arable and dairy farmland, interspersed with a number of villages.


          The landscape consists of the valley of the River Chew and is generally low-lying and undulating. It is bounded by higher ground ranging from Dundry Down to the north, the Lulsgate Plateau to the west, the Mendip Hills to the south and the Hinton Blewett, Marksbury and Newton Saint Loe plateau areas to the east. The valley's boundary generally follows the top of scarp slopes except at the southwestern and southeastern boundaries where flat upper areas of the Chew Valley grade gently into the Yeo Valley and eastern Mendip Hills respectively. The River Chew was dammed in the 1950s to create Chew Valley Lake, which provides drinking water for the nearby city of Bristol and surrounding areas. The lake is a prominent landscape feature of the valley, a focus for recreation, and is internationally recognised for its nature conservation interest, because of the bird species, plants and insects.


          The area falls into the domains of several councils including: Bath and North East Somerset, North Somerset and Mendip. Some of the area falls within the Mendip Hills AONB. Most of the undeveloped area is within the Bristol/Bath Green Belt. Many of the villages date back to the time of the Domesday Book and there is evidence of human occupation since the Stone Age. There are hundreds of listed buildings with many of the churches being Grade I listed.


          The main village is Chew Magna but the largest are Pensford, Clutton, Bishop Sutton, High Littleton and Temple Cloud


          


          Etymology
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          There is no clear origin for the name "Chew", found scarcely anywhere else; however, there have been several explanations of the etymology, including "winding water", the 'ew' being a variant of the French eau, meaning water. The word chewer is a western dialect for a narrow passage, and chare is Old English for turning. Many believe that the name Chew began in Normandy as Cheux, and came to England with the Norman Conquest during the eleventh century. However, some people agree with Ekwall's interpretation that it is derived from the Welsh cyw meaning "the young of an animal, or chicken", so that afon Cyw would have been "the river of the chickens". Other possible explanations suggest it comes from the Old English word ceo, `fish gill', used in the transferred sense of a ravine, in a similar way to Old Norse gil, or possibly a derogatory nickname from Middle English chowe `chough', Old English ceo, a bird closely related to the crow and the jackdaw, notorious for its chattering and thieving.


          


          Government and politics
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          Many of the villages in the valley have their own parish councils which have some responsibility for local issues. They also elect councillors to district councils e.g. Mendip and Somerset County Council or unitary authorities e.g. Bath and North East Somerset or North Somerset, which have wider responsibilities for services such as education, refuse, tourism etc.


          Each of the villages is also part of a constituency, either Wansdyke (which will become North East Somerset) or Woodspring (which is to become North Somerset). The area is also of the South West England constituency of the European Parliament. Avon and Somerset Constabulary provides police services to the area.


          


          History


          


          Geology
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          The western end of the area of the area (around Nempnett Thrubwell) consists of the Harptree Beds which incorporate silicified clay, shale and Lias Limestone. Clifton Down Limestone, which includes Calcite and Dolomitic mudstones of the Carboniferous period, is found in the adjoining central band and Dolomitic Conglomerate of the Triassic period. There are two main soil types, both generally well-drained. The mudstones around the lakes give rise to fertile silty clay soils that are a dull dusky red colour because of their high iron content. The clay content means that where unimproved they easily become waterlogged when wet, and hard with cracks and fissures during dry periods. The main geological outcrops around the lake are Mudstone, largely consisting of red Siltstone resulting in the underlying characteristic of the gently rolling valley landscape. There are also bands of Sandstone of the Triassic period, that contribute to the undulating character of the area. There are also more recent alluvial deposits beside the course of the River Chew. The transition between the gently sloping landscape of the Upper Chew and Yeo Valleys and the open landscape of the Mendip Hills plateau is a scarp slope of 75 to 235 metres (250770 ft). The predominant formation is Dolomitic Conglomerate of the Triassic period. It formed as a result of desert erosion and weathering of the scarp slopes. It takes the form of rock fragments mainly derived from older Carboniferous Limestone cemented together by lime and sand which hardened to sometimes give the appearance of concrete. The northern boundary is formed by the sides of the Dundry Plateau where the most significant geological formation is the Inferior Oolite of the Jurassic period found on the higher ground around Maes Knoll. This overlays the Lower Lias Clay found on the adjoining slopes. The clays make a poor foundation and landslips are characteristic on the slopes. This area was once connected to the Cotswolds. The intervening land has subsequently been eroded leaving this outlier with many of the characteristics of the Cotswold Plateau. The unusual geological features have been recognised with several sites including; Barns Batch Spinney, Hartcliff Rocks Quarry and Dundry Main Road South Quarry being recognised as Sites of Special Scientific Interest (SSSI) for their geological interest.


          The oldest geological formation in the valley is the Supra- Pennant Measures of the Carboniferous period. It is a significant feature towards the north-eastern part of the area and is represented by the Pensford Syncline coal basin, which formed part of the Somerset coalfield. It is a complex formation containing coal seams and is made up of clay and shales. The landscape is typically undulating and includes outcrops of sandstone. Most of the area around Stanton Drew have neutral to acid red loamy soils with slowly permeable subsoils. Soils to the eastern part of the area are slowly permeable clayey and fine silty soils. They are found on Carboniferous clay and shales typical of the Supra-Pennant Measures. They are frequently waterlogged where the topography dictates. They tend towards being acid and are brown to grey brown in colour. In the south and south east of the area there are coal measures which are sufficiently near the surface for coal mining to have taken place around Clutton and High Littleton. In the eastern area of the valley as the River Chew flows through Publow, Woollard and Compton Dando before joining the River Avon at Keynsham there are alluvial deposits of clay soils.


          


          Natural history
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          The valley has several areas designated as Site of Special Scientific Interest (SSSI) for biological interest including; Blagdon Lake, Burledge Hill, Chew Valley Lake, Compton Martin Ochre Mine, Harptree Combe and two sites at Folly Farm.


          


          Flora


          The small and medium-sized fields of the valley are generally bounded by hedges and occasionally by tree belts and woodland, some of which date back to the most evident period of enclosure of earlier open fields which took place in the late medieval period. Hedgerows support the nationally rare bithynian vetch (Vicia bithynica). Mature oak (Quercus) and ash (Fraxinus excelsior) trees are characteristic of the area with occasional groups of scots pine (Pinus sylvestris) and Chestnuts (Castanea sativa). Many elm (Ulmus) trees have been lost in this area, and dead/dying elms are also evident in the surrounding landscape.


          


          Fauna


          Wildlife abounds in the valley, particularly the water birds around the rivers and lakes, with Chew Valley Lake considered the third most important site in Britain for wintering wildfowl. In addition to the water birds including ducks, shoveler (Anas clypeata), gadwall (Anas strepera) and great crested grebes (Podiceps cristatus) a wide variety of other bird species can be seen. These range from small birds such as tits (Paridae) and wrens (Troglodytidae) to Mistle Thrush (Turdidae). Larger birds include Woodpeckers (Picidae) and Common Buzzard (Buteo buteo).


          The valley also has a wide variety of small mammals with larger species including; Eurasian Badger (Meles meles) and Deer (Cervidae). The valley is also home to fifteen of the sixteen bats found in England including a roost, at Compton Martin Ochre Mine, for Greater Horseshoe Bats (Rhinolophus ferrumequinum). A rare and endangered species, the greater horseshoe bat is protected under the Wildlife and Countryside Act 1981 and is listed in Annex II of the 1992 European Community Habitats Directive.


          


          Human habitation
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          Archaeological excavations carried out before the flooding of Chew Valley Lake found evidence of people belonging to the consecutive periods known as Upper Palaeolithic, Mesolithic and Neolithic (Old, Middle and New Stone Age), Bronze Age and Iron Age, comprising implements such as stone knives, flint blades and the head of a mace, along with buildings and graves. Other evidence of occupation from prehistoric times is provided by the henge monument at Stanton Drew, long barrow at Chewton Mendip, and tumulus at Nempnett Thrubwell. Maes Knoll fort (close to Norton Malreward) in the northern reaches of the valley, on Dundry Down, also formed the starting point for Wansdyke.


          There is evidence of Roman remains in particular a villa and burial pits. Some of the artefacts from the valley were sent to the British Museum. Other Roman artefacts from the lake are also on display at the Bristol City Museum and Art Gallery. There are several historic parks and mansion houses, including Stanton Drew, Hunstrete, Stowey House Chew Court, Chew Magna Manor House and Sutton Court. Almost all of the villages have churches dating back to the fifteenth or sixteenth Century.


          The area around Pensford was an important coal mining area during the nineteenth and early twentieth centuries, with much of the coal being carried on the Somerset Coal Canal, although there are no working coal mines today. The line of the now disused North Somerset Railway runs south from Bristol crossing over the River Chew on the surviving distinctive viaduct at Pensford and on to Midsomer Norton. The area suffered serious flooding during the storm of 10 July 1968, prompting localised evacuation of populated valley areas in the lower parts of the valley, around Pensford and Keynsham.


          


          Field patterns


          The small fields in the western part of the area are particularly characteristic of the Chew Valley and date back to the most evident period of enclosure of earlier open fields which took place in the late medieval period. Fields of this category are generally small in size, regular in outline and often the boundaries preserve the outlines of the earlier strip field system. Regional variations in field size and pattern do occur. For example there is evidence of medieval clearance of woodland on the slopes around Nempnett Thrubwell, south of Bishop Sutton and west and south of Chelwood.
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          Climate


          Along with the rest of South West England, the Chew Valley has a temperate climate which is generally wetter and milder than the rest of England. The annual mean temperature is approximately 10 C (50 F) and shows a seasonal and a diurnal variation, but due to the modifying effect of the sea the range is less than in most other parts of the UK. January is the coldest month with mean minimum temperatures between 1 and 2C (3436F). July and August are the warmest months in the region with mean daily maxima around 21 C (70F). In general December is the dullest month and June the sunniest. The south-west of England has a favoured location with respect to the Azores high pressure when it extends its influence north-eastwards towards the UK, particularly in summer. Convective cloud often forms inland, especially near hills, and acts to reduce sunshine amounts. The average annual sunshine totals around 1600 hours. Rainfall tends to be associated with Atlantic depressions or with convection. The Atlantic depressions are more vigorous in autumn and winter and most of the rain which falls in those seasons in the south-west is from this source. In summer, convection caused by solar surface heating sometimes forms shower clouds and a large proportion of rainfall falls from showers and thunderstorms at this time of year. Average rainfall is around 800900 millimetres (3135 in). About 815 days of snowfall is typical. November to March have the highest mean wind speeds, with June to August having the lightest winds. The predominant wind direction is from the south west.


          


          Population and demographics


          Many of the large houses in the valley have been built or bought by wealthy merchants from Bristol and Bath with many of the local people working for their households. Bess of Hardwick (15271606) is known to have lived in Sutton Court, Stowey for a few years in the sixteenth century, after the death of her first husband Sir William Cavendish, when she married Sir William St. Loe (or Sentloe or St. Lowe), captain of the guard to Queen Elizabeth, Chief Butler of England, and owner of several manors within the valley and surrounding areas. Around this period a close neighbour was Sir John Popham (15331607) who was judge and the Speaker of Parliament. In the seventeenth century John Locke (16321704) an eminent philosopher lived in Belluton and his house is still known as John Locke's cottage. In the eighteenth century the poet John Langhorne (17351779) became the curate at Blagdon around the time that Augustus Montague Toplady (17401778) was the priest, and William Smith moved to the valley to make a valuation survey of an estate. He stayed there for the next eight years, working first for Webb and later for the Somersetshire Coal Canal Company.


          During the nineteenth century aristocrat George Lyttelton, 4th Baron Lyttelton (18171876) was a resident. His seat was at Chew Magna, where John Sanger, the circus proprietor, was born in 1816. William Rees-Mogg, former editor of The Times, took the title Baron Rees-Mogg, of Hinton Blewitt, but no longer lives in the village. Jazz clarinetist Acker Bilk lives in Pensford. Richard Brock the natural history film producer, Liam Fox a conservative politician and Dr Phil Hammond a GP and comedian also live in the valley. Robert Hunter of the Grateful Dead lived in Pensford from 19791981.


          In the past many of the population worked in coal mining, although there are no working mines in the area now. There is still a fairly large agricultural workforce and some in light industry or service industries, although many people commute to surrounding cities for work. According to the 2001 Census the valley has a population of approximately 5000, largely living in one of the dozen or so villages and in some isolated farms and hamlets. The average age of the population is 42 years, with unemployment rates of 14% of all economically active people aged 1674, however these figures are approximations because the ward areas covered and described in the census statistics do not relate exactly to the area of the valley. In the Index of Multiple Deprivation 2004 all of the areas within the valley were considered to be in the most affluent third in England.


          


          Buildings and settlements
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          Many of the villages are at the points where it was possible to cross the rivers and streams. Chew Magna is the business centre with a range of shops, banks etc. Many other villages have local shops, often combined with post offices. Most villages have pubs and village halls which provide the majority of the social activity.


          The traditional building material is white Lias Limestone; sometimes incorporating red sandstone or conglomerate, with red clay tiled roofs. Buildings, particularly the churches, date back many hundreds of years, for example those at Marksbury and Compton Martin; the latter incorporating a columbarium.


          


          Listed buildings
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          There are hundreds of listed buildings in the valley. Listing refers to a building or other structure officially designated as being of special architectural, historical or cultural significance. The authority for listing is granted by the Planning (Listed Buildings and Conservation Areas) Act 1990 and is presently administered by English Heritage, an agency of the Department for Culture, Media & Sport. Grade I covers buildings of exceptional interest, Grade II* particularly important buildings of special interest and Grade II buildings of special interest. Listed buildings in the valley number five churches dating back to the fourteenth century or even earlier, with grade I status; Church of St Andrew at Chew Magna, Church of St. Bartholomew at Ubley, Church of St James at Cameley, Church of St. Margaret at Hinton Blewitt and Church of St Michael the Archangel at Compton Martin.


          


          Transport
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          At the western end of the valley is the A38 and Bristol International Airport, which means parts of the valley are on the flight path. The valley is also crossed by the A37 and they are joined by the A368. Most of the roads in the valley are small single track lanes with little traffic although a bottleneck often occurs within Chew Magna. The "Chew Valley Explorer" bus route 672/674 provides access to many of the villages in the valley. Cyclists can gain access via part of the Padstow to Bristol West Country Way, National Cycle Network Route 3.


          


          Schools


          Chew Valley School is the main secondary school (1118 years) for the valley. It is situated between Chew Magna and Chew Stoke. The latest (2005) Ofsted Inspection Report describes this specialist Performing Arts College as a mixed comprehensive school with 1158 pupils on roll. The school is popular and oversubscribed with 196 students in the sixth form. The school has been successful in gaining a number of national and regional awards. There are state primary schools (411 years) in most of the local villages.


          


          Sport and leisure facilities


          Many of the local villages have football pitches and children's play areas. Gymnasium facilities, squash courts, badminton etc., and outdoor all-weather pitches are available at the Chew Valley Leisure Centre between Chew Magna and Chew Stoke. There are a range of clubs and societies for young and old, including Scout groups, gardening society, and the Women's institute. There are several areas in the valley which the Countryside Agency has designated as access land; Burledge Hill (south of Bishop Sutton)( grid reference ST589590), Castle Earthworks (between Stowey and Bishop Sutton)( grid reference ST597592), Knowle Hill (Newtown south of Chew Magna)( grid reference ST583613), Round Hill (Folly Farm)( grid reference ST605608) and Shortwood Common (Litton) ( grid reference ST595553)


          A Bowls club is in Chew Stoke, cricket pitches and teams in Chew Magna and Blagdon. There are several football teams in the valley including Chew Valley Football Club and Bishop Sutton F.C.. The rugby club is based next to the leisure centre. The Bishop Sutton Tennis club is the largest in the valley, there is also a tennis club at East Harptree. Both Chew Valley Lake and Blagdon Lake provide extensive fishing under permit from Bristol Water. The River Chew and most of its tributaries also have fishing but this is generally under licences to local angling clubs. Chew Valley Sailing Club is situated on Chew Valley Lake and provides dinghy sailing at all levels and hosts national and international competitions. There are no swimming pools in the valley, and swimming is not allowed in the lakes, however these are available locally in Bristol, Bath, Cheddar and Midsomer Norton.


          Each year the Chew Valley Arts trail takes place in October during which over 50 local artists display their work in 20 or so venues around the valley such as; painting, printmaking, sculpture, decorative glass, pottery, photography, jewellery and sugar craft. The valley and lakes have been an inspiration to many artists and there is a small art gallery at Chew Valley Lake. Live music and comedy events take place in many of the local pubs and village halls, with the village of Pensford holding a music festival every year.
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              	Governing body

              	Bristol Water
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              	1001346
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              	Chew Valley Lake
            


            
              	Location

              	Somerset
            


            
              	Coordinates

              	
            


            
              	Lake type

              	reservoir
            


            
              	Primary inflows

              	River Chew
            


            
              	Primary outflows

              	River Chew
            


            
              	Basin countries

              	United Kingdom
            


            
              	Surface area

              	1,200acres ( 4.9 km)
            


            
              	Water volume

              	20,000,000 m
            


            
              	Islands

              	Denny Island
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          Chew Valley Lake ( grid reference ST5659) is a large reservoir in the Chew Valley, Somerset, England, and the fifth-largest artificial lake in the United Kingdom (the largest in south-west England), with an area of 1,200 acres (4.9km). The lake, created in the early 1950s and opened by Queen Elizabeth II in 1956, provides much of the drinking water for the city of Bristol and surrounding area, taking its supply from the Mendip Hills. Some of the water from the lake is used to maintain the flow in the River Chew.


          Before the lake was created, archaeological investigations were carried out that showed evidence of occupation since Neolithic times and included Roman artefacts. The lake is an important site for wildlife and has been dedicated as a Site of Special Scientific Interest (SSSI) and a Special Protection Area (SPA). It is a national centre for birdwatching, with over 260 species recorded, including some unusual sightings. The lake has indigenous and migrant water birds throughout the year, and two nature trails have been created. The flora (plants) and fauna provide a variety of habitats and include some less common plants and insects.


          Some restricted use for recreational activities is permitted by the owner, Bristol Water, including dinghy sailing and fishing, primarily for trout.


          


          Location


          Chew Valley Lake in the Chew Valley at the northern edge of the Mendip Hills, surrounded by meadows and woods and close to the villages of Chew Stoke, Chew Magna and Bishop Sutton. When it was built in the 1950s, its 1,200acres (4.9km) were flooded with 4,500millionimperial gallons (20,000,000m) of water from the Mendip hills, with a catchment area of 14,000acres (57km). It is relatively shallow, with an average depth of only 14ft (4m) at top level and a maximum depth of just 37ft (11m). It is fed by several small rivers, and it flows into the River Chew for 17miles (27km) before it joins the Avon to head out to sea. The deepest part is near the dam and the outlet tower, where the steeply sloping shores of Walley Bank and the north shore result in depths of up to 20ft (6m). "Denny Island", above the surface throughout the year, is wooded and provides a habitat for wildlife.


          The lake is owned and operated by Bristol Water, which created it in 1956 when the demand became too large for nearby Blagdon Lake. Working with the Avon Wildlife Trust, Somerset Wildlife Trust and other environmental groups, Bristol Water has encouraged various species of birds and plants, and created a venue for visitors.


          It has two large landscaped picnic areas. Facilities include a tea shop, with indoor and outdoor seating areas with a view of the lake, and information centre. There are also a souvenir shop and small art gallery and two nature trails. The Grebe Trail is a hard-surfaced, all-weather path suitable for pedestrians, pushchairs and wheelchairs and covers a circuit 0.75 miles (1.2km) long, starting and finishing at the wooded picnic area. The Bittern Trail is reached from the Grebe Trail by the footbridge over Hollow Brook. It is not a surfaced path. This trail runs along the east shore, visits an open bird hide and returns to the footbridge, making a 1-mile (1.5km) circuit. Bristol Water impose conditions on visitors, particularly related to the areas where dogs are allowed.


          


          Access and transportation


          Access to the waterside is restricted at several points to reduce the disruption to wildlife. Paths around the lake are generally flat and, where paths are surfaced, wheelchair access is possible.


          Visitors are officially invited to use public transport, but overwhelmingly arrive by private car, encouraged by the provision of parking spaces. The "Chew Valley Explorer" bus route 672/674 provides access.


          In 2002 a 1.9-mile (3km) safe cycle route, the Chew Lake West Green Route, was opened around the western part of the lake. It forms part of the Padstow to Bristol West Country Way, National Cycle Network Route 3. It has all-weather surfacing, providing a smooth off-road facility for ramblers, mobility-challenged visitors and cyclists of all abilities. It was funded by Bath and North East Somerset Council with the support of Sustrans and the Chew Valley Recreational Trail Association. Minor roads around the lake are also frequently used by cyclists.


          Bristol International Airport is approximately 10miles (15km) away, and the nearest major road is the A368, which runs along the southern edge of the lake and provides access from Bath and Weston super Mare. The A37 and A38 are slightly further away, providing access from Bristol. Car parking is available at the visitor centre and Woodford Lodge, for which a charge is made, and a small amount of parking is available at various points around the lake; some of these are restricted to those with fishing permits.


          


          History
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          The area the lake covers was once rich farmland. Several farms and houses had to be removed before the land was flooded, and old roads, hedgerows and tree stumps can reappear when dry summers cause the level of the lake to drop. Prior to the flooding of the reservoir, archaeological excavations were carried out by Philip Rahtz and Ernest Greenfield employed by the Ministry of Works, from 1953 to 1955. The excavations found evidence of people belonging to the consecutive periods known as Upper Palaeolithic, Mesolithic and Neolithic (Old, Middle and New Stone Age), Bronze Age and Iron Age, including implements such as stone knives, flint blades and the head of a mace, along with buildings and graves. The artefacts from this period are held at Bristol City Museum and Art Gallery. Further evidence of Neolithic and Bronze Age occupation is provided by the archaeological survey of the Mendip Hills Area of Outstanding Natural Beauty.


          Excavations have also uncovered Roman remains, indicating agricultural and industrial activity from the second half of the first century to third century AD. These finds included a moderately large villa, at Chew Park where wooden writing tablets (the first in the UK) with ink writing were found. The tablets were sent to the British Museum, but other Roman material is on display at the Bristol City Museum and Art Gallery with the lake's other historical artefacts.


          Further excavations around the village of Moreton, which has now been totally submerged, found evidence of a thriving community in medieval times and possibly the remains of the Nunnery of Santa Cruz. During the Middle Ages farming was the most important activity supported in the area covered by the lake, supported by four flour mills powered by the River Chew. Stratford Mill was demolished and re-erected in the grounds of Blaise Castle Museum. The largest settlement was Moreton, which is listed in the Domesday Book and survived until the flooding of the lake, when the remains of the Moreton Cross were moved to Chew Stoke Parish Church. There is also evidence of lime kilns, which were used in the production of mortar for the construction of local churches. Farming, both arable and dairy, continued until the flooding of the lake, with most households also keeping pigs. There were also a variety of orchards for fruit production, including apples, pears and plums.


          


          The reservoir
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          Plans for the building of the reservoir were under discussion prior to the Second World War, and an Act of Parliament submitted by the Bristol Waterworks Company was passed in 1939. Following this several farms were bought by the company and farmed by the previous owners as tenancies. Farms and buildings still remaining in private hands were acquired by compulsory purchase. The sanction for construction was given in 1949 and the contract awarded to A.E. Farr & Co., who employed approximately 300 people on the site. The main dam was initially stabilised by injecting concrete into the cracks in the bedrock. The core of the dam was made of puddled clay mixed with sand. This was the first time the gain in strength brought about by the use of sand drains had been quantified. The lake was inaugurated by Queen Elizabeth II, accompanied by Prince Philip, with the unveiling of a commemoration stone and plaque, which can be seen from the dam, on 17 April 1956, although it was not full until 25 February 1958.


          During the storm of 10 July 1968, the lake gained an extra 471millionimperial gallons (2,140,000m) and rose 19inches (480mm) in under 12hours. At one point worried Bristol police issued a warning that the dam might not hold, prompting localised evacuation of populated valley areas downstream including Pensford and Keynsham.


          


          Ecology
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          The lake is designated a Site of Special Scientific Interest (SSSI) (Site Ref: 1001346) and a Special Protection Area (SPA) (Site Code: UK9010041) largely because of the variety of species and habitats. Providing further protection, much of the area around the lake also falls within the Mendip Hills Area of Outstanding Natural Beauty (AONB).


          The lake appears to have a higher sedimentation rate than would be expected in other similar reservoirs, being in the region of 100150t.km-2.yr-1.


          


          Geology


          The main geological outcrops around the lake are mudstone, largely consisting of red siltstone resulting in the underlying characteristic of the gently rolling valley landscape. There are also bands of sandstone of the Triassic period that contribute to the undulating character of the area. There are also more recent alluvial deposits beside the course of the River Chew.


          


          Birds


          Over 260 species of birds have been recorded at Chew, the third most important site in Britain for wintering wildfowl. From late July to February, up to 4000 ducks (Anatidae) of twelve different species may be present, including internationally important numbers of shoveler (Anas clypeata) and gadwall (Anas strepera). Some 400 great crested grebes (Podiceps cristatus) gather on the lake in autumn. A wide range of data on bird species and their numbers on the lake, dating back to the first " ringing" in 1964, is available from the Chew Valley Ringing Station.


          Numerous other birds can be seen, especially during the spring and autumn migrations. Sand martins (Riparia riparia) arrive early and can usually be seen hawking over the water for insects in the second or third week of March. Mixed flocks of tits (Paridae), swallows (Hirundinidae), terns (Sternidae) and little gulls (Larus minutus) can regularly be seen. A variety of waders, such as lapwings (Vanellus vanellus), dunlin (Calidris alpina) and common snipe (Gallinago gallinago), are attracted to the muddy shores as the water level drops in autumn. By midwinter up to 40,000 gulls, mostly black-headed (Larus ridibundus) and common (L. canus), may be roosting. Good numbers of reed (Acrocephalus scirpaceus) and sedge warblers (A. schoenobaenus) nest in the fringing reeds, along with grebes (Podicipedidae) and coots (Fulica atra).


          Much of the management work carried out in the nature reserve is aimed at encouraging ducks to breed, and small numbers of tufted duck (Aythya fuligula), pochard (Aythya ferina), shelduck (Tadorna tadorna) and gadwall raise broods most years. Recent breeding successes also include water rail (Rallus aquaticus) and Cetti's warbler (Cettia cetti).


          A new wetland reserve has been created at Herons Green on the opposite side of the causeway to the lake. A large shallow pool fringed with sedges (Cyperaceae), rushes (Juncaceae) and reedgrasses (Calamagrostis) and surrounded by lightly grazed, rough grassland may also prove attractive to snipe and Lapwings.


          


          Fish


          In late summer large shoals of roach (Rutilus rutilus) and perch (Osteichthyes) fry can congregate around the margins and weed beds, which are predated by the brown trout (Salmo trutta morpha fario) and rainbow trout (Oncorhynchus mykiss).


          


          Insects


          Aquatic midges (Chironomidae) provide the highest proportion of the fly life of the Lake. The trout (Salmonidae) will feed at the surface on these and water boatmen (Corixidae), and below the surface on the caddisfly (Trichoptera) larvae and pupae; they will also take the adult Caddisflies when they emerge. Many other aquatic fauna including daphnia and snails are also found in the lake. Near Herriot's Pool large populations of dragonflies including ruddy darters (Sympetrum sanguineum) and migrant hawker (Aeshna mixta) hunt over the water. Two scarce species of wainscot moth make their home in the reed beds.


          


          Vegetation
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          The lake is surrounded with some fringing reedbeds, |carr woodland and grassland, which are managed by Bristol Water. The water conditions are eutrophic with some run off from local fields and streams. Open-water plant communities are rather sparse, largely comprising fennel pondweed (Potamogeton pectinatus), lesser pondweed (Potamogeton pusillus), opposite-leaved pondweed (Groenlandia densa) and water-crowfoot (Ranunculus spp.). On neutral soils around the reservoir, pepper-saxifrage (Silaum silaus), burnet-saxifrage (Pimpinella saxifraga) and devil's-bit scabious (Succisa pratensis) occur, and on calcareous soils fairy flax (Linum catharticum), dwarf thistle (Cirsium acaule) and salad burnet (Sanguisorba minor subspecies minor) are found.


          The small and medium-sized fields around the lake are generally bounded by hedges and occasionally by tree belts and woodland, some of which date back to the most evident period of enclosure of earlier open fields which took place in the late medieval period. Hedgerows support the nationally rare bithynian vetch (Vicia bithynica). Mature oak (Quercus) and ash (Fraxinus excelsior) trees are characteristic of the area with occasional groups of scots pine (Pinus sylvestris) and Chestnuts (Castanea sativa). Many elm (Ulmus) trees have been lost in this area, and dead/dying elms are also evident in the surrounding landscape.


          


          Leisure use


          The lake is used for a wide variety of leisure pursuits.


          


          Birdwatching
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          During 20052006 Bristol Water started restoring two artificial islands. These are intended to provide safe nesting and roosting sites for a range of wildfowl.


          Permits to enter the reservoir enclosure and to use the access road, path and bird hides are available only to members of ornithological and naturalist societies recognised by Bristol Water. They can be obtained from Woodford Lodge and include conditions of use imposed by the owners.


          


          Sailing


          Chew Valley Lake Sailing Club has a large sailing area, approximately 1.9 miles (3km) long, for dinghy sailing.


          The lake is divided into two areas: a restricted summer area which is available during the fishing season (mid-March to mid-October), and the full area which can be used throughout the winter and on Sunday afternoons. The sailing area is marked out by lines of small white buoys. Racing marks are red buoys with flags, although large inflatable marks are used of open events.


          The club can easily cater for fleets of over one hundred boats and it hosts many large national events. Normal club racing has fleet starts for the following dinghy classes: Flying Fifteen (keelboat), Laser (dinghy), Solo (dinghy) and Topper (dinghy) as well as a handicap fleet run under the Portsmouth yardstick scheme.


          Five separate slipways enable easy launching. Off the water, the clubhouse facilities include large changing rooms, hot showers, hot food at the weekends, a bar and terrace overlooking the lake. The club also caters for disabled people with facilities on both floors and a lift.


          The club is open for sailing to members on Wednesday and every weekend with racing held on Wednesday evenings and Sundays. Various Royal Yachting Association sailing courses are held at the club for members including race training, youth training, powerboat training, race officer training as well as more informal training run within each fleet. A selection of dinghies is also available for members to try.


          The club is a private sailing club and so visitors should contact the Club prior to visiting.


          


          Fishing


          Day and afternoon bank fishing permits are available at Woodford Lodge. The restrictions imposed by Bristol Water mean that no fishing is allowed from the dams or stone embankments, the sailing club, in front of Stratford bird hide, in front of the picnic areas and in the nature reserve, and various other regulations are in force. There is a fleet of 32 motor boats for hire to fish.


          
            Retrieved from " http://en.wikipedia.org/wiki/Chew_Valley_Lake"
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              	Coordinates:
            


            
              	Country

              	United States
            


            
              	State

              	Illinois
            


            
              	Counties

              	Cook, DuPage
            


            
              	Settled

              	1770s
            


            
              	Incorporated

              	March 4, 1837
            


            
              	Government
            


            
              	- Mayor

              	Richard M. Daley ( D)
            


            
              	Area
            


            
              	-City

              	237.0 sqmi(606.2 km)
            


            
              	-Land

              	227.2sqmi(588.3km)
            


            
              	- Water

              	6.9sqmi(17.9km) 3.0%
            


            
              	- Urban

              	2,122.8sqmi(5,498.1km)
            


            
              	- Metro

              	10,874sqmi(28,163km)
            


            
              	Elevation

              	586 ft (179 m)
            


            
              	Population (2006)
            


            
              	-City

              	2,833,321(US: 3rd)
            


            
              	- Density

              	12,470/sqmi(4,816/km)
            


            
              	- Urban

              	8,711,000
            


            
              	- Metro

              	9,785,747
            


            
              	- Demonym

              	Chicagoan
            


            
              	Time zone

              	CST ( UTC-6)
            


            
              	-Summer( DST)

              	CDT ( UTC-5)
            


            
              	Website: egov.cityofchicago.org
            

          


          Chicago (IPA: /ʃɪˈkɑːgoʊ/) is the largest city in the state of Illinois, the largest in the Midwest, and, with a population of nearly 3 million people located almost entirely in Cook County (a portion of the city's O'Hare International Airport overlaps into DuPage County), is the third-most populous city in the United States. The Chicago metropolitan area (commonly referred to as Chicagoland) has a population of over 9.7 million people in Illinois, Wisconsin and Indiana, making it also the third largest metropolitan area in the U.S. Adjacent to Lake Michigan, it is the largest city located on the Great Lakes and among the world's twenty-five largest urban areas by population. Chicago has been classified as an alpha world city for its worldwide economic and cultural influence.


          Incorporated as a city in 1837 after being founded in 1833 at the site of a portage between the Great Lakes and the Mississippi River watershed, it soon became a major transportation hub in North America and quickly became the business and financial capital of the American Midwest. Since the Chicago World's Fair of 1893, it has been regarded as one of the ten most influential cities in the world. Among the fields in which its influence has been seen are physics where Chicago Pile-1 served as the world's first artificial nuclear reactor, economics and architecture where it has contributed the Chicago school of architecture. Home of the earliest skyscrapers, it today boasts some of the world's tallest buildings, including ( Sears Tower, Aon Centre, and Hancock Centre, plus the under-construction Chicago Spire and Trump International Hotel and Tower). The University of Chicago is a leader in many fields and has contributed its own Chicago schools such as Chicago school economics.


          Today, Chicago boasts a rich diversity of cultural offerings: teams from each of the major league sports ( Bears, Blackhawks, Bulls, Cubs, and White Sox), a financial district anchored by the Chicago Mercantile Exchange located at the foot of LaSalle Street in the Chicago Board of Trade Building, the shopping of the Magnificent Mile, and a blossoming Theatre district. Noted among Chicago Landmarks are Wrigley Field, and Buckingham Fountain. The Magnificent Mile is a fitting tribute for a city that has revolutionized retail merchandising with Aaron Montgomery Ward perfecting mail order catalogs and Marshall Field inventing the money-back guarantee, bridal registry and being the first to use posted prices on goods.


          Chicago is served by two major international airports, Chicago Midway International Airport and O'Hare International Airport (the world's second busiest in terms of passengers) as well as the internationally recognized Chicago 'L' system of rapid transit. Chicago was once the capital of the railroad industry and the nation's meatpacking was hubbed at the Union Stock Yards. Chicago has seen the gangland era Al Capone and has a history of Chicago-style politics which goes back to getting Abraham Lincoln nominated for to be United States President at the Wigwam and continued through the Cook County Democratic Organization run by Chicago Mayor Richard J. Daley. More recent Democrats from Cook County include the first African-American female United States Senator, Carol Mosley-Braun, and the first leading African-American United States Presidential contender, Senator Barack Obama.


          


          History
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          The name "Chicago" is the French rendering of the Miami-Illinois name shikaakwa, meaning  wild leek. Etymologically, the sound /shikaakwa/ in Miami-Illinois literally means 'striped skunk', and was a reference to wild leek, or the smell of onions. The name was initially applied to the river, but later came to denote what is presently the site of city. The sound Chicago is said to be the result of a French mis-transcription of the original sound by Louis Hennepin, a Catholic priest, missionary and explorer, who in 1683 first placed the place name 'Chicago' on a map.


          During the mid-18th century the area was inhabited primarily by Potawatomis, who had taken the place of the Miami and Sauk and Fox peoples. The first permanent settler in Chicago, Haitian Jean Baptiste Pointe du Sable, arrived in the 1770s, married a Potawatomi woman, and founded the areas first trading post. In 1803 the United States Army built Fort Dearborn, which was destroyed in the 1812 Fort Dearborn massacre. The Ottawa, Ojibwa, and Potawatomi later ceded the land to the United States in the 1816 Treaty of St. Louis. On August 12, 1833, the Town of Chicago was organized with a population of 350. Within seven years it grew to a population of over 4,000. The City of Chicago was incorporated on March 4, 1837.


          The city began its step toward regional primacy as an important transportation hub between the eastern and western United States. Begun in 1836, Chicagos first railway, Galena and Chicago Union Railroad, opened in 1848, a year which also marked the opening of the Illinois and Michigan Canal. The canal allowed steamboats and sailing ships on the Great Lakes to connect to the Mississippi River. A flourishing economy brought many new residents from rural communities as well as immigrants from abroad. The citys manufacturing and retail sectors became dominant among Midwestern cities and subsequently influenced the American economy, particularly in meatpacking, with the advent of the refrigerated rail car and the regional centrality of the city's Union Stock Yards.


          During its first century as a city, Chicago grew at a rate that ranked among the fastest growing in the world. Within the span of forty years, the city's population grew from slightly under 30,000 to over 1 million by 1890. By the close of the 19th century, Chicago was the fifth largest city in the world, and the largest of the cities that didn't exist at the dawn of the century. Within fifty years of the Chicago Fire, the population had tripled to over 3 million.


          In February of 1856, the Chesbrough plan for the building of Chicagos (and indeed the United States) first comprehensive sewerage system was approved by the Common Council; a project that necessitated the physical raising of much of central Chicago to a new grade. Untreated sewage and industrial waste now flowed into the Chicago River, thence into Lake Michigan, polluting the primary source of fresh water for the city. The city responded by tunneling two miles (3km) out into Lake Michigan to newly built water cribs. Nonetheless, spring rains continued to carry polluted water as far out as the water intakes. In 1900, the problem of sewage was largely resolved when Chicago undertook an innovative engineering feat. The city actually reversed the flow of the river, a process that started with the construction and improvement of the Illinois and Michigan Canal and completed with the finishing of the Chicago Sanitary and Ship Canal) leading to the Illinois River which joins the Mississippi River.
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          After the Great Chicago Fire of 1871 destroyed a third of the city, including the entire central business district, Chicago experienced rapid rebuilding and growth. During Chicago's rebuilding period, the world's first skyscraper was constructed in 1885 using steel-skeleton construction.


          In 1893, Chicago hosted the World's Columbian Exposition on former marshland at the present location of Jackson Park. The Exposition drew 27.5 million visitors, and is considered among the most influential world's fairs in history. The University of Chicago had been founded one year earlier in 1892 on the same South Side location. The term "midway" for a fair or carnival referred originally to the Midway Plaisance, a strip of park land that still runs through the University of Chicago campus and connects Washington and Jackson Parks.


          The city was the site of labor conflicts and unrest during this period, which included the Haymarket affair on May 4, 1886. Concern for social problems among Chicagos lower classes led Jane Addams to be a co-founder of Hull House in 1889, the first of what were called settlement houses. Programs developed there became a model for the new field of social work. The city also invested in many large, well-landscaped municipal parks, which also included public sanitation facilities.


          The 1920s brought notoriety to Chicago as gangsters, including the notorious Al Capone, battled each other and law enforcement on the city streets during the Prohibition era. The 1920s also saw a major expansion in industry. The availability of jobs attracted African Americans from the South. Arriving in the tens of thousands during the Great Migration, the cultural impact of the newcomers was immense. It was during this wave that Chicago became a centre for jazz, with King Oliver leading the way.


          In 1933, Mayor Anton Cermak was assassinated while in Miami with President Franklin D. Roosevelt.


          On December 2, 1942, physicist Enrico Fermi conducted the worlds first controlled nuclear reaction at the University of Chicago as part of the top-secret Manhattan Project.
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          Mayor Richard J. Daley was elected in 1955, in the era of machine politics. Starting in the 1960s, many upper- and middle-class citizens started leaving the city for the suburbs, as was the case in many cities across the country. It took the heart out of many residential neighborhoods, leaving impoverished and disadvantaged citizens behind. Structural changes in industry caused heavy losses of jobs for lower skilled workers.


          The city hosted the tumultuous 1968 Democratic National Convention, which featured physical confrontations both inside and outside the convention hall, including full-scale police riots in city streets. Major construction projects, including the Sears Tower (which in 1974 became the worlds tallest building), McCormick Place, and O'Hare Airport, were undertaken during Richard J. Daley's tenure. When he died, Michael Anthony Bilandic was mayor for three years. His loss in a primary election has been attributed to the citys inability to properly plow city streets during a heavy snowstorm. In 1979, Jane Byrne, the citys first female mayor, was elected. She popularized the city as a movie location and tourist destination.


          In 1983 Harold Washington became the first African American to be elected to the office of mayor, in one of the closest mayoral elections in Chicago. After Washington won the Democratic primary, racial motivations caused a few Democratic alderman and ward committeemen to back the Republican candidate Bernard Epton, who ran on the slogan Before its too late, a thinly veiled appeal to fear. Washingtons term in office saw new attention given to poor and minority neighborhoods. His administration reduced the longtime dominance of city contracts and employment by ethnic whites.


          Current mayor Richard M. Daley, son of the late Richard J. Daley, was first elected in 1989. He has led many progressive changes to the city, including improving parks; creating incentives for sustainable development, including green roofs; and major new developments. Since the 1990s, the city has undergone a revitalization in which some lower class neighborhoods have been transformed into pricey neighborhoods as new middle class residents have settled in the city.


          


          Geography


          


          Topography
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          Chicago is located in northeastern Illinois at the southwestern tip of Lake Michigan. Chicago's official geographic coordinates are . It sits on the continental divide at the site of the Chicago Portage, connecting the Mississippi River and the Great Lakes watersheds. The city lies beside Lake Michigan, and two rivers  the Chicago River in downtown and the Calumet River in the industrial far South Side  flow entirely or partially through Chicago. The Chicago Sanitary and Ship Canal connects the Chicago River with the Des Plaines River, which runs to the west of the city.


          When Chicago was founded in the 1830s, most of the early building began around the mouth of the Chicago River, as can be seen on a map of the city's original 58 blocks. According to the U.S. Census Bureau Chicago has a total area of 234.0 square miles (606.1km), of which 227.1 square miles (588.3km) is land and 6.9 square miles (17.8km) (2.94%) is water.


          The overall grade of the city's central, built-up areas, is relatively consistent with the natural flatness of its overall natural geography, generally exhibiting only slight differentiation otherwise. The average land elevation land is 579 feet (176m) above sea level. The lowest points are along the lake shore at 577 feet (176m), while the highest point at 735 feet (224m) is a landfill located in the Hegewisch community area on the city's far south side ( ).


          


          Lake Michigan
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          Chicago's history and economy are closely tied to its proximity to Lake Michigan. While the Chicago River historically handled much of the region's waterborne cargo, today's huge lake freighters use the city's far south Lake Calumet Harbour. The Lake also moderates Chicago's climate, making it warmer in the winter and cooler in the summer.


          Lake Shore Drive runs adjacent to a large portion of Chicago's lakefront. Parks along the lakeshore include Lincoln Park, Grant Park, Burnham Park and Jackson Park; 29 public beaches are found all along the shore. Near downtown, landfills extend into the Lake, providing space for the Jardine Water Purification Plant, Navy Pier, the Museum Campus, Soldier Field, and large portions of the McCormick Place Convention Centre. Most of the city's high-rise commercial and residential buildings can be found within a few blocks of the Lake.


          


          Climate


          The city lies within the humid continental climate zone (Koppen Dfa), and experiences four distinct seasons. In July, typically the warmest month, high temperatures average 84.9 F (29.4 C) and low temperatures 65.8F (18.8C). In January, typically the coldest month, high temperatures average 31.5F (0.3C) with low temperatures averaging 17.1F (8.3C). According to the National Weather Service, Chicagos highest official temperature reading of 105F (41C) was recorded on July 17, 1995. The lowest temperature of 27F (33C) was recorded on January 20, 1985.


          Chicagos yearly precipitation averages about 34 inches (86.36 centimeters). Summer is typically the rainiest season, with short-lived rainfall and thunderstorms more common than prolonged rainy periods. Winter precipitation tends to be more snow than rain. Chicago's snowiest winter on record was that of 192930, with 114.2inches (290cm) of snow in total. Chicagos highest one-day rainfall total was 6.49 inches (164 mm), on August 14, 1987.


          
            
              	Weather averages for Chicago, IL
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Average high F (C)

              	32 (0)

              	35 (2)

              	46 (8)

              	59 (15)

              	70 (21)

              	81 (27)

              	85 (29)

              	83 (28)

              	76 (24)

              	64 (18)

              	48 (9)

              	36 (2)

              	60 (15)
            


            
              	Average low F (C)

              	17 (-8)

              	21 (-6)

              	29 (-1)

              	40 (5)

              	50 (10)

              	60 (16)

              	66 (19)

              	65 (18)

              	56 (14)

              	45 (7)

              	33 (1)

              	22 (-5)

              	42 (6)
            


            
              	Precipitation inches (cm)

              	1.8 (4.9)

              	1.6 (4.0)

              	2.6 (7.0)

              	3.4 (8.9)

              	3.6 (9.2)

              	3.8 (10.2)

              	3.6 (9.5)

              	3.3 (8.8)

              	3.1 (8.0)

              	2.7 (7.0)

              	2.6 (6.9)

              	2.2 (5.7)

              	34.3 (90.2)
            


            
              	Source: Illinois State Climatologist Data July 2007
            

          


          


          Cityscape
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          Architecture
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          The outcome of the Great Chicago Fire led to the largest building boom in the history of the nation. Perhaps the most outstanding of these events was the relocation of many of the nation's most prominent architects to the city from New England for construction of the 1893 World Columbian Exposition. Many architects including Burnham, Root, Adler and Sullivan went on to design other well known Chicago landmarks because of the Exposition.


          In 1885, the first steel-framed high-rise building rose in Chicago ushering in the skyscraper era. Today, Chicago's skyline is among the world's tallest. Downtown's historic buildings include the Chicago Board of Trade Building in the Loop, with others along the lakefront and the Chicago River. Once first on the list of largest buildings in the world and still listed thirteenth, the Merchandise Mart stands near the junction of the north and south river branches. Presently the three tallest in the city are the Sears Tower, the Aon Centre (previously the Standard Oil Building), and the John Hancock Centre. The city's architecture includes lakefront high-rise residential towers, low-rise structures, and single-family homes. Industrialized areas such as the Indiana border, south of Midway Airport, and the banks of the Chicago Sanitary and Ship Canal are clustered.
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          Future skyline plans entail the supertall Waterview Tower, Chicago Spire, and Trump International Hotel and Tower. The 60602 zip code was named by Forbes as the hottest zip code in the country with upscale buildings such as The Heritage at Millennium Park (130 N. Garland) leading the way for other buildings such at Waterview Tower, The Legacy and Momo. Other new skyscraper construction may be found directly south ( South Loop) and north ( River North) of the Loop.


          Every kind and scale of houses, townhouses, condominiums and apartment buildings can be found in Chicago. Large swaths of Chicago's residential areas away from the lake are characterized by bungalows built either during the early 20th century or after World War II. Chicago is a centre of the Polish Cathedral style of church architecture.


          


          Neighborhoods


          Chicago is partitioned into four main sections: Downtown (which contains the Loop), the North Side, the South Side, and the West Side. In the late 1920s sociologists at the University of Chicago subdivided the city into 77 distinct community areas. The boundaries of these areas are more clearly defined than those of the over 210 neighborhoods throughout the city, allowing for better year-by-year comparisons.


          


          Downtown and The Loop


          The downtown area, lying somewhat roughly between Division Street on the north, Lake Michigan on the east, Roosevelt Road on the south and DesPlaines Avenue on the west, serves as the city's commercial hub. The area known as The Loop, is a portion of downtown named for it once having been located within a circuit of cable cars. Today the name reflects the elevated train Loop. Many of downtown's commercial, cultural, and financial institutions are located in the Loop.


          


          North Side


          The city's North Side (extending north of downtown along the lakefront) is the most densely populated residential section of the city. It contains public parkland and beaches stretching for miles along Lake Michigan to the city's northern border. Much of the North Side has benefited from an economic boom which began in the 1990s. For example, the River North area, located just north of the Chicago River and the Loop, has undergone a transition from a warehouse district to an active commercial, residential, and entertainment hub, featuring the nation's largest concentration of contemporary art galleries outside of Manhattan. Just north of River North's galleries and bistros, demolition of the CHA's Cabrini-Green housing project began in 2003, being replaced by upscale townhomes.


          


          South Side


          The South Side (extending south of downtown along Lake Michigan) is the largest section of the city, encompassing roughly 60% of the city's land area. The section along the lake is marked with public parkland and beaches. The South Side has a higher ratio of single-family homes and also contains most of the city's industry.


          Along with being the largest section of the city in terms of geography, the South Side is also home to two of the city's largest parades: the annual Bud Billiken Day parade, which is held during the second weekend of August and celebrates children returning to school, and the South Side Irish Parade, which is always held the Sunday prior to Saint Patrick's Day, unless the holiday falls on a Sunday in which case the parade is held that day.


          The South Side has two of Chicago's largest public parks. Jackson Park, which hosted the World's Columbian Exposition in 1893, is currently the site of the Museum of Science and Industry. The park stretches along the lakefront, linking the neighborhoods of Hyde Park and South Shore. Washington Park, which is connected to Jackson Park by the Midway Plaisance, is currently being considered as the primary site of the Olympic Stadium for the 2016 Summer Olympics if Chicago wins the bid.


          


          West Side


          The West Side (extending west of downtown) is made up of neighborhoods such as Austin, Lawndale, Garfield Park, West Town, and Humboldt Park among others. Some neighborhoods, particularly Garfield Park and Lawndale, have socio-economic problems including urban decay and crime. Other West Side neighborhoods, especially those closer to downtown, have been undergoing gentrification.


          Major parks on the West Side include Douglas Park, Garfield Park, and Humboldt Park. Garfield Park Conservatory houses one of the largest collections of tropical plants of any U.S. city. Cultural attractions on the West Side include Humboldt Park's Puerto Rican Day festival, and the National Museum of Mexican Art in Pilsen.


          


          Parks
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          When Chicago incorporated in 1837 it chose the motto "Urbs in Horto" a Latin phrase which translates into English as "City in a Garden", and today the Chicago Park District consists of 552 parks with over 7,300acres (30km) of municipal parkland as well as 33 beaches, nine museums, two world-class conservatories, 16 historic lagoons and 10 bird and wildlife gardens. Lincoln Park, the largest of these parks has over 20 million visitors each year, making it second only to Central Park in New York City. Nine lakefront harbors located within a number of parks along the lakefront render the Chicago Park District the nation's largest municipal harbour system. In addition to ongoing beautification and renewal projects for existing parks, a number of new parks have been added in recent years such as Ping Tom Memorial Park, DuSable Park and most notably Millennium Park. The wealth of greenspace afforded by Chicago's parks is further augmented by the Cook County Forest Preserves, a network of open spaces containing forest, prairie, wetland, streams, and lakes, that are set aside as natural areas which lie along the city's periphery which are also home to both the Chicago Botanic Garden and Brookfield Zoo.


          


          Culture and contemporary life


          The city's waterfront allure and nightlife has attracted residents and tourists alike. Over one-third of the city population is concentrated in the lakefront neighborhoods (from Rogers Park in the north to Hyde Park in the south). The North Side has a large gay and lesbian community. Two North Side neighborhoods in particular, Lakeview and the Andersonville area of the Edgewater neighbourhood, are home to many LGBT businesses and organizations. The area adjacent to the North Side intersection of Halsted and Belmont is a gay neighbourhood known to Chicagoans as " Boystown". The city has many upscale dining establishments as well as many ethnic restaurant districts. These include the Mexican village "La Villita" on 26th street, "Greektown" on South Halsted, "Little Italy" on Taylor Street, just west of Halsted, "Chinatown" on the near South Side, "Little Seoul" on and around Lawrence Avenue, a cluster of Vietnamese restaurants on Argyle Street and South Asian (Indian/Pakistani) on Devon Avenue.


          


          Entertainment and performing arts


          
            [image: A Chicago jazz club]

            
              A Chicago jazz club
            

          


          
            [image: Auditorium Building]

            
              Auditorium Building
            

          


          
            [image: The Chicago Theater]

            
              The Chicago Theatre
            

          


          Chicagos theatre community spawned modern improvisational theatre. Two renowned comedy troupes emerged  The Second City and I.O. (formerly known as ImprovOlympic). Renowned Chicago theatre companies include the Steppenwolf Theatre Company (on the city's north side), the Goodman Theatre, and the Victory Gardens Theatre. Chicago offers Broadway-style entertainment at theatres such as Ford Centre for the Performing Arts Oriental Theatre, LaSalle Bank Theatre, Cadillac Palace Theatre, Auditorium Building of Roosevelt University, and Drury Lane Theatre Water Tower Place. Polish language productions for Chicago's large Polish speaking population can be seen at the historic Gateway Theatre in Jefferson Park. Since 1968, the Joseph Jefferson Awards are given annually to acknowledge excellence in theatre in the Chicago area.


          Classical music offerings include the Chicago Symphony Orchestra, recognized as one of the finest orchestras in the world, which performs at Symphony Centre. In the summer, many outdoor concerts are given in Grant Park and Millennium Park. Ravinia Park, located 25miles (40km) north of Chicago, is also a favorite destination for many Chicagoans, with performances occasionally given in Chicago locations such as the Harris Theatre. The Civic Opera House is home to the Lyric Opera of Chicago.


          The Joffrey Ballet and Chicago Festival Ballet perform in various venues, including the Harris Theatre in Millennium Park. Chicago is home to several other modern and jazz dance troupes, such as the Hubbard Street Dance Chicago.


          Other live music genre which are part of the city's cultural heritage include Chicago blues, Chicago soul, jazz, and gospel. The city is the birthplace of house music and is the site of an influential hip-hop scene. In the 1980s, the city was a centre for industrial, punk and new wave. This influence continued into the alternative rock of the 1990s. The city has been an epicenter for rave culture since the 1980s. A flourishing independent rock music culture brought forth Chicago indie. Annual festivals feature various acts such as Lollapalooza, the Intonation Music Festival and Pitchfork Music Festival.


          Many celebrities and entertainment figures are associated with Chicago. (For listing see List of people from Chicago).


          


          Tourism
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          Chicago attracted a combined 44.17 million people in 2006 from around the nation and abroad. Upscale shopping along the Magnificent Mile, thousands of restaurants, as well as Chicago's eminent architecture, continue to draw tourists. The city is the United States' third-largest convention destination. Most conventions are held at McCormick Place, just south of Soldier Field.


          Navy Pier, 3,000 feet (900 m) long, houses retail, restaurants, museums, exhibition halls, and auditoriums. Its 150-foot (46m) tall Ferris wheel is north of Grant Park on the lakefront and is one of the most visited landmarks in the Midwest, attracting about 8 million people annually.


          The historic Chicago Cultural Centre (1897), originally serving as the Chicago Public Library, now houses the city's Visitor Information Centre, galleries, and exhibit halls. The ceiling of Preston Bradley Hall includes a 38-foot (11 m) Tiffany glass dome.


          Millennium Park, initially slated to be unveiled at the turn of the 21st century, and delayed for several years, sits on a deck built over a portion of the former Illinois Central rail yard. The park includes the reflective Cloud Gate sculpture (known locally as "The Bean"). A Millennium Park restaurant outdoor transforms into an ice rink in the winter. Two tall glass sculptures make up the Crown Fountain. The fountain's two towers display visual effects from LED images of Chicagoans' faces, with water spouting from their lips. Frank Gehry's detailed stainless steel band shell, Pritzker Pavilion, hosts the classical Grant Park Music Festival concert series. Behind the pavilion's stage is the Harris Theatre for Music and Dance, an indoor venue for mid-sized performing arts companies, including Chicago Opera Theatre and Music of the Baroque.


          In 1998, the city officially opened the Museum Campus, a 10- acre (4- ha) lakefront park surrounding three of the city's main museums: the Adler Planetarium, the Field Museum of Natural History, and the Shedd Aquarium. The Museum Campus joins the southern section of Grant Park which includes the renowned Art Institute of Chicago. Buckingham Fountain anchors the downtown park along the lakefront.


          The Oriental Institute, part of the University of Chicago, has an extensive collection of ancient Egyptian and Near Eastern archaeological artifacts. Other museums and galleries in Chicago are the Chicago History Museum, DuSable Museum of African-American History, Museum of Contemporary Art, the Peggy Notebaert Nature Museum, the Polish Museum of America, and the Museum of Science and Industry.


          Numerous Forest Preserves scattered around the Chicago area, along with the Indiana Dunes National Lakeshore in neighboring Northwest Indiana, provide additional recreational opportunities.


          


          Cuisine
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          Chicago can lay claim to a number of regional specialties, all of which reflect the city's ethnic and working class roots. Included among these are its nationally renowned deep-dish pizza, although locally the Chicago thin crust is also equally popular; the Chicago-style hot dog, typically a Vienna Beef dog loaded with an array of fixings that often includes Chicago's own neon green pickle relish, yellow mustard, pickled sport peppers, tomato wedges, dill pickle spear and topped off with celery salt (ketchup on a Chicago hot dog is typically frowned upon). There are two other distinctly Chicago sandwiches that can be found at eateries throughout the area: The Italian beef sandwich, which is thinly sliced beef slowly simmered in an au jus served on an Italian roll with sweet peppers or spicy giardiniera; and the Maxwell Street Polish, which is a kielbasa  typically from either the Vienna Beef Company or the Bobak Sausage Company  on a hot dog roll, topped with grilled onions, yellow mustard and the optional sport peppers.


          Chicago's standing in the culinary world is not limited to 'street food', however. Featuring a number of celebrity chefs  a list which includes Charlie Trotter, Rick Tramonto, Jean Joho, Grant Achatz, and Rick Bayless, Chicago has in recent decades developed into one of the world's premiere restaurant cities.


          The grand tour of Chicago cuisine culminates annually in Grant Park at the Taste of Chicago, a festival that runs from the final week of June through Fourth of July weekend. 'The Taste', as it is abbreviated by locals, showcases Chicago's ethnic dining diversity as well as all the locally favorite stalwarts (see above). Booths representing myriad local eateries form the centerpiece of the city's largest festival, which draws millions each summer to sample the cuisine, while enjoying free concerts and fireworks.


          


          Sports
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          Chicago was named the Best Sports City in the United States by The Sporting News in 2006.


          The city is home to two Major League Baseball teams: the Chicago Cubs of the National League play on the city's North Side, in Wrigley Field, while the Chicago White Sox of the American League play in U.S. Cellular Field on the city's South Side. The White Sox recently won the Major League Baseball World Series in 2005. The Chicago Bears, one of the two remaining charter members of the NFL, have won nine NFL Championships. The Bears play their home games at Soldier Field on Chicago's lakefront.


          Due in large part to Michael Jordan, the Chicago Bulls of the NBA are one of the most recognized basketball teams in the world. With Jordan leading them, the Bulls took six NBA championships in eight seasons during the 1990s. The Chicago Blackhawks of the NHL, who began play in 1926 have won three Stanley Cups. Both the Bulls and Blackhawks play at the United Centre on the Near West Side. The Chicago Sky of the WNBA, began play in 2006. The Sky's home arena is the UIC Pavilion.


          The Chicago Fire soccer club are members of the MLS. The Fire have won one league and four US Open Cups since their inaugural season in 1998. In 2006, the club moved to its current home, Toyota Park, in suburban Bridgeview after playing its first eight seasons downtown at Soldier Field and at Cardinal Stadium in Naperville. The club is now the third professional soccer team to call Chicago home, the first two being the Chicago Sting of the NASL (and later the indoor team of the MISL); and the Chicago Power of the NPSL-AISA. The Chicago Rush, of the Arena Football League, and the Chicago Wolves, of the AHL, also play in Chicago; they both play at the Allstate Arena.


          The Chicago Marathon has been held every October since 1977. This event is one of five World Marathon Majors.


          Chicago was selected on April 14, 2007 to represent the United States internationally in the bidding for the 2016 Summer Olympics. Chicago also hosted the 1959 Pan American Games, and Gay Games VII in 2006. Chicago was selected to host the 1904 Olympics, but they were transferred to St. Louis to coincide with the World's Fair. On June 4, 2008 The International Olympic Committee selected Chicago as one of four candidate cities for the 2016 games.


          Chicago is also the starting point for the Chicago Yacht Club Race to Mackinac, a 330-mile (530km) offshore sailboat race held each July that is the longest annual freshwater sailboat race in the world. 2008 marks the 100th running of the "Mac."


          Economy
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          Chicago has the third largest gross metropolitan product in the nation  approximately $442 billion according to 2007 estimates. The city has also been rated as having the most balanced economy in the United States, due to its high level of diversification. Chicago was named the fourth most important business centre in the world in the MasterCard Worldwide Centers of Commerce Index. Additionally, the Chicago metropolitan area recorded the greatest number of new or expanded corporate facilities in the United States for six of the past seven years. In 2006, Chicago placed 10th on the UBS list of the world's richest cities.


          Chicago is a major financial centre with the second largest central business district in the U.S. The city is the headquarters of the Federal Reserve Bank of Chicago (the Seventh District of the Federal Reserve). The city is also home to three major financial and futures exchanges, including the Chicago Stock Exchange, the Chicago Board Options Exchange (CBOE), and the Chicago Mercantile Exchange (the "Merc"), which includes the former Chicago Board of Trade (CBOT). Perhaps due to the influence of the Chicago school of economics, the city also has markets trading unusual contracts such as emissions (on the Chicago Climate Exchange) and equity style indices (on the US Futures Exchange).


          In addition to the exchanges, Chicago and the surrounding areas house many major brokerage firms and insurance companies, such as Allstate and Zurich North America. The city and its surrounding metropolitan area are home to the second largest labor pool in the United States with approximately 4.25 million workers. Chicago has the largest high-technology and information-technology industry employment in the United States.


          Manufacturing, printing, publishing, and food processing also play major roles in the city's economy. Several medical products and services companies are headquartered in the Chicago area, including Baxter International, Abbott Laboratories, and the Healthcare Financial Services division of General Electric. Moreover, the construction of the Illinois and Michigan Canal, which helped move goods from the Great Lakes south on the Mississippi River, and of the railroads in the 19th century made the city a major transportation centre in the United States. In the 1840s, Chicago became a major grain port, and in the 1850s and 1860s Chicago's pork and beef industry expanded. As the major meat companies grew in Chicago many, such as Armour and Company, created global enterprises. Though the meatpacking industry currently plays a lesser role in the city's economy, Chicago continues to be a major transportation and distribution centre. Early in the 20th Century, Chicago was part of the automobile revolution, hosting the brass era car builder Bugmobile, which was founded there in 1907.


          Chicago is also a major convention destination. The city's main convention centre is McCormick Place. With its four interconnected buildings, it is the third largest convention centre in the world. Chicago also ranks third in the U.S. (behind Las Vegas and Orlando) in number of conventions hosted annually. In addition, Chicago is home to eleven Fortune 500 companies, while the metropolitan area hosts an additional 21 Fortune 500 companies. The state of Illinois is home to 66 Fortune 1000 companies. Chicago also hosts 12 Fortune Global 500 companies and 17 Financial Times 500 companies. The city claims one Dow 30 company as well: aerospace giant Boeing, which moved its headquarters from Seattle to the Chicago Loop in 2001.


          


          Demographics
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              	1840

              	4,470

              	92
            


            
              	1850

              	29,963

              	24
            


            
              	1860

              	112,172

              	9
            


            
              	1870

              	298,977

              	5
            


            
              	1880

              	503,185

              	4
            


            
              	1890

              	1,099,850

              	2
            


            
              	1900

              	1,698,575

              	2
            


            
              	1910

              	2,185,283

              	2
            


            
              	1920

              	2,701,705

              	2
            


            
              	1930

              	3,376,438

              	2
            


            
              	1940

              	3,396,808

              	2
            


            
              	1950

              	3,620,962

              	2
            


            
              	1960

              	3,550,404

              	2
            


            
              	1970

              	3,366,957

              	2
            


            
              	1980

              	3,005,072

              	2
            


            
              	1990

              	2,783,726

              	3
            


            
              	2000

              	2,896,016

              	3
            


            
              	2003

              	2,869,121

              	3
            


            
              	2006

              	2,873,790

              	3
            

          


          A 2006 estimate puts the city's population at 2,873,790. As of the 2000 census, there were 2,896,016 people, 1,061,928 households, and 632,909 families residing within Chicago. More than half the population of the state of Illinois lives in the Chicago metropolitan area. The population density of the city itself was 12,750.3 people per square mile (4,923.0/km), making it one of the nation's most densely populated cities. There were 1,152,868 housing units at an average density of 5,075.8 per square mile (1,959.8/km). The racial makeup of the city was 41.97% White (31.32% White Non-Hispanic), 36.77% African American, 4.35% Asian, 0.06% Pacific Islander, 0.36% Native American, 13.58% from other races, and 2.92% from two or more races. 26.02% of the population were Hispanic of any race. 21.72% of the population was foreign born; of this, 56.29% came from Latin America, 23.13% from Europe, 17.96% from Asia and 2.62% from other parts of the world.


          Of the 1,061,928 households, 28.9% have children under the age of 18 living with them, 35.1% were married couples living together, 18.9% had a female householder with no husband present, and 40.4% were non-families. Of all households, 32.6% are made up of individuals and 8.7% had someone living alone who was 65 years of age or older. The average household size was 2.67 and the average family size was 3.50.


          Of the city population, 26.2% are under the age of 18, 11.2% are from 18 to 24, 33.4% are from 25 to 44, 18.9% are from 45 to 64, and 10.3% are 65 years of age or older. The median age is 32 years. For every 100 females there were 94.2 males. For every 100 females age 18 and over, there were 91.1 males.


          The median income for a household in the city was $38,625, and the median income for a family was $46,748. Males had a median income of $35,907 versus $30,536 for females. The per capita income for the city was $20,175. Below the poverty line are 19.6% of the population and 16.6% of the families. Of the total population, 28.1% of those under the age of 18 and 15.5% of those 65 and older are living below the poverty line.


          Chicago's largest white ethnic community are of German origin. When the Great Plains opened up for settlement in the 1830s and '40s, many German immigrants stopped in Chicago to earn some money before moving on to claim a homestead. Those with skills in demand in the city could  and often did  stay. From 1850, when Germans constituted one-sixth of Chicago's population, until the turn of the century, people of German descent constituted the largest ethnic group in the city, followed by Irish, Poles, and Swedes. In 1900, 470,000 Chicagoans  one out of every four residents  had either been born in Germany or had a parent born there. By 1920 their numbers had dropped because of reduced emigration from Germany but also because it had become unpopular to acknowledge a German heritage, although 22 percent of Chicago's population still did so.


          Chicago also has a large Irish American population on its South Side. Many of the citys politicians have come from this population, including current mayor Richard M. Daley. Historically, and to this day, there has been particularly substantial Irish American presence in Chicago's Fire and Police Departments.


          Chicago has one of the largest concentrations of Italian Americans in the US, with more than 500,000 living in the metropolitan area. Chicago has the third largest Italian American population in the United States, behind only New York and Philadelphia. Chicago's Italian community has historically been based along the Taylor Street and Grand Avenue corridors on the West Side of the city, there are significant Italian populations scattered throughout the city and surrounding suburbs. While the best-known Chicagoan of Italian descent is probably still Al Capone, Italian Americans have contributed tremendously in many ways to Chicago's cultural, political, civic and economic scene.


          Other prevalent European ethnic groups include the Poles, Germans, Czechs, and Ukrainians. There is a large African American population located mostly on Chicagos South and West Sides. The Chicago metropolitan area has the second largest African American population, behind only New York City. Chicago has the largest population of Swedish Americans of any city in the U.S. with approximately 123,000. After the Great Chicago Fire, many Swedish carpenters helped to rebuild the city, which led to the saying "the Swedes built Chicago." Swedish influence is particularly evident in Andersonville on the far north side.


          Poles in Chicago make up the largest ethnically Polish population of any city outside of Poland (second only to Warsaw) making it one of the most important centers of Polonia, a fact that the city celebrates every Labor Day weekend at the Taste of Polonia Festival in Jefferson Park. The Southwest Side is home to the largest concentration of Gorals ( Carpathian highlanders) outside of Europe. The southwest side is also the location of the Polish Highlanders Alliance of North America.


          The city has a large population of Bulgarians (about 150,000), Lithuanians, the second largest Serbian, and the third largest Greek population of any city in the world. Chicago has a large Romanian American community with more than 100,000, as well as a large Assyrian population with about 80,000. The city is the seat of the head of the Assyrian Church of the East, Mar Dinkha IV, the Evangelical Covenant Church, and the Evangelical Lutheran Church in America headquarters.


          Chicago has the third-largest South Asian population in the United States, especially many Indians and Pakistanis who live in the city. The Devon Avenue corridor on the north side is one of the largest South Asian neighborhoods/markets in North America. Chicago has the second-largest Puerto Rican population in the continental United States, after New York City, and the second largest Mexican population in the United States after Los Angeles. There are about 185,000 Arabs in Cook County with another 75,000 in the five surrounding counties. Chicago is the centre of the Palestinian and Jordanian immigrant communities in the United States.


          


          Law and government
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          Chicago is the county seat of Cook County. The government of the City of Chicago is divided into executive and legislative branches. The Mayor of Chicago is the chief executive, elected by general election for a term of four years. The mayor appoints commissioners and other officials who oversee the various departments. In addition to the mayor, Chicago's two other citywide elected officials are the clerk and the treasurer.


          The City Council is the legislative branch and is made up of 50 aldermen, one elected from each ward in the city. The council enacts local ordinances and approves the city budget. Government priorities and activities are established in a budget ordinance usually adopted each November. The council takes official action through the passage of ordinances and resolutions.


          During much of the last half of the 19th century, Chicago's politics were dominated by a growing Democratic Party organization dominated by ethnic ward-heelers. During the 1880s and 1890s, Chicago had a powerful radical tradition with large and highly organized socialist, anarchist and labor organizations. For much of the 20th century, Chicago has been among the largest and most reliable Democratic strongholds in the United States, with Chicago's Democratic vote totals leading the state of Illinois to be " solid blue" in presidential elections since 1992. The citizens of Chicago have not elected a Republican mayor since 1927, when William Thompson was voted into office. The strength of the party in the city is partly a consequence of Illinois state politics, where the Republicans have come to represent the rural and farm concerns while the Democrats support urban issues such as Chicago's public school funding. Although Chicago includes less than 25% of the state's population, eight of Illinois' nineteen U.S. Representatives have part of the city in their districts.


          Former Chicago Mayor Richard J. Daley's mastery of machine politics preserved the Cook County Democratic Organization long after the demise of similar machines in other large U.S. cities. During much of that time, the city administration found opposition mainly from a liberal "independent" faction of the Democratic Party. The independents finally gained control of city government in 1983 with the election of Harold Washington. Since Washington's death, Chicago has since been under the leadership of Richard M. Daley, the son of Richard J. Daley. Because of the dominance of the Democratic Party in Chicago, the Democratic primary vote held in the spring is generally more significant than the general elections in November.


          


          Crime
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          Chicago has experienced a decline in overall crime since the 1990s. Murders in the city peaked first in 1974, with 970 murders when the city's population was over three million people (resulting in a murder rate of around 29 per 100,000), and again in 1992 with 943 murders, resulting in a murder rate of 34 per 100,000. After adopting crime-fighting techniques recommended by Los Angeles and New York City Police Departments in 2004, Chicago recorded 448 homicides, the lowest total since 1965 (15.65 per 100,000.) Chicago's homicide tally remained steady throughout 2005, 2006, and 2007 with 449, 452, and 435 respectively, and the overall crime rate in 2006 continued the downward trend that has taken place since the early 1990s.


          


          Education
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          There are 680 public schools, 394 private schools, 83 colleges, and 88 libraries in Chicago proper.


          


          Public schools
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          Chicago Public Schools (CPS), is the governing body of a district that contains over 600 public elementary and high schools citywide, including several selective-admission magnet schools. The school district, with an enrollment exceeding 400,000 students (2005 stat.), ranks as third largest in the U.S. CPS is currently overseen by CEO Arne Duncan.


          


          Private schools


          The Roman Catholic Archdiocese of Chicago operates the city's Roman Catholic schools, including Jesuit preparatory schools St. Ignatius College Prep and Loyola Academy. Among the more well-known private schools in Chicago are the Latin School and Francis W. Parker School in the Lincoln Park neighbourhood, Chicago City Day School in Lake View, as well as the University of Chicago Laboratory Schools in Hyde Park and the Ida Crown Jewish Academy in West Rogers Park.


          


          Colleges and universities
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          Since the 1890s, Chicago has been a world centre in higher education and research. Three universities in or immediately adjoining the city, Northwestern University, the University of Illinois at Chicago, and the University of Chicago, are among the top echelon ("RU/VH") of doctorate-granting research universities according to the Carnegie Classification system.


          The University of Chicago, one of the world's most distinguished universities, is located in Hyde Park on the city's South Side. The university is associated with 81 Nobel Prize laureates, one of the highest of any university in the world. Academic programs at the University of Chicago have initiated entire schools of thought named after Chicago, most notably the Chicago School of Economics.


          Northwestern University, an elite private university of national prominence, is located in the adjacent northern suburb of Evanston. Northwestern also maintains a downtown campus, with the Feinberg School of Medicine and School of Law, both being located in the city's Streeterville neighbourhood.


          The University of Illinois at Chicago, a nationally ranked public research institution, is the city's largest university. UIC boasts the nation's largest medical school.


          Lake Forest College http://lakeforest.edu is Chicago's national liberal arts college. Located 30miles (48km) north of the city on the shores of Lake Michigan, Lake Forest is home to more than 1400 undergraduate students from nearly every state in the country and 65 nations around the world.


          The Illinois Institute of Technology main campus in Bronzeville has renowned engineering and architecture programs and was host to world-famous modern architect Ludwig Mies van der Rohe for many years, and the IIT Stuart School of Business and Chicago-Kent College of Law are located downtown in the financial district.


          Prominent Catholic universities in Chicago include Loyola University and DePaul University. Loyola, which has campuses both on the North Side as well as downtown, and a Medical Centre in the west suburban Maywood, is the largest Jesuit university in the country while DePaul is the largest Catholic university in the U.S.


          The Chicago area has the largest concentration of seminaries and theological schools outside the Vatican. The city is home to the Catholic Theological Union, Chicago Theological Seminary, Lutheran School of Theology at Chicago, McCormick Theological Seminary, Meadville Lombard Theological School, North Park Theological Seminary, the Divinity School of the University of Chicago, and the Moody Bible Institute.


          State funded universities in Chicago (besides UIC) include Chicago State University and Northeastern Illinois University. The city also has a large community college system known as the City Colleges of Chicago.


          Founded on the principles of social justice, Roosevelt University was named in honour of president Franklin D. Roosevelt, two weeks after his death. It houses the Theatre and Music Conservatories under the Chicago College of Performing Arts.


          Rush Medical College, now part of Rush University, was the first institution of higher learning chartered in Illinois and one of the first medical schools to open west of the Alleghenies. The school received its charter on March 2,1837, two days before the city of Chicago was incorporated.


          Fine and performing arts programs in Chicago may be pursued at numerous accredited institutions, which include The School of the Art Institute of Chicago, The American Academy of Art and Columbia College Chicago.


          The Cooking and Hospitality Institute of Chicago, became affiliated with Le Cordon Bleu of Paris in June 2000.


          


          Infrastructure


          


          Health systems
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          Chicago is home to the Illinois Medical District on the Near West Side. It includes Rush University Medical Centre, the University of Illinois Medical Centre at Chicago, and John H. Stroger, Jr. Hospital of Cook County, the largest trauma-centre in the city.


          The University of Chicago operates the University of Chicago Medical Centre, which was ranked the fourteenth best hospital in the country by U.S. News & World Report. It is the only hospital in Illinois ever to be included in the magazine's "Honour Roll" of the best hospitals in the United States.


          The University of Illinois College of Medicine at UIC is the largest medical school in the United States (1300 students, including those at campuses in Peoria, Rockford and Urbana-Champaign). Chicago is also home to other nationally recognized medical schools including Rush Medical College, the Pritzker School of Medicine of the University of Chicago, and the Feinberg School of Medicine of Northwestern University. In addition, the Chicago Medical School and Loyola University Chicago's Stritch School of Medicine are located in the suburbs of North Chicago and Maywood, respectively. The Midwestern University Chicago College of Osteopathic Medicine is in Downers Grove.


          The American Medical Association, Accreditation Council for Graduate Medical Education, Accreditation Council for Continuing Medical Education, American Osteopathic Association, American Dental Association, Academy of General Dentistry, American Dietetic Association, American College of Surgeons, American Society for Clinical Pathology, American College of Healthcare Executives and the American Hospital Association are all based in Chicago.


          


          Transportation
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          Chicago is a major transportation hub in the United States. It is an important component in global distribution, as it is the third largest inter-modal port in the world after Hong Kong and Singapore. Additionally, it is the only city in North America in which six Class I railroads meet.


          Chicago is one of the largest hubs of passenger rail service in the nation. Many Amtrak long distance services originate from Union Station. Such services provide connections to New York, Seattle, New Orleans, San Francisco, Los Angeles and Washington, D.C. Amtrak also provides a number of short-haul services throughout Illinois and toward nearby Milwaukee, Indianapolis and Detroit.


          Nine interstate highways run through Chicago and its suburbs. Segments that link to the city centre are named after influential politicians, with four of them named after former U.S. Presidents. Traffic reports tend to use the names rather than interstate numbers.


          The Regional Transportation Authority (RTA) coordinates the operation of the three service boards: CTA, Metra, and Pace. The Chicago Transit Authority (CTA) handles public transportation in Chicago and a few adjacent suburbs. The CTA operates an extensive network of buses and a rapid transit system known locally as the "L" (for "elevated"), with several lines designated by colors, and that also includes service to both Midway Airport and O'Hare Airport. The CTA's rail lines consist of the Red, Blue, Green, Orange, Brown, Purple, Pink, and Yellow lines. Both the Red and Blue lines offer 24 hour service which makes Chicago one of the few cities in the world to offer 24 hour rail service. A new Circle Line is also in the planning stages by the CTA. Pace provides bus and paratransit service in over 200 surrounding suburbs with some extensions into the city as well. Bicycles are permitted on all CTA and Metra trains during non-rush hours and on all buses 24 hours. Metra operates commuter rail service in Chicago and its suburbs. The Metra Electric Line shares the railway with the South Shore Line's NICTD Northern Indiana Commuter Rail Service, providing commuter service between South Bend and Chicago.


          Chicago offers a wide array of bicycle transportation facilities, such as miles of on-street bike lanes, 10,000 bike racks, and a state-of-the-art central bicycle commuter station in Millennium Park. The city has a 100-mile (160km) on-street bicycle lane network that is maintained by the Chicago Department of Transportation Bike Program and the Chicagoland Bicycle Federation. In addition, trails dedicated to bikes only are built throughout the city.


          Chicago is served by Midway International Airport on the south side and O'Hare International Airport, one of the world's busiest airports, on the far northwest side. In 2005, O'Hare was the world's busiest airport by aircraft movements and the second busiest by total passenger traffic (due to government enforced flight caps). Both O'Hare and Midway are owned and operated by the City of Chicago. Gary/Chicago International Airport, located in nearby Gary, Indiana, serves as the third Chicago area airport. Chicago Rockford International Airport, formerly Greater Rockford Airport, serves as a regional base for United Parcel Service cargo flights, some passenger flights, and occasionally as a reliever to O'Hare, usually in times of bad weather. Chicago is the world headquarters for United Airlines, the world's second-largest airline by revenue-passenger-kilometers while is the second largest hub for American Airlines. Midway airport serves as a 'focus city' for Southwest Airlines, the world's largest low-cost airline.


          A small airport, Meigs Field, was located on the Lake Michigan waterfront adjacent to Grant Park and downtown. There were long-term scheduled flights to Springfield as well as some service to other cities. At 1:30 a.m. on March 31, 2003, the airport runways were unexpectedly destroyed by order of the Mayor, who had sought closure of the airport and development of a nature preserve and bandshell. This resulted in a fine to the city by the Federal Aviation Administration for closure of the airport without sufficient notice, but the airport was eventually demolished.


          Chicago wants to follow New York City's lead by mandating that Chicago's entire fleet of 6,700 taxicabs go green by January 1st, 2014.


          


          Utilities
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              Steam generating station for adjacent railyard with downtown in background.
            

          


          Electricity for most of northern Illinois is provided by Commonwealth Edison, also known as ComEd. Their service territory borders Iroquois County to the south, the Wisconsin border to the north, the Iowa border to the west and the Indiana border to the east. In northern Illinois, ComEd (a division of Exelon) operates the greatest number of nuclear generating plants in any US state. Because of this, ComEd reports indicate that Chicago receives about 75% of its electricity from nuclear power. Recently, the city started the installation of wind turbines on government buildings with the aim to promote the use of renewable energy.


          Domestic and industrial waste was once incinerated but it is now landfilled, mainly in the Calumet area. Since 1995, the city has had a blue bag program to divert certain refuse from landfills. In the fall of 2007 the city began a pilot program for blue bin recycling similar to that of other cities due to low participation rates in the blue bag program. After completion of the pilot the city will determine whether to roll it out to all wards.


          


          Sister cities


          Chicago has twenty-seven sister cities: Many of them, like Chicago, are the second city of their country, or are the main city of a country that has sent many immigrants to Chicago over the years.
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              Map of the Chicago and North Western Railway. Black lines are trackage now owned by Union Pacific; green lines are trackage now owned by Dakota, Minnesota and Eastern Railroad; blue lines are now owned by other railroads; dotted lines are abandoned.
            


            
              	Reporting marks

              	CNW, CNWS, CNWZ
            


            
              	Locale

              	Illinois, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, South Dakota, Wisconsin, and Wyoming
            


            
              	Dates of operation

              	18651995
            


            
              	Successor line

              	Union Pacific

              Dakota, Minnesota & Eastern
            


            
              	Track gauge

              	4 ft 8 in (1,435 mm) ( standard gauge)
            


            
              	Headquarters

              	Chicago, Illinois
            

          


          The Chicago and North Western Railway ( AAR reporting marks: CNW, CNWS, CNWZ; unofficial abbreviation: C&NW) was a Class I railroad in the Midwest United States. It was also known as the North Western. The railroad operated more than 5,000miles (8,000km) of track as of the turn of the 20th century, and over 12,000miles (19,000km) of track in seven states before retrenchment in the late 1970s. The C&NW became one of the longest railroads in the USA as a result of mergers with other railroads, such as the Chicago Great Western Railway, Minneapolis and St. Louis Railway and others. By the time the Union Pacific Railroad purchased and merged the C&NW, track sales and abandonment had reduced the total mileage back to about 5,000. The majority of the abandoned and sold lines were lightly trafficked branches in Iowa, Illinois, Minnesota, South Dakota and Wisconsin. Large line sales, such as those that resulted in the Dakota, Minnesota and Eastern Railroad further helped reduce the railroad to a mainline core with several regional feeders and branches. The company was purchased by Union Pacific Railroad in April 1995 and ceased to exist.


          


          History


          The Chicago and North Western Railway was chartered on June 7, 1848. It had purchased the assets of the bankrupt Chicago, St. Paul and Fond du Lac Railroad five days earlier. On February 15, 1865, it officially merged with the Galena and Chicago Union Railroad, which had been chartered on January 16, 1836. Since the Galena & Chicago Union started operating in December 1848, and the Fond du Lac railroad started in March, 1855, the Galena and Chicago Union Railroad is considered to be the origin of the North Western railroad system.


          The North Western had owned a majority of the stock of the Chicago, St. Paul, Minneapolis and Omaha Railway (Omaha Road) since 1882. On January 1, 1957, it officially leased the company, and merged it into the North Western in 1972. The Omaha Road's main line ran from an interchange with the North Western at Elroy, Wisconsin, to the Twin Cities, down to Sioux City, Iowa, and then finally to Omaha, Nebraska.
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            [image: C&NW Caboose at Proviso yard, Chicago, April 1943]

            
              C&NW Caboose at Proviso yard, Chicago, April 1943
            

          


          The North Western picked up several important short railroads during its later years. It finalized acquisition of the Litchfield and Madison railroad on January 1, 1958. The Litchfield and Madison railroad was a 44-mile (71km) bridge road from East St. Louis to Litchfield, Illinois. On July 30, 1968, the North Western acquired two former interurbans  the 36-mile (58km) Des Moines and Central Iowa Railway (DM&CI), and the 110-mile (180km) Fort Dodge, Des Moines and Southern Railway (FDDM&S). The DM&CI gave access to the Firestone plant in Des Moines, Iowa, and the FDDM&S provided access to gypsum mills in Fort Dodge, Iowa.


          On November 1, 1960, the North Western acquired the rail properties of the 1,500-mile (2,400km) Minneapolis and St. Louis Railway. In spite of its name, it ran only from Minneapolis, Minnesota, to Peoria, Illinois. This acquisition provided traffic and modern rolling stock, and eliminated competition.


          On July 1, 1968, the 1,500 mile (2,400 km) Chicago Great Western Railway was merged into the North Western. This railroad went from Chicago to Oelwein, Iowa. From there, separate lines went to the Twin Cities, Omaha, Nebraska, and Kansas City, Missouri. A connection from Hayfield, Minnesota, to Clarion, Iowa, provided a Twin Cities to Omaha main line. The Chicago Great Western duplicated the North Western's routes from Chicago to the Twin Cities and Omaha, but went the long way. This merger provided access to Kansas City and further eliminated competition. After abandoning a plan to merge with the Milwaukee Road in 1970, Benjamin W. Heineman, who had headed the CNW and parent Northwest Industries since 1956, arranged the sale of the railroad to its employees in 1972. The words " Employee Owned" were part of the company logo in the ensuing period.
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              C&NW railway station in Escanaba, Michigan - 1953.
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              C&NW #8540 at Shawnee, Wyoming.
            

          


          After the Chicago, Rock Island & Pacific Railroad (Rock Island) stopped operating on March 31, 1980, the North Western won a bidding war with the Soo Line for purchase of the roughly 600-mile (970km) "Spine Line" from the Twin Cities to Kansas City, Missouri, via Des Moines, Iowa. The North Western's bid of $93 million was approved on June 20, 1983, by the ICC. The line was well-engineered, but because of deferred maintenance on the part of the bankrupt Rock Island, a major rehabilitation was undertaken in 1984. The North Western then began to abandon the Oelwein to Kansas City section of its former Chicago Great Western trackage, which duplicated Spine Line service.


          In April, 1995, the Chicago and North Western Transportation Company was merged into the Union Pacific Railroad.
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              Steam locomotives of the Chicago & North Western Railway in the roundhouse at the Chicago rail yards (December 1942)
            

          


          Chicago and North Western locomotives continued to operate in their paint schemes for several years after the merger. As of 2007, two locomotives remain on the UP with CNW logos and reporting marks, C44-9Ws 8646 and 8701 (these locomotives, however, do have notable UP alterations, such as air conditioners in UP colors, UP horns, UP number boards, and UP plows). Union Pacific has decided to leave these 2 locomotives in their current condition until either of them suffers a serious mechanical problem, in which they will be overhauled and repainted at Jenks Shop in North Little Rock. In addition to this, many former C&NW units have received "patches" with a new road number and reporting mark to match their new owner's roster. Approximately 40 "patched" units remain on the Union Pacific and several others work under different owners. However, it is still possible to find untouched C&NW units in service. For instance C&NW 411 and C&NW 1518 are kept and preserved at the Illinois Railway Museum, CNW 4153 now works at a grain elevator in South Dakota, and several other GP7s, GP9s, and a few other C&NW locomotives are owned by various regionals, shortlines, or industries.


          Union Pacific continues to follow its new tradition of releasing "Heritage" units to represent the paint schemes of companies absorbed by UP. After completion of painting at the Wisconsin and Southern Railroad's Horicon, Wisconsin shop, UP 1995, an EMD SD70ACe locomotive painted in a "Heritage" C&NW paint scheme, was unveiled on July 15, 2006, at North Western Station in Chicago, IL. North Western Station now serves as UP's Metra terminus (although the station is officially designated the "Ogilvie Transportation Centre", many locals still refer to the station as the "Northwestern Station", or as the "CNW Station"). The unit was then placed in dedicated service on former C&NW trackage, sometimes paired with the C&NW 8646 and 8701.


          


          Passenger train service
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              Train No. 107, the Challenger, is led by a Chicago and North Western Railway EMD E8 locomotive as it passes east of Ames, Iowa on November 23, 1954.
            

          


          The CNW's most famous train, the Chicago-Twin Cities 400 was introduced in 1935 to compete with the Chicago, Burlington and Quincy's Zephyrs and the Milwaukee Road's Hiawathas. This train was named because it traveled the 400miles (640km) between the cities in 400 minutes. CNW was the first system to start a high-speed Chicago-Twin Cities schedule because it used refurbished instead of new equipment, but in 1939, modernized the 400 with new E3A diesel locomotive pairs and streamlined cars.


          CNW eventually renamed the first 400 to the Twin Cities 400 as the CNW stuck almost all of its passenger trains with the 400 moniker, including the Flambeau 400, Rochester 400, and the Kate Shelley 400. CNW ceased running the Twin Cities 400 in 1963, and all intercity passenger service on CNW ended with the formation of Amtrak in 1971.


          In conjunction with Union Pacific and Southern Pacific, the North Western operated some long distance passenger trains including the Overland Limited, City of Los Angeles, City of San Francisco, City of Denver, and the Challenger. These services lasted from 1889 to 1955, after which the CNW route to Chicago was changed to the Milwaukee Road's on account of poor track conditions.
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              	Conservation status
            


            
              	
                
                  Domesticated
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Galliformes

                  


                  
                    	Family:

                    	Phasianidae

                  


                  
                    	Genus:

                    	Gallus

                  


                  
                    	Species:

                    	G. gallus

                  

                

              
            


            
              	Binomial name
            


            
              	Gallus gallus

              (Linnaeus, 1758)
            


            
              	Synonyms
            


            
              	
                Gallus gallus domesticus

              
            

          


          The chicken (Gallus gallus, sometimes G. gallus domesticus) is a domesticated fowl likely descended from the wild Indian and southeast Asian Red Junglefowl (Gallus gallus) and the related Grey Junglefowl (G. sonneratii). Traditionally it has been widely accepted that the chicken was descended solely from the former, as hybrids of both wild types tended toward sterility; but recent genetic work has revealed that the genotype for yellow skin present in the domestic fowl is not present in what is otherwise its closest kin, the Red Junglefowl. It is deemed most likely, then, that the yellow skin trait in domestic birds originated in the Grey Junglefowl.


          The chicken is one of the most common and widespread domestic animals. With a population of more than 24 billion in 2003, there are more chickens in the world than any other bird. Humans keep chickens primarily as a source of food, with both their meat and their eggs consumed.


          



          


          Etymology


          In the U.S.A., Canada and Australia, adult male chickens are known as roosters; in the UK they are known as cocks. Males under a year old are cockerels. Castrated roosters are called capons (though both surgical and chemical castration are now illegal in some parts of the world). Females over a year old are known as hens, and younger females are pullets. In Australia and New Zealand (also sometimes in Britain), there is a useful generic term chook (rhymes with "book") to describe all ages and both genders.. Babies are called chicks, and the meat is called chicken.


          "Chicken" was originally the word only for chicks, and the species as a whole was then called domestic fowl, or just fowl. This use of "chicken" survives in the phrase "Hen and Chickens," sometimes used as a UK pub or theatre name, and to name groups of one large and many small rocks or islands in the sea (see for example Hen and Chicken Islands).


          


          General biology and habitat
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              Hen and chicks searching for food in Kosovo
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              A day-old chick
            

          


          Chickens in nature may live for five to eleven years depending on the breed. In commercial intensive farming, a meat Chicken generally lives only six weeks before slaughter. A free range or organic meat chicken will usually be slaughtered at about 14 weeks. Hens of special laying breeds may produce as many as 300 eggs a year. After 12 months, the hen's egg-laying ability starts to decline, and commercial laying hens are then slaughtered and used in baby foods, pet foods, pies and other processed foods. The world's oldest chicken, according to the Guinness Book of World Records, died of heart failure when she was 16 years.


          Roosters can usually be differentiated from hens by their striking plumage, marked by long flowing tails and shiny, pointed feathers on their necks and backs (the hackles and saddle)these are often colored differently from the hackles and saddles of females.


          However, in some breeds, such as the Sebright, the cock has only slightly pointed neck feathers, the same colour as the hen's. The identification must be made by looking at the comb, or eventually from the development of spurs on the male's legs (in a few breeds and in certain hybrids the male and female chicks may be differentiated by colour). Adult chickens have a fleshy crest on their heads called a comb or cockscomb, and hanging flaps of skin either side under their beaks called wattles. These organs help to cool the bird by redirecting blood flow to the skin. Both the adult male and female have wattles and combs, but in most breeds these are more prominent in males.
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              Wild Red Junglefowl- Male at 23 Mile near Jayanti in Buxa Tiger Reserve in Jalpaiguri district of West Bengal, India.
            

          


          In the wild, chickens often scratch at the soil to search for seeds, insects and even larger animals such as lizards or young mice.


          Domestic chickens are not capable of long distance flight, although lighter birds are generally capable of flying for short distances, such as over fences or into trees (where they would naturally roost). Chickens will sometimes fly to explore their surroundings, but usually do so only to flee perceived danger. Because of the risk of escape, chickens raised in open-air pens often have one of their wings clipped by the breederthe tips of the longest feathers on one of the wings are cut, resulting in unbalanced flight which the bird cannot sustain for more than a few meters, and it is thus discouraged from flying at all.


          Chickens are gregarious birds and live together as a flock. They have a communal approach to the incubation of eggs and raising of young. Individual chickens in a flock will dominate others, establishing a " pecking order," with dominant individuals having priority for access to food and nesting locations. Removing hens or roosters from a flock causes a temporary disruption to this social order until a new pecking order is established. Adding hensespecially younger birdsto an existing flock, can lead to violence and injury.


          Hens will try to lay in nests that already contain eggs, and have been known to move eggs from neighbouring nests into their own. Some farmers use fake eggs made from plastic or stone (or golf balls) to encourage hens to lay in a particular location. The result of this behaviour is that a flock will use only a few preferred locations, rather than having a different nest for every bird.


          Hens can also be extremely stubborn about always laying in the same location. It is not unknown for two (or more) hens to try to share the same nest at the same time. If the nest is small, or one of the hens is particularly determined, this may result in chickens trying to lay on top of each other.
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              Rooster crowing during daylight hours
            

          


          Contrary to popular belief, roosters do not crow only at dawn, but may crow at any time of the day or night. Their crowing (a loud and sometimes shrill call) is a territorial signal to other roosters. However, crowing may also result from sudden disturbances within their surroundings. Hens cluck loudly after laying an egg, and also to call their chicks.


          In 2006, scientists researching the ancestry of birds "turned on" a chicken recessive gene, talpid2, and found that the embryo jaws initiated formation of teeth, like those found in ancient bird fossils. John Fallon, the overseer of the project, stated that chickens have "...retained the ability to make teeth, under certain conditions..."


          


          Courting


          When a rooster finds food he may call the other chickens to eat it first. He does this by clucking in a high pitch as well as picking up and dropping the food. This behaviour can also be observed in mother hens, calling their chicks. In some cases the rooster will drag the wing opposite the hen on the ground, while circling her. This is part of chicken courting ritual. When a hen is used to coming to his "call" the rooster may mount the hen and proceed with the fertilization.


          


          Breeding
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          Under natural conditions most birds lay only until a clutch is complete, and they will then incubate all the eggs. Many domestic hens will also do this  and are then said to go broody. The broody hen will stop laying and instead will focus on the incubation of the eggs (a full clutch is usually about 12 eggs). She will sit or set fast on the nest, protesting or pecking in defense if disturbed or removed, and she will rarely leave the nest to eat, drink, or dust-bathe. While brooding, the hen maintains the nest at a constant temperature and humidity, as well as turning the eggs regularly during the first part of the incubation. To stimulate broodiness, an owner may place many artificial eggs in the nest, or to stop it they may place the hen in an elevated cage with an open wire floor.


          At the end of the incubation period (about 21 days), the eggs, if fertile, will hatch. Development of the egg starts only when incubation begins, so they all hatch within a day or two of each other, despite perhaps being laid over a period of two weeks or so. Before hatching the hen can hear the chicks peeping inside the eggs, and will gently cluck to stimulate them to break out of their shells. The chick begins by pipping  pecking a breathing hole with its egg tooth towards the blunt end of the egg, usually on the upper side. It will then rest for some hours, absorbing the remaining egg-yolk and withdrawing the blood supply from the membrane beneath the shell (used earlier for breathing through the shell). It then enlarges the hole, gradually turning round as it goes, and eventually severing the blunt end of the shell completely to make a lid. It crawls out of the remaining shell and its wet down dries out in the warmth of the nest.


          The hen will usually stay on the nest for about two days after the first egg hatches, and during this time the newly-hatched chicks live off the egg yolk they absorb just before hatching. Any eggs not fertilized by a rooster will not hatch, and the hen eventually loses interest in these and leaves the nest. After hatching the hen fiercely guards the chicks, and will brood them when necessary to keep them warm, at first often returning to the nest at night. She leads them to food and water  she will call them to edible items, but rarely feeds them directly. She continues to care for them until they are several weeks old, when she will gradually lose interest and eventually start to lay again.


          Modern egg-laying breeds rarely go broody, and those that do often stop part-way through the incubation. However, some "utility" (general purpose) breeds, such as the Cochin, Cornish and Silkie, do regularly go broody, and they make excellent mothers, not only for chicken eggs but also for those of other species -- even those with much smaller or larger eggs and different incubation periods, such as quail, pheasants, turkeys or geese. Chicken eggs can also be hatched under a broody duck, with varied success.


          


          Artificial incubation


          Chicken egg incubation can successfully occur artificially as well. Nearly all fertilized Chicken eggs will hatch after 21 days of good conditions - 99.5  F (37.5  C) and around 55% relative humidity (increase to 70% in the last three days of incubation to help soften egg shell). Eggs must be turned regularly (usually three to eight times each week) during the first part of the incubation. If the eggs aren't turned, the embryo inside will stick to the shell and may hatch with physical defects. Some incubators turn the eggs automatically. This turning mimics the natural process  an incubating hen will stand up several times a day and shift the eggs around with her beak. However, if the egg is turned during the last week of incubation the chick may have difficulty settling in the correct hatching position.


          Many commercial incubators are industrial-sized with shelves holding tens of thousands of eggs at a time, with rotation of the eggs a fully automated process. Home incubators are boxes holding from half a dozen to 75 eggs; they are usually electrically powered, but in the past some were heated with an oil or paraffin lamp.
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          Chickens as food


          The meat of the chicken, also called "chicken," is a type of poultry meat. Because of its relatively low cost, chicken is one of the most used meats in the world. Nearly all parts of the bird can be used for food, and the meat can be cooked in many different ways. Popular chicken dishes include fried chicken, chicken soup, Buffalo wings, tandoori chicken, butter chicken, and chicken rice. Chicken is also a staple of fast food restaurants. Commercially produced chicken usually has a fairly neutral flavor and texture, and is used as a reference point for describing other foods; many are said to " taste like chicken" if they are indistinctive. Many people choose not to eat chicken as part of a vegetarian lifestyle.
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          Chickens as pets


          Chickens can make good companion animals and can be tamed by hand feeding, but roosters can sometimes become aggressive. Some have advised against keeping them around very young children. Some people find chickens' behaviour entertaining and educational.


          While some cities in the United States allow chickens as pets, the practice is not approved in all localities. Some communities ban only roosters, allowing the quieter hens. The so called "urban hen movement" harks back to the days when chicken keeping was much more common, and involves the keeping of small groups of hens in areas where they may not be expected, such as closely populated cities and suburban areas. City ordinances, zoning regulations or health boards may determine whether chickens may be kept. A general requirement is that the birds be confined to the owner's property, not allowed to roam freely. There may be strictures on how far from human dwellings a coop may be located, etc.


          Chickens are generally low-maintenance. The major challenge is protecting the birds from predators such as dogs, raccoons and foxes. A bird left out at night is likely to be killed by a predator. Chickens are usually kept in a roost at night and a pen in the day (unless they are free-range). The floor is covered with bedding such as straw or wood shavings, which, with the high-nitrogen droppings, can go into a compost pile.


          Roosters are not required, as hens still lay eggs, but these eggs are not fertilized by the rooster therefore they will not hatch. Fresh egg yolks are "perky" and float above the white. Yolk color varies. According to Gail Damerow's handbook, "Egg yolks get their colour from xanthophyll, a natural yellow-orange pigment in green plants and yellow corn, and the same pigment that colors the skin and shanks of yellow-skinned hens. The exact colour of a yolk depends on the source of the xanthophyll." A subsequent table ascribes raw yolks colored "orange to dark yellow" to "green feed, yellow corn."


          If hens are allowed to forage or are fed additional greens, their eggs may differ from USDA standards. Barb Gorski, a Pennsylvania farmer of pastured poultry, had some of her chicken eggs analyzed under the USDA-supported Sustainable Agriculture Research and Education (SARE) program. According to the laboratory results, "Eggs of the pastured chickens contained 34% less cholesterol, 10% less fat, 40% more vitamin A, twice as much omega-6 fatty acid, and four times as much omega-3 fatty acid as the USDA standard."


          While the bulk of a pet chickens' diet should be a balanced commercial mix, for household chickens "green feed" can be as simple as poison-free, short grass clippings from lawn mowing. Chickens will forage for chickweed and other plants, seeds, and insects.


          Chickens can also consume pulverized eggshells or otherwise unused food, such as meal leavings and old (but not rotted) produce. Damerow recommends leftover baked goods, fruit, or vegetable peelings, excess milk in modest amounts; advises against making such scraps the sole diet, or including raw potato peels "which chickens can't easily digest..." or "...anything spoiled or rotten...strong-tasting foods like onions, garlic, or fish."


          In Asia, chickens with striking plumage have long been kept for ornamental purposes, including feather-footed varieties such as the Cochin from Vietnam, the Silkie from China, and the extremely long-tailed Phoenix from Japan. Asian ornamental varieties were imported into the United States and Great Britain in the late 1800s. Distinctive American varieties of chickens have been developed from these Asian breeds. Poultry fanciers began keeping these ornamental birds for exhibition, a practice that continues today. Individuals in rural communities commonly keep chickens for both ornamental and practical value. Zoos sometimes use chickens instead of insecticides to control insect populations.


          


          Chickens in agriculture
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          In the United States, chickens were raised primarily on family farms until roughly 1960. Originally, the primary value in poultry keeping was eggs, and meat was considered a byproduct of egg production. Its supply was less than the demand, and poultry was expensive. Except in hot weather, eggs can be shipped and stored without refrigeration for some time before going bad; this was important in the days before widespread refrigeration.


          Farm flocks tended to be small because the hens largely fed themselves through foraging, with some supplementation of grain, scraps, and waste products from other farm ventures. Such feedstuffs were in limited supply, especially in the winter, and this tended to regulate the size of the farm flocks. Soon after poultry keeping gained the attention of agricultural researchers (around 1896), improvements in nutrition and management made poultry keeping more profitable and businesslike.


          Prior to about 1910, chicken was served primarily on special occasions or Sunday dinner. Poultry was shipped live or killed, plucked, and packed on ice (but not eviscerated). The "whole, ready-to-cook broiler" wasn't popular until the Fifties, when end-to-end refrigeration and sanitary practices gave consumers more confidence. Before this, poultry were often cleaned by the neighbourhood butcher, though cleaning poultry at home was a commonplace kitchen skill.


          Two kinds of poultry were generally offered: broilers or "spring chickens," young male chickens, a byproduct of the egg industry, which were sold when still young and tender (generally under 3 pounds live weight); and "fowls" or "stewing hens," also a byproduct of the egg industry, which were old hens past their prime for laying. This is no longer practiced; modern meat chickens are a different breed. Egg-type chicken carcasses no longer appear in stores.


          The major milestone in 20th century poultry production was the discovery of Vitamin-D (named in 1922), which made it possible to keep chickens in confinement year-round. Before this, chickens did not thrive during the winter (due to lack of sunlight), and egg production, incubation, and meat production in the off-season were all very difficult, making poultry a seasonal and expensive proposition. Year-round production lowered costs, especially for broilers.


          At the same time, egg production was increased by scientific breeding. After a few false starts, such as the Maine Experiment Station's failure at improving egg production, success was shown by Professor Dryden at the Oregon Experiment Station.


          Improvements in production and quality were accompanied by lower labor requirements. In the Thirties through the early Fifties, 1,500 hens was considered to be a full-time job for a farm family. In the late Fifties, egg prices had fallen so dramatically that farmers typically tripled the number of hens they kept, putting three hens into what had been a single-bird cage or converting their floor-confinement houses from a single deck of roosts to triple-decker roosts. Not long after this, prices fell still further and large numbers of egg farmers left the business. This marked the beginning of the transition from family farms to larger, vertically integrated operations.


          Robert Plamondon reports that the last family chicken farm in his part of Oregon, Rex Farms, had 30,000 layers and survived into the Nineties. But the standard laying house of the surviving operations is around 125,000 hens.


          This fall in profitability was accompanied by a general fall in prices to the consumer, allowing poultry and eggs to lose their status as luxury foods.


          The vertical integration of the egg and poultry industries was a late development, occurring after all the major technological changes had been in place for years (including the development of modern broiler rearing techniques, the adoption of the Cornish Cross broiler, the use of laying cages, etc.).


          By the late Fifties, poultry production had changed dramatically. Large farms and packing plants could grow birds by the tens of thousands. Chickens could be sent to slaughterhouses for butchering and processing into prepackaged commercial products to be frozen or shipped fresh to markets or wholesalers. Meat-type chickens currently grow to market weight in six to seven weeks whereas only fifty years ago it took three times as long. This is due to genetic selection and nutritional modifications (and not the use of growth hormones, which are illegal for use in poultry in the US and many other countries). Once a meat consumed only occasionally, the common availability and lower cost has made chicken a common meat product within developed nations. Growing concerns over the cholesterol content of red meat in the 1980s and 1990s further resulted in increased consumption of chicken.


          Today, eggs are produced on large egg ranches on which environmental parameters are controlled. Chickens are exposed to artificial light cycles to stimulate egg production year-round. In addition, it is a common practice to induce molting through manipulation of light and the amount of food they receive in order to further increase egg size and production.


          On average, a chicken lays one egg a day for a number of days (a "clutch"), then does not lay for one or more days, then lays another clutch. Originally, the hen presumably laid one clutch, became broody, and incubated the eggs. Selective breeding over the centuries has produced hens that lay more eggs than they can hatch. Some of this progress was ancient, but most occurred after 1900. In 1900, average egg production was 83 eggs per hen per year. In 2000, it was well over 300.


          In the United States, laying hens are butchered after their second egg laying season. In Europe, they are generally butchered after a single season. The laying period begins when the hen is about 18-20 weeks old (depending on breed and season). Males of the egg-type breeds have little commercial value at any age, and all those not used for breeding (roughly fifty percent of all egg-type chickens) are killed soon after hatching. Such "day-old chicks" are sometimes sold as food for captive and falconers birds of prey. The old hens also have little commercial value. Thus, the main sources of poultry meat a hundred years ago (spring chickens and stewing hens) have both been entirely supplanted by meat-type broiler chickens.


          Traditionally, chicken production was distributed across the entire agricultural sector. In the twentieth century, it gradually moved closer to major cities to take advantage of lower shipping costs. This had the undesirable side effect of turning the chicken manure from a valuable fertilizer that could be used profitably on local farms to an unwanted byproduct. This trend may be reversing itself due to higher disposal costs on the one hand and higher fertilizer prices on the other, making farm regions attractive once more.
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          From the farmer's point of view, eggs used to be practically the same as currency, with general stores buying eggs for a stated price per dozen. Egg production peaks in the early spring, when farm expenses are high and income is low. On many farms, the flock was the most important source of income, though this was often not appreciated by the farmers, since the money arrived in many small payments. Eggs were a farm operation where even small children could make a valuable contribution.


          


          Distribution


          FAO reports that China was the top chicken market in 2004 followed by the USA.


          


          Issues with mass production


          


          Humane treatment
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          Animal welfare groups have frequently targeted the poultry industry for engaging in practices which they believe to be inhumane. Many animal welfare advocates object to killing chickens for food, the " factory farm conditions" under which they are raised, methods of transport, and slaughter. PETA and other groups have repeatedly conducted undercover investigations at chicken farms and slaughterhouses which they allege confirm their claims of cruelty.


          Laying hens are routinely debeaked to prevent fighting. Because beaks are sensitive, trimming them without anaesthesia is considered inhumane by some. It is also argued that the procedure causes life-long discomfort. Conditions in intensive chicken farms may be unsanitary, allowing the proliferation of diseases such as salmonella and E coli. Chickens may be raised in total darkness. Rough handling and crowded transport during various weather conditions and the failure of existing stunning systems to render the birds unconscious before slaughter have also been cited as welfare concerns.


          Another animal welfare concern is the use of selective breeding to create heavy, large-breasted birds, which can lead to crippling leg disorders and heart failure for some of the birds. Concerns have been raised that companies growing single varieties of birds for eggs or meat are increasing their susceptibility to disease.


          Some groups who advocate for more humane treatment of chickens, claim that they are intelligent. Dr. Chris Evans of Macquarie University claims that their range of 20 calls, problem solving skills, use of representational signalling, and the ability to recognize each other by facial features demonstrate the intelligence of chickens. .


          In 2004, 8.9 billion chickens were slaughtered in the United States. There is no federal law that regulates the humane treatment of chickens.


          


          Human concerns


          


          Antibiotics


          Antibiotics have been used on poultry in large quantities since the Forties, when it was found that the byproducts of antibiotic production, fed because the antibiotic-producing mold had a high level of vitamin B12 after the antibiotics were removed, produced higher growth than could be accounted for by the vitamin B12 alone. Eventually it was discovered that the trace amounts of antibiotics remaining in the byproducts accounted for this growth.


          The mechanism is apparently the adjustment of intestinal flora, favoring "good" bacteria while suppressing "bad" bacteria, and thus the goal of antibiotics as a growth promoter is the same as for probiotics. Because the antibiotics used are not absorbed by the gut, they do not put antibiotics into the meat or eggs.


          Antibiotics are used routinely in poultry for this reason, and also to prevent and treat disease. Many contend that this puts humans at risk as bacterial strains develop stronger and stronger resistances. Critics point out that, after six decades of heavy agricultural use of antibiotics, opponents of antibiotics must still make arguments about theoretical risks, since actual examples are hard to come by. Those antibiotic-resistant strains of human diseases whose origin is known originated in hospitals rather than farms.


          A proposed bill in the American congress would make the use of antibiotics in animal feed legal only for therapeutic (rather than preventative) use, but it has not been passed yet. However, this may present the risk of slaughtered chickens harboring pathogenic bacteria and passing them on to humans that consume them.


          In October 2000, the FDA discovered that two antibiotics were no longer effective in treating diseases found in factory-farmed chickens; one antibiotic was swiftly pulled from the market, but the other, Baytril was not. Bayer, the company which produced it, contested the claim and as a result, Baytril remained in use until July 2005.


          


          Arsenic


          Chicken feed can also include Roxarsone, an antimicrobial drug that also promotes growth. The drug has generated controversy because it contains the element arsenic, which can cause cancer, dementia, and neurological problems in humans. Yet the arsenic in Roxarsone is not of the type which has been linked to cancer. A Consumer Reports study in 2004 reported finding "no detectable arsenic in our samples of muscle" but found "A few of our chicken-liver samples has an amount that according to EPA standards could cause neurological problems in a child who ate 2 ounces of cooked liver per week or in an adult who ate 5.5 ounces per week." However, the Food and Drug Administration (FDA) is the organization responsible for the regulation of foods in America, and all samples tested were "far less than the... amount allowed in a food product."


          


          Growth hormones


          Chickens grow much more rapidly than they once did and some consumers have concluded that this rapid growth is due to the use of hormones in these animals. Some consumers believe that the increasingly earlier onset of puberty in humans is the result of the liberal use of such hormones. However, hormone use in poultry production is illegal in the United States. Similarly, no chicken meat for sale in Australia is fed hormones. Furthermore, several scientific studies have documented the fact that chickens grow rapidly because they are bred to do so. A small producer of natural and organic chickens confirmed this assumption:


          
            
              	

              	
                If this were 1948, you might have something to worry about. Using hormones to boost egg production was a brief fad in the Forties, but was abandoned because it didn't work. Using hormones to produce soft-meated roasters was used to some extent in the Forties and Fifties, but the increased growth rates of broilers made the practice irrelevant--the broilers got as big as anyone wanted them to get when they were still young enough to be soft-meated without chemicals.

                The only hormone that was ever used in any quantity on poultry (DES) was banned in 1959, after everyone but a few die-hard farmers had given them up as a silly idea. Hormones are now illegal in poultry and eggs. The people who advertise "No hormones" are either woefully ignorant or are indulging in cynical fear-mongering, maybe both.

              

              	
            

          


          


          E. coli
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          According to Consumer Reports, "1.1 million or more Americans [are] sickened each year by undercooked, tainted chicken." A USDA study discovered E. coli in 99% of supermarket chicken, the result of chicken butchering not being a sterile process. Feces tend to leak from the carcass until the evisceration stage, and the evisceration stage itself gives an opportunity for the interior of the carcass to receive intestinal bacteria. (So does the skin of the carcass, but the skin presents a better barrier to bacteria and reaches higher temperatures during cooking). Before 1950, this was contained largely by not eviscerating the carcass at the time of butchering, deferring this until the time of retail sale or in the home. This gave the intestinal bacteria less opportunity to colonize the edible meat. The development of the "ready-to-cook broiler" in the 1950s added convenience while introducing risk, under the assumption that end-to-end refrigeration and thorough cooking would provide adequate protection. E. coli can be killed by proper cooking times, but there is still some risk associated with it, and its near-ubiquity in commercially-farmed chicken is troubling to some. Irradiation has been proposed as a means of sterilizing chicken meat after butchering.


          


          Avian influenza


          There is also a risk that the crowded conditions in many chicken farms will allow avian influenza to spread quickly. A United Nations press release states: "Governments, local authorities and international agencies need to take a greatly increased role in combating the role of factory-farming, commerce in live poultry, and wildlife markets which provide ideal conditions for the virus to spread and mutate into a more dangerous form..."


          


          Efficiency


          Farming of chickens on an industrial scale relies largely on high protein feeds derived from soybeans; in the European Union the soybean dominates the protein supply for animal feed, and the poultry industry is the largest consumer of such feed. Giving the feed to chickens means the protein reaches humans with a much lower efficiency than through direct consumption of soybean products. Some nutrients, however, are present in chicken but not in the soybean.


          


          Genetic Pollution


          One other major problem concerns the wild Red Junglefowl. Feral populations of domestic birds may stray across the ranges of the wild Junglefowl species, it has created a concern of genetic pollution. Wild Junglefowl should have an eclipse plumage but apparently some males lack such a plumage, indicating hybridisation with the domestic chicken. Further confusing the issue of hybrids is that the domestic chicken itself is a hybrid between the Red and Grey Junglefowl. It has even been suggested that pure populations of Red Junglefowl may already be extinct.


          


          Chicken diseases
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          Chickens are susceptible to several parasites, including lice, mites, ticks, fleas, and intestinal worms, as well as other diseases. (Despite the name, they are not affected by Chickenpox; that is a disease of humans, not chickens.)


          Some of the common diseases that affect chickens are shown below:


          
            
              	Name

              	Common Name

              	Caused by
            


            
              	Aspergillosis

              	

              	fungi
            


            
              	Avian influenza

              	bird flu

              	virus
            


            
              	Histomoniasis

              	Blackhead disease

              	protozoal parasite
            


            
              	Botulism

              	

              	toxin
            


            
              	Cage Layer Fatigue

              	

              	mineral deficiencies, lack of exercise
            


            
              	Coccidiosis

              	

              	parasites
            


            
              	Colds

              	

              	virus
            


            
              	Crop Bound

              	

              	improper feeding
            


            
              	Dermanyssus gallinae

              	Red mite

              	parasite
            


            
              	Egg bound

              	

              	oversized egg
            


            
              	Erysipelas

              	

              	bacteria
            


            
              	Fatty Liver Hemorrhagic Syndrome

              	

              	high-energy food
            


            
              	Fowl Cholera

              	

              	bacteria
            


            
              	Fowl pox

              	

              	virus
            


            
              	Fowl Typhoid

              	

              	bacteria
            


            
              	Gallid herpesvirus 1

              or Infectious Laryngotracheitis

              	

              	virus
            


            
              	Gapeworm

              	Syngamus trachea

              	worms
            


            
              	Infectious Bronchitis

              	

              	virus
            


            
              	Infectious Bursal Disease

              	Gumboro

              	virus
            


            
              	Infectious Coryza

              	

              	bacteria
            


            
              	Lymphoid leukosis

              	

              	Avian leukosis virus
            


            
              	Marek's disease

              	

              	virus
            


            
              	Moniliasis

              	Yeast Infection

              or Thrush

              	fungi
            


            
              	Mycoplasmas

              	

              	bacteria-like organisms
            


            
              	Newcastle disease

              	

              	virus
            


            
              	Necrotic Enteritis

              	

              	bacteria
            


            
              	Omphalitis

              	Mushy chick disease

              	umbilical cord stump
            


            
              	Prolapse

              	

              	
            


            
              	Psittacosis

              	

              	bacteria
            


            
              	Pullorum

              	Salmonella

              	bacteria
            


            
              	Scaly leg

              	

              	parasites
            


            
              	Squamous cell carcinoma

              	

              	cancer
            


            
              	Tibial dyschondroplasia

              	

              	speed growing
            


            
              	Toxoplasmosis

              	

              	protozoal parasite
            


            
              	Ulcerative Enteritis

              	

              	bacteria
            

          


          


          Chickens in religion
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          In Islam, The Messenger of Allah said, "When you hear the crowing of cocks, ask for Allah's Blessings for (their crowing indicates that) they have seen an angel. And when you hear the braying of donkeys, seek Refuge with Allah from Satan for (their braying indicates) that they have seen a Satan." Sahih Al-Bukhari Vol. 4, Book 54, Number 522: Narrated Abu Huraira.


          In Indonesia the chicken has great significance during the Hindu cremation ceremony. A chicken is considered a channel for evil spirits which may be present during the ceremony. A chicken is tethered by the leg and kept present at the ceremony for its duration to ensure that any evil spirits present during the ceremony go into the chicken and not the family members present. The chicken is then taken home and returns to its normal life.


          In ancient Greece, the chicken was not normally used for sacrifices, perhaps because it was still considered an exotic animal. Because of its valour, the cock is found as an attribute of Ares, Heracles, and Athena. The alleged last words of Socrates as he died from hemlock poisoning, as recounted by Plato, were " Crito, I owe a cock to Asclepius; will you remember to pay the debt?", signifying that death was a cure for the illness of life.


          The Greeks believed that even lions were afraid of cocks. Several of Aesop's Fables reference this belief. In the cult of Mithras, the cock was a symbol of the divine light and a guardian against evil.


          In the New Testament, Jesus prophesied the betrayal by Peter: "Jesus answered, 'I tell you, Peter, before the rooster crows today, you will deny three times that you know me.'" ( Luke 22:34) Thus it happened ( Luke 22:61), and Peter cried bitterly. This made the cock a symbol for both vigilance and betrayal.


          Earlier, Jesus compares himself to a mother hen when talking about Jerusalem: "O Jerusalem, Jerusalem, you who kill the prophets and stone those sent to you, how often I have longed to gather your children together, as a hen gathers her chicks under her wings, but you were not willing." ( Matthew 23:37; also Luke 13:34).


          In many Central European folk tales, the devil is believed to flee at the first crowing of a cock.


          In traditional Jewish practice, a chicken is swung around the head and then slaughtered on the afternoon before Yom Kippur, the Day of Atonement, in a ritual called kapparos. The sacrifice of the chicken is to receive atonement, for the bird takes on all the person's sins in kapparos. The meat is then donated to the poor. A woman brings a hen for the ceremony, while a man brings a rooster. Although not actually a sacrifice in the biblical sense, the death of the chicken reminds the penitent sinner that his or her life is in God's hands.


          The Talmud speaks of learning "courtesy toward one's mate" from the rooster. This might refer to the fact that when a rooster finds something good to eat, he calls his hens to eat first.


          The chicken is one of the Zodiac symbols of the Chinese calendar. Also in Chinese religion, a cooked chicken as a religious offering is usually limited to ancestor veneration and worship of village deities. Vegetarian deities such as the Buddha are not one of the recipients of such offerings. Under some observations, an offering of chicken is presented with "serious" prayer (while roasted pork is offered during a joyous celebration). In Confucian Chinese Weddings, a chicken can be used as a substitute for one who is seriously ill or not available (e.g sudden death) to attend the ceremony. A red silk scarf is placed on the chicken's head and a close relative of the absent bride/groom holds the chicken so the ceremony may proceed. However, this practice is rare today.


          


          Chickens in history
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          The first pictures of chickens in Europe are found on Corinthian pottery of the 7th century BCE. The poet Cratinus (mid-5th century BCE, according to the later Greek author Athenaeus) calls the chicken "the Persian alarm". In Aristophanes's comedy The Birds (414 BCE) a chicken is called "the Median bird", which points to an introduction from the East. Pictures of chickens are found on Greek red figure and black-figure pottery.


          In ancient Greece, chickens were still rare and were a rather prestigious food for symposia. Delos seems to have been a centre of chicken breeding.


          An early domestication of chickens in Southeast Asia is probable, since the word for domestic chicken (*manuk) is part of the reconstructed Proto-Austronesian language (see Austronesian languages). Chickens, together with dogs and pigs, were the domestic animals of the Lapita culture, the first Neolithic culture of Oceania.


          Chickens were spread by Polynesian seafarers and reached Easter Island in the 12th century BCE, where they were the only domestic animal, with the possible exception of the Polynesian Rat (Rattus exulans). They were housed in extremely solid chicken coops built from stone. Traveling as cargo on trading boats, they reached the Asian continent via the islands of Indonesia and from there spread west to Europe and western Asia.


          The Romans used chickens for oracles, both when flying ("ex avibus") and when feeding ("auspicium ex tripudiis"). The hen ("gallina") gave a favourable omen ("auspicium ratum"), when appearing from the left (Cic.,de Div. ii.26), like the crow and the owl.


          For the oracle "ex tripudiis" according to Cicero (Cic. de Div. ii.34), any bird could be used, but normally only chickens ("pulli") were consulted. The chickens were cared for by the pullarius, who opened their cage and fed them pulses or a special kind of soft cake when an augury was needed. If the chickens stayed in their cage, made noises ("occinerent"), beat their wings or flew away, the omen was bad; if they ate greedily, the omen was good.


          In 249 BCE, the Roman general Publius Claudius Pulcher had his chickens thrown overboard when they refused to feed before the battle of Drepana, saying "If they won't eat, perhaps they will drink." He promptly lost the battle against the Carthaginians and 93 Roman ships were sunk. Back in Rome, he was tried for impiety and heavily fined.


          In 161 BCE a law was passed in Rome that forbade the consumption of fattened chickens. It was renewed a number of times, but does not seem to have been successful. Fattening chickens with bread soaked in milk was thought to give especially delicious results. The Roman gourmet Apicius offers 17 recipes for chicken, mainly boiled chicken with a sauce. All parts of the animal are used: the recipes include the stomach, liver, testicles and even the pygostyle (the fatty "tail" of the chicken where the tail feathers attach).


          The Roman author Columella gives advice on chicken breeding in his eighth book of his treatise on agriculture. He identifies Tanagrian, Rhodic, Chalkidic and Median (commonly misidentified as Melian) breeds, which have an impressive appearance, a quarrelsome nature and were used for cockfighting by the Greeks. For farming, native (Roman) chickens are to be preferred, or a cross between native hens and Greek cocks. Dwarf chickens are nice to watch because of their size but have no other advantages.


          Per Columella, the ideal flock consists of 200 birds, which can be supervised by one person if someone is watching for stray animals. White chickens should be avoided as they are not very fertile and are easily caught by eagles or goshawks. One cock should be kept for five hens. In the case of Rhodian and Median cocks that are very heavy and therefore not much inclined to sex, only three hens are kept per cock. The hens of heavy fowls are not much inclined to brood; therefore their eggs are best hatched by normal hens. A hen can hatch no more than 15-23 eggs, depending on the time of year, and supervise no more than 30 hatchlings. Eggs that are long and pointed give more male, rounded eggs mainly female hatchlings.


          Per Columella, chicken coops should face southeast and lie adjacent to the kitchen, as smoke is beneficial for the animals. Coops should consist of three rooms and possess a hearth. Dry dust or ash should be provided for dust-baths.


          According to Columella, chicken should be fed on barley groats, small chick-peas, millet and wheat bran, if they are cheap. Wheat itself should be avoided as it is harmful to the birds. Boiled ryegrass (Lollium sp.) and the leaves and seeds of alfalfa (Medicago sativa L.) can be used as well. Grape marc can be used, but only when the hens stop laying eggs, that is, about the middle of November; otherwise eggs are small and few. When feeding grape marc, it should be supplemented with some bran. Hens start to lay eggs after the winter solstice, in warm places around the first of January, in colder areas in the middle of February. Parboiled barley increases their fertility; this should be mixed with alfalfa leaves and seeds, or vetches or millet if alfalfa is not at hand. Free-ranging chickens should receive two cups of barley daily.


          Columella advises farmers to slaughter hens that are older than three years, because they no longer produce sufficient eggs.


          Capons were produced by burning out their spurs with a hot iron. The wound was treated with potter's chalk.


          For the use of poultry and eggs in the kitchens of ancient Rome see Roman eating and drinking.


          


          Chickens in South America


          An unusual variety of chicken that has its origins in South America is the araucana. Araucanas, some of which are tailless and some of which have tufts of feathers around their ears, lay blue-green eggs. It has long been suggested that they predate the arrival of European chickens brought by the Spanish and are evidence of pre-Columbian trans-Pacific contacts between Asian or Pacific Oceanic peoples, particularly the Polynesians and South America. In 2007, an international team of researchers reported the results of analysis of chicken bones found on the Arauco Peninsula in south central Chile. Radiocarbon dating indicated that the chickens were Pre-Columbian, and DNA analysis showed that they were related to prehistoric populations of chickens in Polynesia. These results appear to confirm that the chickens came from Polynesia and that there were transpacific contacts between Polynesia and South America before Columbus's arrival in the Americas.
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          Chickenpox is one of the five classical childhood exanthems or rashes, once a cause of significant morbidity and mortality, but now chiefly of historical importance. Formerly one of the childhood infectious diseases caught by and survived by almost every child, its incidence had been reduced since the introduction and use of a varicella vaccine in 1995 in the U.S. and Canada to inoculate against the disease. Other countries, such as the UK, do not mandate use of the vaccine, in part due to a lack of evidence of its efficacy.


          Chickenpox is caused by the varicella-zoster virus (VZV), also known as human herpes virus 3 (HHV-3), one of the eight herpes viruses known to affect humans. It starts with conjunctival and catarrhal symptoms and then characteristic spots appearing in two or three waves, mainly on the body and head rather than the hands and becoming itchy raw pox (pocks), small open sores which heal mostly without scarring.


          Chickenpox has a 10-21 day incubation period and is highly contagious through physical contact two days before symptoms appear. Following primary infection there is usually lifelong protective immunity from further episodes of chickenpox.


          Chickenpox is rarely fatal (usually from varicella pneumonia), with pregnant women and those with a suppressed immune system being more at risk. Pregnant women not known to be immune and who come into contact with chickenpox may need urgent treatment as the virus can cause serious problems for the fetus. This is less of an issue after 20 weeks.


          The most common complication of chicken pox is shingles; this is most frequently a late effect.


          


          Signs and symptoms


          Chickenpox is a highly contagious disease that spreads from person to person by direct contact or through the air from an infected person's coughing or sneezing. Touching the fluid from a chickenpox blister can also spread the disease. A person with chickenpox is contagious from one to two days before the rash appears until all blisters have formed scabs. This may take five to 10 days. It takes from 10-21 days after contact with an infected person for someone to develop chickenpox.


          The chickenpox lesions (blisters) start as a two to four millimeter red papule which develops an irregular outline (a rose petal). A thin-walled, clear vesicle (dew drop) develops on top of the area of redness. This "dew drop on a rose petal" lesion is very characteristic for chickenpox. After about eight to 12 hours the fluid in the vesicle gets cloudy and the vesicle breaks leaving a crust. The fluid is highly contagious, but once the lesion crusts over, it is not considered contagious. The crust usually falls off after seven days sometimes leaving a crater-like scar. Although one lesion goes through this complete cycle in about seven days, another hallmark of chickenpox is the fact that new lesions crop up every day for several days. Therefore, it may take about a week until new lesions stop appearing and existing lesions crust over. Children are not to be sent back to school until all lesions have crusted over.


          Chickenpox is highly contagious and is spread through the air when infected people cough or sneeze, or through physical contact with fluid from lesions on the skin. Zoster, also known as shingles, is a reactivation of chickenpox and may also be a source of the virus for susceptible children and adults. It is not necessary to have physical contact with the infected person for the disease to spread. Those infected can spread chickenpox before they know they have the disease - even before any rash develops. In fact, people with chickenpox can infect others from about two days before the rash develops until all the sores have crusted over, usually four to five days after the rash starts.


          


          Congenital defects in babies


          These may occur if the child's mother was exposed to the zoster virus during pregnancy. Effects on the fetus may be minimal in nature but physical deformities range in severity from under developed toes and fingers, to severe anal and bladder malformation. Possible problems include:


          
            	Damage to brain: encephalitis, microcephaly, hydrocephaly, aplasia of brain


            	Damage to the eye (optic stalk, optic cap, and lens vesicles), microphthalmia, cataracts, chorioretinitis, optic atrophy


            	Other neurological disorder: damage to cervical and lumbosacral spinal cord, motor/sensory deficits, absent deep tendon reflexes, anisocoria/ Horner's syndrome


            	Damage to body: hypoplasia of upper/lower extremities, anal and bladder sphincter dysfunction


            	Skin disorders: ( cicatricial) skin lesions, hypopigmentation

          


          


          Prognosis and treatment


          Chickenpox infection tends to be milder the younger a child is and symptomatic treatment, with a little sodium bicarbonate in baths or antihistamine medication to ease itching, and paracetamol (acetaminophen) to reduce fever, are widely used. Ibuprofen can also be used on advice of a doctor. However, aspirin or products containing aspirin must not be given to children with chickenpox (or any fever-causing illness), as this risks causing the serious and potentially fatal Reye's Syndrome.


          There is no evidence to support the effectiveness of topical application of calamine lotion, a topical barrier preparation containing zinc oxide in spite of its wide usage and excellent safety profile.


          It is important to maintain good hygiene and daily cleaning of skin with warm water to avoid secondary bacterial infection. Infection in otherwise healthy adults tends to be more severe and active; treatment with antiviral drugs (e.g. acyclovir) is generally advised. Patients of any age with depressed immune systems or extensive eczema are at risk of more severe disease and should also be treated with antiviral medication. In the U.S., 55 percent of chickenpox deaths are in the over-20 age group, even though they are a tiny fraction of the cases.


          


          Complications


          Later in life, chickenpox viruses remaining dormant in the nerves can reactivate, causing shingles.


          Secondary infections, such as inflammation of the brain, can occur in immunocompromised individuals. This is more dangerous with shingles.


          Necrotizing fasciitis is also a well recognized lethal complication of Chickenpox, especially in children. Most important component of the management of necrotizing fasciitis is prompt and adequate surgical debridement of the lesions. So higher suspicion is very important to make the early diagnosis.


          


          Vaccination


          A varicella vaccine has been available since 1995 to inoculate against the disease. Some countries require the varicella vaccination or an exemption before entering elementary school. Protection is not lifelong and further vaccination is necessary five years after the initial immunization.


          In the UK, varicella antibodies are measured as part of the routine of prenatal care, and by 2005 all NHS healthcare personnel had determined their immunity and been immunised if they were non-immune and have direct patient contact. Population-based immunization against varicella is not otherwise practiced in the UK, because of lack of evidence of lasting efficacy or public health benefit.


          


          Vaccination reactions


          Common and mild reactions following vaccination may include:


          
            	Fever of 101.9 (38.9 C) up to 42 days after injection


            	Soreness, itching at the site of injection within 2 days


            	Rash occurring at site of injection anywhere form 8 to 19 days after injection. If this happens you are considered contagious.


            	Rash on other parts of body anywhere from 5 to 26 days after injection. If this happens you are considered contagious.

          


          Fever and discomfort may be lessened by taking medication containing paracetamol (aka acetaminophen, such as Panadol, Tempra, Tylenol) or ibuprofen.


          


          History


          One history of medicine book credits Giovanni Filippo ( 1510 1580) of Palermo with the first description of varicella (chickenpox). Subsequently in the 1600s, an English physician named Richard Morton described what he thought a mild form of smallpox as "chicken pox." Later, in 1767, a physician named William Heberden, also from England, was the first physician to clearly demonstrate that chickenpox was different from smallpox. However, it is believed the name chickenpox was commonly used in earlier centuries before doctors identified the disease.


          There are many explanations offered for the origin of the name chickenpox:


          
            	Samuel Johnson suggested that the disease was "less dangerous", thus a "chicken" version of the pox;


            	the specks that appear looked as though the skin was pecked by chickens;


            	the disease was named after chick peas, from a supposed similarity in size of the seed to the lesions;


            	the term reflects a corruption of the Old English word giccin, which meant itching.

          


          As "pox" also means curse, in medieval times some believed it was a plague brought on to curse children by the use of black magic.


          From ancient times, neem has been used by Indians to alleviate the external symptoms of itching and to minimise scarring. Neem baths (neem leaves and a dash of turmeric powder in water) are commonly given for the duration.


          During the medieval era, oatmeal was discovered to soothe the sores, and oatmeal baths are today still commonly given to relieve itching.
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          A child (also called bairn in Northumbria, Scotland, and parts of Northern England) is most often defined as a young human being between birth and puberty; a boy or girl. The legal definition of "child" generally refers to a minor, otherwise known as a person younger than the age of majority. "Child" may also describe a relationship with a parent or authority figure, or signify group membership in a clan, tribe, or religion; it can also signify being strongly affected by a specific time, place, or circumstance, as in "a child of nature" or "a child of the Sixties."


          


          UN definition


          The United Nations Convention on the Rights of the Child defines a child as "every human being below the age of 18 years unless under the law applicable to the child, majority is attained earlier."


          


          Biological definition


          Biologically, a child is anyone in the developmental stage of childhood, between infancy and adulthood.


          


          Attitudes toward children
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          Social attitudes toward children differ around the world, and these attitudes have changed over time. One study has found that children in the United States are coddled and overprotected. A 1988 study on European attitudes toward the centrality of children found that Italy was more child-centric and Holland less child-centric, with other countries (Austria, Great Britain, Ireland, and West Germany) falling in between.


          


          Age of responsibility


          The age at which children are considered responsible for their own actions has also changed over time, and this is reflected in the way they are treated in courts of law. In Roman times, children were regarded as not culpable for crimes, a position later adopted by the Church. In the nineteenth century, children younger than seven years old were believed incapable of crime. Children from the age of seven were considered responsible for their actions. Hence, they could face criminal charges, be sent to adult prisons, and be punished like adults by whipping, branding or hanging. Today childern are responsible for paying tax at the parent's highest marginal rate.
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          The Children's Crusade is the name given to a variety of fictional and factual events which happened in 1212 that combine some or all of these elements: visions by a French and German boy; an intention to peacefully convert Muslims in the Holy Land to Christianity; bands of children marching to Italy; and children being sold into slavery. With the publication of Peter Raedt's groundbreaking scientific study in 1977, it is now generally accepted that they were not children but multiple bands of "wandering poor" in Germany and France, some of whom tried to reach the Holy Land and others who never intended to do so. Early versions of events, of which there are many variations told over the centuries, are largely apocryphal.


          


          Version of events


          


          Traditional


          The long-standing view of the Children's Crusade, of which there are many variations, is some version of events with similar themes. A boy began preaching in either France or Germany claiming that he had been visited by Jesus and told to lead a Crusade to peacefully convert Muslims to Christianity. Through a series of supposed portents and miracles he gained a considerable following, including possibly as many as 20,000children. He led his followers south towards the Mediterranean Sea, in the belief that the sea would part on their arrival, allowing him and his followers to march to Jerusalem, but this did not happen. Two merchants gave passage on boats to as many of the children as would fit. The children were either taken to Tunisia and sold into slavery, or died in a shipwreck on San Pietro Island off Sardinia during a gale. In some accounts they failed to reach the sea before dying or giving up from starvation and exhaustion. Scholarship has shown this long-standing view to be more legend than fact.


          


          Modern


          According to more recent research there seem to have actually been two movements of people (of all ages) in 1212 in Germany and France. The similarities of the two allowed later chroniclers to combine and embellish the tales.


          In the first movement Nicholas, a shepherd from Germany, led a group across the Alps and into Italy in the early spring of 1212. About 7,000 arrived in Genoa in late August. However, their plans did not bear fruit when the waters failed to part as promised, and the band broke up. Some left for home, others may have gone to Rome, and some may have travelled down the Rhne to Marseilles, where they were probably sold into slavery. Few returned home and none reached the Holy Land.


          The second movement was led by a French shepherd named Stephen of Cloyes (a village near Chteaudun), who claimed in June that he bore a letter for the king of France from Jesus. Attracting a crowd of over 30,000 he went to Saint-Denis, where he was seen to work miracles. On the orders of Philip II, on the advice of the University of Paris, the crowd was sent home, and most of them went. None of the contemporary sources mention plans to go to Jerusalem.


          


          Modern explanation
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          Recent research (see "Scientific Studies" below) suggests the participants were not children, at least not the very young. The confusion started because later chroniclers, who were not witness to the events of 1212 and wrote about 30 years after the events, began to translate the original accounts and misunderstood the Latin word pueri, meaning "boys", to mean literally "children". The original accounts did use the term pueri but it had a slang meaning, similar to how the term "country boys" is used as a derogatory in the rural United States. In the early 1200s bands of wandering poor started cropping up throughout Europe, these were people displaced by economic changes at the time which forced many poor peasants in northern France and Germany to sell their land  they were often referred to as pueri in a condescending manner. This mistaken literal interpretation of pueri as "children" gave rise to the idea of a "Children's Crusade" by later authors who found the story too good not to be true, particularly with so much public support and interest in crusading. Within a generation or two after 1212, the idea of children going on crusade became ingrained in history, retold countless times over the centuries with many different versions, and only in the 20th century has the myth been re-examined by looking at the earliest sources.


          


          Historiography


          Scientific studies


          Prior to Raedts' 1977 study, there had only been a few scientific publications researching the Children's Crusade. The earliest were by Frenchman G. de Janssens (1891) and German R. Rhricht (1876). They analyzed the sources but did not analyze the story. American medievalist Dana Carleton Munro (1913-14), according to Raedts, provided the best analysis of the sources to date and was the first to significantly provide a convincingly sober account of the Crusade sans legends. Later, J. E. Hansbery (1938-9) published a correction of Munro's work, but it has since been discredited as based on an unreliable source. German psychiatrist Justus Hecker (1865) did give an original interpretation of the crusade, but it was a polemic about "diseased religious emotionalism" that has since been discredited.


          P. Alphandery (1916) first published his ideas about the crusade in 1916 in an article, which was later published in book form in 1959. He considered the crusade to be an expression of the medieval cult of the Innocents, as a sort of sacrificial rite in which the Innocents gave themselves up for the good of Christendom; however he based his ideas on some of the most untrustworthy sources.


          Adolf Waas (1956) saw the Children's Crusade as a manifestation of chivalric piety and as a protest against the glorification of the holy war. H. E. Mayer (1960) further developed Alphandery's ideas of the Innocents, saying children were the chosen people of God because they were the poorest, recognizing the cult of poverty he said that ""the Children's Crusade marked both the triumph and the failure of the idea of poverty." Giovanni Miccoli (1961) was the first to note that the contemporary sources did not portray the participants as children. It was this recognition that undermined all other interpretations, except perhaps that of Norman Cohn (1971) saw it as a chiliastic movement in which the poor tried to escape the misery of their everyday lives. Peter Raedts' 1977 analysis is considered the best source to date to show the many issues surrounding the Children's Crusade.


          


          Popular accounts


          Beyond the scientific studies there are many popular versions and theories about the Children's Crusades. Norman Zacour in the survey A History of the Crusades (1962) generally follows Munro's conclusions, and adds that there was a psychological instability of the age, concluding the Children's Crusade "remains one of a series of social explosions, through which medieval men and women  and children too  found release".


          Steven Runciman gives an account of the Children's Crusade in his A History of the Crusades. Raedts notes that "Although he cites Munro's article in his notes, his narrative is so wild that even the unsophisticated reader might wonder if he had really understood it." Donald Spoto, in a book about Saint Francis of Assisi, said monks were motivated to call them children, and not wandering poor, because being poor was considered pious and the Church was embarrassed by its wealth in contrast to the poor. This, according to Spoto, began a literary tradition from which the popular legend of children originated. This idea follows closely with H. E. Mayer.


          


          In the arts


          Works of art specifically deriving from the Medieval event. For other uses of the term "Children's Crusade", see Children's Crusade (disambiguation).


          
            	La Croisade des Enfants (1902), a seldom-performed oratorio by Gabriel Piern, featuring a children's chorus, is based on the events of the Children's Crusade.


            	Cruciada copiilor ( en. Children's Crusade ) (1930), a play by Lucian Blaga based upon the Crusade.


            	Journey to the East (1932), a novel by Herman Hesse which also describes a spiritually inspired group journey to the east, references this event.


            	The Children's Crusade (1958), children's historical novel by Henry Treece, includes a dramatic account of Stephen of Cloyes attempting to part the sea at Marseille.


            	The Gates of Paradise (1960) experimental novel by Polish writer [ [Jerzy Andrzejewski] ], composed of two sentences, one of which has no less than 40.000 words, scarcely punctuated, and carries the narration in the form of alternating streams of consciousness (Stephen of Cloyes'and other children-pilgrims), whereas the other consists of just three: "On they went" ("I szli dalej" in Polish orig.)


            	The Death of the Bishop of Brindisi (1963), cantata by Gian-Carlo Menotti, describes a dying bishop's guilt-ridden recollection of the Children's Crusade, during which he questions the purpose and limitations of his own power.


            	Slaughterhouse-Five (1969), a novel by Kurt Vonnegut, references this event and uses it as an alternative title.


            	Crusade in Jeans (Dutch Kruistocht in spijkerbroek), is a 1973 novel by Dutch author Thea Beckman and a 2006 film adaptation about the Children's Crusade through the eyes of a time traveller.


            	The Children's Crusade (1973), a play by Paul Thompson first produced at the Cockpit Theatre (Marylebone), London by the National Youth Theatre.


            	A Long March To Jerusalem (1978), a play by Don Taylor breathes much life and colour into the story of the Children's Crusade.


            	An Army of Children (1978), a novel by Evan Rhodes that tells the story of two boys, a Christian and a Jew, partaking in the Children's Crusade.


            	"[[The Dream of the Blue Turtles|Children's Crusade[[" (1985), is a song by Sting that juxtaposes the medieval Children's Crusade with the deaths of English soldiers in World War I and the lives ruined by heroin addiction.


            	Lionheart (1987), a historical/fantasy film, loosely based on the stories of the Children's Crusade.


            	"Sea and Sunset" (1989), short story by Mishima Yukio.


            	Yndalongg (1996), a 10" released by the Austrian musical duo The Moon Lay Hidden Beneath A Cloud features a track based upon the story of the Children's Crusade. The same song is also featured on their 1999 release Rest on your Arms reversed.


            	The Fire of Roses (2003), a novel by Gregory Rinaldi


            	The Crusade of Innocents (2006), novel by David George, suggests that the Children's Crusade may have been affected by the concurrent crusade against the Cathars in Southern France, and how the two could have met.


            	Sylvia (2006), novel by Bryce Courtenay, story loosely based around the Children's Crusade.


            	Clive Barker's Jericho (2007), a video game in which the souls of the children who died in the Crusade appear as enemies in a skewed version of the Middle Ages, who seek nothing but revenge against the holy men that were responsible for their untimely demise.


            	The Children's Crusade (2007), a punk rock band.
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          Children's literature is a literary genre that appeals to children, although many books within the genre are also enjoyed by teenagers and adults.
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          Basic characteristics


          Understanding genres is critical to the study of literature because genres define the characteristics of the various categories of books. While not every book will fit neatly into only one genre, Nancy Anderson has delineated six major categories, some with significant subgenres:


          1. Early childhood picture books:

          Concept books (alphabet, counting, general)

          Pattern books

          Wordless books

          

          2. Traditional literature:

          Myths

          Fables

          Ballads and folk songs

          Legends

          Tall tales

          Fairy tales

          Traditional rhymes

          

          3. Fiction:

          Fantasy

          Contemporary realistic fiction

          Historical realistic fiction

          

          4. Biography and autobiography

          

          5. Informational books

          

          6. Poetry and verse

          



          There is some debate on what constitutes children's literature. Most broadly, the term applies to books that are actually selected and read by children. Conversely, the term is often restricted to books various authories determine are "appropriate" for children, such as teachers, professional reviewers, literary scholars, parents, publishers, librarians, bookstore personnel, and the various book-award committees. Anderson defines children's literature as all books written for children, "excluding works such as comic books, joke books, cartoon books, and nonfiction works that are not intended to be read from front to back, such as dictionaries, encyclopedias, and other reference material" (p.2).


          In addition to genres, books can also be categorized by their various formats, such as picture books, easy-to-read books, illustrated books, chapter books, hardcover books, paperback books, grocery store books, and series books (Anderson, pp. 11-16). There is considerable controversy on whether grocery store (particularly merchandise) books are considered literature. Included in this debate are comic books and graphic novels.


          While most children's literature is specifically written for children, many classic books that were originally intended for adults are now commonly thought of as works for children, including Mark Twain's Adventures of Huckleberry Finn. Conversely, some works of fiction originally written or marketed for children are also read and enjoyed by adults, such as Philip Pullman's The Amber Spyglass, and Mark Haddon's The Curious Incident of the Dog in the Night-Time, both of which received the Whitbread Awards, which are typically awarded to adult novels. Also included are the works of J. K. Rowling and Shel Silverstein. Additionally, the Nobel prize for literature has also been given to authors who made great contributions to children's literature, such as Selma Lagerlf and Isaac Bashevis Singer. Often no consensus is reached whether a given work is best categorized as adult or children's literature, and many books are marketed in adult, children's, and young adult editions.


          There are a number of problems inherent in defining a class of books as "childrens literature": For example, much of what is commonly regarded as "classic" children's literature speaks on multiple levels, and as such is able to be enjoyed by both adults and children. For example, many people will reread Alice's Adventures in Wonderland or The Wind in the Willows as adults and appreciate aspects of each that they failed to notice when they read the books as children. Many critics regard such multiplicity as having drawbacks, however; an adult may see the darker themes of a book and deem it unsuitable for children, despite the fact that such themes will likely be lost on younger readers.


          One example of this is Mark Twain's Huckleberry Finn, throughout which the word " nigger" is used liberally. Many people feel that the word's racist and discriminatory connotations make it unacceptable to use anywhere, and particularly in a book aimed at children. Others, however, claim that to call the book racist because of this usage is to miss its point; Huckleberry Finn shows an admirable black character who becomes the voice of reason for a cast-off urchin and a middle- class white boy. Peter Hollindale, the educator and literary critic, applauded the book as "one of the greatest anti-racist texts of all time" and T. S. Eliot called it a "masterpiece".


          Parents wishing to protect their children from the unhappier aspects of life often find the traditional fairy tales, nursery rhymes and other voyages of discovery problematical, because often the first thing a story does is remove the adult influence, leaving the central character to learn to cope on his or her own: prominent examples of this include Snow White, Hansel and Gretel, Bambi and A Series of Unfortunate Events. Many regard this as necessary to the story; after all, in most cases the whole point of the story is the characters' transition into adulthood.


          Many authors specialize in books for children. Other authors are more known for their writing for adults, but have also written books for children, such as Alexey Tolstoy's The Adventures of Burratino, and Carl Sandburg's "Rootabaga Stories". In some cases, books intended for adults, such as Swift's Gulliver's Travels have been edited (or bowdlerized) somewhat, to make them more appropriate for children.


          Another type of children's literature is work written by children, such as The Young Visiters by Daisy Ashford (aged 9) or the juvenilia of Jane Austen or Lewis Carroll, written to amuse brothers and sisters.


          An attempt to identify the characteristics shared by works called "children's literature" leads to some good general guidelines that are generally accepted by experts in the field. No one rule is perfect, however, and for every identifying feature there are many exceptions, as well as many adult books that share the characteristic. (For further discussion, see Hunt 1991: 42-64, Lesnik-Oberstein 1996, Huck 2001: 4-5.)


          Publishers have attempted to further break down children's literature into subdivisions appropriate for different ages. In the United States, current practice within the field of children's books publishing is to break children's literature into pre-readers, early readers, chapter books, and young adults. This is roughly equivalent to the age groups 0-5, 5-7, 7-11 (sometimes broken down further into 7-9 and pre-teens), and books for teenagers. However, the criteria for these divisions are just as vague and problematic as the criteria for defining children's books as a whole. One obvious distinction is that books for younger children tend to contain illustrations, but picture books which feature art as an integral part of the overall work also cross all genres and age levels (as can be seen with the Caldecott Honour Book Tibet: Through the Red Box, by Peter Sis, which has an adult implied reader). As a general rule the implied reader of a children's or young adult book is 1-3 years younger than the protagonist. (Counter example: Orson Scott Card's Ender's Game, not necessarily written for children, but co-opted by a child and young-adult audience.)


          Anderson suggests that literary elements should be found throughout all of children's literature. These important elements include characters, point of view, setting, plot, theme, style, and tone. (Anderson, pp.30-39)


          Anderson also suggests that every teacher should have at least 300 books in their classroom library.(Anderson, pg.42)


          Anderson states that there are "several common themes in traditional literature" they follow along the lines of "Triumph of good over evil, trickery, hero's quest, reversal of fortune, and small outwitting the big," "Because one of the purposesof folklore was to transmit cultural values and beliefs, the theme is uaually quite apparent." (Anderson, pp. 87-88)


          


          Authors and artists


          


          Children's books are often illustrated, sometimes lavishly, in a way that is rarely used for adult literature. As a rule of thumb, the younger the intended reader (or commonly pre-literate children), the more attention is paid to the artwork. Many authors work with a preferred artist who illustrates their words; others create books together, achieving "a marriage of words and pictures."


          Many authors and illustrators belong to the Society of Children's Book Writers and Illustrators (SCBWI).


          According to Anderson, "Even after children learn to read, illustrations continue to aid to their comprehension. Among the many components of a child's visual world, book illustrations are a beautiful medium through which to learn about their world" (p 47). Children's picture books can be a cognitively accessible source of high quality Art for young children. You can help children appreciate the artwork in children's literature by calling attention to the techniques that artists use, such as space, line, shape, colour, texture, scale and dimension, and composition.


          Watercolor is the most popular medium for picture book illustrations (Anderson, p. 54).


          Disneyfication, real children's literature or hype to take money from fans of the revised fairytales?


          


          Popular contributions to children's literature


          (In chronological order):


          John Amos Comenius (15921670): Czech author of Orbis Pictus, considered to be the first picture book specifically for children.


          Charles Perrault (16281703): a French author who laid the foundations of the fairy tale. His stories include Little Red Riding Hood, Sleeping Beauty, Puss in Boots, and Cinderella.


          The Brothers Grimm ( Jacob Grimm, 17851863, and Wilhelm Grimm, 17861859): German academics, best known for collections of folk tales and fairy tales. They retold such stories as Snow White, Rapunzel, and Hansel and Gretel.


          Hans Christian Andersen (18051875): a Danish author and poet, best known for his fairy tales, such as The Snow Queen, The Little Mermaid, The Emperor's New Clothes and The Ugly Duckling.


          Johanna Spyri (18271901): a Swiss children's author, best known for Heidi.


          Lewis Carroll (18321898), real name Charles Lutwidge Dodgson: English clergyman and children's author, world-famous for Alice's Adventures in Wonderland and Through the Looking-Glass. He also wrote other books, such as the long poem The Hunting of the Snark.


          Oscar Wilde (18541900): an Irish author, whose work for children includes The Happy Prince and Other Tales (1888).


          L. Frank Baum (18561919): American author, best known for The Wonderful Wizard of Oz and its sequels.


          E. Nesbit (Edith Nesbit, 18581924): an English author and poet whose children's books appeared under the androgynous name of E. Nesbit. They include The Story of the Treasure Seekers (1898), Five Children and It (1902), The Phoenix and the Carpet (1904) and The Railway Children (1906).


          Beatrix Potter (18661943): British author of The Tale of Peter Rabbit who used her love of nature and the English Lake District countryside to give life to her anthropomorphic animals in her series of 23 little Tales.


          Arthur Ransome (18841967): a British author whose Swallows and Amazons series of children's books tell of adventures in the Lake District, the Norfolk Broads and at sea, sailing, fishing and camping. The books still fuel a tourist industry in the English Lake District. Swallows and Amazons was followed by Swallowdale, Peter Duck, Winter Holiday, Coot Club, Pigeon Post, We Didn't Mean To Go To Sea, Secret Water, The Big Six, Missee Lee, The Picts And The Martyrs, and Great Northern?.


          Hugh Lofting (18861947): a British author, trained as a civil engineer, who created Doctor Dolittle.


          Dodie Smith (18961990): a British author and creator of The Hundred and One Dalmatians


          Enid Blyton (18971968): British author of such children's books as The Famous Five, The Secret Seven and The Magic Faraway Tree. She is claimed to be the best-selling author in the history of children's literature. Her books have been translated into ninety different languages and have sold over 400 million copies.


          C. S. Lewis (18981963): 95 million copies of his Chronicles of Narnia series have been published worldwide since The Lion, the Witch and the Wardrobe debuted in 1950.


          Jean de Brunhoff (18991937) and Cecile de Brunhoff (19032003): Jean de Brunhoff was a French writer and illustrator best known for Babar the Elephant, who first appeared in 1931. The stories were originally told to their son by his wife Cecile. Jean died of tuberculosis at the age of thirty-seven, but his widow lived to be ninety-nine.


          Erich Kstner (18991974): German author and satirist. His books for children include Emil and the Detectives, The Flying Classroom and The 35th of May, or Conrad's Ride to the South Seas.


          E. B. White (18991985): American author whose three children's stories, Charlotte's Web, Stuart Little, and The Trumpet of the Swan, have been considered some of the most influential of the twentieth century.


          Antoine de Saint Exupry (19001944): a French writer and aviator whose books include The Little Prince. He disappeared during the Second World War while flying over German lines.


          Dr. Seuss (19041991): American author who revolutionised beginning reading primers with The Cat in the Hat, a rhymed nonsense story. Seuss also wrote Green Eggs and Ham, How the Grinch Stole Christmas and One Fish Two Fish Red Fish Blue Fish.


          Robert L. May (19051976): American author of Rudolph the Red-Nose Reindeer.


          Herg (19071983): was Georges Prosper Remi, a Belgian children's author and illustrator who created the picture-book series The Adventures of Tintin. The best-known titles include King Ottokar's Sceptre, The Secret of the Unicorn, Prisoners of the Sun, and The Calculus Affair.


          Astrid Lindgren (19072002): Swedish children's book author, whose many titles, including the Pippi Longstocking books, were translated into 85 languages and published in more than 100 countries.


          Roald Dahl (19161990): British author (of Norwegian origins) of The BFG, Matilda, Charlie and the Chocolate Factory and Fantastic Mr. Fox. His books have won notable awards such as the Children's Book Award for Matilda and The BFG. His books have sold over 90 million copies to date, including 1 million books sold annually in the UK.


          Beverly Cleary (born 1916): American author, has over thirty books published in fourteen languages. Her best known characters include Henry Huggins, Ribsy, Beatrice (Beezus) and her sister Ramona Quimby, and Ralph S Mouse.


          Lois Lowry (born 1937): American author who has published over 30 books since 1977. Lowry has earned numerous literary honours, and has been awarded the Newbery Medal twice; in 1990 for Number the Stars, and in 1994 for The Giver. Additional books by Lowry include Gathering Blue and The Messenger-the second and third books of the trilogy that begins with The Giver- Rabble Starky, Gossamer, and A Summer to Die. Lowry also writes the Anastasia Krupnik and Sam Krupnik series, as well as the Gooney Bird Greene books.


          Judy Blume (born 1938): American author of Are You There God? It's Me, Margaret and the Superfudge series.


          Jane Yolen (born 1939): A respected and well-known American author, Jane Yolen is one of the most prolific children's writers today. Her books are frequently translated and have won many awards.


          Sharon Creech (born 1945): Award-winning American author of Walk Two Moons and The Wanderer.


          Jacqueline Wilson (born 1945): author of the much-loved Tracy Beaker series, Jacqueline Wilson is one of the best-known children's authors in the UK. In 2004 she replaced Catherine Cookson as the most borrowed author in Britain's libraries, a position she retained the following year. Her books have won a range of prestigious awards and nearly 20 million copies have been sold.


          Charles Ghigna (Father Goose) (born 1946): American poet and children's author of more than 5,000 poems and 30 award-winning books. His poems appear in hundreds of magazines for children and adults ranging from Highlights for Children and Cricket to Harper's and The New Yorker.


          Christopher Paul Curtis (born 1954): An award winning African-American author. He has received the Newbery Award and the Coretta Scott King Medal for his books. His popular titles include "Bud, Not Buddy" and "The Watsons Go To Birmingham- 1963."


          Rene Villanueva (born 1954): award-winning Filipino writer, who has written books and plays for children. He is the only Philippine nominee to the Hans Christian Andersen Award.


          Kate_DiCamillo (born 1964): winner of the Newberry Honour for Because of Winn Dixie and the Newberry Medal for The Tale of Despereaux.


          J. K. Rowling (born 1965): British author, J.K. Rowling is probably the best-known children's author today and also the most successful. Being the author of the extremely successful Harry Potter series, her books have been sold in more than 300 million copies worldwide and are translated into more than 63 languages. She is also the first billionaire-author (in terms of US-dollars).


          Eoin Colfer (born 1965): Irish author renowned worldwide for the New York Times Best Selling series Artemis Fowl. Also famous for the books The Wish List, The Supernaturalist and the Legend of...series.


          Lemony Snicket (born 1970): American author whose real name is Daniel Handler, author of A Series of Unfortunate Events, a popular children's series.


          


          History


          Because of the difficulty in defining children's literature, it is also difficult to trace its history to a precise starting point. In 1658 Jan mos Komensk published the illustrated informational book Orbis Pictus; it's considered to be the first picture book published specifically for children. John Newbery's 1744 publication of A Little Pretty Pocket-Book, sold with a ball for boys or a pincushion for girls, is considered a landmark for the beginning of pleasure reading marketed specifically to children. As far as folktales are concerned the Brothers Grimm; Jakob and Wilhem of the early nineteenth century were responsible for the writing down and preserving of the oral tradition. Previous to Newbery, literature marketed for children was intended to instruct the young, though there was a rich oral tradition of storytelling for children and adults; and many tales later considered to be inappropriate for children, such as the fairy tales of Charles Perrault, may have been considered family fare. Additionally, some literature not written with children in mind was given to children by adults. Among the earliest examples found in English of this co-opted adult fiction are Thomas Malory's Morte d'Arthur and the Robin Hood tales.


          


          Series and genres


          There are many different genres that make up the literature canon. One of these genres is called traditional literature. There are ten characteristics of traditional literature. The characteristics are unknown authorship, conventional introductions and conclusions, vague settings, stereotyped characters, anthropomorphism, cause and effect, happy ending for the hero, magic accepted as normal, brief stories with simple and direct plots, and repetition of action and verbal patterns (Anderson, pp. 84-85)


          The bulk of traditional Literature consists of folktales, which conveys the legends, customs, superstitions, and beliefs of people in the past times. This large genre can be further broken down into subgenres. The subgenres of folktales are myths, fables, ballads and songs, legends, tall tales, and fairy tales. (Anderson, p. 89)


          The success of a book for children often prompts the author to continue the story in a sequel, or even to launch into an entire series of books. Some works are originally conceived as series: J. K. Rowling has always stated in interviews that her original plan was to write no fewer than seven books about Harry Potter, and some authors, such as the prolific Enid Blyton and R. L. Stine, have specialized in open-ended series. In several cases, series have outlived their authors, whether publishers openly hired new authors to continue after the death of the original creator of the series (such was the case when Reilly and Lee hired Ruth Plumly Thompson to continue The Oz series after L. Frank Baum's death), or whether the pen name of the original author was retained as a brand-nom-de-plume for the series (as with Franklin W. Dixon and the Hardy Boys series, Harry G. Allard's Miss Nelson series, Carolyn Keene and the Nancy Drew series, and V. C. Andrews and the Flowers in the Attic series). Sequels and series are of course also popular in adult writing, where they are most common in genre novels such as crime fiction, thrillers, and so on. Genres in children's literature include pony stories (including the works of the Pullein-Thompson sisters and Pat Smythe) and school stories (e.g. Rudyard Kipling's Stalky and Co. and Angela Brazil's oeuvre). More genres would include modern fantasy, contemporary realistic fiction, historical fiction, picture books, picture story books and traditional literature. However, each genre has many sub-genres as well. For example tradtional literature includes folktales, fables, myths and legends. Genres can also be classified by two organizational methods which are length and complexity as well as content.


          


          Scholarship


          In recent years, scholarship in children's literature has gained in respectability. There are an increasing number of literary criticism analyses in the field of children's literature criticism. Additionally, there are a number of scholarly associations in the field, including the Children's Literature Association, the International Research Society for Children's Literature, the Library Association Youth Libraries Group, the Society of Children's Book Writers and Illustrators the Irish Society for the Study of Children's Literature, and Centre for International Research in Childhood: Literature, Culture, Media (CIRCL), and National Centre for Research in Children's Literature.


          Multidisciplinary scholarship has examined gender and culture within children's literatures.


          Courses on children's literature are often required in initial and advanced (early childhood/elementary) teacher training in the United States.


          


          Quotes about children and children's books


          "One person cannot dictate to another what he or she ought to perceive as high quality": (Anderson, p. 2-3)


          Poems for children help them celebrate the joy and wonder of their world. Humorous poems tickle the funny bone of their imaginations.: Charles Ghigna (Father Goose)


          "You can read a child's story when you're old, eating frazzles at a bar, but it's our imaginations that make us who we are": Steven D. Roberts, The Story of Sion Sederz


          "Good children's literature appeals not only to the child in the adult, but to the adult in the child.: Anonymous


          "Every book is a children's book if the kid can read.: Mitch Hedberg from the album Mitch All Together.


          "Fairy tales are more than true: not because they tell us that dragons exist, but because they tell us that dragons can be beaten.": G.K. Chesterton


          "The destiny of the world is determined less by the battles that are lost and won, than by the stories it loves and believes in.": Harold Goddard, The Meaning of Shakespeare


          "There is no substitute for books in the life of a child.: Mary Ellen Chase


          "There have been great societies that did not use the wheel, but there have been no societies that did not tell stories.": Ursula K. LeGuin


          "The tale is often wiser than the teller.": Susan Fletcher, Shadow Spinner


          "Children are made readers on the laps of their parents.: Emilie Buchwald


          "In our time, when the literature for adults is deteriorating, good books for children are the only hope, the only refuge.": Isaac Bashevis Singer


          "In every generation, children's books mirror the society from which they arise; children always get the books their parents deserve.": Leonard S. Marcus


          "The humble little school library...was a ramp to everything in the world and beyond, everything that could be dreamed and imagined, everything that could be known, everything that could be hoped.: Lee Sherman, editor of Northwest Education


          "Adults are only obsolete children.": Dr. Seuss


          "When you write for children, don't write FOR children. Write FROM the child in you.": Charles Ghigna (Father Goose)


          "When it comes to telling children stories, they dont need simple language. They need beautiful language.": Philip Pullman


          "We don't need lists of rights and wrongs, tables of do's and don'ts: we need books, time, and silence. 'Thou shalt not' is soon forgotten, but 'Once upon a time' lasts forever.: Philip Pullman


          "Children also hate being talked-down to but, alas, they are very used to being patronised.: Dianna Wynne-Jones


          "We must meet children as equals in that area of our nature where we are their equals...The child as reader is neither to be patronized nor idolized: we talk to him as man to man.: C.S. Lewis


          "We need metaphors of magic and monsters in order to understand the human condition.: Stephen Donaldson


          "I doubt the imagination can be suppressed. If you truly eradicated it in a child, that child would grow up to be an eggplant.: Ursula K. LeGuin


          "Imagination has brought mankind through the Dark Ages to its present state of civilization. Imagination led Columbus to discover America. Imagination led Franklin to discover electricity. Imagination has given us the steam engine, the telephone, the talking-machine, and the automobile, for these things had to be dreamed of before they became realities. So I believe that dreams--daydreams, you know, with your eyes wide open and your brain machinery whizzing--are likely to lead to the betterment of the world. The imaginative child will become the imaginative man or woman most apt to invent, and therefore to foster, civilization.: L. Frank Baum


          "Sometimes we think we should be able to know everything. But we can't. We have to allow ourselves to see what there is to see, and we have to imagine.: David Almond


          "The worst attitude of all would be the professional attitude which regards children in the lump as a sort of raw material which we have to handle.: C.S. Lewis


          "A writer is a person who cares what words mean, what they say, how they say it. Writers know words are their way towards truth and freedom, and so they use them with care, with thought, with fear, with delight. By using words well they strengthen their souls. Story-tellers and poets spend their lives learning that skill and art of using words well. And their words make the souls of their readers stronger, brighter, deeper.: Ursula K. LeGuin


          "I write in a very laborious kind of a way. I write and rewrite. And rewrite. And rewrite. Well, the thing of course is if you're doing it well, when you finish your 30th rewrite, or something, it should sound like you've just written it completely, freshly once. Because sometimes what happens when you write and rewrite and rewrite, is you suck the life out of something. It's difficult. But I find that I do that because it's amazing -- the rhythm of the book, or what I call the music of the book -- how you read it. How you're carried along by the words and the subject -- is as important as the meaning. In fact, you can't have one without the other.: Norton Juster


          "It's never perfect when I write it down the first time, or the second time, or the fifth time. But it always gets better as I go over it and over it.: Jane Yolen


          "I love revision. Where else can spilled milk be turned into ice cream?: Katherine Paterson


          "You must write for children the same way you write for adults, only better.": Maxim Gorky


          "I believe that good questions are more important than answers, and the best children's books ask questions, and make the readers ask questions. And every new question is going to disturb someone's universe.": Madeleine L'Engle


          "You have to write whichever book it is that wants to be written. And then, if it's going to be too difficult for grown-ups, you write it for children.: Madeleine L'Engle


          "Above all, watch with glittering eyes the whole world around you because the greatest secrets are always hidden in the most unlikely places. Those who don't believe in magic will never find it.: Roald Dahl


          "A writer who waits for ideal conditions under which to work will die without putting a word to paper.": E.B. White


          "Words must be weighed, not counted.: Polish/Yiddish proverb


          "Never mistake motion for action.: Ernest Hemingway


          "Writing is long periods of thinking and short periods of writing.: Ernest Hemingway


          "It is not enough to simply teach children to read; we have to give them something worth reading. Something that will stretch their imaginations-something that will help them make sense of their own lives and encourage them to reach out toward people whose lives are quite different from their own.: Katherine Paterson


          "Happy is he who has laid up in his youth and held fast in all fortune, a genuine and passionate love of reading.: Rufus Choate


          "The greatest reward for a children's author is in knowing that our efforts might stir the minds and hearts of young readers with a vision and wonder of the world and themselves that may be new to them or reveal something already familiar in new and enlightening ways.": Charles Ghigna (Father Goose)


          



          


          Awards


          Some noted awards for children's literature are:


          
            	Australia: the Children's Book Council of Australia runs a number of annual CBCA book awards


            	Canada: the Governor General's Award for Children's Literature and Illustration (English and French). A number of the provinces' school boards and library associations also run popular "children's choice" awards where candidate books are read and championed by individual schools and classrooms. These include the Silver Birch (grades 4-6) and the Red Maple (grades 7-8) in Ontario.


            	The Philippines: The Carlos Palanca Memorial Award Medallion for Literature for Short Story for Children in English and Filipino Language (Maikling Kathang Pambata)since 1989. The Pilar Perez Medallion for Young Adult Literature (2001 and 2002). The major awards are given by the Philippine Board on Books for Young People. They include the PBBY-Salanga Writer's Prize for excellence in writing and the PBBY-Alcala Illustrator's Prize for excellence in illustration. The Ceres Alabado Award for Outstanding Contribution in Children's Literature; the Gintong Aklat Award (Golden Book Award); The Gawad Komisyon para sa Kuwentong Pambata (Commission Award for Children's Literature in Fiipino) and the National Book Award (given by the Manila Critics' Circle) for Outstanding Production in Children's Books and Young Adult Literature.


            	United States: the major awards are given by the American Library Association Association for Library Service to Children. They include the Newbery Medal for writing, Caldecott Medal for illustration, Golden Kite Award in various categories from the SCBWI, Sibert Medal for informational, Theodor Seuss Geisel Award for beginning readers, Laura Ingalls Wilder Medal for impact over time, Batchelder Award for works in translation, Coretta Scott King Award for work by an African-American writer, and the Belpre Medal for work by a Latino writer.


            	United Kingdom and Commonwealth: the Carnegie Medal for writing and the Kate Greenaway Medal for illustration; the Nestl Smarties Book Prize; and the Guardian Award.


            	Internationally: the Hans Christian Andersen Award, the Astrid Lindgren Memorial Award and the Ilustrarte Bienale for children's book illustration (Barreiro, Portugal).
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          Children's rights are the human rights of children with particular attention to the rights of special protection and care afforded to the young, including their right to association with both Biological parents, human identity as well as the basic needs for food, universal state-paid education, health care and criminal laws appropriate for the age and development of the child. Applications of children's rights range from allowing children to do whatever they wish to the enforcement of children being physically, mentally and emotionally free from abuse. Other definitions include the rights to care and nurturing.


          "A child is any human being below the age of eighteen years, unless under the law applicable to the child, majority is attained earlier." According to Cornell University, a child is a person, not a subperson, and the parent has absolute interest and possession of the child. The term "child" does not necessarily mean minor but can include adult children as well as adult nondependent children. There are no definitions of other terms used to describe young people such as " adolescents", "teenagers," or " youth" in international law.


          The field of children's rights spans the fields of law, politics, religion, and morality.


          


          Rationale
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          As minors by law children do not have autonomy or the right to make decisions on their own for themselves. Instead their adult caregivers, including parents, social workers, teachers, youth workers and others, are vested with that authority depending on the circumstance the child is in. As applied to children these legal apparatuses are termed as "repressive state apparatuses", a concept which was originally coined by Louis Althusser.


          Research has found that because of these legal structures children themselves feel powerless and with little control over their own lives, and believe that the power of this structure, as opposed to their age or developmental ability, causes them to be vulnerable. Structures such as government policy have been found to mask the ways adults abuse and exploit children, resulting in child poverty, lack of educational opportunities, and child labor. Research has also identified children as a minority group towards whom society needs to reconsider the way it behaves.


          Researchers have identified children as needing to be recognized as participants in society whose rights and responsibilities need to be recognized at all ages.


          


          Historic definitions of children's rights


          Consensus on defining children's rights has become clearer in the last twenty years. A 1973 publication by Hillary Clinton (then an attorney) stated that children's rights were a "slogan in need of a definition". According to some researchers, the notion of childrens rights is still not well defined, with at least one proposing that there is no singularly accepted definition or theory of the rights held by children.


          Childrens rights law is defined as the point where the law intersects with a childs life. That includes juvenile delinquency, due process for children involved in the criminal justice system, appropriate representation, and effective rehabilitative services; care and protection for children in state care; ensuring education for all children regardless of their origin, race, gender, disabilities, or abilities, and; health care and advocacy.


          


          Types of rights


          Children's rights are defined in numerous ways, including a wide spectrum of civil, cultural, economic, social and political rights. Rights tend to be of two general types: those advocating for children as autonomous persons under the law and those placing a claim on society for protection from harms perpetrated on children because of their dependency. These have been labeled as the right of empowerment and as the right to protection. One Canadian organization categorizes children's rights into three categories:


          
            	Provision: Children have the right to an adequate standard of living, health care, education and services, and to play. These include a balanced diet, a warm bed to sleep in, and access to schooling.


            	Protection: Children have the right to protection from abuse, neglect, exploitation and discrimination. This includes the right to safe places for children to play; constructive child rearing behaviour, and acknowledgment of the evolving capacities of children.


            	Participation: Children have the right to participate in communities and have programs and services for themselves. This includes children's involvement in libraries and community programs, youth voice activities, and involving children as decision-makers.

          


          In a similar fashion, the Child Rights Information Network, or CRIN for short, categorizes rights into two groups:


          
            	Economic, social and cultural rights, related to the conditions necessary to meet basic human needs such as food, shelter, education, health care, and gainful employment. Included are rights to education, adequate housing, food, water, the highest attainable standard of health, the right to work and rights at work, as well as the cultural rights of minorities and indigenous peoples.


            	Environmental, cultural and developmental rights, which are sometimes called " third generation rights," and including the right to live in safe and healthy environments and that groups of people have the right to cultural, political, and economic development.

          


          Amnesty International openly advocates four particular children's rights, including the end to juvenile incarceration without parole, an end to the recruitment of military use of children, ending the death penalty for people under 21, and raising awareness of human rights in the classroom. Human Rights Watch, an international advocacy organization, includes child labor, juvenile justice, orphans and abandoned children, refugees, street children and corporal punishment.


          Scholarly study generally focuses children's rights by identifying individual rights. The following rights "allow children to grow up healthy and free":


          
            	Freedom of speech


            	Freedom of thought


            	Freedom from fear


            	Freedom of choice and the right to make decisions


            	Ownership over one's body

          


          The Canadian Children's Rights Council identifies several other issues affecting children's rights, including fetal rights, infanticide, child abandonment, child identity rights, paternity fraud, paternity testing, age of consent, shaken baby syndrome, genital mutilation, bullying, corporal punishment, parental alienation, children's rights in family law, youth suicide, anorexia nervosa, ADHD, smoking, and childhood pregnancy. Other issues affecting children's rights include the sale of children, child prostitution and child pornography.


          


          Difference between children's rights and youth rights


          "In the majority of jurisdictions, for instance, children are not allowed to vote, to marry, to buy alcohol, to have sex, or to engage in paid employment." Within the youth rights movement, it is believed that the key difference between children's rights and youth rights is that children's rights supporters generally advocate the establishment and enforcement of protection for children and youths, while youth rights (a far smaller movement) generally advocates the expansion of freedom for children and/or youths and of rights such as suffrage.


          


          Parenting and children's rights


          Parenting is commonly identified as an essential children's right. This includes the notion that children should not be denied relationships and benefits provided by the relationships and upbringing afforded by their biological parents. The only exception is unless the government must interfere for the purpose of protecting a child from parental abuse or neglect. These cases are generally addressed by an immediate judicial review with the caveat that "all interested parties shall be given an opportunity to participate in the proceedings and make their views known".


          Parents affect the lives of children in a unique way, and as such their role in children's rights has to be distinguished in a particular way. Particular issues in the child-parent relationship include child neglect, child abuse, freedom of choice, corporal punishment and child custody. There have been theories offered that provide parents with rights-based practices that resolve the tension between "commonsense parenting" and children's rights. The issue is particularly relevant in legal proceedings affect the potential emancipation of minors, and in cases where children sue their parents.


          A child's rights to a relationship with both their parents is increasingly recognized as an important factor for determining the best interests of the child in divorce and child custody proceedings. Some governments have enacted laws creating a rebuttable presumption that shared parenting is in the best interests of children.


          


          Movement


          The 1796 publication of Thomas Spence's The Rights of Infants is among the earliest English-language assertions of the rights of children. Throughout the 1900s children's rights activists organized for homeless children's rights and public education. The 1927 publication of The Child's Right to Respect by Janusz Korczak strengthened the literature surrounding the field, and today dozens of international organizations are working around the world to promote children's rights.


          


          Opposition


          The opposition to children's rights far outdates any current trend in society, with recorded statements against the rights of children dating to the 1200s and earlier. Opponents to children's rights believe that young people need to be protected from the adultcentric world, including the decisions and responsibilities of that world. In the dominate adult society, childhood is idealized as a time of innocence, a time free of responsibility and conflict, and a time dominated by play. The majority of opposition stems from concerns related to national sovereignty, states' rights, the parent-child relationship. Financial constraints and the "undercurrent of traditional values in opposition to children's rights" are cited, as well. The concept of children's rights has received little attention in the United States.


          


          International law


          The Universal Declaration of Human Rights is seen as a basis for all international legal standards for children's rights today. There are several conventions and laws that addressing children's rights around the world. A number of current and historical documents affect those rights, including the 1923 Declaration of the Rights of the Child, endorsed by the League of Nations and adopted by the United Nations in 1946. It later served as the basis for the Convention on the Rights of the Child.


          


          Convention on the Rights of the Child


          The United Nations' 1989 Convention on the Rights of the Child, or CRC, is the first legally binding international instrument to incorporate the full range of human rightscivil, cultural, economic, political and social rights. Its implementation is monitored by the Committee on the Rights of the Child. National governments that ratify it commit themselves to protecting and ensuring children's rights, and agree to hold themselves accountable for this commitment before the international community. The CRC, along with international criminal accountability mechanisms such as the International Criminal Court, the Yugoslavia and Rwanda Tribunals, and the Special Court for Sierra Leone, is said to have significantly increased the profile of children's rights worldwide.


          The most controversial tenets of the Convention are the participatory rights granted to children. The Convention champions youth voice in new ways. Article 12 states:


          
            	"Parties shall assure to the child who is capable of forming his or her own views the right to express those views freely in all matters affecting the child, the views of the child being given due weight in accordance with the age and maturity of the child ... the child shall in particular be provided the opportunity to be heard in any judicial and administrative proceedings affecting the child..."

          


          The USA and Somalia are the only countries which have failed to ratify that agreement. Most often Americans dismiss the CRC with the reasoning that the nation already has in place everything the treaty espouses, and that it would make no practical difference. Much of the opposition to children's rights in the United States is currently expressed towards the Convention on the Rights of the Child, with US President George W. Bush explaining in 2001:


          
            	"The Convention on the Rights of the Child may be a positive tool for promoting child welfare for those countries that have adopted it. But we believe the text goes too far when it asserts entitlements based on economic, social and cultural rights.... The human rights-based approach... poses significant problems as used in this text."

          


          Several conservative religious organizations in the United States oppose parts of the Convention on the Rights of the Child. These organizations include the Christian Coalition, Concerned Women for America, Eagle Forum, Family Research Council, Focus on the Family, the John Birch Society, the National Centre for Home Education, Home School Legal Defense Association and the Rutherford Institute. The United States Senate has repeatedly rebuffed attempts to ratify the agreement as well, with 26 senators signing a 1995 resolution stating,


          
            	"...the Conventions intrusion into national sovereignty was manifested by the Conventions 1995 committee report faulting the United Kingdom for permitting parents to make decisions for their children without consulting those children... The President should not sign and transmit to the Senate that fundamentally flawed convention."

          


          Other religious and social organizations opponents oppose the Convention on the basis of parental rights. According to one organization the CRC, "is capable of attacking the very core of the child-parent relationship, removing parents from their central role in the growth and development of a child, and replacing them with the long arm of government supervision within the home."


          


          Enforcement


          A variety of enforcement organizations and mechanisms exist to ensure children's rights and the successful implementation of the [[Union. They include the Child Rights Caucus for the United Nations General Assembly Special Session on Children. It was set up to promote full implementation and compliance with the Convention on the Rights of the Child, and to ensure that child rights were given priority during the UN General Assembly Special Session on Children and its Preparatory process. The United Nations Human Rights Council was created "with the hope that it could be more objective, credible and efficient in denouncing human rights violations worldwide than the highly politicised Commission on Human Rights." The NGO Group for the Convention on the Rights of the Child is a coalition of international non-governmental organisations originally formed in 1983 to facilitate the implementation of the United Nations Convention on the Rights of the Child.


          Many countries around the world have children's rights ombudspeople or children's commissioners whose official, governmental duty is to represent the interests of the public by investigating and addressing complaints reported by individual citizens regarding children's rights. Children's ombudspeople can also work for a corporation, a newspaper, an NGO, or even for the general public.


          


          United States law


          Children are generally afforded the basic rights embodied by the Constitution, as enshrined by the Fourteenth Amendment to the United States Constitution. The Equal Protection Clause of that amendment is to apply to children, born within a marriage or not, but excludes children not yet born. This was reinforced by the landmark US Supreme Court decision of In re Gault. In this trial 15-year-old Gerald Gault of Arizona was taken into custody by local police after being accused of making an obscene telephone call. He was detained and committed to the Arizona State Industrial School until he reached the age of 21 for making an obscene phone call to an adult neighbour. In an 8-1 decision, the Court ruled that in hearings which could result in commitment to an institution, people under the age of 18 have the right to notice and counsel, to question witnesses, and to protection against self-incrimination. The Court found that the procedures used in Gault's hearing met none of these requirements.


          There are other concerns in the United States regarding children's rights. The American Academy of Adoption Attorneys is concerned with children's rights to a safe, supportive and stable family structure. Their position on children's rights in adoption cases states that, "children have a constitutionally based liberty interest in the protection of their established families, rights which are at least equal to, and we believe outweigh, the rights of others who would claim a 'possessory' interest in these children." Other issues raised in American children's rights advocacy include children's rights to inheritance in same-sex marriages and particular rights for youth.
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          The children's rights movement is a historical and modern movement committed to the acknowledgement, expansion, and/or regression of the rights of children around the world.


          


          History


          Thomas Spence's The Rights of Infants (1796) is a prehistoric English-language assertion of the natural rights of children.


          In the USA, the children's rights movement was born in the 1800s with the orphan train. In the big cities, when a child's parents died, the child frequently had to go to work to support him or herself. Boys generally became factory or coal workers, and girls became prostitutes or saloon girls, or else went to work in a sweat shop. All of these jobs paid only starvation wages.


          In 1852, Massachusetts required children to attend school. In 1853, Charles Brace founded the Children's Aid Society, which worked hard to take street children in. The following year, the children were placed on a train headed for the West, where they were adopted, and often given work. By 1929, the orphan train had stopped running altogether, but its principles lived on.


          The National Child Labor Committee, an organization dedicated to the abolition of all child labor, was formed in the 1890s. It managed to pass one law, which was struck down by the Supreme Court two years later for violating a child's right to contract his work. In 1924, Congress attempted to pass a constitutional amendment that would authorize a national child labor law. This measure was blocked, and the bill was eventually dropped. It took the Great Depression to end child labor nationwide; adults had become so desperate for jobs that they would work for the same wage as children. In 1938, President Franklin D. Roosevelt signed the Fair Labor Standards Act which, amongst other things, placed limits on many forms of child labor.


          Now that child labor had been effectively eradicated, the movement turned to other things, but it again stalled when World War II broke out and children and women began to enter the work force once more. With millions of adults at war, the children were needed to help keep the country running. In Europe, children served as couriers, intelligence collectors, and other underground resistance workers in opposition to Hitler's regime.


          It should be noted the child labour was also wiped out in Europe and not just America, one such an act in America did not affect those of Europe. This act was a follow on from a similar one in some countries of Europe previously.


          


          Present


          In the early twentieth century, moves began to promote the idea of children's rights as distinct from those of adults and as requiring explicit recognition. The Polish educationalist Janusz Korczak wrote of the rights of children in his book How to Love a Child (Warsaw, 1919); a later book was entitled The Child's Right to Respect (Warsaw, 1929). In 1917, following the Russian Revolution, the Moscow branch of the organisation Proletkult produced a Declaration of Children's Rights. However, the first effective attempt to promote children's rights was the Declaration of the Rights of the Child, drafted by Eglantyne Jebb in 1923 and adopted by the League of Nations in 1924. This was accepted by the United Nations on its formation and updated in 1959, and replaced with a more extensive UN Convention on the Rights of the Child in 1989.


          With the formation of of the United Nations and extending to present day, the children's rights movement has become global in focus. While the situation of children in the United States has become greatly stabilized, children around the world have increasingly become engaged in illegal, forced child labor, genital mutilation, military service, and sex trafficking. Several international organizations have rallied to the assistance of children. They include Save the Children, Free the Children, and the Children's Defense Fund.


          


          Ombudsmanship


          Several countries have created an institute of children's rights ombudsman, most notably Sweden, Finland and Ukraine, which is first country worldwide to install children at that post. In Ukraine Ivan Cherevko and Julia Kruk became first children's rights ombudsmen in late 2005.


          


          Controversy


          The UN Convention on the Rights of the Child has attempted to outline a standard premise for the children's rights movement, there is no international standard which all children or adults adhere to. Two nations  the United States and Somalia  have refused to ratify the CRC; many that have ratified nevertheless have failed to operate by its parameters. Likewise, there is an international movement to refocus the child rights dialog towards expanding the rights of children, towards voting and full civic membership and participation.


          A Canadian lawyer has proposed that although the concept of children's rights, on the surface, appears to be an ideal goal, there are dangerous political and legal changes that may leave children at the mercy of the government.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Children%27s_rights_movement"
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              	Capital

              (and largest city)

              	Santiago1

            


            
              	Official languages

              	Spanish
            


            
              	Demonym

              	Chilean
            


            
              	Government

              	Democratic republic
            


            
              	-

              	President

              	Michelle Bachelet
            


            
              	Independence

              	from Spain
            


            
              	-

              	First National

              Government Junta

              	

              September 18, 1810
            


            
              	-

              	Declared

              	February 12, 1818
            


            
              	-

              	Recognized

              	April 25, 1844
            


            
              	Area
            


            
              	-

              	Total

              	756,950km( 38th)

              292,183 sqmi
            


            
              	-

              	Water(%)

              	1.07
            


            
              	Population
            


            
              	-

              	June 2007estimate

              	16,598,074( 60th)
            


            
              	-

              	2002census

              	15,116,435
            


            
              	-

              	Density

              	22/km( 194th)

              57/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$231.061 billion( 44th)
            


            
              	-

              	Per capita

              	$13,936( 54th)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$163.792 billion( 41st)
            


            
              	-

              	Per capita

              	$9,879( 51st)
            


            
              	Gini(2006)

              	54(high)
            


            
              	HDI(2005)

              	▲ 0.867(high)( 40th)
            


            
              	Currency

              	Peso ( CLP)
            


            
              	Time zone

              	n/a ( UTC-4)
            


            
              	-

              	Summer( DST)

              	n/a( UTC-3)
            


            
              	Internet TLD

              	.cl
            


            
              	Calling code

              	+56
            


            
              	1

              	The legislative body operates in Valparaso.
            


            
              	2

              	Includes Easter Island and Isla Sala y Gmez; does not include 1,250,000km (482,628sqmi) of territory claimed in Antarctica.
            

          


          Chile, officially the Republic of Chile (Spanish: Repblica de Chile), is a country in South America occupying a long and narrow coastal strip wedged between the Andes mountains and the Pacific Ocean. It borders Peru to the north, Bolivia to the northeast, Argentina to the east, and the Drake Passage at the country's southernmost tip. It is one of only two countries in South America that does not have a border with Brazil. The Pacific forms the country's entire western border, with a coastline that stretches over 6,435 kilometres. Chilean territory extends to the Pacific Ocean which includes the overseas territories of Juan Fernndez Islands, the Sala y Gmez islands, the Desventuradas Islands and Easter Island located in Polynesia. Chile claims 1,250,000km (482,628sqmi) of territory in Antarctica.


          Chile's unusual, ribbon-like shape 4,300 km long and on average 175 km wide has given it a hugely varied climate, ranging from the world's driest desert - the Atacama - in the north, through a Mediterranean climate in the centre, to a snow-prone Alpine climate in the south, with glaciers, fjords and lakes. The northern Chilean desert contains great mineral wealth, principally copper. The relatively small central area dominates the country in terms of population and agricultural resources. This area also is the cultural and political centre from which Chile expanded in the late 19th century, when it incorporated its northern and southern regions. Southern Chile is rich in forests and grazing lands and features a string of volcanoes and lakes. The southern coast is a labyrinth of fjords, inlets, canals, twisting peninsulas, and islands. The Andes Mountains are located on the eastern border.


          Prior to the coming of the Spanish in the 16th century, northern Chile was under Inca rule while Araucanian Indians (also known as Mapuches) inhabited central and southern Chile. Although Chile declared its independence in 1810, decisive victory over the Spanish was not achieved until 1818. In the War of the Pacific (1879-83), Chile defeated Peru and Bolivia and won its present northern regions. It was not until the 1880s that the Araucanian Indians were completely subjugated. The country, which had been relatively free of the coups and arbitrary governments that blighted the South American continent, endured a 17 year military dictatorship (1973-1990), one of the bloodiest in 20th-century Latin America that left more than 3,000 people dead and missing.


          Currently, Chile is one of South America's most stable and prosperous nations. Within the greater Latin American context it leads in terms of competitiveness, quality of life, political stability, globalization, economic freedom, low perception of corruption and comparatively low poverty rates. It also ranks high regionally in freedom of the press, human development and democratic development. Its status as the region's richest country in terms of gross domestic product per capita (at market prices and purchasing power parity) is countered by its high level of income inequality, as measured by the Gini index.


          


          Etymology


          There are various theories about the origin of the word Chile. According to one theory the Incas of Peru, who had failed to conquer the Araucanians, called the valley of the Aconcagua "Chili" by corruption of the name of a tribal chief ("cacique") called Tili, who ruled the area at the time of the Incan conquest. Another theory points to the similarity of the valley of the Aconcagua with that of the Casma Valley in Peru, where there was a town and valley named Chili. Other theories say Chile may derive its name from the indigenous Mapuche word chilli, which may mean "where the land ends," "the deepest point of the Earth," or "sea gulls;" or from the Quechua chin, "cold," or the Aymara tchili, meaning "snow." Another meaning attributed to chilli is the onomatopoeic cheele-cheelethe Mapuche imitation of a bird call. The Spanish conquistadors heard about this name from the Incas and the few survivors of Diego de Almagro's first Spanish expedition south from Peru in 1535-36 called themselves the "men of Chilli."


          


          History
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          About 10,000 years ago, migrating Native Americans settled in fertile valleys and along the coast of what is now Chile. The Incas briefly extended their empire into what is now northern Chile, but the area's barrenness prevented extensive settlement.


          In 1520, while attempting to circumnavigate the earth, the Portuguese Ferdinand Magellan, discovered the southern passage now named after him, the Strait of Magellan. The next Europeans to reach Chile were Diego de Almagro and his band of Spanish conquistadors, who came from Peru in 1535 seeking gold. The Spanish encountered hundreds of thousands of Native Americans from various cultures in the area that modern Chile now occupies. These cultures supported themselves principally through slash-and-burn agriculture and hunting. The conquest of Chile began in earnest in 1540 and was carried out by Pedro de Valdivia, one of Francisco Pizarro's lieutenants, who founded the city of Santiago on February 12, 1541. Although the Spanish did not find the extensive gold and silver they sought, they recognized the agricultural potential of Chile's central valley, and Chile became part of the Viceroyalty of Peru.
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          Conquest of the land that is today called Chile took place only gradually, and the Europeans suffered repeated setbacks at the hands of the local population. A massive Mapuche insurrection that began in 1553 resulted in Valdivia's death and the destruction of many of the colony's principal settlements. Subsequent major insurrections took place in 1598 and in 1655. Each time the Mapuche and other native groups revolted, the southern border of the colony was driven northward. The abolition of slavery in 1683 defused tensions on the frontier between the colony and the Mapuche land to the south, and permitted increased trade between colonists and the Mapuche.


          The drive for independence from Spain was precipitated by usurpation of the Spanish throne by Napoleon's brother Joseph in 1808. A national junta in the name of Ferdinandheir to the deposed kingwas formed on September 18, 1810. The junta proclaimed Chile an autonomous republic within the Spanish monarchy. A movement for total independence soon won a wide following. Spanish attempts to re-impose arbitrary rule during what was called the " Reconquista" led to a prolonged struggle.
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          Intermittent warfare continued until 1817, when an army led by Bernardo O'Higgins, Chile's most renowned patriot, and Jos de San Martn, hero of the Argentine War of Independence, crossed the Andes into Chile and defeated the royalists. On February 12, 1818, Chile was proclaimed an independent republic under O'Higgins' leadership. The political revolt brought little social change, however, and 19th century Chilean society preserved the essence of the stratified colonial social structure, which was greatly influenced by family politics and the Roman Catholic Church. A strong presidency eventually emerged, but wealthy landowners remained extremely powerful.
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          Toward the end of the nineteenth century, the government in Santiago consolidated its position in the south by ruthlessly suppressing the Mapuche during the Occupation of Araucana. In 1881, it signed a treaty with Argentina confirming Chilean sovereignty over the Strait of Magellan. As a result of the War of the Pacific with Peru and Bolivia (187983), Chile expanded its territory northward by almost one-third, eliminating Bolivia's access to the Pacific, and acquired valuable nitrate deposits, the exploitation of which led to an era of national affluence. The Chilean Civil War in 1891 brought about a redistribution of power between the President and Congress, and Chile established a parliamentary style democracy. However, the Civil War had also been a contest between those who favored the development of local industries and powerful Chilean banking interests, particularly the House of Edwards who had strong ties to foreign investors. Hence the Chilean economy partially degenerated into a system protecting the interests of a ruling oligarchy. By the 1920s, the emerging middle and working classes were powerful enough to elect a reformist president, Arturo Alessandri Palma, whose program was frustrated by a conservative congress. Alessandri Palma's reformist tendencies were partly tempered later by an admiration for some elements of Mussolini's Italian Corporate State. In the 1920s, Marxist groups with strong popular support arose.


          
            [image: Diego Portales (1793-1837), Founder of the Chilean State and creator of the Constitution of 1833.]

            
              Diego Portales (1793-1837), Founder of the Chilean State and creator of the Constitution of 1833.
            

          


          A military coup led by General Luis Altamirano in 1924 set off a period of great political instability that lasted until 1932. The longest lasting of the ten governments between those years was that of General Carlos Ibez del Campo, who briefly held power in 1925 and then again between 1927 and 1931 in what was a de facto dictatorship, although not really comparable in harshness or corruption to the type of military dictatorship that has often bedeviled the rest of Latin America, and certainly not comparable to the violent and repressive regime of Augusto Pinochet decades later. By relinquishing power to a democratically elected successor, Ibez del Campo retained the respect of a large enough segment of the population to remain a viable politician for more than thirty years, in spite of the vague and shifting nature of his ideology. When constitutional rule was restored in 1932, a strong middle-class party, the Radicals, emerged. It became the key force in coalition governments for the next 20 years. During the period of Radical Party dominance (193252), the state increased its role in the economy. In 1952, voters returned Ibez del Campo, now reincarnated as a sort of Chilean Pern, to office for another six years. Jorge Alessandri succeeded Ibez del Campo in 1958, bringing Chilean conservatism back into power democratically for another term.


          The 1964 presidential election of Christian Democrat Eduardo Frei Montalva by an absolute majority initiated a period of major reform. Under the slogan "Revolution in Liberty", the Frei administration embarked on far-reaching social and economic programs, particularly in education, housing, and agrarian reform, including rural unionization of agricultural workers. By 1967, however, Frei encountered increasing opposition from leftists, who charged that his reforms were inadequate, and from conservatives, who found them excessive. At the end of his term, Frei had accomplished many noteworthy objectives, but he had not fully achieved his party's ambitious goals.


          In 1970, Senator Salvador Allende Gossens, a Marxist physician and member of Chile's Socialist Party, who headed the " Popular Unity" (UP or "Unidad Popular") coalition of the Socialist, Communist, Radical, and Social-Democratic Parties, along with dissident Christian Democrats, the Popular Unitary Action Movement (MAPU), and the Independent Popular Action, won a plurality of votes in a three-way contest. Despite pressure from the government of the United States, the Chilean Congress, keeping with tradition, conducted a runoff vote between the leading candidates, Allende and former president Jorge Alessandri and chose Allende by a vote of 153 to 35. Frei refused to form an alliance with Alessandri to oppose Allende, on the grounds that the Christian Democrats were a workers party and could not make common cause with the oligarchs.


          Allende's program included advancement of workers' interests; a thoroughgoing implementation of agrarian reform; the reorganization of the national economy into socialized, mixed, and private sectors; a foreign policy of "international solidarity" and national independence; and a new institutional order (the "people's state" or "poder popular"), including the institution of a unicameral congress. The Popular Unity platform also called for nationalization of foreign (U.S.) ownership of Chile's major copper mines.


          


          An economic depression that began in 1967 peaked in 1970, exacerbated by capital flight, plummeting private investment, and withdrawal of bank deposits by those opposed to Allende's socialist program. Production fell and unemployment rose. Allende adopted measures including price freezes, wage increases, and tax reforms, which had the effect of increasing consumer spending and redistributing income downward. Joint public-private public works projects helped reduce unemployment. Much of the banking sector was nationalized. Many enterprises within the copper, coal, iron, nitrate, and steel industries were expropriated, nationalized, or subjected to state intervention. Industrial output increased sharply and unemployment fell during the Allende administration's first year.


          Other reforms undertaken during the early Allende period included redistribution of millions of hectares of land to landless agricultural workers as part of the agrarian reform program, giving the armed forces an overdue pay increase, and providing free milk to children. The Indian Peoples Development Corporation and the Mapuche Vocational Institute were founded to address the needs of Chile's indigenous population.


          The nationalization of U.S. and other foreign-owned companies led to increased tensions with the United States. The Nixon administration brought international financial pressure to bear in order to restrict economic credit to Chile. Simultaneously, the CIA funded opposition media, politicians, and organizations, helping to accelerate a campaign of domestic destabilization. By 1972, the economic progress of Allende's first year had been reversed and the economy was in crisis. Political polarization increased, and large mobilizations of both pro- and anti-government groups became frequent, often leading to clashes.


          By early 1973, inflation was out of control. The crippled economy was further battered by prolonged and sometimes simultaneous strikes by physicians, teachers, students, truck owners, copper workers, and the small business class. A US-backed military coup overthrew Allende on September 11, 1973. As the armed forces bombarded the presidential palace (Palacio de La Moneda), Allende reportedly committed suicide. A military government, led by General Augusto Pinochet Ugarte, took over control of the country. The first years of the regime were marked by serious human rights violations. On October 1973, at least 72 people were murdered by the Caravan of Death. At least a thousand people were executed during the first six months of Pinochet in office, and at least two thousand more were killed during the next sixteen years, as reported by the Rettig Report. Some 30,000 were forced to flee the country, and tens of thousands of people were detained and tortured, as investigated by the 2004 Valech Commission. A new Constitution was approved by a highly irregular and undemocratic plebiscite characterized by the absence of registration lists, on September 11, 1980, and General Pinochet became President of the Republic for an 8-year term.


          


          In the late 1980s, the regime gradually permitted greater freedom of assembly, speech, and association, to include trade union and limited political activity. The right-wing military government pursued free market economic policies. During Pinochet's nearly 17 years in power, Chile moved away from state involvement, toward a largely free market economy that saw an increase in domestic and foreign private investment, although the copper industry and other important mineral resources were not returned to foreign ownership. In a plebiscite on October 5, 1988, General Pinochet was denied a second 8-year term as president (56% against 44%). Chileans elected a new president and the majority of members of a two-chamber congress on December 14, 1989. Christian Democrat Patricio Aylwin, the candidate of a coalition of 17 political parties called the Concertacin, received an absolute majority of votes (55%).. President Aylwin served from 1990 to 1994, in what was considered a transition period.


          In December 1993, Christian Democrat Eduardo Frei Ruiz-Tagle, the son of previous president Eduardo Frei Montalva, led the Concertacin coalition to victory with an absolute majority of votes (58%). Frei Ruiz-Tagle was succeeded in 2000 by Socialist Ricardo Lagos, who won the presidency in an unprecedented runoff election against Joaqun Lavn of the rightist Alliance for Chile. In January 2006 Chileans elected their first woman president, Michelle Bachelet Jeria, of the Socialist Party. She was sworn in on March 11, 2006, extending the Concertacin coalition governance for another four years.


          


          Politics
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          Chile's Constitution was approved in a highly irregular national plebiscite in September 1980, under the military government of Augusto Pinochet. It entered into force in March 1981. After Pinochet's defeat in the 1988 plebiscite, the Constitution was amended to ease provisions for future amendments to the Constitution. In September 2005, President Ricardo Lagos signed into law several constitutional amendments passed by Congress. These include eliminating the positions of appointed senators and senators for life, granting the President authority to remove the commanders-in-chief of the armed forces, and reducing the presidential term from six to four years.


          Chileans voted in the first round of presidential elections on December 11, 2005. None of the four presidential candidates won more than 50% of the vote. As a result, the top two vote-getterscentre-left Concertacin coalitions Michelle Bachelet and centre-right Alianza coalitions Sebastin Pieracompeted in a run-off election on January 15, 2006, which Michelle Bachelet won. She was sworn in on March 11, 2006. This was Chiles fourth presidential election since the end of the Pinochet era. All four have been judged free and fair. The President is constitutionally barred from serving consecutive terms.


          Chile's bicameral Congress has a 38-seat Senate and a 120-member Chamber of Deputies. Senators serve for 8 years with staggered terms, while Deputies are elected every 4 years. The current Senate has a 20-18 split in favour of pro-government Senators. The last congressional elections were held in December 11, 2005, concurrently with the presidential election. The current lower housethe Chamber of Deputiescontains 63 members of the governing center-left coalition and 57 from the centre-right opposition. The Congress is located in the port city of Valparaso, about 140 kilometers (84 mi.) west of the capital, Santiago.


          Chile's congressional elections are governed by a binomial system that rewards large representations. Therefore, there are only two Senate and two Deputy seats apportioned to each electoral district, parties are forced to form wide coalitions and, historically, the two largest coalitions (Concertacin and Alianza) split most of the seats in a district. Only if the leading coalition ticket out-polls the second-place coalition by a margin of more than 2-to-1 does the winning coalition gain both seats. In the 2001 congressional elections, the conservative Independent Democratic Union surpassed the Christian Democrats for the first time to become the largest party in the lower house. In 2005, both leading parties, the Christian Democrats and the UDI lost representation in favour of their respective allies Socialist Party (which became the biggest party in the Concertacin block) and National Renewal in the right-wing alliance. The Communist Party again failed to gain any seats in the election. (See Chilean parliamentary election, 2005.)


          Chile's judiciary is independent and includes a court of appeal, a system of military courts, a constitutional tribunal, and the Supreme Court. In June 2005, Chile completed a nation-wide overhaul of its criminal justice system. The reform has replaced inquisitorial proceedings with an adversarial system more similar to that of the United States.


          


          Administrative division


          Chile is divided into 15 regions, each of which is headed by an intendant appointed by the President. Every region is further divided into provinces, with a provincial governor also appointed by the President. Finally each province is divided into communes which are administered by municipalities, each with its own mayor and councilmen elected by their inhabitants for four years.


          Each region is designated by a name and a Roman numeral, assigned from north to south. The only exception is the region housing the nation's capital, which is designated RM, that stands for Regin Metropolitana (Metropolitan Region).


          Two new regions were created in 2006: Arica and Parinacota in the north, and Los Ros in the south. Both became operative in October 2007.
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          A long and narrow coastal Southern Cone country on the west side of the Andes Mountains, Chile stretches over 4,630 kilometers (2,880 mi) north to south, but only 430 kilometers (265mi) at its widest point east to west. This encompasses a remarkable variety of landscapes.


          At 756,950 km (292,260 sqmi), Chile is the world's 38th-largest country. It is comparable in size to Zambia, and is about twice the size of Japan.


          The northern Atacama Desert contains great mineral wealth, primarily copper and nitrates. The relatively small Central Valley, which includes Santiago, dominates the country in terms of population and agricultural resources. This area also is the historical centre from which Chile expanded in the late nineteenth century, when it integrated the northern and southern regions. Southern Chile is rich in forests, grazing lands, and features a string of volcanoes and lakes. The southern coast is a labyrinth of fjords, inlets, canals, twisting peninsulas, and islands. The Andes Mountains are located on the eastern border. Chile is the longest (N-S) country in the world (over 4,200km (2,610mi)), and also claims 1,250,000km (482,628sqmi) of Antarctica as part of its territory. However, this latter claim is suspended under the terms of the Antarctic Treaty, of which Chile is signatory.


          Chile controls Easter Island and Sala y Gmez Island, the easternmost islands of Polynesia, which it incorporated to its territory in 1888, and Robinson Crusoe Island, more than 600km (373mi) from the mainland, in the Juan Fernndez archipelago. Easter Island is nowadays a province of Chile. Also controlled but only temporally inhabited (by some local fishermen) are the small islands of Sala y Gmez, San Ambrosio and San Felix, these islands are notable because they extend Chile's claim to territorial waters out from its coast into the Pacific.


          


          Climate


          The climate of Chile comprises a wide range of weather conditions across a large geographic scale, extending across 38 degrees in latitude, making generalisations difficult. According to the Kppen system, Chile within its borders hosts at least seven major climatic subtypes, ranging from desert in the north, to alpine tundra and glaciers in the east and south east, humid subtropical in Easter Island, Oceanic in the south and mediterranean climate in central Chile. There are four seasons in most of the country: summer (December to February), autumn (March to May), winter (June to August), and spring (September to November).


          


          Time zones


          Because of the distance between the mainland and Easter Island, Chile uses 4 different UTC offsets:


          
            	The mainland uses UTC-4, and in summer as daylight saving time UTC-3.


            	Easter Island uses UTC-6, and in summer as daylight saving time UTC-5.

          


          


          Economy


          


          After a decade of impressive growth rates, Chile began to experience a moderate economic downturn in 1999, brought on by unfavorable global economic conditions related to the Asian financial crisis, which began in 1997. The economy remained sluggish until 2003, when it began to show clear signs of recovery, achieving 4.0% real GDP growth. The Chilean economy finished 2004 with growth of 6.0%. Real GDP growth reached 5.7% in 2005 before falling back to 4.0% growth in 2006. Higher energy prices as well as lagging consumer demand were drags on the economy in 2006. Higher Chilean Government spending and favorable external conditions (including record copper prices for much of 2006) were not enough to offset these drags. For the first time in many years, Chilean economic growth in 2006 was among the weakest in Latin America. GDP expanded 5.1% in 2007.


          Chile has pursued generally sound economic policies for nearly three decades. The 1973-90 military government sold many state-owned companies, and the three democratic governments since 1990 have continued privatization, though at a slower pace. The government's role in the economy is mostly limited to regulation, although the state continues to operate copper giant CODELCO and a few other enterprises (there is one state-run bank). Chile is strongly committed to free trade and has welcomed large amounts of foreign investment. Chile has signed free trade agreements (FTAs) with a whole network of countries, including an FTA with the United States, which was signed in 2003 and implemented in January 2004. Over the last several years, Chile has signed FTAs with the European Union, South Korea, New Zealand, Singapore, Brunei, China, and Japan. It reached a partial trade agreement with India in 2005 and began negotiations for a full-fledged FTA with India in 2006. Chile conducted trade negotiations in 2007 with Australia, Malaysia, and Thailand, as well as with China to expand an existing agreement beyond just trade in goods. Chile hopes to conclude FTA negotiations with Australia and the expanded agreement with China in 2008. Negotiations with Malaysia and Thailand are scheduled to continue throughout 2008. The members of the P4 (Chile, Singapore, New Zealand, and Brunei) also plan to conclude a chapter on finance and investment in 2008. The economic international organization the OECD agreed to invite Chile to be among four countries to open discussions in becoming an official member.


          High domestic savings and investment rates helped propel Chile's economy to average growth rates of 8% during the 1990s. The privatized national pension system (AFP) has encouraged domestic investment and contributed to an estimated total domestic savings rate of approximately 21% of GDP. However, the AFP is not without its critics, who cite low participation rates (only 55% of the working population is covered), with groups such as the self-employed outside the system. There has also been criticism of the inefficiency and high costs due to a lack of competition among pension funds. Critics cite loopholes in the use of pension savings through lump sum withdraws for the purchase of a second home or payment of university fees as fundamental weaknesses of the AFP. The Bachelet administration plans substantial reform, but not an overhaul, of the AFP during the next several years.
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          Unemployment stubbornly hovered in the 9%-10% range after the start of the economic slowdown in 1999, above the 7% average for the 1990s. Unemployment finally dipped to 7.8% for 2006, and has kept falling in 2007, averaging 6.8% monthly (up to August). Wages have risen faster than inflation as a result of higher productivity, boosting national living standards. The percentage of Chileans with household incomes below the poverty linedefined as twice the cost of satisfying a person's minimal nutritional needsfell from 45.1% in 1987 to 13.7% in 2006, according to government polls. Critics in Chile, however, argue true poverty figures are considerably higher than those officially published, due to the government's use of an outdated 1987 household budget poll, updated every 10 years. According to these critics, using the 1997 household budget data, the poverty rate rises to 29%. Using the relative yardstick favoured in many European countries, 27% of Chileans would be poor, according to Juan Carlos Feres of the ECLAC. Despite enjoying a comparatively higher GDP and more robust economy compared to most other countries of Latin America, Chile also suffers from one of the most uneven distributions of wealth in the world, ahead only of Brazil in the Latin American region and lagging behind even of most developing sub-Saharan African nations. Chile's top 10 richest percentile possesses 47 percent of the country's wealth. In relation to income distribution, some 6.2% of the country populates the upper economic income bracket, 15% the middle bracket, 21% the lower middle, 38% the lower bracket, and 20% the extreme poor.
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          Chile's independent Central Bank pursues an inflation target of between 2% and 4%. Inflation has not exceeded 5% since 1998. Chile registered an inflation rate of 3.2% in 2006. The Chilean pesos rapid appreciation against the U.S. dollar in recent years has helped dampen inflation. Most wage settlements and loans are indexed, reducing inflation's volatility. Under the compulsory private pension system, most formal sector employees pay 10% of their salaries into privately managed funds.


          Total foreign direct investment (FDI) was only $3.4 billion in 2006, up 52% from a poor performance in 2005. However, 80% of FDI continues to go to only four sectors: electricity, gas, water and mining. Much of the jump in FDI in 2006 was also the result of acquisitions and mergers and has done little to create new employment in Chile. The Chilean Government has formed a Council on Innovation and Competition, which is tasked with identifying new sectors and industries to promote. It is hoped that this, combined with some tax reforms to encourage domestic and foreign investment in research and development, will bring in additional FDI and to new parts of the economy. As of 2006, Chile invested only 0.6% of its annual GDP in research and development (R&D). Even then, two-thirds of that was government spending. The fact that domestic and foreign companies spend almost nothing on R&D does not bode well for the Government of Chiles efforts to develop innovative, knowledge-based sectors. Beyond its general economic and political stability, the government also has encouraged the use of Chile as an "investment platform" for multinational corporations planning to operate in the region, but this will have limited value given the developing business climate in Chile itself. Chile's approach to foreign direct investment is codified in the country's Foreign Investment Law, which gives foreign investors the same treatment as Chileans. Registration is simple and transparent, and foreign investors are guaranteed access to the official foreign exchange market to repatriate their profits and capital.


          


          Foreign trade
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          2006 was a record year for Chilean trade. Total trade registered a 31% increase over 2005. During 2006, exports of goods and services totaled U.S. $58 billion, an increase of 41%. This figure was somewhat distorted by the skyrocketing price of copper. In 2006, copper exports reached a historical high of U.S. $33.3 billion. Imports totaled U.S. $35 billion, an increase of 17% compared to the previous year. Chile thus recorded a positive trade balance of U.S. $23 billion in 2006.


          The main destinations for Chilean exports were the Americas (U.S. $39 billion), Asia (U.S. $27.8 billion) and Europe (U.S. $22.2 billion). Seen as shares of Chiles export markets, 42% of exports went to the Americas, 30% to Asia and 24% to Europe. Within Chiles diversified network of trade relationships, its most important partner remained the United States. Total trade with the U.S. was U.S. $14.8 billion in 2006. Since the U.S.-Chile Free Trade Agreement went into effect on January 1, 2004, U.S.-Chilean trade has increased by 154%. Internal Government of Chile figures show that even when factoring out inflation and the recent high price of copper, bilateral trade between the U.S. and Chile has grown over 60% since then.


          Total trade with Europe also grew in 2006, expanding by 42%. The Netherlands and Italy were Chiles main European trading partners. Total trade with Asia also grew significantly at nearly 31%. Trade with Korea and Japan grew significantly, but China remained Chiles most important trading partner in Asia. Chiles total trade with China reached U.S. $8.8 billion in 2006, representing nearly 66% of the value of its trade relationship with Asia.
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          The growth of exports in 2006 was due mainly to a strong increase in sales to the United States, the Netherlands, and Japan. These three markets alone accounted for an additional U.S. $5.5 billion worth of Chilean exports. Chilean exports to the United States totaled U.S. $9.3 billion, representing a 37.7% increase compared to 2005 (U.S. $6.7 billion). Exports to the European Union were U.S. $15.4 billion, a 63.7% increased compared to 2005 (U.S. $9.4 billion). Exports to Asia increased from U.S. $15.2 billion in 2005 to U.S. $19.7 billion in 2006, a 29.9% increase.


          During 2006, Chile imported U.S. $26 billion from the Americas, representing 54% of total imports, followed by Asia at 22%, and Europe at 16%. Mercosur members were the main suppliers of imports to Chile at U.S. $9.1 billion, followed by the United States with U.S. $5.5 billion and the European Union with U.S. $5.2 billion. From Asia, China was the most important exporter to Chile, with goods valued at U.S. $3.6 billion. Year-on-year growth in imports was especially strong from a number of countriesEcuador (123.9%), Thailand (72.1%), Korea (52.6%), and China (36.9%).


          Chiles overall trade profile has traditionally been dependent upon copper exports. The state-owned firm CODELCO is the world's largest copper-producing company, with recorded copper reserves of 200 years. Chile has made an effort to expand nontraditional exports. The most important non-mineral exports are forestry and wood products, fresh fruit and processed food, fishmeal and seafood, and wine.


          Successive Chilean governments have actively pursued trade-liberalizing agreements. During the 1990s, Chile signed free trade agreements (FTA) with Canada, Mexico, and Central America. Chile also concluded preferential trade agreements with Venezuela, Colombia, and Ecuador. An association agreement with MercosurArgentina, Brazil, Paraguay, and Uruguaywent into effect in October 1996. Continuing its export-oriented development strategy, Chile completed landmark free trade agreements in 2002 with the European Union and South Korea. Chile, as a member of the Asia-Pacific Economic Cooperation (APEC) organization, is seeking to boost commercial ties to Asian markets. To that end, it has signed trade agreements in recent years with New Zealand, Singapore, Brunei, India, China, and most recently Japan. In 2007, Chile held trade negotiations with Australia, Thailand, Malaysia, and China. In 2008, Chile hopes to conclude an FTA with Australia, and finalize an expanded agreement (covering trade in services and investment) with China. The P4 (Chile, Singapore, New Zealand, and Brunei) also plan to expand ties through adding a finance and investment chapter to the existing P4 agreement. Chiles trade talks with Malaysia and Thailand are also scheduled to continue in 2008.
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          After two years of negotiations, the United States and Chile signed an agreement in June 2003 that will lead to completely duty-free bilateral trade within 12 years. The U.S.-Chile FTA entered into force January 1, 2004 following approval by the U.S. and Chilean congresses. The bilateral FTA has inaugurated greatly expanded U.S.-Chilean trade ties, with total bilateral trade jumping by 154% during the FTAs first three years.


          Chile unilaterally lowered its across-the-board import tariff for all countries with which it does not have a trade agreement to 6% in 2003. Higher effective tariffs are charged only on imports of wheat, wheat flour, and sugar as a result of a system of import price bands. The price bands were ruled inconsistent with Chile's World Trade Organization (WTO) obligations in 2002, and the government has introduced legislation to modify them. Under the terms of the U.S.-Chile FTA, the price bands will be completely phased out for U.S. imports of wheat, wheat flour, and sugar within 12 years.


          Chile is a strong proponent of pressing ahead on negotiations for a Free Trade Area of the Americas (FTAA) and is active in the WTOs Doha round of negotiations, principally through its membership in the G-20 and Cairns Group.


          


          Finance
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          Chile's financial sector has grown quickly in recent years, with a banking reform law approved in 1997 that broadened the scope of permissible foreign activity for Chilean banks. The Chilean Government implemented a further liberalization of capital markets in 2001, and there is further pending legislation proposing further liberalization. Over the last ten years, Chileans have enjoyed the introduction of new financial tools such as home equity loans, currency futures and options, factoring, leasing, and debit cards. The introduction of these new products has also been accompanied by an increased use of traditional instruments such as loans and credit cards. Chile's private pension system, with assets worth roughly $70 billion at the end of 2006, has been an important source of investment capital for the capital market. Chile maintains one of the best credit ratings (S&P A+) in Latin America. There are three main ways for Chilean firms to raise funds abroad: bank loans, issuance of bonds, and the selling of stocks on U.S. markets through American Depository Receipts (ADRs). Nearly all of the funds raised through these means go to finance domestic Chilean investment. The government is required by law to run a fiscal surplus of at least 1% of GDP. In 2006, the Government of Chile ran a surplus of $11.3 billion, equal to almost 8% of GDP. The Government of Chile continues to pay down its foreign debt, with public debt only 3.9% of GDP at the end of 2006.


          


          Defense
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          Chile's Armed Forces are subject to civilian control exercised by the President through the Minister of Defense. The President has the authority to remove the commanders-in-chief of the armed forces.


          


          Army


          The commander in chief of the Chilean Army is General Oscar Izurieta Ferrer. The Chilean Army is 45,000 strong and is organized with an Army headquarters in Santiago, seven divisions throughout its territory, an Air Brigade in Rancagua, and a Special Forces Command in Colina. The Chilean Army is one of the most professional and technologically advanced armies in Latin America.


          


          Navy
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          Admiral Rodolfo Codina directs the 23,000-person Navy, including 2,500 Marines. Of the fleet of 29 surface vessels, only eight are operational major combatants (frigates). Those ships are based in Valparaiso. The Navy operates its own aircraft for transport and patrol; there are no Navy fighter or bomber aircraft. The Navy also operates four submarines based in Talcahuano.


          


          Air Force (FACH)


          Gen. Ricardo Ortega Perrier heads a force of 12,500. Air assets are distributed among five air brigades headquartered in Iquique, Antofagasta, Santiago, Puerto Montt, and Punta Arenas. The Air Force also operates an airbase on King George Island, Antarctica. The FACH took delivery of the final 2 of 10 F-16s, all purchased from the U.S., in March 2007. Chile also took delivery in 2007 of a number of reconditioned Block 15 F-16s from the Netherlands, bringing to 18 the total of F-16s purchased from the Dutch.


          


          Carabineros


          After the military coup in September 1973, the Chilean national police (Carabineros) were incorporated into the Defense Ministry. With the return of democratic government, the police were placed under the operational control of the Interior Ministry but remained under the nominal control of the Defense Ministry. Gen. Eduardo Gordon is the head of the national police force of 40,964 men and women who are responsible for law enforcement, traffic management, narcotics suppression, border control, and counter-terrorism throughout Chile.


          


          Foreign relations
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          Since the early decades after independence, Chile has always had an active involvement in foreign affairs. In 1837 the country aggressively challenged the dominance of Peru's port of Callao for preeminence in the Pacific trade routes, defeating the short-lived alliance between Peru and Bolivia, the Peru-Bolivian Confederation (1836-39) in the War of the Confederation. The war dissolved the confederation while distributing power in the Pacific. A second international war, the War of the Pacific (1879-83), further increased Chile's regional role, while adding considerably to its territory.


          During the nineteenth century, Chile's commercial ties were primarily with Britain, a country that had a decisive influence on the organization of the navy. The French influenced Chile's legal and educational systems and had a decisive impact on Chile, through the architecture of the capital in the boom years at the turn of the century. German influence came from the organization and training of the army by Prussians.


          On June 26, 1945 Chile participated as a founding member of the United Nations being among 50 countries that signed the United Nations Charter in San Francisco. With the military coup of 1973, Chile became isolated politically as a result of widespread human rights abuses.


          Since its return to democracy in 1990, Chile has been an active participant in the international political arena. Chile completed a 2-year non-permanent position on the UN Security Council in January 2005. Jose Miguel Insulza, a Chilean national, was elected Secretary General of the Organization of American States in May 2005. Chile is currently serving on the International Atomic Energy Agency (IAEA) Board of Governors, and the 2007-2008 chair of the board is Chiles ambassador to the IAEA, Milenko E. Skoknic. The country is an active member of the UN family of agencies and participates in UN peacekeeping activities. It is currently bidding for a seat on the UN Human Rights Council. Chile hosted the Defense Ministerial of the Americas in 2002 and the APEC summit and related meetings in 2004. It also hosted the Community of Democracies ministerial in April 2005 and the Ibero-American Summit in November 2007. An associate member of Mercosur and a full member of APEC, Chile has been an important actor on international economic issues and hemispheric free trade.


          The Chilean Government has diplomatic relations with most countries. It settled its territorial disputes with Argentina during the 1990s. Chile and Bolivia severed diplomatic ties in 1978 over Bolivia's desire to reacquire territory it lost to Chile in 1879-83 War of the Pacific. The two countries maintain consular relations and are represented at the Consul General level.


          


          Demographics
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          Chile's 2002 census reported a population of 15,116,435. Its growth has been declining since 1990, due to a decreasing birth rate. By 2050 the population is expected to reach approximately 20.2 million. About 85% of the country's population lives in urban areas, with 40% living in Greater Santiago. The largest agglomerations according to the 2002 census are Greater Santiago with 5.4 million people, Greater Valparaso with 804,000 and Greater Concepcin with 666,000.


          


          Racial structure


          The bulk of the Chilean population features a considerably homogeneous mestizo quality, the product of miscegenation between colonial Spanish immigrants and Amerindian females (including the Atacameos, Diaguitas, Picunches, Araucanians or Mapuches, Huilliches, Pehuenches, and Cuncos). Chile's ethnic structure can be classified as 30% white, 5% Native American and 65% predominantly white mestizos. Whites are mostly Spanish in origin (mainly Castilians, Andalusians and Basques), and to a much lesser degree from Chile's various waves of immigrants ( Italians, Germans, Israelis, Yugoslavians, Arabs, etc.). Foreigners have always been scarce in Chile, totalling 600 in the whole colonial period. At the 1960 census they numbered 105,000 (55% being Spanish, German, Italians or Argentines, in that order). Besides being small in number, they mixed quickly with the locals. The black population was always scant, reaching a high of 25,000 during the colonial period; its racial contribution is less than 1%. The current Native American population is relatively small (see below) according to the censuses; their numbers are augmented when one takes into consideration those that are physically similar, and those that are linguistically or socially thought to belong to them.


          


          Indigenous communities


          
            
              	Those belonging to recognised indigenous communities (2002)
            


            
              	Alacaluf

              	2,622

              	0.02%

              	Mapuche

              	604,349

              	4.00%
            


            
              	Atacameo

              	21,015

              	0.14%

              	Quechua

              	6,175

              	0.04%
            


            
              	Aymara

              	48,501

              	0.32%

              	Rapanui

              	4,647

              	0.03%
            


            
              	Colla

              	3,198

              	0.02%

              	Ymana

              	1,685

              	0.01%
            

          


          In the 1992 Chilean census, a total of 10.5% of the total population surveyed declared themselves indigenous, irrespective of whether they currently practiced or spoke a native culture and language; almost one million people (9.7% of the total) declared themselves Mapuche, 0.6% declared to be Aymara, and a 0.2% reported as Rapanui.


          At the 2002 census, only indigenous people that still practiced a native culture or spoke a native language were surveyed: 4.6% of the population (692,192 people) fit that description; of these, 87.3% declared themselves Mapuche.


          


          Immigration
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          Relative to its overall population, Chile never experienced any large scale wave of immigrants. The total number of immigrants to Chile, both originating from other Latin American countries and all other (mostly European) countries, never surpassed 4% of its total population. This is not to say that immigrants were not important to the evolution of Chilean society and the Chilean nation. Basque families who migrated to Chile in the 18th century vitalized the economy and joined the old Castilian aristocracy to become the political elite that still dominates the country. Some non-Spanish European immigrants arrived in Chile  mainly to the northern and southern extremities of the country  during the 19th and 20th centuries, including English, Germans, Irish, Italians, French, Croatians and other former Yugoslavians. The prevalence of non-Hispanic European surnames among the governing body of modern Chile are a testament to their disproportionate contribution and influence on the country. Also worth mentioning are the Korean, and especially Palestinian communities, the latter being the largest colony of that people outside of the Arab world. The volume of immigrants from neighboring countries to Chile during those same periods was of a similar value.


          After independence and during the republican era, English, Italian, and French merchants established themselves in the growing cities of Chile and incidentally joined the political or economic elites of the country. The official encouragement of German and Swiss colonization in the Lake District ( Los Lagos Region) during the second half of the 19th century was exceptional. Small numbers of displaced eastern European Jews and Christian Syrians and Palestinians fleeing the Ottoman Empire arrived in Chile. Today they spearhead financial and small manufacturing operations. Croats have also immigrated to Chile and have formed a notable ethnic identity.


          Currently, immigration from neighboring countries to Chile is greatest, and during the last decade immigration to Chile has doubled to 184,464 people in 2002, originating primarily from Argentina, Bolivia and Peru. Emigration of Chileans has decreased during the last decade: It is estimated that 857,781 Chileans live abroad, 50.1% of those being in Argentina, 13.3% in the United States, 8.8% in Brazil, 4.9% in Sweden, and around 2% in Australia, with the rest being scattered in smaller numbers across the globe.


          


          Culture
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          Northern Chile was an important centre of culture in the medieval and early modern Inca empire, while the central and southern regions were areas of Mapuche cultural activities. Through the colonial period following the conquest, and during the early Republican period, the country's culture was dominated by the Spanish. Other European influences, primarily English, French, and German began in the 19th century and have continued to this day. German migrants influenced the Bavarian style rural architecture and cuisine in the south of Chile in cities such as Valdivia and Puerto Montt.


          


          Music and dance


          The national dance is the cueca. Another form of traditional Chilean song, though not a dance, is the tonada. Arising from music imported by the Spanish colonists, it is distinguished from the cueca by an intermediate melodic section and a more prominent melody. In the mid-1960s native musical forms were revitalized by the Parra family with the Nueva Cancin Chilena, which was associated with political activists and reformers, and by the folk singer and researcher on folklore and Chilean ethnography, Margot Loyola.


          


          Literature


          Chileans call their country pas de poetascountry of poets. Gabriela Mistral was the first Chilean to win a Nobel Prize for Literature (1945). Chile's most famous poet, however, is Pablo Neruda, who also won the Nobel Prize for Literature (1971) and is world-renowned for his extensive library of works on romance, nature, and politics. His three highly individualistic homes, located in Isla Negra, Santiago and Valparaso are popular tourist destinations.


          


          Cuisine


          Chilean cuisine is a reflection of the country's topographical variety, featuring an assortment of seafood, beef, fruits, and vegetables. Traditional recipes include cazuela, empanadas, humitas, and curanto.


          


          Sports
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          Chile's most popular sport is association football (soccer). Chile hosted the 1962 FIFA World Cup and its national football team finished third. Other results achieved by the national football team include four finals at the Copa Amrica, one silver and two bronze medals at the Pan American Games and a bronze medal at the 2000 Summer Olympics. The main soccer clubs are Colo-Colo, CF Universidad de Chile and CD Universidad Catlica. Colo-Colo is the country's most successful club, winning 41 national tournaments and three international championships, including the coveted Copa Libertadores South American club tournament.


          Tennis is the country's most successful sport and second most popular. Its national team won the World Team Cup clay tournament twice in 2003-04, and played the Davis Cup final against Italy in 1976. At the 2004 Summer Olympics the country captured gold and bronze in men's singles and gold in men's doubles. Marcelo Ros became the first Latin American man to reach the number one spot in the ATP singles rankings in 1998. Anita Lizana won the US Open in 1937, becoming the first women from Latin America to win a grand slam tournament. Luis Ayala was twice a runner-up at the French Open and both Ros and Fernando Gonzlez reached the Australian Open men's singles finals.


          At the Olympic Games Chile boasts two gold medals (tennis), six silver medals (athletics, equestrian, boxing and shooting) and four bronze medals (tennis, boxing and football).


          Rodeo is the country's national sport and is practiced in the more rural areas of the country. A sport similar to hockey called chueca was played by the Mapuche people during the Spanish conquest. Skiing and snowboarding are practiced at ski centers located in the Central Andes, while surfing is popular at some coastal towns.


          


          Tourism


          
            [image: San Pedro de Atacama.]

            
              San Pedro de Atacama.
            

          


          Tourism in Chile has experienced sustained growth over the last few decades. In 2005, tourism grew by 13.6%, generating more than 4.5 billion dollars of which 1.5 billion is attributed to foreign tourists. According to the National Service of Tourism (Sernatur), 2 million people a year visit the country. Most of these visitors come from other countries in the American continent, mainly Argentina; followed by a growing amount from the United States, Europe, and Brazil with a growing amount of Asians from South Korea and PR China.
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          The main attractions for tourists are places of natural beauty situated in the extreme zones of the country: San Pedro de Atacama, in the north, is very popular with foreign tourists who arrive to admire the Incaic architecture and the altiplano lakes of the Valley of the Moon. In Putre, also in the North, there is the Chungar Lake, as well as the Parinacota and the Pomerape volcanoes, with altitudes of 6,348 m and 6,222 m, respectively. Throughout the central Andes there are many ski resorts of international repute, like Portillo and Valle Nevado. In the south, the main tourist sites are the Chilo Archipelago, Patagonia, the San Rafael Lagoon, with its many glaciers, and the Towers of Paine national park. The central port city of Valparaso, with its unique architecture, is also popular. Finally, Easter Island in the Pacific Ocean is probably the main Chilean tourist destination.
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          For locals, tourism is concentrated mostly in the summer (December to March), and mainly in the coastal beach towns. Arica, Iquique, Antofagasta, La Serena and Coquimbo are the main summer centres in the north, and Pucn on the shores of Lake Villarrica is the main one in the south. Due to its proximity to Santiago, the coast of the Valparaso Region, with its many beach resorts, receives the largest amount of tourists. Via del Mar, Valparaso's northern affluent neighbour, is popular due to its beaches, casino, and its annual song festival, the most important musical event in Latin America.


          In November 2005, the government launched a campaign under the brand "Chile: All Ways Surprising," intended to promote the country internationally for both business and tourism.



          


          Languages


          


          Spanish


          The Spanish spoken in Chile is distinctively accented and quite unlike that of neighbouring South American countries due to the dropping of final syllables and 's' sounds, and the soft pronunciation of some consonants.


          English language learning and teaching is popular among students, academics and professionals, with some English words being absorbed and appropriated into everyday Spanish speech, although they might seem unrecognizable due to Non-native pronunciations of English.


          


          Indigenous languages


          There are several indigenous languages spoken in Chile: Mapudungun, Quechua, Rapa Nui, Huilliche, Aimar, Kawsqar, and Ymana. After the Spanish invasion, Spanish took over as the lingua franca, and the indigenous languages have become minority languages with some now extinct or close to extinction.


          


          National symbols
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          The national flower is the copihue (Lapageria rosea, Chilean bellflower), which grows in the woods of southern Chile.


          The coat of arms depicts the two national animals: the condor (Vultur gryphus, a very large bird that lives in the mountains) and the huemul (Hippocamelus bisulcus, an endangered white tail deer). It also has the legend Por la razn o la fuerza (By right or might or By reason or by force).


          The flag of Chile consists of two equal horizontal bands of white (top) and red; there is a blue square the same height as the white band at the hoist-side end of the white band; the square bears a white five-pointed star in the center representing a guide to progress and honour; blue symbolizes the sky, white is for the snow-covered Andes, and red stands for the blood spilled to achieve independence.


          


          Religion


          Chile is a traditionally Catholic nation, with an estimated 70% of Chileans belonging to that church. According to census data other declared denominations or groupings include: Protestant or Evangelical (15.1%), Jehovah's Witnesses (1%), The Church of Jesus Christ of Latter-day Saints (0.9%), Jewish (0.1%), Atheist or Agnostic (8.3%), and other (4.4%). Less than 0.1% are either Orthodox or Muslim. (For the precise numbers of declared religions among the population ages 15 and over as indicated by the results of the latest census, see: 2002 Census data.) The LDS church statistics claim to have 543,628 members within Chile.


          


          International rankings


          
            
              	Publisher

              	Index

              	Overall ranking

              	Lat. Am. ranking

              	Countries surveyed

              	% rank.

              	Date
            


            
              	Freedom House

              	Freedom in the World 2008

              	Free

              	

              	193

              	

              	2008/01
            


            
              	SOPAC/ UNEP

              	2005 Environmental Vulnerability Index

              	Vulnerable

              	

              	235

              	

              	2005/05
            


            
              	Heritage Foundation/The Wall Street Journal

              	2008 Index of Economic Freedom

              	8

              	1

              	157

              	5

              	2008/01
            


            
              	Fraser Institute

              	Economic Freedom of the World - 2007 Annual Report

              	11

              	1

              	141

              	8

              	2007/09
            


            
              	Fund for Peace

              	Failed States Index 2007

              	18(159)

              	1(20)

              	177

              	10

              	2007/07
            


            
              	Transparency International

              	2007 Corruption Perceptions Index

              	22

              	1

              	179

              	12

              	2007/09
            


            
              	The Economist

              	The Global Peace Index, 2008

              	19

              	1

              	140

              	14

              	2008/05
            


            
              	World Health Organization

              	The world health report 2000 - Health system performance (overall)

              	33

              	2

              	191

              	17

              	2000/06
            


            
              	The Economist

              	The World in 2007 - Democracy index, 2006

              	30

              	3

              	167

              	18

              	2006/11
            


            
              	World Bank

              	Doing Business - Ease of Doing Business, 2008
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              	Country

              	England
            


            
              	Counties

              	Bedfordshire Buckinghamshire Oxfordshire Hertfordshire
            


            
              	Location

              	southeast England
            


            
              	Highest point

              	
            


            
              	-location

              	Haddington Hill
            


            
              	-elevation

              	267 m (876 ft)
            


            
              	Geology

              	chalk downland
            


            
              	Plant

              	beech, bluebell, candytuft, woodruff
            


            
              	Animal

              	Badger, Muntjack and Fallow Deer, Fox, Kestrel, Red Kite, Woodpecker
            


            
              	Founded

              	1965
            

          


          The Chiltern Hills are a chalk escarpment in southeast England. They are known locally as "the Chilterns". A large portion of the hills was designated officially as an Area of Outstanding Natural Beauty in 1965.


          


          Location


          The Chilterns stretches in a seventy-five mile southwest to northeast diagonal from Goring-On-Thames in Oxfordshire through Buckinghamshire, via Dunstable Downs in Bedfordshire to the furthest northeast ridge which runs from Deacon Hill, Pegsdon.


          The boundary of the hills is clearly defined on the northwest side by the scarp slope. The dip slope, by its nature, merges with the landscape to the southeast. Similarly, the Thames provides a clear terminal whereas, northeast of Luton, the hills decline slowly in prominence.


          


          Geology


          The scarp overlooks the Vale of Aylesbury, and approximately coincides with the southernmost extent of the ice sheet during the last ice age. The Chilterns are part of the Southern England Chalk Formation which also includes Salisbury Plain, Cranborne Chase, the Isle of Wight and the South Downs, in the south. In the north, the chalk formations continue northeastwards across north Hertfordshire, Norfolk and the Lincolnshire Wolds, finally ending as the Yorkshire Wolds in a prominent escarpment, south of the Vale of Pickering.


          


          Physical characteristics


          Their highest point is 267 m (876 ft) at Haddington Hill in Wendover Woods, Buckinghamshire, near Wendover; a stone marks the summit. A prominent hill is the nearby Ivinghoe Beacon, standing 249m (817ft) above sea level, the starting point of the Icknield Way and the Ridgeway long distance path, which follows the line of the Chilterns for many miles to the west, where they merge with the Wiltshire downs and southern Cotswolds. To the east of Ivinghoe Beacon is Dunstable Downs, a steep section of the Chiltern scarp that is the site of the famous London Gliding Club and Whipsnade Zoo. Near Wendover is Coombe Hill which is 260 m (853 ft) above sea level.


          The more gently sloping country - the dip slope - to the southeast of the Chiltern scarp is also generally referred to as the Chilterns, containing much beech woodland and many pretty villages.


          Rivers that drain from the Chiltern Hills include the River Mimram, River Lee, River Ver, River Bulbourne, River Misbourne, River Chess, River Wye and River Gade and are classified as chalk streams.


          The opening credits of the BBC sitcom The Vicar of Dibley feature an aerial shot of the Stokenchurch Gap. This is a major excavation which eases the M40 motorway from the Chilterns into the Vale of Oxford. It is between junctions 5 and 6. The chalk that forms the hills can clearly be seen on both sides of the cutting when driving on the motorway.


          


          History


          In pre-Roman times, the Chiltern ridge provided a relatively safe and easily negotiable route, thus the Icknield Way (one of England's ancient trackways) follows the line of the hills.


          One of the principal Roman settlements in Britannia was sited at Verulamium (now St Albans) and there are significant Roman and Romano-British remains in the area.


          The Tudors had a hunting lodge in the Hemel Hempstead area.


          


          Settlement


          Until the coming of the railways and, later, the motor-car, the Chilterns were largely rural with country towns situated on the main routes through the hills. The position of the hills, northwest of London, has affected the routing of major road, rail and canal routes. These were funnelled through convenient valleys (eg, High Wycombe, Hemel Hempstead) and encouraged settlement and, later, commuter housing.


          


          List of towns and villages in, or adjacent to, the Chilterns


          
            	Aldbury, Amersham, Apsley, Ashridge


            	Barton-le-Clay, Beaconsfield, Bellingdon, Berkhamsted, Bledlow Ridge, Bovingdon, Bradenham, Breachwood Green, Buckland Common


            	Caddington, Chalfont St Giles, Chalfont St Peter, Chartridge, Chesham, Chinnor, Cholesbury


            	Dunstable


            	Edlesborough, Ellesborough


            	Fawley, Fingest, Flackwell Heath, Frieth


            	Goring-On-Thames, Great Missenden, Great Hampden, Great Offley


            	Halton, Hambleden, Hawridge, Hemel Hempstead, Henley-on-Thames, Hexton, High Wycombe, Hughenden


            	Jordans


            	Lane End, Ley Hill, Little Missenden, Lilley, Luton


            	Markyate, Medmenham


            	Naphill, Nettlebed


            	Pishill, Princes Risborough, Prestwood, Reading, Redbourn


            	Skirmett, Sharpenhoe, Southend, Speen, St Leonards, Stokenchurch, Stonor, Studham


            	Tring, Turville


            	Walter's Ash, Watlington, Wendover, West Wycombe, Whitwell, Whipsnade, Wigginton

          


          


          Use


          The hills have been exploited for their natural resources for millennia. The chalk has been quarried for the manufacture of cement. Beechwoods supplied furniture makers with quality hardwood. The area was once (and still is to a lesser degree) renowned for its chair-making industry, centred on the towns of Chesham and High Wycombe (the nickname of Wycombe Wanderers Football Club is the Chairboys). The clean water from the aquifer is still used for public supply and the rivers and streams have fed watercress beds. The chalk of the hills is an important aquifer, exploited to provide water supplies in the area; it has been suggested that over-exploitation has led to the disappearance of some streams.
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          In a region short of building stone, local clay deposits and timber provided the raw materials for brick manufacture. Where available, flint was also used for construction; it is still used in modern buildings, although restricted to decoration to give a vernacular appearance.


          Mediaeval parishes reflected the diversity of land from clay farmland, through wooded slopes to downland. Their boundaries were often drawn to include a section of each type of land, resulting in an irregular county boundary between, say, Bedfordshire and Hertfordshire. These have tended to be smoothed out by successive reorganisations.


          In modern times, as people have come to appreciate open country, the area has become a visitor destination and the National Trust has acquired land to preserve its character, for example at Ashridge, near Tring. In places, with the reduction of sheep grazing, action has been taken to maintain open downland by suppressing the natural growth of scrub and birch woodland. In the 1920s and 1930s, the Youth Hostels Association established several youth hostels for people visiting the hills.


          


          Administration


          The Chilterns are not a National Park and do not, therefore, possess their own planning authority. The Chilterns Conservation Board has an advisory role on planning and development matters and seeks to influence the actions of local government by commenting upon planning applications.


          The local authorities (four County Councils, one Unitary Authority and ten District and Borough Councils) are expected to respect the area's status as a designated Area of Outstanding Natural Beauty.


          


          Chiltern Hundreds


          The Chilterns includes the Chiltern Hundreds. By established custom, Members of the British Parliament may apply for the Stewardship of the Chiltern Hundreds as a device to resign their seats, despite an ordinance to the contrary (see Resignation from the House of Commons).
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Primates

                  


                  
                    	Family:

                    	Hominidae

                  


                  
                    	Subfamily:

                    	Homininae

                  


                  
                    	Tribe:

                    	Hominini

                  


                  
                    	Subtribe:

                    	Panina

                  


                  
                    	Genus:

                    	Pan

                    Oken, 1816
                  

                

              
            


            
              	Type species
            


            
              	Simia troglodytes

              Blumenbach, 1775
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              	Species
            


            
              	
                Pan troglodytes

                Pan paniscus

              
            

          


          Chimpanzee (often shortened to chimp) is the common name for the two extant species of apes in the genus Pan. The better known chimpanzee is Pan troglodytes, the Common Chimpanzee, living primarily in West, and Central Africa. Its cousin, the Bonobo or "Pygmy Chimpanzee" as it is known archaically, Pan paniscus, is found in the forests of the Democratic Republic of the Congo. The Congo River forms the boundary between the two species.


          Chimpanzees are members of the Hominidae family, along with gorillas, humans, and orangutans. The two chimpanzee species are the closest living relatives to humans; all being members of the Hominini tribe (along with extinct species of Hominina subtribe). Chimpanzees are the only known members of the Panina subtribe.


          


          Measurements


          A fully grown adult male chimpanzee can weigh from 35-70kilograms (75-155 lb) and stand 0.9-1.2metres (3-4ft) tall, while females usually weigh 26-50kg (57-110lb) and stand 0.66-1m (2-3ft) tall.


          


          Lifespan


          Chimpanzees rarely live past the age of 40 in the wild, but have been known to reach the age of more than 60 in captivity. Cheeta, star of Tarzan is still alive as of 2008 at the age of 76, making him the oldest known chimpanzee in the world.


          


          Chimpanzee differences
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              Bonobo
            

          


          Anatomical differences between the Common Chimpanzee and the Bonobo are slight, but in sexual and social behaviour there are marked differences. Common Chimpanzees have an omnivorous diet, a troop hunting culture based on beta males led by an alpha male, and highly complex social relationships. Bonobos, on the other hand, have a mostly frugivorous diet and an egalitarian, nonviolent, matriarchal, sexually receptive behaviour. The exposed skin of the face, hands and feet varies from pink to very dark in both species, but is generally lighter in younger individuals, darkening as maturity is reached. Bonobos have proportionately longer upper limbs and tend to walk upright more often than the Common Chimpanzee. A University of Chicago Medical Centre study has found significant genetic differences between chimpanzee populations. Different groups of Chimpanzees also have different cultural behaviour with preferences for types of tools.


          


          History of human interaction


          Africans have had contact with chimpanzees for millennia. Chimpanzees have been kept as domesticated pets for centuries in a few African villages, especially in Congo. The first recorded contact of Europeans with chimps took place in present-day Angola during the 1600s. The diary of Portuguese explorer Duarte Pacheco Pereira (1506), preserved in the Portuguese National Archive (Torre do Tombo), is probably the first European document to acknowledge that chimpanzees built their own rudimentary tools.


          The first use of the name "chimpanzee", however, did not occur until 1738. The name is derived from a Tshiluba language term "kivili-chimpenze", which is the local name for the animal and translates loosely as "mockman" or possibly just "ape". The colloquialism "chimp" was most likely coined some time in the late 1870s. Biologists applied Pan as the genus name of the animal. Chimps as well as other apes had also been purported to have been known to Western writers in ancient times, but mainly as myths and legends on the edge of Euro-Arabic societal consciousness, mainly through fragmented and sketchy accounts of European adventurers. Apes are mentioned variously by Aristotle, as well as the Bible, where apes and baboons are described as having been collected by Solomon in 1 Kings 10:22.


          When chimpanzees first began arriving on the European continent, European scientists noted the inaccuracy of some ancient descriptions, which often reported that chimpanzees had horns and hooves. The first of these early transcontinental chimpanzees came from Angola and were presented as a gift to Frederick Henry, Prince of Orange in 1640, and were followed by a few of its brethren over the next several years. Scientists who examined these rare specimens were baffled, and described these first chimpanzees as "pygmies", and noted the animals' distinct similarities to humans. The next two decades would see a number of the creatures imported into Europe, mainly acquired by various zoological gardens as entertainment for visitors.


          Darwin's theory of evolution (published in 1859) spurred scientific interest in chimpanzees, as in much of life science, leading eventually to numerous studies of the animals in the wild and captivity. The observers of chimpanzees at the time were mainly interested in behaviour as it related to that of humans. This was less strictly and disinterestedly scientific than it might sound, with much attention being focused on whether or not the animals had traits that could be considered 'good'; the intelligence of chimpanzees was often significantly exaggerated. At one point there was even a scheme drawn up to domesticate chimpanzees in order to have them perform various menial tasks (i.e. factory work). By the end of the 1800s chimpanzees remained very much a mystery to humans, with very little factual scientific information available.
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          The 20th century saw a new age of scientific research into chimpanzee behaviour. Before 1960, almost nothing was known about chimpanzee behaviour in their natural habitat. In July of that year, Jane Goodall set out to Tanzania's Gombe forest to live among the chimpanzees. Her discovery that chimpanzees made and used tools was groundbreaking, as humans were previously believed to be the only species to do so. The most progressive early studies on chimpanzees were spearheaded primarily by Wolfgang Khler and Robert Yerkes, both of whom were renowned psychologists. Both men and their colleagues established laboratory studies of chimpanzees focused specifically on learning about the intellectual abilities of chimpanzees, particularly problem-solving. This typically involved basic, practical tests on laboratory chimpanzees, which required a fairly high intellectual capacity (such as how to solve the problem of acquiring an out-of-reach banana). Notably, Yerkes also made extensive observations of chimpanzees in the wild which added tremendously to the scientific understanding of chimpanzees and their behaviour. Yerkes studied chimpanzees until World War II, while Khler concluded five years of study and published his famous Mentality of Apes in 1925 (which is coincidentally when Yerkes began his analyses), eventually concluding that "chimpanzees manifest intelligent behaviour of the general kind familiar in human beings ... a type of behaviour which counts as specifically human" (1925).


          Common Chimpanzees have been known to attack humans on occasion. There have been many attacks in Uganda by chimpanzees against human children; the results are sometimes fatal for the children. Some of these attacks are presumed to be due to chimpanzees being intoxicated (from alcohol obtained from rural brewing operations) and mistaking human children for the Western Red Colobus, one of their favourite meals. The dangers of careless human interactions with chimpanzees are only aggravated by the fact that many chimpanzees perceive humans as potential rivals, and by the fact that the average chimpanzee has over 5 times the upper-body strength of a human male. As a result virtually any angered chimpanzee can easily overpower and potentially kill even a fully grown man, as shown by the attack and near death of former NASCAR driver Saint James Davis.


          The August, 2008, issue of the American Journal of Primatology reports results of a year-long study of chimpanzees in Tanzanias Mahale Mountains National Park which produced evidence that chimpanzees are becoming sick from viral infectious diseases they have likely contracted from humans. Molecular, microscopic and epidemiological investigations demonstrated that the chimpanzees living at Mahale Mountains National Park have been suffering from a respiratory disease that is likely caused by a variant of a human paramyxovirus.


          


          Intelligence
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              Chimpanzee mother and baby.
            

          


          Chimpanzees make tools and use them to acquire foods and for social displays; they have sophisticated hunting strategies requiring cooperation, influence and rank; they are status conscious, manipulative and capable of deception; they can learn to use symbols and understand aspects of human language including some relational syntax, concepts of number and numerical sequence. Young chimpanzees have outperformed human college students in tasks requiring remembering numbers. 


          Tool use


          Modern chimpanzees use tools, and recent research indicates that chimpanzee stone tool use dates to at least 4300 years ago. A recent study revealed the use of such advanced tools as spears, which Common Chimpanzees in Senegal sharpen with their teeth, being used to spear Senegal Bushbabies out of small holes in trees. Before the discovery of tool use in chimps, it was believed that humans were the only species to make and use tools, but several other tool-using species are now known.


          


          Empathy


          Recent studies have shown that chimpanzees engage in apparently altruistic behaviour.


          Evidence for " chimpanzee spirituality" includes display of mourning, "incipient romantic love", " rain dance", appreciation of natural beauty such as a sunset over a lake, curiosity and respect towards wildlife (such as the python, which is neither a threat nor a food source to chimpanzees), empathy toward other species (such as feeding turtles) and even " animism" or "pretend play" in chimps cradling and grooming rocks or sticks.


          


          Studies of language
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          Scientists have long been fascinated with the studies of language, as it was potentially the most uniquely human cognitive ability. To test the hypothesis of the human uniqueness of language, scientists have attempted to teach several species of great apes language. One early attempt was performed by Allen and Beatrice Gardner in the 1960s, in which they spent 51 months attempting to teach a chimpanzee, named Washoe, American Sign Language. Washoe reportedly learned 151 signs in those 51 months. Over a longer period of time, Washoe reportedly learned over 800 signs. Numerous other studies including one involving a chimpanzee named Nim Chimpsky have been conducted since with varying levels of success. There is ongoing debate among some scientists, notably Noam Chomsky and David Premack, about the great apes' ability to learn language.


          


          Laughter in apes


          Laughter might not be confined or unique to humans, despite Aristotle's observation that "only the human animal laughs". The differences between chimpanzee and human laughter may be the result of adaptations that have evolved to enable human speech. Self-awareness of one's situation such as the monkey-mirror experiments below, or the ability to identify with another's predicament (see mirror neurons), are prerequisites for laughter, so animals may be laughing in the same way that we do.


          Chimpanzees, gorillas, and orangutans show laughterlike vocalizations in response to physical contact, such as wrestling, play chasing, or tickling. This is documented in wild and captive chimpanzees. Chimpanzee laughter is not readily recognizable to humans as such, because it is generated by alternating inhalations and exhalations that sound more like breathing and panting. There are instances in which non-human primates have been reported to have expressed joy. One study analysed and recorded sounds made by human babies and bonobos (also known as pygmy chimpanzees) when tickled. It found, that although the bonobos laugh was a higher frequency, the laugh followed a pattern similar to that of human babies and included similar facial expressions. Humans and chimpanzees share similar ticklish areas of the body, such as the armpits and belly. The enjoyment of tickling in chimpanzees does not diminish with age.


          


          Chimps in laboratories
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          As of November 2007, there were 1,300 chimpanzees housed in 10 U.S. laboratories (out of 3,000 great apes living in captivity there), either wild-caught, or acquired from circuses, animal trainers, or zoos. Most of the labs either conduct or make the chimps available for invasive research, defined as "inoculation with an infectious agent, surgery or biopsy conducted for the sake of research and not for the sake of the chimpanzee, and/or drug testing". Two federally funded laboratories use chimps: Yerkes National Primate Research Laboratory at Emory University in Atlanta, Georgia, and the Southwest National Primate Centre in San Antonio, Texas. Five hundred chimps have been retired from laboratory use in the U.S. and live in sanctuaries in the U.S. or Canada.


          Chimpanzees used in biomedical research tend to be used repeatedly over decades, rather than used and killed as with most laboratory animals. Some individual chimps currently in U.S. laboratories have been used in experiments for over 40 years. According to Project R&R, a campaign to release chimps held in U.S. labs  run by the New England Anti-Vivisection Society in conjunction with Jane Goodall and other primate researchers  the oldest known chimp in a U.S. lab is Wenka, who was born in a laboratory in Florida on May 21, 1954. She was removed from her mother on the day of birth to be used in a vision experiment that lasted 17 months, then sold as a pet to a family in North Carolina. She was returned to the Yerkes National Primate Research Centre in 1957 when she became too big to handle. Since then, she has given birth six times, and has been used in research into alcohol use, oral contraceptives, ageing, and cognitive studies.


          With the publication of the chimpanzee genome, there are reportedly plans to increase the use of chimps in labs, with some scientists arguing that the federal moratorium on breeding chimps for research should be lifted. A five-year moratorium was imposed by the U.S. National Institutes of Health (NIH) in 1996, because too many chimps had been bred for HIV research, and it has been extended annually since 2001.


          Other researchers argue that chimps are unique animals and either should not be used in research, or should be treated differently. Pascal Gagneux, an evolutionary biologist and primate expert at the University of California, San Diego, argues that, given chimpanzees' sense of self, tool use, and genetic similarity to human beings, studies using chimps should follow the ethical guidelines that are used for human subjects unable to give consent. Stuart Zola, director of the Yerkes National Primate Research Laboratory, disagrees. He told National Geographic: "I don't think we should make a distinction between our obligation to treat humanely any species, whether it's a rat or a monkey or a chimpanzee. No matter how much we may wish it, chimps are not human."


          An increasing number of governments are enacting a Great Ape research ban forbidding the use of chimpanzees and other great apes in research or toxicology testing. As of 2006, Austria, New Zealand, the Netherlands, Sweden, and the UK had introduced such bans.


          


          Taxonomic relationships
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          The genus Pan is now considered to be part of the subfamily Homininae to which humans also belong. These two species are the closest living evolutionary relatives to humans. Humans shared a common ancestor with chimpanzees five to eight million years ago. Groundbreaking research by Mary-Claire King in 1973 found 99% identical DNA between human beings and chimpanzees, although research since has modified that finding to about 94% commonality, with at least some of the difference occurring in 'junk' DNA. It has even been proposed that troglodytes and paniscus belong with sapiens in the genus Homo, rather than in Pan. One argument for this is that other species have been reclassified to belong to the same genus on the basis of less genetic similarity than that between humans and chimpanzees.


          A study published by Clark and Nielsen of Cornell University in the December 2003 issue of the journal Science highlights differences related to one of humankind's defining qualities  the ability to understand language and to communicate through speech. These macro-phenotypic differences, however, may owe less to physiology than might be assumed given that Homo sapiens developed modern cultural features long after the modern physiological features were in place and indeed competed averagely against other species of Homo with regard to tools, etc. for many millennia. Differences also exist in the genes for smell, in genes that regulate the metabolism of amino acids and in genes that may affect the ability to digest various proteins. See the history of hominoid taxonomy for more about the history of the classification of chimpanzees. See Human evolutionary genetics for more information on the speciation of humans and great apes.


          


          Fossils


          Many human fossils have been found, but chimpanzee fossils were not described until 2005. Existing chimpanzee populations in West and Central Africa do not overlap with the major human fossil sites in East Africa. However, chimpanzee fossils have now been reported from Kenya. This would indicate that both humans and members of the Pan clade were present in the East African Rift Valley during the Middle Pleistocene.
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          China ( traditional Chinese: 中 國; simplified Chinese: 中 国; Hanyu Pinyin: Zhōnggu; Tongyong Pinyin: Jhonggu; Wade-Giles ( Mandarin): Chungkuo) is a cultural region, an ancient civilization, and, depending on perspective, a national or multinational entity occupying a large portion of land in East Asia.


          China has one of the world's oldest people and continuous civilizations, consisting of states and cultures dating back more than six millennia. It has the world's longest continuously used written language system, and is the source of such major inventions as what the British scholar and biochemist Joseph Needham called the " four great inventions of Ancient China": paper, the compass, gunpowder, and printing. Historically China's cultural sphere has been very influential in East Asia as a whole, with Chinese religion, customs, and writing system being adopted, to varying degrees, by its neighbors Japan, Korea, and Vietnam.


          The stalemate of the last Chinese Civil War has resulted in two political entities using the name China: the People's Republic of China (PRC), commonly known as China, which controls mainland China, Hong Kong, and Macau; and the Republic of China (ROC), commonly known as Taiwan, which controls the island of Taiwan and some nearby islands.


          


          


          Etymology


          China is called 'Zhongguo' ( 中國 or 中国) in Chinese. The character zhōng means "middle" or central; the latter, guo, means land, or kingdom.


          The name "Zhongguo" appeared first in the Classic of History (6th Century BCE), and was used to refer to the late Zhou Dynasty, as they believed that they were the "centre of civilization" , while peoples in the four cardinals were called Eastern Yi, Southern Man, Western Rong and Northern Di respectively. Some texts imply that "Zhongguo" was originally meant to refer to the capital of the sovereign, to differ from the capital of his vassals. The use of "Zhongguo" implied a claim of political legitimacy. "Zhongguo" was often used by states who saw themselves as the sole legitimate successor to previous Chinese dynasties; for example, in the era of the Southern Song Dynasty, both the Jin Dynasty and the Southern Song state claimed to be "Zhongguo".


          "Zhongguo" came to official use as an abbreviation for the Republic of China (Zhonghua Minguo) after the government's establishment in 1912. Since the People's Republic of China, established in 1949, now controls the great majority of area encompassed within the traditional concept of "China", the People's Republic is the political unit most commonly identified with the abbreviated name "Zhongguo".


          English and many other languages use various forms of the name "China" and the prefix "Sino-" or "Sin-". These forms are thought to derive from the name of the Qin Dynasty that first unified the country (221206 BCE). The pronunciation of "Qin" is similar to the phonetic "cheen", which is considered the possible root of the word "China".
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          Ancient China was one of the earliest centers of human civilization. Chinese civilization was also one of the few to invent writing independently, the others being Mesopotamia, the Indus Valley Civilization, the Mayan civilization, the Minoan Civilization of ancient Greece, and Ancient Egypt.


          


          Prehistory


          Archaeological evidence suggests that the earliest humans in China date from 2.24 million to 250,000 years ago. A cave in Zhoukoudian (near present-day Beijing) has fossils dated at somewhere between 300,000 to 550,000 years.


          The earliest evidence of a fully modern human in China comes from Liujiang County, Guangxi, where a cranium has been found and dated to approximately 67,000 years ago. Although much controversy persists over the dating of the Liujiang remains, a partial skeleton from Minatogawa in Okinawa, Japan has been dated to 18,250  650 to 16,600  300 years ago, so modern humans must have reached China before that time.


          


          Dynastic rule


          Chinese tradition names the first dynasty Xia, but it was considered mythical until scientific excavations found early bronze-age sites at Erlitou in Henan Province. Archaeologists have since uncovered urban sites, bronze implements, and tombs in locations cited as Xia's in ancient historical texts, but it is impossible to verify that these remains are of the Xia without written records from the period.
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          The second dynasty, the loosely feudal Shang, definitely settled along the Yellow River in eastern China from the 18th to the 12th century BCE. They were invaded from the west by the Zhou, who ruled from the 12th to the 5th century BCE. The centralized authority of the Zhou was slowly eroded by warlords. Many strong, independent states continually waged war with each other in the Spring and Autumn period, only occasionally deferring to the Zhou king.


          The first unified Chinese state was established by the Qin Dynasty in 221 BCE, when the office of the Emperor was set up and the Chinese language was forcibly standardized. This state did not last long, as its legalist policies soon led to widespread rebellion.


          The subsequent Han Dynasty ruled China between 206 BCE and 220 CE, and created a lasting Han cultural identity among its populace that would last to the present day. The Han Dynasty expanded the empire's territory considerably with military campaigns reaching Korea, Vietnam, Mongolia and Central Asia, and also helped establish the Silk Road in Central Asia.


          After Han's collapse, another period of disunion followed, including the highly chivalric period of the Three Kingdoms. Independent Chinese states of this period also opened diplomatic relations with Japan, introducing the Chinese writing system there. In 580 CE, China was reunited under the Sui. However, the Sui Dynasty was short-lived after a failure in the Goguryeo-Sui Wars (598614) weakened it.
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          Under the succeeding Tang and Song dynasties, Chinese technology and culture reached its zenith. The Song dynasty was the first government in world history to issue paper money and the first Chinese polity to establish a permanent standing navy. Between the 10th and 11th centuries, the population of China doubled in size. This growth came about through expanded rice cultivation in central and southern China, along with its production of abundant food surpluses. Within its borders, the Northern Song Dynasty had a population of some 100 million people. The Song Dynasty was a culturally rich period in China for the arts, philosophy, and social life. Landscape art and portrait paintings were brought to new levels of maturity and complexity since the Tang Dynasty, and social elites gathered to view art, share their own, and make trades of precious artworks. Philosophers such as Cheng Yi and Chu Hsi reinvigorated Confucianism with new commentary, infused Buddhist ideals, and emphasis on new organization of classic texts that brought about the core doctrine of Neo-Confucianism.


          In 1271, the Mongol leader and the fifth Khagan of the Mongol Empire Kublai Khan established the Yuan Dynasty, with the last remnant of the Song Dynasty falling to the Yuan in 1279. A peasant named Zhu Yuanzhang overthrew the Mongols in 1368 and founded the Ming Dynasty. Ming Dynasty thinkers such as Wang Yangming would further critique and expand Neo-Confucianism with ideas of individualism and innate morality that would have tremendous impact on later Japanese thought. Chosun Korea also became a nominal vassal state of Ming China and adopted much of its Neo-Confucian bureaucratic structure. China's capital was moved from Nanjing to Beijing during the early Ming Dynasty. The Ming fell to the Manchus in 1644, who then established the Qing Dynasty. An estimated 25 million people died during the Manchu conquest of Ming Dynasty (16161644).


          The Qing Dynasty, which lasted until 1912, was the last dynasty in China. In the 19th century the Qing Dynasty adopted a defensive posture towards European imperialism, even though it engaged in imperialistic expansion into Central Asia itself. At this time China awoke to the significance of the rest of the world, in particular the West. As China opened up to foreign trade and missionary activity, opium produced by British India was forced onto Qing China. Two Opium Wars with Britain weakened the Emperor's control.


          One result was the Taiping Civil War which lasted from 1851 to 1862. It was led by Hong Xiuquan, who was partly influenced by a misinterpretation of Christianity. Hong believed himself to be the son of God and the younger brother of Jesus. Although the Qing forces were eventually victorious, the civil war was one of the bloodiest in human history, costing at least twenty million lives (more than the total number of fatalities in the First World War), with some estimates up to two-hundred million. In addition, more costly rebellions in terms of human lives and economics followed the Taiping Rebellion such as the Punti-Hakka Clan Wars (18551867), Nien Rebellion (18511868), Muslim Rebellion (18621877), Panthay Rebellion (18561873) and the Miao Rebellion (18541873). These rebellions resulted in an estimated loss of several million lives for each rebellion and in disastrous results for the economy and the countryside. The flow of British opium led to more decline.
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          While China was torn by continuous war, Meiji Japan succeeded in rapidly modernizing its military with its sights on Korea and Manchuria. Maneuvered by Japan, Korea declared independence from Qing China's suzerainty in 1894, leading to the First Sino-Japanese War, which resulted in the Qing Dynasty's cession of both Korea and Taiwan to Japan. Following these series of defeats, a reform plan for the empire to become a modern Meiji-style constitutional monarchy was drafted by the Emperor Guangxu in 1898, but was opposed and stopped by the Empress Dowager Cixi, who placed Emperor Guangxu under house arrest in a coup d'tat. Further destruction followed the ill-fated 1900 Boxer Rebellion against westerners in Beijing. By the early 20th century, mass civil disorder had begun, and calls for reform and revolution were heard across the country. The 38 year old Emperor Guangxu died under house arrest on November 14, 1908, suspiciously just a day before Cixi. With the throne empty, he was succeeded by Cixi's handpicked heir, his two year old nephew Puyi, who became the Xuantong Emperor, the last Chinese emperor. Guangxu's consort, who became the Empress Dowager Longyu, signed the abdication decree as regent in 1912, ending two thousand years of imperial rule in China. She died, childless, in 1913.


          


          Republic of China (19121949)


          On January 1, 1912, the Republic of China was established, heralding the end of the Qing Dynasty. Sun Yat-sen of the Kuomintang (the KMT or Nationalist Party) was proclaimed provisional president of the republic. However, the presidency was later given to Yuan Shikai, a former Qing general, who had ensured the defection of the entire Beiyang Army from the Qing Empire to the revolution. In 1915, Yuan proclaimed himself Emperor of China but was forced to abdicate and return the state to a republic when he realized it was an unpopular move, not only with the population but also his own Beiyang Army and its commanders.


          
            [image: Map of Republic of China printed by Rand McNally & Co. in the year 1914.]

            
              Map of Republic of China printed by Rand McNally & Co. in the year 1914.
            

          


          After Yuan Shikai's death in 1916, China was politically fragmented, with an internationally recognized but virtually powerless national government seated in Peking (modern day Beijing). Warlords in various regions exercised actual control over their respective territories. In the late 1920s, the Kuomintang, under Chiang Kai-shek, was able to reunify the country under its own control, moving the nation's capital to Nanking (modern day Nanjing) and implementing "political tutelage", an intermediate stage of political development outlined in Sun Yat-sen's program for transforming China into a modern, democratic state. Effectively, political tutelage meant one-party rule by the Kuomintang.


          The Sino-Japanese War of 19371945 (part of World War II) forced an uneasy alliance between the Nationalists and the Communists as well as causing around 10 million Chinese civilian deaths. With the surrender of Japan in 1945, China emerged victorious but financially drained. The continued distrust between the Nationalists and the Communists led to the resumption of the Chinese Civil War. In 1947, constitutional rule was established, but because of the ongoing Civil War many provisions of the ROC constitution were never implemented on the mainland.


          


          People's Republic of China and Republic of China (1949present)
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          After its victory in the Chinese Civil War, the Communist Party of China, led by Mao Zedong, gained control of most of the Mainland China. On October 1, 1949, they established the People's Republic of China as a Socialist State headed by a "Democratic Dictatorship" with the CCP as the only legal political party, thus, laying claim as the successor state of the ROC. The central government of the Chinese Nationalist Party led by Chiang Kai-shek was forced to retreat to the island of Taiwan that it had occupied at the end of World War II and moved the ROC government there. Major armed hostilities ceased in 1950 but no peace treaty has been signed.


          Beginning in the late 1970s, the Republic of China began the implementation of full, multi-party, representative democracy in the territories still under its control (Taiwan, and a number of smaller islands including Quemoy and Matsu). Today, the ROC has active political participation by all sectors of society. The main cleavage in ROC politics is the issue of eventual political unification with the Chinese mainland vs. formal independence of Taiwan.


          After the Chinese Civil War, mainland China underwent a series of disruptive socioeconomic movements starting in the late 1950s with the Great Leap Forward and continued in the 1960s with the Cultural Revolution that left much of its education system and economy in shambles. With the death of its first generation Communist Party leaders such as Mao Zedong and Zhou Enlai, the PRC began implementing a series of political and economic reforms advocated by Deng Xiaoping that eventually formed the foundation for mainland China's rapid economic development starting in the 1990s.


          Post-1978 reforms on the mainland have led to some relaxation of control over many areas of society. However, the PRC government still has almost absolute control over politics, and it continually seeks to eradicate what it perceives as threats to the social, political and economic stability of the country. Examples include the fight against terrorism, jailing of political opponents and journalists, custody regulation of the press, regulation of religion, and suppression of independence/secessionist movements. In 1989, the student protests at Tiananmen Square were violently put to an end by the Chinese military after 15 days of martial law. In 1997, Hong Kong was returned to the PRC by the United Kingdom, and in 1999, Macau was returned by Portugal.


          Today, mainland China is administered by the People's Republic of Chinaa one-party state under the leadership of the Chinese Communist Party; while the island of Taiwan and surrounding islands are administered by the Republic of Chinaa democratic multi-party state. After the founding of the People's Republic in 1949, both states claimed to be the sole legitimate ruler of all of "China". After the Kuomintang retreat to Taiwan in 1949, the Republic of China had maintained official diplomatic relations with most states around the world, but by the 1970s, there was a shift in the international diplomatic circles and the People's Republic of China gained the upper hand in international diplomatic relations and recognition count. In 1971, under resolution 2758, the representatives of Chiang Kai-shek to the United Nations were expelled from the intergovernmental organization. With the expulsion of the Chiang Kai-shek's representatives, and effectively the Republic of China, the representatives of the People's Republic of China were invited to assume China's seat on the UN Security Council, the UN General Assembly and other United Nations councils and agencies. Later attempts by the Republic of China to rejoin the UN have either been blocked by the People's Republic of China, who has veto power on UN Security Council, or rejected by the United Nations Secretariat or a United Nations General Assembly committee responsible for the General Assembly's agenda.


          Since its retreat to Taiwan, the Republic of China has not formally renounced its claim to all of China, nor has it changed its official maps, which includes the mainland and Mongolia. Following the introduction to full democracy and the electoral victory of DPP's Chen Shui-bian in the presidential elections, the Republic of China has not pursued its claims on the mainland and in Mongolia. The previous DPP Administration has adopted a policy of separating the state's identity from "China", while moving towards identifying the state as "Taiwan". The ROC has not made formal moves to change the name, flag, or national anthem of the state to reflect a Taiwan identity due to pressure from the United States and the fear of invasion or military action from the People's Republic of China against the island. The People's Republic of China claims to have succeeded the Republic of China as the sole legitimate governing authority of all of China, which, from the official viewpoint of People's Republic of China, includes the island of Taiwan. Over the last 50 years, both the Republic of China and the People's Republic of China have used diplomatic and economic means to compete for recognition in the international arena. Because most international, intergovernmental organizations observe the One-China policy of the People's Republic of China, the PRC has been able to pressure organizations, such as the World Health Organization and the International Olympic Committee, to refuse official recognition of the Republic of China. Due to the One-China policy, states around the world are pressured to refuse, or to cut off, diplomatic relations with the Republic of China. As a result, 23 U.N. member states currently maintain official diplomatic relations with the Republic of China while the vast majority of the U.N. member states maintain official diplomatic relations with the People's Republic of China.


          


          Territory and environment


          


          Historical political divisions
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          Top-level political divisions of China have altered as administrations changed. Top levels included circuits and provinces. Below that, there have been prefectures, subprefectures, departments, commanderies, districts, and counties. Recent divisions also include prefecture-level cities, county-level cities, towns and townships.


          Most Chinese dynasties were based in the historical heartlands of China, known as China proper. Various dynasties also expanded into peripheral territories like Inner Mongolia, Manchuria, Xinjiang, and Tibet. The Manchu-established Qing Dynasty and its successors, the ROC and the PRC, incorporated these territories into the Chinese empire.


          


          Geography and climate
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          China ranges from mostly plateaus and mountains in the west to lower lands in the east. Principal rivers flow from west to east, including the Yangtze (central), the Huang He (Yellow river, north-central), and the Amur (northeast), and sometimes toward the south (including the Pearl River, Mekong River, and Brahmaputra), with most Chinese rivers emptying into the Pacific Ocean.


          In the east, along the shores of the Yellow Sea and the East China Sea there are extensive and densely populated alluvial plains. On the edges of the Inner Mongolian plateau in the north, grasslands can be seen. Southern China is dominated by hills and low mountain ranges. In the central-east are the deltas of China's two major rivers, the Huang He and Yangtze River. Most of China's arable lands lie along these rivers; they were the centers of China's major ancient civilizations. Other major rivers include the Pearl River, Mekong, Brahmaputra and Amur. Yunnan Province is considered a part of the Greater Mekong Subregion, which also includes Myanmar, Laos, Thailand, Cambodia, and Vietnam.
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          In the west, the north has a great alluvial plain, and the south has a vast calcareous tableland traversed by hill ranges of moderate elevation, and the Himalayas, containing Earth's highest point, Mount Everest. The northwest also has high plateaus with more arid desert landscapes such as the Takla-Makan and the Gobi Desert, which has been expanding. During many dynasties, the southwestern border of China has been the high mountains and deep valleys of Yunnan, which separate modern China from Burma, Laos and Vietnam.


          The Paleozoic formations of China, excepting only the upper part of the Carboniferous system, are marine, while the Mesozoic and Tertiary deposits are estuarine and freshwater or else of terrestrial origin. Groups of volcanic cones occur in the Great Plain of north China. In the Liaodong and Shandong Peninsulas, there are basaltic plateaus.


          The climate of China varies greatly. The northern zone (containing Beijing) has summer daytime temperatures of more than 30 degrees Celsius and winters of Arctic severity. The central zone (containing Shanghai) has a temperate continental climate with very hot summers and cold winters. The southern zone (containing Guangzhou) has a subtropical climate with very hot summers and mild winters.


          Due to a prolonged drought and poor agricultural practices, dust storms have become usual in the spring in China. Dust has blown to southern China and Taiwan, and has reached the West Coast of the United States. Water, erosion, and pollution control have become important issues in China's relations with other countries.


          


          Economy


          


          Society


          


          Culture


          Confucianism was the official philosophy throughout most of Imperial China's history, and mastery of Confucian texts was the primary criterion for entry into the imperial bureaucracy. China's traditional values were derived from various versions of Confucianism. A number of more authoritarian strains of thought have also been influential, such as Legalism. There was often conflict between the philosophies, e.g. the Song Dynasty Neo-Confucians believed Legalism departed from the original spirit of Confucianism. Examinations and a culture of merit remain greatly valued in China today. In recent years, a number of New Confucians (not to be confused with Neo-Confucianism) have advocated that democratic ideals and human rights are quite compatible with traditional Confucian "Asian values".
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          With the rise of Western economic and military power beginning in the mid-19th century, non-Chinese systems of social and political organization gained adherents in China. Some of these would-be reformers totally rejected China's cultural legacy, while others sought to combine the strengths of Chinese and Western cultures. In essence, the history of 20th century China is one of experimentation with new systems of social, political, and economic organization that would allow for the reintegration of the nation in the wake of dynastic collapse.


          


          Arts, scholarship, and literature
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          Chinese characters have had many variants and styles throughout Chinese history. Tens of thousands of ancient written documents are still extant, from Oracle bones to Qing edicts. This literary emphasis affected the general perception of cultural refinement in China, e.g. the view that calligraphy was a higher art form than painting or drama. Manuscripts of the Classics and religious texts (mainly Confucian, Taoist, and Buddhist) were handwritten by ink brush. Calligraphy later became commercialized, and works by famous artists became prized possessions.


          Chinese literature has a long past; the earliest classic work in Chinese, the I Ching or "Book of Changes" dates to around 1000 BCE. A flourishing of philosophy during the Warring States Period produced such noteworthy works as Confucius's Analects and Laozi's Tao Te Ching. (See also the Chinese classics.) Dynastic histories were often written, beginning with Sima Qian's seminal Records of the Historian written from 109 BCE to 91 BCE. The Tang Dynasty witnessed a poetic flowering, while the Four Great Classical Novels of Chinese literature were written during the Ming and Qing Dynasties.


          Printmaking in the form of movable type was developed during the Song Dynasty. Academies of scholars sponsored by the empire were formed to comment on the classics in both printed and handwritten form. Royalty frequently participated in these discussions as well. The Song Dynasty was also a period of great scientific literature, such as Su Song's Xin Yixiang Fayao and Shen Kuo's Dream Pool Essays. There were also enormous works of historiography and large encyclopedias, such as Sima Guang's Zizhi Tongjian of 1084 CE or the Four Great Books of Song fully compiled and edited by the 11th century.


          For centuries, economic and social advancement in China could be provided by high performance on the imperial examinations. This led to a meritocracy, although it was available only to males who could afford test preparation. Imperial examinations required applicants to write essays and demonstrate mastery of the Confucian classics. Those who passed the highest level of the exam became elite scholar-officials known as jinshi, a highly esteemed socio-economic position.


          Chinese philosophers, writers and poets were highly respected and played key roles in preserving and promoting the culture of the empire. Some classical scholars, however, were noted for their daring depictions of the lives of the common people, often to the displeasure of authorities.


          The Chinese invented numerous musical instruments, such as the zheng (zither with movable bridges), qin (bridgeless zither), sheng (free reed mouth organ), and xiao (vertical flute) and adopted and developed others such the erhu (alto fiddle or bowed lute) and pipa (pear-shaped plucked lute), many of which have later spread throughout East Asia and Southeast Asia, particularly to Japan, Korea, and Vietnam.


          


          Demography


          
            [image: Ethnolinguistic map of the People's Republic of China and the Republic of China.]

            
              Ethnolinguistic map of the People's Republic of China and the Republic of China.
            

          


          Hundreds of ethnic groups have existed in China throughout its history. The largest ethnic group in China by far is the Han. This group is diverse in itself and can be divided into smaller ethnic groups that share some traits.


          Over the last three millennia, many previously distinct ethnic groups in China have been Sinicized into a Han identity, which over time dramatically expanded the size of the Han population. However, these assimilations were usually incomplete and vestiges of indigenous language and culture often are still retained in different regions of China. Because of this, many within the Han identity have maintained distinct linguistic and cultural traditions, though still identifying as Han. Several ethnicities have also dramatically shaped Han culture, e.g. the Manchurian clothing called the qipao became the new "Chinese" fashion after the 17th century, replacing earlier Han styles of clothing such as the Hanfu. The modern term Chinese nation (Zhonghua Minzu) is now used to describe a notion of a Chinese nationality that transcends ethnic divisions.


          


          Languages


          Most languages in China belong to the Sino-Tibetan language family, spoken by 29 ethnicities. There are also several major dialects within the Chinese language itself. The most spoken dialects are Mandarin (spoken by over 70% of the population), Wu (Shanghainese), Yue (Cantonese), Min, Xiang, Gan, and Hakka. Non-Sinitic languages spoken widely by ethnic minorities include Zhuang (Thai), Mongolian, Tibetan, Uyghur (Turkic), Hmong and Korean.


          Classical Chinese was the written standard used for thousands of years in China before the 20th century and allowed for written communication between speakers of various unintelligible languages and dialects in China. Vernacular Chinese or baihua is the written standard based on the Mandarin dialect first popularized in Ming dynasty novels and was adopted (with significant modifications) during the early 20th century as the national vernacular. Classical Chinese is still part of the high school curriculum and is thus intelligible to some degree to many Chinese.


          


          Religion
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          The "official" orthodox faith system held by most dynasties of China until the overthrow of the last dynasty is a panentheism system, centering on the worship of " Heaven" as an omnipotent force. This faith system pre-dated the development of Confucianism and Taoism or the introduction of Buddhism and Christianity. It has features of a monotheism in that Heaven is seen as an omnipotent entity, endowed with personality but no corporeal form. "Heaven" as a supernatural force was variously referred to as Shangdi (literally "Emperor Above"). Worship of Heaven includes the erection of shrines, the last and greatest being the Altar of Heaven in Beijing, and the offering of prayers. Manifestation of the powers of Heaven include weather and natural disasters. Although it gradually diminished in popular belief after the advent of Taoism and Buddhism, among others, some of its concepts remained in use throughout the pre-modern period and have been incorporated in later religions of China.


          Taoism is an indigenous religion of China and is traditionally traced to the composition of Lao Zi's Tao Te Ching (The Book of Tao and Its Virtues) or to seminal works by Zhang Daoling. The philosophy of Taoism is centered on " the way"; an understanding of which can be likened to recognizing the true nature of the universe. Taoism in its unorganized form is also considered a folk religion of China. More secular derivatives of Taoist ideas include Feng Shui, Sun Tzu's Art of War, and acupuncture.


          Buddhism was introduced from India and Central Asia during the Han dynasty and became very popular among Chinese of all walks of life, embraced particularly by commoners, and sponsored by emperors in certain dynasties. Mahayana (大乘, Dacheng) is the predominant form of Buddhism practiced in China, where it was largely Sinicized and later exported to Korea, Japan and Vietnam. Some subsets of Mahayana popular in China include Pure Land ( Amidism) and Zen. Buddhism is the largest organized faith in China and the country has the most Buddhist adherents in the world, followed by Japan. Many Chinese, however, identify themselves as both Taoist and Buddhist at the same time.


          Ancestor worship is a major religious theme shared among all Chinese religions. Traditional Chinese culture, Taoism, Confucianism, and Chinese Buddhism all value filial piety as a top virtue, and the act is a continued display of piety and respect towards departed ancestors. The Chinese generally offer prayers and food for the ancestors, light incense and candles, and burn offerings of Joss paper. These activities are typically conducted at the site of ancestral graves or tombs, at an ancestral temple, or at a household shrine.


          Islam, Judaism and Christianity first arrived in China after the 7th century during the Tang Dynasty. Islam was later spread by merchants and craftsmen as trade routes improved along the Silk Road, while Christianity began to make significant inroads in China after the 16th century through Jesuit and later protestant missionaries. Islam arrived in China during the 8th century, only a few years after the Islamic prophet Muhammad's death. The Emperor of China took Islam highly, and the first mosque in China, the Huaisheng Mosque was built in Canton, Guangzhou in 630. In the first half of the 20th century, many Jews arrived in Shanghai and Hong Kong during those cities' periods of economic expansion, seeking refuge from the Holocaust in Europe. Shanghai was particularly notable for its volume of Jewish refugees, as it was the only port in the world then to accept them without an entry visa.


          


          Sports and recreation
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          Many historians believe that football (soccer) originated in China, where a form of the sport may have appeared around 1000 CE. Other popular sports include martial arts, table tennis, badminton, and more recently, golf. Basketball is now popular among young people in urban centers.


          There are also many traditional sports. Chinese dragon boat racing occurs during the Duan Wu festival. In Inner Mongolia, Mongolian-style wrestling and horse racing are popular. In Tibet, archery and equestrian sports are part of traditional festivals.


          Physical fitness is highly regarded. It is common for the elderly to practice Tai Chi Chuan and qigong in parks.


          Board games such as International Chess, Go (Weiqi), and Xiangqi (Chinese chess) are also common and have organized formal competitions. China is also due to host the Olympic Games this year in their capital Beijing.


          


          Science and technology
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          Among the scientific accomplishments of ancient China were paper (not papyrus) and papermaking, woodblock printing and movable type printing, the early lodestone and magnetic compass, gunpowder, toilet paper, early seismological detectors, matches, dry docks, pound locks, sliding calipers, the double-action piston pump, blast furnace and cast iron, the iron plough, the multi-tube seed drill, the wheelbarrow, the suspension bridge, the parachute, natural gas as fuel, the escapement mechanism for clocks, the differential gear for the South Pointing Chariot, the hydraulic-powered armillary sphere, the hydraulic-powered trip hammer, the mechanical chain drive, the mechanical belt drive, the raised-relief map, the propeller, the crossbow, the cannon, the rocket, the multistage rocket, etc. Chinese astronomers were among the first to record observations of a supernova. The work of the astronomer Shen Kuo (10311095) alone was most impressive, as he theorized that the sun and moon were spherical, corrected the position of the polestar with his improved sighting tube, discovered the concept of true north, wrote of planetary motions such as retrogradation, and compared the orbital paths of the planets to points on the shape of a rotating willow leaf. With evidence for them, he also postulated geological theories for the processes of land formation in geomorphology and climate change in paleoclimatology. Yet there were many other astronomers than Shen Kuo, such as Gan De, Shi Shen, Zhang Heng, Yi Xing, Zhang Sixun, Su Song, Guo Shoujing, Xu Guangqi, etc. Chinese mathematics evolved independently of Greek mathematics and is therefore of great interest in the history of mathematics. The Chinese were also keen on documenting all of their technological achievements, such as in the Tiangong Kaiwu encyclopedia written by Song Yingxing (15871666).


          China's science and technology fell behind that of Europe by the 17th century. Political, social and cultural reasons have been given for this, although recent historians focus more on economic causes, such as the high level equilibrium trap. Since the PRC's market reforms China has become better connected to the global economy and is placing greater emphasis on science and technology.
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          A Chinese character, Han character or Hanzi ( simplified Chinese: 汉字; traditional Chinese: 漢字; pinyin: Hnz) is a logogram used in writing Chinese (hanzi), Japanese ( kanji), less frequently Korean ( hanja), and formerly Vietnamese ( hn tự).


          The number of Chinese characters contained in the Kangxi dictionary is approximately 47,035, although a large number of these are rarely used variants accumulated throughout history. Studies carried out in China have shown that full literacy in the Chinese language requires a knowledge of only between three and four thousand characters.


          In the Chinese writing system, each character corresponds to a single spoken syllable. A majority of words in all modern varieties of Chinese are poly-syllabic and thus require two or more characters to write. Cognates in the various Chinese languages/dialects which have the same or similar meaning but different pronunciations can be written with the same character. In addition, many Chinese characters were adopted according to their meaning by the Japanese and Korean languages to represent native words, disregarding pronunciation altogether.


          Chinese characters are also known as sinographs, and the Chinese writing system as sinography. Non-Chinese languages which have adopted sinographyand, with the orthography, a large number of loanwords from the Chinese languageare known as Sinoxenic languages, whether or not they still use the characters. The term does not imply any genetic affiliation with Chinese. The major Sinoxenic languages are Japanese, Korean, and Vietnamese.


          


          History


          


          Precursors


          In the last 50 or so years, inscriptions have been found on Neolithic pottery in a variety of locations in China such as Bnpō near Xīān, as well as on bone and bone artifacts at Hualouzi, Chang'an County near Xi'an. These simple, often geometric marks have been frequently compared to some of the earliest known Chinese characters, on the oracle bones, and some have taken them to mean that the history of Chinese writing extends back over six millennia. However, because these marks occur singly, without any context to imply usage as writing, and because they are generally extremely crude and simple, Qi Xīguī (2000, p.31) concluded that "we do not have any basis for stating that these constituted writing, nor is there reason to conclude that they were ancestral to Shang dynasty Chinese characters." Isolated graphs and pictures continue to be found periodically, frequently accompanied by media reports pushing back the purported beginnings of Chinese writing a few thousand years. For example, at Damaidi in Ningxia, 3,172 pictorial cliff carvings dating to 60005000 BC have been discovered, leading to headlines such as "Chinese writing '8,000 years old.'" Similarly, archaeologists report finding a few inscribed symbols on tortoise shells at the Neolithic site of Jiahu in Henan, dated to around 6,6006,200BCE, leading to headlines of "'Earliest writing' found in China. However, each time, scholars urge caution and skepticism. Professor David Keightley, a renowned expert on Shang script, urged caution in the latter instance, noting "There is a gap of about 5,000 years. It seems astonishing that they would be connected," adding "we can't call it writing until we have more evidence."


          An additional problem with many such claims of connections to later Chinese writing is the lack of any direct cultural connection to Shāng culture, combined with gaps between them of many millennia. One group of sites without such problems is the Dwnkǒu culture sites (28002500 BCE, only one millennium earlier than the early Shāng culture sites, and positioned so as to be plausibly albeit indirectly ancestral to the Shāng). There, a few inscribed pottery and jade pieces have been found, one of which combines pictorial elements (resembling, according to some, a sun, moon or clouds, and fire or a mountain) in a stack which brings to mind the compounding of elements in Chinese characters. Major scholars are divided in their interpretation of such inscribed symbols. Some, such as Y Xĭngw, Tng Ln and Lĭ Xuqn , have identified these with specific Chinese characters. Others such as Wang Ningsheng interpret them as pictorial symbols such as clan insignia, rather than writing. But as Wang Ningsheng points out, "True writing begins when it represents sounds and consists of symbols that are able to record language. The few isolated figures found on pottery still cannot substantiate this point."


          


          Legendary origins


          According to legend, Chinese characters were invented by Cangjie (c. 2650 BC), a bureaucrat under the legendary emperor, Huangdi. The legend tells that Cangjie was hunting on Mount Yangxu (today Shanxi) when he saw a tortoise whose veins caught his curiosity. Inspired by the possibility of a logical relation of those veins, he studied the animals of the world, the landscape of the earth, and the stars in the sky, and invented a symbolic system called zChinese characters. It was said that on the day the characters were born, Chinese heard the devil mourning, and saw crops falling like rain, as it marked the beginning of the world.


          


          Oracle bone script
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          The oldest Chinese inscriptions that are indisputably writing are the Oracle bone script (Chinese: 甲骨文; pinyin: jiǎgǔwn; literally "shell-bone-script"). These were identified by scholars in 1899 on pieces of bone and turtle shell being sold as medicine, and by 1928, the source of the oracle bones had been traced back to modern Xiǎotn (小屯) village at Ānyng in Hnn Province, where official archaeological excavations in 19281937 discovered 20,000 oracle bone pieces, about 1/5 of the total discovered. The inscriptions were records of the divinations performed for or by the royal Shāng household. The oracle bone script is a well-developed writing system, attested from the late Shang Dynasty (12001050 BC). Only about 1,400 of the 2,500 known oracle bone script logographs can be identified with later Chinese characters and therefore deciphered by paleographers.


          


          Bronze Age: Parallel script forms and gradual evolution


          The traditional picture of an orderly series of scripts, each one invented suddenly and then completely displacing the previous one as implied by neat series of graphs in popular books on the subject, has been conclusively demonstrated to be fiction by the archaeological finds and scholarly research of the last half century. Gradual evolution and the coexistence of two or more scripts was more often the case. As early as the Shāng dynasty, oracle bone script coexisted as a simplified form alongside the normal script of bamboo books (preserved for us in typical bronze inscriptions) as well as extra-elaborate pictorial forms (often clan emblems) found on many bronzes.


          
            [image: Left: Bronze 方樽 fāngzūn ritual wine container dated about 1000 BCE. The written inscription cast in bronze on the vessel commemorates a gift of cowrie shells (then used as currency in China) from someone of presumably elite status in 周 Zhōu Dynasty society. Right: Bronze 方彝 fāngyí ritual container dated about 1000 BCE. A written inscription of some 180 Chinese characters appears twice on the vessel. The written inscription comments on state rituals that accompanied court ceremony, recorded by an official scribe.]

            
              Left: Bronze 方樽 fāngzūn ritual wine container dated about 1000 BCE. The written inscription cast in bronze on the vessel commemorates a gift of cowrie shells (then used as currency in China) from someone of presumably elite status in 周 Zhōu Dynasty society. Right: Bronze 方彝 fāngy ritual container dated about 1000 BCE. A written inscription of some 180 Chinese characters appears twice on the vessel. The written inscription comments on state rituals that accompanied court ceremony, recorded by an official scribe.
            

          


          Based on studies of such bronze inscriptions, it is clear that from the Shāng dynasty writing to that of the Western Zhōu and early Eastern Zhōu, the mainstream script evolved in a slow, unbroken fashion, until taking the form now known as seal script in the late Eastern Zhōu in the state of Qn, without any clear line of division. Meanwhile other scripts had evolved, especially in the eastern and southern areas during the late Zhōu, including regional forms, such as the gǔwn ancient forms of the eastern Warring States preserved in the Hn dynasty etymological dictionary Shuōwn Jiz as variant forms, as well as decorative forms such as bird and insect scripts. 


          Unification: Seal script, vulgar writing and proto-clerical


          Seal script, which had evolved slowly in the state of Qn during the Eastern Zhōu dynasty, became standardized and adopted as the formal script for all of China in the Qn dynasty (leading to a popular misconception that it was invented at that time), and was still widely used for decorative engraving and seals (name chops, or signets) in the Hn dynasty onward. But despite the Qn script standardization, more than one script remained in use at the time. For example, a little-known, rectilinear and roughly executed kind of common (vulgar) writing had for centuries coexisted with the more formal seal script in the Qn state, and the popularity of this vulgar writing grew as the use of writing itself became more widespread. By the Warring States period, an immature form of clerical script called early clerical or proto-clerical had already developed in the state of Qn based upon thus vulgar writing, and with influence from seal script as well. The coexistence of the three scripts, small seal, vulgar and proto-clerical, with the latter evolving gradually in the Qn to early Hn dynasties into clerical script, runs counter to the traditional beliefs that the Qn dynasty had one script only, and that clerical script was suddenly invented in the early Hn dynasty from the small seal script.


          


          Hn Dynasty


          


          Proto-clerical evolving to clerical


          Proto-clerical, which had emerged by the Warring States period from vulgar Qn writing, matured gradually, and by the early Western Hn, was little different from that of the Qn. Recently discovered bamboo slips show the script becoming mature clerical script by the middle to late reign of Emperor Wǔ of the W. Hn, who ruled 141 BCE to 87 BCE.


          


          Clerical & clerical cursive


          Contrary to popular belief of one script per period, there were in fact multiple scripts in use during the Hn. Although mature clerical script, also called bāfēn script (Chinese 八分), was dominant at that time, an early type of cursive script was also in use in the Hn by at least as early as 24 BCE (very late W. Hn), incorporating cursory (sic) forms popular at that period as well as many from the vulgar writing of the Warring State of Qn. By around the Eastern Jn dynasty this Hn cursive became known as zhāngcǎo (Chinese 章草; sometimes called lcǎo (隸草) today), or in English sometimes clerical cursive, ancient cursive, or draft cursive. Some believe that the name, based on zhāng (章), meaning orderly, is due to the fact that this was a more orderly form of cursive than the modern form of cursive emerging around the E. Jn and still in use today, called jīncǎo (今草) or modern cursive.


          


          Neo-clerical


          Around the mid Eastern Hn, a simplified and easier to write form of clerical appeared, which Qi (2000, p.113 & 139) terms neo-clerical (Chinese 新隸體 xīnltĭ) and by the late E. Hn it had become the dominant daily script, although the formal, mature bāfēn (八分) clerical script remained in use for formal situations such as engraved stelae. Some have described this neo-clerical script as a transition between clerical and standard script, and it remained in use through the Co Wi and Jn dynasties.


          


          Semi-cursive


          By the late E. Hn, an early form of semi-cursive script appeared, developing out of a somewhat cursively written kind of neo-clerical script and cursive. It was traditionally attributed to Li Dshēng ca. 147188 CE, although such attributions refer to early masters of a script rather than to their actual inventors, since the scripts generally evolved into being over time. Qi 2000, p.140 gives examples of early semi-cursive showing that it had popular origins rather than being only Lis invention.


          


          Wi to Jn period


          


          Standard script


          Standard script has been attributed to Zhōng Yo, of the E. Hn to Co Wi period (ca 151230 CE), who has been called the father of standard script. The earliest surviving pieces written in standard script are copies of his works, including at least one copied by Wng Xīzhī. This new script, which is the dominant modern Chinese script, developed out of a neatly written form of early semi-cursive, with addition of the pause (dn 頓) technique to end horizontal strokes, plus heavy tails on strokes which are written to downward right diagonal.. Thus, early standard script emerged from a neat, formal form of semi-cursive which had emerged from neo-clerical (a simplified, convenient form of clerical). It then matured further in the Eastern Jn dynasty in the hands of the Sage of Calligraphy Wng Xīzhī and his son Wng Xinzhī. It was not, however, in widespread use at that time, and most continued using neo-clerical or a somewhat semi-cursive form of it for daily writing, while the conservative bāfēn clerical script remained in use on some stelae, alongside some semi-cursive, but primarily neo-clerical.


          


          Modern cursive


          Meanwhile, modern cursive script slowly emerged out of the clerical cursive (zhāngcǎo) script during the Co Wi to Jn period, under the influence of both semi-cursive and the newly emerged standard script. Cursive was formalized in the hands of a few master calligraphers, the most famous and influential of which was Wng Xīzhī. However, because modern cursive is so cursive, it is hard to read, and never gained widespread use outside of literati circles.


          


          Dominance and maturation of standard script


          It was not until the Southern and Northern Dynasties that the standard script rose to dominant status. During that period, standard script continued evolving stylistically, reaching full maturity in the early Tng dynasty. Some call the writing of the early Tng calligrapher Ōuyng Xn (557641) the first mature standard script. After this point, although developments in the art of calligraphy and in character simplification still lay ahead, there were no more major stages of evolution for the mainstream script. Chinese writing had reached full maturity.


          


          Use in other countries


          The Japanese Kanji were adopted for recording the Japanese language from the 1st century AD. The Chinese script spread to Korea together with Buddhism from the 7th century ( Hanja). Adaptation for Vietnamese ( Chữ Nm) emerged in the 13th century.


          


          Modern history


          Although most of the simplified Chinese characters in use today are the result of the works moderated by the government of the People's Republic of China (PRC) in the 1950s and 60s, character simplification predates the PRC's formation in 1949. One of the earliest proponents of character simplification was Lu Feikui, who proposed in 1909 that simplified characters should be used in education. In the years following the May Fourth Movement in 1919, many anti-imperialist Chinese intellectuals sought ways to modernise China. In the 1930s and 1940s, discussions on character simplification took place within the Kuomintang government, and a large number of Chinese intellectuals and writers have long maintained that character simplification would help boost literacy in China. In many world languages, literacy has been promoted as a justification for spelling reforms. The People's Republic of China issued its first round of official character simplifications in two documents, the first in 1956 and the second in 1964. In the 1950s and 1960s, while confusion about simplified characters was still rampant, transitional characters that mixed simplified parts with yet-to-be simplified parts of characters together appeared briefly, then disappeared.


          " Han unification" was completed for the purposes of Unicode in 1991 (Unicode 1.0).


          


          Written styles
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          There are numerous styles, or scripts, in which Chinese characters can be written, deriving from various calligraphic and historical models. Most of these originated in China and are now common, with minor variations, in all countries where Chinese characters are used. These characters were used over 3,000 years ago.


          The Shang dynasty Oracle Bone and Zhou dynasty scripts found on Chinese bronze inscriptions being no longer used, the oldest script that is still in use today is the Seal Script ( simplified Chinese: 篆书; traditional Chinese: 篆書; pinyin: zhunshū). It evolved organically out of the Spring and Autumn period Zhou script, and was adopted in a standardized form under the first Emperor of China, Qin Shi Huang. The seal script, as the name suggests, is now only used in artistic seals this was copied and sticked. Few people are still able to read it effortlessly today, although the art of carving a traditional seal in the script remains alive; some calligraphers also work in this style.


          Scripts that are still used regularly are the " Clerical Script" ( simplified Chinese: 隶书; traditional Chinese: 隸書; pinyin: lshū) of the Qin Dynasty to the Han Dynasty, the Weibei (Chinese: 魏碑; pinyin: wibēi), the " Regular Script" ( simplified Chinese: 楷书; traditional Chinese: 楷書; pinyin: kǎishū) used for most printing, and the " Semi-cursive Script" ( simplified Chinese: 行书; traditional Chinese: 行書; pinyin: xngshū) used for most handwriting.


          The Cursive Script ( simplified Chinese: 草书; traditional Chinese: 草書; pinyin: cǎoshū; literally "grass script") is not in general use, and is a purely artistic calligraphic style. The basic character shapes are suggested, rather than explicitly realized, and the abbreviations are extreme. Despite being cursive to the point where individual strokes are no longer differentiable and the characters often illegible to the untrained eye, this script (also known as draft) is highly revered for the beauty and freedom that it embodies. Some of the Simplified Chinese characters adopted by the People's Republic of China, and some of the simplified characters used in Japan, are derived from the Cursive Script. The Japanese hiragana script is also derived from this script.


          There also exist scripts created outside China, such as the Japanese Edomoji styles; these have tended to remain restricted to their countries of origin, rather than spreading to other countries like the standard scripts described above.
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                	yng

                	Sheep
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                	mǎ

                	Horse
              


              
                	[image: Image:Character Niao Oracle.jpg]

                	[image: Image:Character Niao Seal.jpg]

                	[image: Image:Character Niao Cler.jpg]

                	[image: Image:Character Niao Semi.jpg]

                	[image: Image:Character Niao Cur.jpg]

                	[image: Image:Character Niao Trad.jpg]

                	[image: Image:Character Niao Simp.jpg]

                	niǎo

                	Bird
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                	guī

                	Tortoise
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                	lng

                	Chinese Dragon
              


              
                	[image: Image:Character Feng Oracle.jpg]

                	[image: Image:Character Feng Seal.jpg]

                	[image: Image:Character Feng Cler.jpg]

                	[image: Image:Character Feng Semi.jpg]

                	[image: Image:Character Feng Cur.jpg]

                	[image: Image:Character Feng Trad.jpg]

                	[image: Image:Character Feng Simp.jpg]

                	fng

                	Chinese Phoenix
              

            

          


          


          Formation of characters
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          The earliest known Chinese texts, in the Oracle bone script, display a fully developed writing system, little different functionally than modern characters. It can only be assumed that the early stages of the development of characters were dominated by pictograms, which were the objects depicted, and ideograms, in which meaning was expressed iconically. The demands of writing full language, including words which had no easy pictographic or iconic representation, forced an expansion of this system, presumably through use of rebus.


          The presumed methods of forming characters were first classified c. 100 AD by the Chinese linguist Xu Shen, whose etymological dictionary Shuowen Jiezi (說文解字/说文解字) divides the script into six categories, the lishū (六書/六书). While the categories and classification are occasionally problematic and arguably fail to reflect the complete nature of the Chinese writing system, this account has been perpetuated by its long history and pervasive use.


          Four percent of Chinese characters are derived directly from individual pictograms, though in most cases the resemblance to an object is no longer clear. Others are ideograms, compound ideograms, where two ideograms are combined to give a third reading, or rebus. But most characters are phono-semantic compounds, with one element to indicate the general category of meaning and the other to suggest the pronunciation. Again, in many cases the suggested sound is no longer accurate.


          


          Pictograms


          
            	象形字 xingxngz

          


          Contrary to popular belief, pictograms make up only a small portion of Chinese characters. While characters in this class derive from pictures, they have been standardized, simplified, and stylized to make them easier to write, and their derivation is therefore not always obvious. Examples include 日 (r) for "sun", 月 (yu) for "moon", and 木 (m) for "tree"....


          There is no concrete number for the proportion of modern characters that are pictographic in nature; however, Xu Shen (c. 100 AD) estimated that 4% of characters fell into this category.


          


          Ideograms


          
            	指事字, zhǐshz

          


          Also called a simple indicatives or simple ideographs, these characters either modify existing pictographs iconically, or are direct iconic illustrate. For instance, by modifying 刀 dāo, a pictogram for "knife", by marking the blade, an ideogram 刃 rn for "blade" is obtained. Direct examples include 上 shng "up" and 下 xi "down". This category is small.


          


          Ideogrammic compounds


          
            	會意字/会意字 huyz

          


          Translated literally as logical aggregates or associative compounds, these characters symbolically combine pictograms or ideograms to create a third character. For instance, doubling the pictogram 木 mu "tree" produces 林 lin "forest", while combining 日 r "sun" and 月 yu "moon", the two natural sources of light, makes 明 mng "bright".


          Xu Shen estimated that 13% of characters fall into this category.


          Some scholars flatly reject the existence of this category, opining that failure of modern attempts to identify a phonetic in a compound is due simply to our not looking at ancient "secondary readings", which were lost over time. For example, the character 安 ān "peace", a combination of "roof" 宀 and "woman" 女, is commonly cited as an ideogrammic compound, purported motivated by a meaning such as "all is peaceful with the woman at home". However, there is evidence that 女 was once a polyphone with a secondary reading of *an, as may be gleaned from the set 妟 yn "tranquil", 奻 nun "to quarrel", and 姦 jiān "licentious".


          Adding weight to this argument is the fact that characters claimed to belong to this group are almost invariably interpreted from modern forms rather than the archaic forms, which as a rule are quite different and often far more graphically complex. However, interpretations differ greatly between sources.


          


          Phono-semantic compounds


          
            	形聲字/形声字 xngshēngz

          


          By far the most numerous category are the phono-semantic compounds, also called semantic-phonetic compounds or pictophonetic compounds. These characters are composed of two parts: one of a limited set of pictographs, often graphically simplified, which suggests the general meaning of the character, and an existing character pronounced approximately as the new target word.


          Examples are 河 (h) river, 湖 (h) lake, 流 (li) stream, 沖 (chōng) riptide, 滑 (hu) slippery. All these characters have on the left a radical of three dots, which is a simplified pictograph for a water drop, indicating that the character has a semantic connection with water; the right-hand side in each case is a phonetic indicator. For example, in the case of 冲 (chōng), the phonetic indicator is 中 (zhōng), which by itself means middle. In this case it can be seen that the pronunciation of the character has diverged from that of its phonetic indicator; this process means that the composition of such characters can sometimes seem arbitrary today. Further, the choice of radicals may also seem arbitrary in some cases; for example, the radical of 貓 (māo) cat is 豸 (zh), originally a pictograph for worms, but in characters of this sort indicating an animal of any sort.


          Xu Shen (c. 100 AD) placed approximately 82% of characters into this category, while in the Kangxi Dictionary (1716 AD) the number is closer to 90%, due to the extremely productive use of this technique to extend the Chinese vocabulary.


          


          Transformed cognates


          
            	轉注字/转注字 zhuǎnzhz

          


          Characters in this category originally didn't represent the same meaning but have bifurcated through orthographic and often semantic drift. For instance, 考 (kǎo) to verify and 老 (lǎo) old were once the same character, meaning "elderly person", but detached into two separate words. Characters of this category are rare, so in modern systems this group is often omitted or combined with others.


          


          Rebus


          
            	假借字 jiǎjiz

          


          Also called borrowings or phonetic loan characters, this category covers cases where an existing character is used to represent an unrelated word with similar pronunciation; sometimes the old meaning is then lost completely, as with characters such as 自 (z), which has lost its original meaning of nose completely and exclusively means oneself, or 萬 (wan), which originally meant scorpion but is now used only in the sense of ten thousand.


          This technique has become uncommon, since there is considerable resistance to changing the meaning of existing characters. However, it has been used in the development of written forms of dialects, notably Cantonese and Taiwanese in Hong Kong and Taiwan, due to the amount of dialectal vocabulary which historically has had no written form and thus lacks characters of its own.


          


          Written variants


          Just as Roman letters have a characteristic shape (lower-case letters occupying a roundish area, with ascenders or descenders on some letters), Chinese characters occupy a more or less square area. Characters made up of multiple parts squash these parts together in order to maintain a uniform size and shapethis is the case especially with characters written in the Sngtǐ style. Because of this, beginners often practise on squared graph paper, and the Chinese sometimes use the term "Square-Block Characters" ( simplified Chinese: 方块字; traditional Chinese: 方塊字; pinyin: fāngkuiz).


          The actual shape of many Chinese characters varies in different cultures. Mainland China adopted simplified characters in 1956, but Traditional Chinese characters are still used in Hong Kong, Macau and Taiwan. Singapore has also adopted simplified Chinese characters. Postwar Japan has used its own less drastically simplified characters since 1946, while South Korea has limited its use of Chinese characters, and Vietnam and North Korea have completely abolished their use in favour of romanized Vietnamese and hangul, respectively.


          


          Orthography


          The nature of Chinese characters makes it very easy to produce allographs for any character, and there have been many efforts at orthographical standardization throughout history. The widespread usage of the characters in several different nations has prevented any one system becoming universally adopted; consequently, the standard shape of any given character in Chinese usage may differ subtly from its standard shape in Japanese or Korean usage, even where no simplification has taken place.


          Usually, each Chinese character takes up the same amount of space, due to their block-like square nature. Beginners therefore typically practice writing with a grid as a guide. In addition to strictness in the amount of space a character takes up, Chinese characters are written with very precise rules. The three most important rules are the strokes employed, stroke placement, and the order in which they are written ( stroke order). Most words can be written with just one stroke order, though some words also have variant stroke orders, which may occasionally result in different stroke counts; certain characters are also written with different stroke orders in different languages.


          


          Common typefaces
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          There are two common typefaces based on the regular script for Chinese characters akin to serif and sans-serif fonts in the West. The most popular for body text is a family of fonts called the Song typeface (宋体), also known as Minchō (明朝) in Japan, and Ming typeface (明體) in Taiwan and Hong Kong. The names of these fonts come from the Song and Ming dynasties, when block printing flourished in China. Because the wood grain on printing blocks ran horizontally, it was fairly easy to carve horizontal lines with the grain. However, carving vertical or slanted patterns was difficult because those patterns intersect with the grain and break easily. This resulted in a typeface that has thin horizontal strokes and thick vertical strokes. To prevent wear and tear, the ending of horizontal strokes are also thickened. These design forces resulted in the current Song typeface characterized by thick vertical strokes contrasted with thin horizontal strokes; triangular ornaments at the end of single horizontal strokes; and overall geometrical regularity. This typeface is similar to Western serif fonts such as Times New Roman in both appearance and function.


          The other common group of fonts is called the black typeface (黑体/體) in Chinese and Gothic typeface (ゴシック体) in Japanese. This group is characterized by straight lines of even thickness for each stroke, akin to sans-serif styles such as Arial and Helvetica in Western typography. This group of fonts, first introduced on newspaper headlines, is commonly used on headings, websites, signs and billboards.


          


          Reform


          


          Simplification in China


          The use of traditional characters versus simplified characters varies greatly, and can depend on both the local customs and the medium. Because character simplifications were not officially sanctioned and generally a result of caoshu writing or idiosyncratic reductions, traditional, standard characters were mandatory in printed works, while the (unofficial) simplified characters would be used in everyday writing, or quick scribblings. Since the 1950s, and especially with the publication of the 1964 list, the PRC has officially adopted a simplified script for use in mainland China, while Hong Kong, Macau, and the ROC on Taiwan retain the use of the traditional characters. There is no absolute rule for using either system, and often it is determined by what the target audience understands, as well as the upbringing of the writer. In addition there is a special system of characters used for writing numerals in financial contexts; these characters are modifications or adaptations of the original, simple numerals, deliberately made complicated to prevent forgeries or unauthorized alterations.


          Although most often associated with the PRC, character simplification predates the 1949 communist victory. Caoshu, cursive written text, almost always includes character simplification, and simplified forms have always existed in print, albeit not for the most formal works. In the 1930s and 1940s, discussions on character simplification took place within the Kuomintang government, and a large number of Chinese intellectuals and writers have long maintained that character simplification would help boost literacy in China. Indeed, this desire by the Kuomintang to simplify the Chinese writing system (inherited and implemented by the CCP) also nursed aspirations of some for the adoption of a phonetic script, in imitation of the Roman alphabet, and spawned such inventions as the Gwoyeu Romatzyh.


          The PRC issued its first round of official character simplifications in two documents, the first in 1956 and the second in 1964. A second round of character simplifications (known as erjian, or "second round simplified characters") was promulgated in 1977. It was poorly received, and in 1986 the authorities rescinded the second round completely, while making six revisions to the 1964 list, including the restoration of three traditional characters that had been simplified: 叠 di, 覆 f, 像 xing.


          Many of the simplifications adopted had been in use in informal contexts for a long time, as more convenient alternatives to their more complex standard forms. For example, the traditional character 來 li (come) was written with the structure 来 in the clerical script (隸書 lshū) of the Han dynasty. This clerical form uses two fewer strokes, and was thus adopted as a simplified form. The character 雲 yn (cloud) was written with the structure 云 in the oracle bone script of the Shāng dynasty, and had remained in use later as a phonetic loan in the meaning of to say. The simplified form reverted to this original structure.


          


          Japanese kanji


          In the years after World War II, the Japanese government also instituted a series of orthographic reforms. Some characters were given simplified forms called Shinjitai 新字体 (lit. "new character forms"; the older forms were then labelled the Kyūjitai 旧字体 , lit. "old character forms"). The number of characters in common use was restricted, and formal lists of characters to be learned during each grade of school were established, first the 1850-character Tōyō kanji 当用漢字 list in 1945, and later the 1945-character Jōyō kanji 常用漢字 list in 1981. Many variant forms of characters and obscure alternatives for common characters were officially discouraged. This was done with the goal of facilitating learning for children and simplifying kanji use in literature and periodicals. These are simply guidelines, hence many characters outside these standards are still widely known and commonly used, especially those used for personal and place names (for the former, see Jinmeiyō kanji).


          


          Southeast Asian Chinese communities


          Singapore underwent three successive rounds of character simplification. These resulted in some simplifications that differed from those used in mainland China. It ultimately adopted the reforms of the PRC in their entirety as official, and has implemented them in the educational system. However, unlike in the PRC, personal names may still be registered in traditional characters.


          Malaysia promulgated a set of simplified characters in 1981, which were also completely identical to the Mainland China simplifications; here, however, the simplifications were not generally widely adopted, as the Chinese educational system fell outside the purview of the federal government. However, with the advent of the PRC as an economic powerhouse, simplified characters are taught at school, and the simplified characters are more commonly, if not almost universally, used. However, a large majority of the older Chinese literate generation use the traditional characters. Chinese newspapers are published in either set of characters, typically with the headlines in Traditional Chinese while the body is in Simplified Chinese.


          


          Comparisons of Traditional, Simplified and Kanji


          
            
              Comparisons of Traditional characters, Simplified Chinese characters, and Simplified Japanese characters 1
            

            
              	

              	Traditional

              	Chinese simp.

              	Japanese simp.

              	meaning
            


            
              	Simplified in Chinese, not Japanese

              	電

              	电

              	電

              	electricity
            


            
              	開

              	开

              	開

              	open
            


            
              	東

              	东

              	東

              	east
            


            
              	車

              	车

              	車

              	car, vehicle
            


            
              	紅

              	红

              	紅

              	red (crimson in Japanese)
            


            
              	無

              	无

              	無

              	nothing
            


            
              	鳥

              	鸟

              	鳥

              	bird
            


            
              	熱

              	热

              	熱

              	hot
            


            
              	Simplified in Japanese, not Chinese

              	佛

              	佛

              	仏

              	Buddha
            


            
              	惠

              	惠

              	恵

              	favour
            


            
              	拜

              	拜

              	拝

              	kowtow, pray to, worship
            


            
              	黑

              	黑

              	黒

              	black
            


            
              	冰

              	冰

              	氷

              	ice
            


            
              	兔

              	兔

              	兎

              	rabbit
            


            
              	妒

              	妒

              	妬

              	jealousy
            


            
              	Simplified in both, but differently

              	歲

              	岁

              	歳

              	age, year
            


            
              	圖

              	图

              	図

              	picture, diagram
            


            
              	轉

              	转

              	転

              	turn
            


            
              	廣

              	广

              	広

              	wide, broad
            


            
              	惡

              	恶

              	悪

              	bad, evil
            


            
              	豐

              	丰

              	豊

              	abundant
            


            
              	腦

              	脑

              	脳

              	brain
            


            
              	樂

              	乐

              	楽

              	fun
            


            
              	氣

              	气

              	気

              	air
            


            
              	Simplified in both in the same way

              	學

              	学

              	学

              	learn
            


            
              	體

              	体

              	体

              	body
            


            
              	點

              	点

              	点

              	dot, point
            


            
              	貓

              	猫

              	猫

              	cat
            


            
              	蟲

              	虫

              	虫

              	insect
            


            
              	黃

              	黄

              	黄

              	yellow
            


            
              	盜

              	盗

              	盗

              	thief
            


            
              	國

              	国

              	国

              	country
            

          


          Note: this table is merely a brief sample, not a complete listing.


          


          Dictionaries


          Dozens of indexing schemes have been created for arranging Chinese characters in Chinese dictionaries. The great majority of these schemes have appeared in only a single dictionary; only one such system has achieved truly widespread use. This is the system of radicals.


          Chinese character dictionaries often allow users to locate entries in several different ways. Many Chinese, Japanese, and Korean dictionaries of Chinese characters list characters in radical order: characters are grouped together by radical, and radicals containing fewer strokes come before radicals containing more strokes. Under each radical, characters are listed by their total number of strokes. It is often also possible to search for characters by sound, using pinyin (in Chinese dictionaries), zhuyin (in Taiwanese dictionaries), kana (in Japanese dictionaries) or hangul (in Korean dictionaries). Most dictionaries also allow searches by total number of strokes, and individual dictionaries often allow other search methods as well.


          For instance, to look up the character where the sound is not known, e.g., 松 (pine tree), the user first determines which part of the character is the radical (here 木), then counts the number of strokes in the radical (four), and turns to the radical index (usually located on the inside front or back cover of the dictionary). Under the number "4" for radical stroke count, the user locates 木, then turns to the page number listed, which is the start of the listing of all the characters containing this radical. This page will have a sub-index giving remainder stroke numbers (for the non-radical portions of characters) and page numbers. The right half of the character also contains four strokes, so the user locates the number 4, and turns to the page number given. From there, the user must scan the entries to locate the character he or she is seeking. Some dictionaries have a sub-index which lists every character containing each radical, and if the user knows the number of strokes in the non-radical portion of the character, he or she can locate the correct page directly.


          Another dictionary system is the four corner method, where characters are classified according to the "shape" of each of the four corners.


          Most modern Chinese dictionaries and Chinese dictionaries sold to English speakers use the traditional radical-based character index in a section at the front, while the main body of the dictionary arranges the main character entries alphabetically according to their pinyin spelling. To find a character with unknown sound using one of these dictionaries, the reader finds the radical and stroke number of the character, as before, and locates the character in the radical index. The character's entry will have the character's pronunciation in pinyin written down; the reader then turns to the main dictionary section and looks up the pinyin spelling alphabetically.


          


          Sinoxenic languages


          Besides Japanese and Korean, a number of Asian languages have historically been written using Han characters, with characters modified from Han characters, or using Han characters in combination with native characters. They include:


          
            	Iu Mien language


            	Jurchen language


            	Khitan language


            	Miao language


            	Nakhi (Naxi) language ( Geba script)


            	Tangut language ,


            	Vietnamese language ( Chữ nm)


            	Zhuang language (using Zhuang logograms, or "sawndip")

          


          In addition, the Yi script is similar to Han, but is not known to be directly related to it.


          


          Number of Chinese characters


          The total number of Chinese characters from past to present remains unknowable because new ones are developed all the time. Chinese characters are theoretically an open set. The number of entries in major Chinese dictionaries is the best means of estimating the historical growth of character inventory.


          
            
              Number of characters in Chinese dictionaries
            

            
              	Year

              	Name of dictionary

              	Number of characters
            


            
              	100

              	Shuowen Jiezi

              	9,353
            


            
              	543?

              	Yupian

              	12,158
            


            
              	601

              	Qieyun

              	16,917
            


            
              	1011

              	Guangyun

              	26,194
            


            
              	1039

              	Jiyun

              	53,525
            


            
              	1615

              	Zihui

              	33,179
            


            
              	1716

              	Kangxi Zidian

              	47,035
            


            
              	1916

              	Zhonghua Da Zidian

              	48,000
            


            
              	1989

              	Hanyu Da Zidian

              	54,678
            


            
              	1994

              	Zhonghua Zihai

              	85,568
            

          


          Comparing the Shuowen Jiezi and Hanyu Da Zidian reveals that the overall number of characters recorded in dictionaries has increased 577 percent over 1,900 years. Depending upon how one counts variants, 50,000+ is a good approximation for the current total number. This correlates with the most comprehensive Japanese and Korean dictionaries of Chinese characters; the Dai Kan-Wa jiten has some 50,000 entries, and the Han-Han Dae Sajeon has over 57,000. The latest behemoth, the Zhonghua Zihai, records a staggering 85,568 single characters, although even this fails to list all characters known, ignoring the roughly 1,500 Japanese-made kokuji given in the Kokuji no Jiten as well as the Chu Nom inventory only used in Vietnam in past days.


          Modified radicals and obsolete variants are two common reasons for the ever-increasing number of characters. There are about 300 radicals and 100 are in common use. Creating a new character by modifying the radical is an easy way to disambiguate homographs among xngshēngz pictophonetic compounds. This practice began long before the standardization of Chinese script by Qin Shi Huang and continues to the present day. The traditional 3rd-person pronoun tā (他 "he; she; it"), which is written with the "person radical", illustrates modifying significs to form new characters. In modern usage, there is a graphic distinction between tā (她 "she") with the "woman radical", tā (牠 "it") with the "animal radical", tā (它 "it") with the "roof radical", and tā (祂 "He") with the "deity radical", One consequence of modifying radicals is the fossilization of rare and obscure variant logographs, some of which are not even used in Classical Chinese. For instance, he 和 "harmony; peace", which combines the "grain radical" with the "mouth radical", has infrequent variants 咊 with the radicals reversed and 龢 with the "flute radical".


          


          Chinese


          It is usually said that about 3,000 characters are needed for basic literacy in Chinese (for example, to read a Chinese newspaper), and a well-educated person will know well in excess of 4,000 to 5,000 characters. Note that Chinese characters should not be confused with Chinese words, as the majority of modern Chinese words, unlike their Ancient Chinese and Middle Chinese counterparts, are multi-morphemic and multi-syllabic compounds, that is, most Chinese words are written with two or more characters; each character representing one syllable. Knowing the meanings of the individual characters of a word will often allow the general meaning of the word to be inferred, but this is not invariably the case.


          In the People's Republic of China, which uses Simplified Chinese characters, the Xindi Hnyǔ Chngyng Zbiǎo (现代汉语常用字表; Chart of Common Characters of Modern Chinese) lists 2,500 common characters and 1,000 less-than-common characters, while the Xindi Hnyǔ Tōngyng Zbiǎo (现代汉语通用字表; Chart of Generally Utilized Characters of Modern Chinese) lists 7,000 characters, including the 3,500 characters already listed above. GB2312, an early version of the national encoding standard used in the People's Republic of China, has 6,763 code points. GB18030, the modern, mandatory standard, has a much higher number. The Hnyǔ Shuǐpng Kǎosh proficiency test covers approximately 5,000 characters.


          In the ROC, which uses Traditional Chinese characters, the Ministry of Education's Chngyng Guz Biāozhǔn Ztǐ Biǎo (常用國字標準字體表; Chart of Standard Forms of Common National Characters) lists 4,808 characters; the C Chngyng Guz Biāozhǔn Ztǐ Biǎo (次常用國字標準字體表; Chart of Standard Forms of Less-Than-Common National Characters) lists another 6,341 characters. The Chinese Standard Interchange Code ( CNS11643)the official national encoding standardsupports 48,027 characters, while the most widely-used encoding scheme, BIG-5, supports only 13,053.


          In Hong Kong, which uses Traditional Chinese characters, the Education and Manpower Bureau's Soengjung Zi Zijing Biu (常用字字形表), intended for use in elementary and junior secondary education, lists a total of 4,759 characters.


          In addition, there is a large corpus of dialect characters, which are not used in formal written Chinese but represent colloquial terms in non-Mandarin Chinese spoken forms. One such variety is Written Cantonese, in widespread use in Hong Kong even for certain formal documents, due to the former British colonial administration's recognition of Cantonese for use for official purposes. In Taiwan, there is also an informal body of characters used to represent the spoken Hokkien ( Min Nan) dialect.


          


          Japanese


          In Japanese there are 1,945 Jōyō kanji (常用漢字 lit. "frequently used kanji") designated by the Japanese Ministry of Education; these are taught during primary and secondary school. The list is a recommendation, not a restriction, and many characters missing from it are still in common use.


          The one area where character usage is officially restricted is in names, which may contain only government-approved characters. Since the Jōyō kanji list excludes many characters which have been used in personal and place names for generations, an additional list, referred to as the Jinmeiyō kanji (人名用漢字 lit. "kanji for use in personal names"), is published. It currently contains 983 characters, bringing the total number of government-endorsed characters to 2928. (See also the Names section of the kanji article.)


          Today, a well-educated Japanese person may know upwards of 3,500 kanji. The kanji kentei (日本漢字能力検定試験 Nihon Kanji Nōryoku Kentei Shiken or Test of Japanese Kanji Aptitude) tests a speaker's ability to read and write kanji. The highest level of the kanji kentei tests on 6,000 kanji, though in practice few people attain (or need to attain) this level.


          Written Japanese also includes a pair of syllabic scripts known as kana, which are used in combination with kanji. Not all words in modern Japanese can be expressed with kanji alone, requiring the use of kana in written communication.


          


          Korean


          In times past, until the 15th century, in Korea, Chinese was the only form of written communication, prior to the creation of hangul, the Korean alphabet. Much of the vocabulary, especially in the realms of science and sociology, comes directly from Chinese. However, due the lack of tones in Korean, as the words were imported from Chinese, many dissimilar characters took on identical sounds, and subsequently identical spelling in hangul. Chinese characters are sometimes used to this day for either clarification in a practical manner, or to give a distinguished appearance, as knowledge of Chinese characters is considered a high class attribute and an indispensable part of a classical education.


          In Korea, 한자 hanja have become a politically contentious issue, with some Koreans urging a "purification" of the national language and culture by totally abandoning their use. These individuals encourage the exclusive use of the native hangul alphabet throughout Korean society and the end to character education in public schools.


          In South Korea, educational policy on characters has swung back and forth, often swayed by education ministers' personal opinions. At times, middle and high school students have been formally exposed to 1,800 to 2,000 basic characters, albeit with the principal focus on recognition, with the aim of achieving newspaper-literacy. Since there is little need to use hanja in everyday life, young adult Koreans are often unable to read more than a few hundred characters.


          There is a clear trend toward the exclusive use of hangul in day-to-day South Korean society. Hanja are still used to some extent, particularly in newspapers, weddings, place names and calligraphy. Hanja is also extensively used in situations where ambiguity must be avoided, such as academic papers, high-level corporate reports, government documents, and newspapers; this is due to the large number of homonyms that have resulted from extended borrowing of Chinese words.


          The issue of ambiguity is the main hurdle in any effort to "cleanse" the Korean language of Chinese characters. Characters convey meaning visually, while alphabets convey guidance to pronunciation, which in turn hints at meaning. As an example, in Korean dictionaries, the phonetic entry for 기사 gisa yields more than 30 different entries. In the past, this ambiguity had been efficiently resolved by parenthetically displaying the associated hanja.


          In the modern Korean writing system based on hangul, Chinese characters are not used any more to represent native morphemes.


          In North Korea, the government, wielding much tighter control than its sister government to the south, has banned Chinese characters from virtually all public displays and media, and mandated the use of hangul in their place.


          


          Vietnamese


          Although now nearly extinct in Vietnam, varying scripts of Chinese characters ( hn tự) were once in widespread use to write the language, although hn tự became limited to ceremonial uses beginning in the 19th century. Similarly to Japan and Korea, Chinese (especially Classical Chinese) was used by the ruling classes, and the characters were eventually adopted to write Vietnamese. To express native Vietnamese words which had different pronunciations from the Chinese, Vietnamese developed the Chữ Nm script which used various methods to distinguish native Vietnamese words from Chinese. Vietnamese is currently exclusively written in the Vietnamese alphabet, a derivative of the Latin alphabet.


          


          Rare and complex characters


          Often a character not commonly used (a "rare" or "variant" character) will appear in a personal or place name in Chinese, Japanese, Korean, and Vietnamese (see Chinese name, Japanese name, Korean name, and Vietnamese name, respectively). This has caused problems as many computer encoding systems include only the most common characters and exclude the less oft-used characters. This is especially a problem for personal names which often contain rare or classical, antiquated characters.


          People who have run into this problem include Taiwanese politician Yu Shyi-kun (游錫堃, pinyin Yu Xkūn) and Taiwanese singer David Tao (陶喆 To Zh) due to the last character in each name being very rare. Newspapers have dealt with this problem in varying ways, including using software to combine two existing, similar characters, including a picture of the personality, or, especially as is the case with Yu Shyi-kun, simply substituting a homophone for the rare character in the hope that the reader would be able to make the correct inference. Taiwanese political posters, movie posters etc. will often add the bopomofo phonetic symbols next to such a character. Japanese newspapers may render such names and words in katakana instead of kanji, and it is accepted practice for people to write names for which they are unsure of the correct kanji in katakana instead.


          There are also some extremely complex characters which have understandably become rather rare. According to Bellassen (1989), the most complex Chinese character is [image: ] (U+2A6A5) zh listen (pictured below, left), meaning "verbose" and boasting sixty-four strokes; this character fell from use around the 5th century. It might be argued, however, that while boasting the most strokes, it is not necessarily the most complex character (in terms of difficulty), as it simply requires writing the same sixteen-stroke character 龍 lng (lit. "dragon") four times in the space for one.


          One of the most complex characters found in modern Chinese dictionaries is 齉 (U+9F49) nng listen (pictured below, second from left), meaning "snuffle" (that is, a pronunciation marred by a blocked nose), with "just" thirty-six strokes. However, this is not in common use. The most complex character that can be input using the Microsoft New Phonetic IMA 2002a for Traditional Chinese is 龘 d "the appearance of a dragon in flight"; it is composed of the dragon radical represented three times, for a total of 16  3 = 48 strokes. Among the most complex characters in modern dictionaries and also in frequent modern use are 籲 y to implore, with 32 strokes; 鬱 y "luxuriant, lush; gloomy", with 29 strokes, as in 憂鬱 yōuy "depressed"; 豔 yan4 "colorful", with 28 strokes; and 釁 xn "quarrel", with 25 strokes, as in 挑釁 tiǎoxn "to pick a fight". Also in occasional modern use is  xiān fresh (variant of 鮮 xiān) with 33 strokes.


          In Japanese, an 84-stroke kokuji exists it is composed of three "cloud" (雲) characters on top of the abovementioned triple "dragon" character (龘). Also meaning "the appearance of a dragon in flight", it has been pronounced おとど otodo, たいと taito, and だいと daito.


          The most complex Chinese character still in use may be bing (pictured right, bottom), with 57 strokes, which refers to Biang biang noodles, a type of noodle from China's Shaanxi province. This character along with syllable biang cannot be found in dictionaries. The fact that it represents a syllable that does not exist in any Standard Mandarin word means that it could be classified as a dialectal character.


          In contrast, the simplest character is 一 yī ("one") with just one horizontal stroke. The most common character in Chinese is 的 de, a grammatical particle functioning as an adjectival marker and as a clitic genitive case analogous to the English s, with eight strokes. The average number of strokes in a character has been calculated as 9.8; it is unclear, however, whether this average is weighted, or whether it includes traditional characters.


          Another very simple Chinese character is 〇 (lng), the numeral zero in a positional system. For instance, the year 2000 would be 二〇〇〇年. It is not a typical character, but taken from the mathematical system of rod numerals. (The traditional character for lng is 零.) The form 〇 is attested from 1247 AD, in the Southern Song mathematical text 數術九章 (Shǔ Sh Jiǔ Zhāng "Mathematical Treatise in Nine Sections"), presumably an influence of Indian "0". Being round, the character does not contain any traditional strokes.


          


          Chinese calligraphy


          
            [image: Chinese calligraphy of mixed styles written by Song Dynasty (1051–1108 AD) poet Mifu. For centuries, the Chinese literati were expected to master the art of calligraphy.]

            
              Chinese calligraphy of mixed styles written by Song Dynasty (10511108 AD) poet Mifu. For centuries, the Chinese literati were expected to master the art of calligraphy.
            

          


          The art of writing Chinese characters is called Chinese calligraphy. It is usually done with ink brushes. In ancient China, Chinese calligraphy is one of the Four Arts of the Chinese Scholars. There is a minimalist set of rules of Chinese calligraphy. Every character from the Chinese scripts is built into a uniform shape by means of assigning it a geometric area in which the character must occur. Each character has a set number of brushstrokes, none must be added or taken away from the character to enhance it visually, lest the meaning be lost. Finally, strict regularity is not required, meaning the strokes may be accentuated for dramatic effect of individual style. Calligraphy was the means by which scholars could mark their thoughts and teachings for immortality, and as such, represent some of the more precious treasures that can be found from ancient China.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chinese_character"
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              	Chinese

              汉语/漢語 Hnyǔ, 中文 Zhōngwn
            


            
              	Spokenin:

              	China, Taiwan, Singapore, Malaysia, the Philippines and other regions with Chinese communities
            


            
              	Region:

              	(majorities): East Asia

              (minorities): Southeast Asia, and other regions with Chinese communities
            


            
              	Totalspeakers:

              	approx 1.176 billion
            


            
              	Ranking:

              	
                Chinese, all: 1

                Mandarin: 1

                Wu: 12

                Cantonese: 18

                Min: 22

                Hakka: 33

                Gan: 42

              
            


            
              	Language family:

              	Sino-Tibetan

              Chinese
            


            
              	Writing system:

              	Chinese characters
            


            
              	Official status
            


            
              	Official language in:

              	
                [image: Flag of the People's Republic of China]People's Republic of China

                
                  	[image: Flag of Macau]Macau

                


                [image: Flag of Mauritius]Mauritius

              
            


            
              	Regulated by:

              	In the PRC: National Language Regulating Committee

              In the ROC: Mandarin Promotion Council

              In Singapore: Promote Mandarin Council/ Speak Mandarin Campaign
            


            
              	Language codes
            


            
              	ISO 639-1:

              	zh
            


            
              	ISO 639-2:

              	chi(B)

              	zho(T)
            


            
              	ISO 639-3:

              	variously:

              zho Chinese (generic)

              cdo Min Dong

              cjy Jinyu

              cmn Mandarin

              cpx Pu Xian

              czh Huizhou

              czo Min Zhong

              gan Gan

              hak Hakka

              hsn Xiang

              mnp Min Bei

              nan Min Nan

              wuu Wu

              yue Cantonese
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          Chinese or the Sinitic language(s) (汉语/漢語, pinyin: Hnyǔ; 华语/華語, Huyǔ; or 中文, Zhōngwn) can be considered a language or language family. Originally the indigenous languages spoken by the Han Chinese in China, it forms one of the two branches of Sino-Tibetan family of languages. About one-fifth of the worlds population, or over 1 billion people, speak some form of Chinese as their native language. The identification of the varieties of Chinese as "languages" or "dialects" is controversial.


          Spoken Chinese is distinguished by its high level of internal diversity, though all spoken varieties of Chinese are tonal and analytic. There are between six and twelve main regional groups of Chinese (depending on classification scheme), of which the most populous (by far) is Mandarin (c. 850 million), followed by Wu (c. 90 million), Min (c. 70 million) and Cantonese (c. 70 million). Most of these groups are mutually unintelligible, though some, like Xiang and the Southwest Mandarin dialects, may share common terms and some degree of intelligibility. Chinese is classified as a macrolanguage with 13 sub-languages in ISO 639-3, though the identification of the varieties of Chinese as multiple "languages" or as " dialects" of a single language is a contentious issue.


          The standardized form of spoken Chinese is Standard Mandarin (Putonghua/Guoyu), based on the Beijing dialect. Standard Mandarin is the official language of the People's Republic of China and the Republic of China (Taiwan), as well as one of four official languages of Singapore. Chinesede facto, Standard Mandarinis one of the six official languages of the United Nations. Of the other varieties, Standard Cantonese is common and influential in Cantonese-speaking overseas communities, and remains one of the official languages of Hong Kong (together with English) and of Macau (together with Portuguese). Min Nan, part of the Min language group, is widely spoken in southern Fujian, in neighbouring Taiwan (where it is known as Taiwanese or Hoklo) and in Southeast Asia (where it dominates in Singapore and Malaysia and is known as Hokkien).


          According to news reports in March 2007, 86 percent of people in the People's Republic of China speak a variant of spoken Chinese. As a language family, the number of Chinese speakers is 1.136 billion. The same news report indicate 53 percent of the population, or 700 million speakers, can effectively communicate in Putonghua.


          


          Spoken Chinese


          The map below depicts the linguistic subdivisions ("languages" or "dialect groups") within China itself. The traditionally-recognized seven main groups, in order of population size are:


          
            	Mandarin 北方话/北方話 or 官話/官话, (c. 850 million)，


            	Wu 吳/吴 , which includes Shanghainese, (c. 90 million)，


            	Cantonese (Yue) 粵/粤, (c. 80 million)，


            	Min 閩/闽, which includes Taiwanese, (c. 50 million),


            	Xiang 湘, (c. 35 million),


            	Hakka 客家 or 客, (c. 35 million)，


            	Gan 贛/赣, (c. 20 million)

          


          Chinese linguists have recently distinguished:


          
            	Jin 晉/晋 from Mandarin


            	Hui 徽 from Wu


            	Ping 平話/平话 partly from Cantonese

          


          There are also many smaller groups that are not yet classified, such as: Danzhou dialect, spoken in Danzhou, on Hainan Island; Xianghua (乡话), not to be confused with Xiang (湘), spoken in western Hunan; and Shaozhou Tuhua, spoken in northern Guangdong. The Dungan language, spoken in Central Asia, is very closely related to Mandarin. However, it is not generally considered "Chinese" since it is written in Cyrillic and spoken by Dungan people outside China who are not considered ethnic Chinese. See List of Chinese dialects for a comprehensive listing of individual dialects within these large, broad groupings.


          
            [image: The varieties of spoken Chinese in China and Taiwan]

            
              The varieties of spoken Chinese in China and Taiwan
            

          


          In general, the above language-dialect groups do not have sharp boundaries, though Mandarin is the pre-dominant Sinitic language in the North and the Southwest, and the rest are mostly spoken in Central or Southeastern China. Frequently, as in the case of the Guangdong province, native speakers of major variants overlapped. As with many areas that were linguistically diverse for a long time, it is not always clear how the speeches of various parts of China should be classified. The Ethnologue lists a total of 14, but the number varies between seven and seventeen depending on the classification scheme followed. For instance, the Min variety is often divided into Northern Min (Minbei, Fuchow) and Southern Min (Minnan, Amoy-Swatow); linguists have not determined whether their mutual intelligibility is large enough to sort them as separate languages.


          In general, mountainous South China displays more linguistic diversity than the flat North China. In parts of South China, a major city's dialect may only be marginally intelligible to close neighbours. For instance, Wuzhou is about 120 miles upstream from Guangzhou, but its dialect is more like Standard Cantonese spoken in Guangzhou, than is that of Taishan, 60 miles southwest of Guangzhou and separated by several rivers from it (Ramsey, 1987).


          


          Standard Mandarin and diglossia


          Putonghua / Guoyu, often called "Mandarin", is the official standard language used by the People's Republic of China, the Republic of China (on Taiwan), and Singapore (where it is called "Huayu"). It is based on the Beijing dialect, which is the dialect of Mandarin as spoken in Beijing. The governments intend for speakers of all Chinese speech varieties to use it as a common language of communication. Therefore it is used in government agencies, in the media, and as a language of instruction in schools.


          In both China and Taiwan, diglossia has been a common feature: it is common for a Chinese to be able to speak two or even three varieties of the Sinitic languages (or dialects) together with Standard Mandarin. For example, in addition to putonghua a resident of Shanghai might speak Shanghainese and, if they did not grow up there, his or her local dialect as well. A native of Guangzhou may speak Standard Cantonese and putonghua, a resident of Taiwan, both Taiwanese and putonghua/guoyu. A person living in Taiwan may commonly mix pronunciations, phrases, and words from Standard Mandarin and Taiwanese, and this mixture is considered socially appropriate under many circumstances. In Hong Kong, standard Mandarin is beginning to take its place beside English and Standard Cantonese, the official languages.


          


          Linguistics


          Linguists often view Chinese as a language family, though owing to China's socio-political and cultural situation, and the fact that all spoken varieties use one common written system, it is customary to refer to these generally mutually unintelligible variants as the Chinese language. The diversity of Sinitic variants is comparable to the Romance languages.


          From a purely descriptive point of view, "languages" and "dialects" are simply arbitrary groups of similar idiolects, and the distinction is irrelevant to linguists who are only concerned with describing regional speeches technically. However, the idea of a single language has major overtones in politics and cultural self-identity, and explains the amount of emotion over this issue. Most Chinese and Chinese linguists refer to Chinese as a single language and its subdivisions dialects, while others call Chinese a language family.


          Chinese itself has a term for its unified writing system, zhongwen (中文), while the closest equivalent used to described its spoken variants would be Hanyu (汉语,spoken language[s] of the Han Chinese)  this term could be translated to either language or languages since Chinese possesses no grammatical numbers. In the Chinese language, there is much less need for a uniform speech-and-writing continuum, as indicated by two separate character morphemes 语 yu and 文 wen. Ethnic Chinese often consider these spoken variations as one single language for reasons of nationality and as they inherit one common cultural and linguistic heritage in Classical Chinese. Han native speakers of Wu, Min, Hakka, and Cantonese, for instance, may consider their own linguistic varieties as separate spoken languages, but the Han Chinese race as one  albeit internally very diverse  ethnicity. To Chinese nationalists, the idea of Chinese as a language family may suggest that the Chinese identity is much more fragmentary and disunified than it actually is and as such is often looked upon as culturally and politically provocative. Additionally, in Taiwan, it is closely associated with Taiwanese independence, where some supporters of Taiwanese independence promote the local Taiwanese Minnan-based spoken language.


          Within the Peoples Republic of China and Singapore, it is common for the government to refer to all divisions of the Sinitic language(s) beside standard Mandarin as fangyan (regional tongues, often translated as  dialects). Modern-day Chinese speakers of all kinds communicate using one formal standard written language, although this modern written standard is modeled after Mandarin, generally the modern Beijing substandard.


          


          Language and nationality


          The term sinophone, coined in analogy to anglophone and francophone, refers to those who speak the Chinese language natively, or prefer it as a medium of communication. The term is derived from Sinae, the Latin word for ancient China.


          


          Written Chinese


          The relationship among the Chinese spoken and written languages is a complex one. Its spoken variations evolved at different rates, while written Chinese itself has changed much less. Classical Chinese literature began in the Spring and Autumn period, although written records have been discovered as far back as the 14th to 11th centuries BC Shang dynasty oracle bones using the oracle bone scripts.


          By the late Han dynasty however, standard written Chinese had already diverged from the contemporaneous vernacular. By the end of the 19th century, only the educated class could write this formalized classical Chinese, known as wenyan, which was the language of Confucius and the early classics and very far from what was spoken more than two millennia later. During the Ming and Qing dynasty a stream of novels written in the vernacular medium began to gain prominence, and by the 20th century it was clear to many language reformists that the literary written standard should be discarded. The May Fourth Movement of 1919, headed by Hu Shih, advocated for a vernacular idiom; it slowly gained momentum and since the late 1920s, written standard has switched to the baihua vernacular (白話/白话 bihu). Today this standard, which is closely modeled after how Mandarin is spoken now, is used throughout China, overseas and in virtually all modern literature.


          The Chinese orthography centers around Chinese characters, hanzi, which are written within imaginary rectangular blocks, traditionally arranged in vertical columns, read from top to bottom down a column, and right to left across columns. Chinese characters are morphemes independent of phonetic change. Thus the number "one", yi in Mandarin, yat in Cantonese and chi̍t in Hokkien (form of Min), all share an identical character ("一"). Vocabularies from different major Chinese variants have diverged, and colloquial non-standard written Chinese often makes use of unique "dialectal characters", such as 冇 and 係 for Cantonese and Hakka, which are considered archaic or unused in standard written Chinese.


          Written colloquial Cantonese has become quite popular in online chat rooms and instant messaging amongst Hong-Kongers and Cantonese-speakers elsewhere. Use of it is considered highly informal, and does not extend to any formal occasion.


          Also, in Hunan, some women write their local language in N Shu, a syllabary derived from Chinese characters. The Dungan language, considered by some a dialect of Mandarin, is also nowadays written in Cyrillic, and was formerly written in the Arabic alphabet, although the Dungan people live outside China.


          


          Chinese characters


          Chinese characters evolved over time from earliest forms of hieroglyphs. The idea that all Chinese characters are either pictographs or ideographs is an erroneous one: most characters contain phonetic parts, and are composites of phonetic components and semantic Radicals. Only the simplest characters, such as ren 人 (human), ri 日 (sun), shan 山 (mountain), shui 水 (water), may be wholly pictorial in origin. In 100 AD, the famed scholar Xǚ Shn in the Hn Dynasty classified characters into 6 categories, namely pictographs, simple ideographs, compound ideographs, phonetic loans, phonetic compounds and derivative characters. Of these, only 4% as pictographs, and 80-90% as phonetic complexes consisting of a semantic element that indicates meaning, and a phonetic element that arguably once indicated the pronunciation. There are about 214 radicals recognized in the Kangxi Dictionary, which indicate what the character is about semantically.


          Modern characters are styled after the standard script (楷书/楷書 kǎishū) (see styles, below). Various other written styles are also used in East Asian calligraphy, including seal script (篆书/篆書 zhunshū), cursive script (草书/草書 cǎoshū) and clerical script (隶书/隸書 lshū). Calligraphy artists can write in traditional and simplified characters, but tend to use traditional characters for traditional art.


          
            [image: Various styles of Chinese calligraphy.]

            
              Various styles of Chinese calligraphy.
            

          


          There are currently two systems for Chinese characters. The traditional system, still used in Hong Kong, Taiwan, Macau and Chinese speaking communities (except Singapore and Malaysia) outside mainland China, takes its form from standardized character forms dating back to the late Han dynasty. The Simplified Chinese character system, developed by the People's Republic of China in 1954 to promote mass literacy, simplifies most complex traditional glyphs to fewer strokes, many to common caoshu shorthand variants.


          Singapore, which has a large Chinese community, is the first  and at present the only  foreign nation to officially adopt simplified characters, although it has also become the de facto standard for younger ethnic Chinese in Malaysia. The Internet provides the platform to practice reading the alternative system, be it traditional or simplified.


          A well-educated Chinese today recognizes approximately 6,000-7,000 characters; some 3,000 of them are required to read a Mainland newspaper. The PRC government defines literacy amongst workers as a knowledge of 2,000 characters, though this literacy could be pretty functional. A large unabridged dictionary like the Kangxi Dictionary contains over 40,000 characters, including obscure, variant and archaic characters; only a quarter are now commonly used.


          


          History and evolution


          Most linguists classify all varieties of modern spoken Chinese as part of the Sino-Tibetan language family and believe that there was an original language, termed Proto-Sino-Tibetan, from which the Sinitic and Tibeto-Burman languages descended. The relation between Chinese and other Sino-Tibetan languages is an area of active research, as is the attempt to reconstruct Proto-Sino-Tibetan. The main difficulty in this effort is that, while there is enough documentation to allow one to reconstruct the ancient Chinese sounds, there is no written documentation that records the division between proto-Sino-Tibetan and ancient Chinese. In addition, many of the older languages that would allow us to reconstruct Proto-Sino-Tibetan are very poorly understood and many of the techniques developed for analysis of the descent of the Indo-European languages from PIE don't apply to Chinese because of "morphological paucity" especially after Old Chinese .


          Categorization of the development of Chinese is a subject of scholarly debate. One of the first systems was devised by the Swedish linguist Bernhard Karlgren in the early 1900s; most present systems rely heavily on Karlgren's insights and methods.


          Old Chinese ( T:上古漢語; S:上古汉语; P:Shnggǔ Hnyǔ), sometimes known as "Archaic Chinese", was the language common during the early and middle Zhōu Dynasty (1122 BC - 256 BC), texts of which include inscriptions on bronze artifacts, the poetry of the Shījīng, the history of the Shūjīng, and portions of the Yjīng (I Ching). The phonetic elements found in the majority of Chinese characters provide hints to their Old Chinese pronunciations. The pronunciation of the borrowed Chinese characters in Japanese, Vietnamese and Korean also provide valuable insights. Old Chinese was not wholly uninflected. It possessed a rich sound system in which aspiration or rough breathing differentiated the consonants, but probably was still without tones. Work on reconstructing Old Chinese started with Qīng dynasty philologists. Some early Indo-European loanwords in Chinese have been proposed, notably 蜜 m "honey", 獅 shī "lion," and perhaps also 馬 mǎ "horse", 犬 quǎn "dog", and 鵝 gǔ "goose".


          Middle Chinese ( T:中古漢語; S:中古汉语; P:Zhōnggǔ Hnyǔ) was the language used during the Su, Tng, and Sng dynasties (6th through 10th centuries AD). It can be divided into an early period, reflected by the 切韻 " Qiyn" rhyme table (601 AD), and a late period in the 10th century, reflected by the 廣韻 " Guǎngyn" rhyme table. Linguists are more confident of having reconstructed how Middle Chinese sounded. The evidence for the pronunciation of Middle Chinese comes from several sources: modern dialect variations, rhyming dictionaries, foreign transliterations, "rhyming tables" constructed by ancient Chinese philologists to summarize the phonetic system, and Chinese phonetic translations of foreign words. However, all reconstructions are tentative; some scholars have argued that trying to reconstruct, say, modern Cantonese from modern Cantopop rhymes would give a fairly inaccurate picture of the present-day spoken language.


          The development of the spoken Chinese languages from early historical times to the present has been complex. Most Chinese people, in Schuān and in a broad arc from the northeast ( Manchuria) to the southwest ( Yunnan), use various Mandarin dialects as their home language. The prevalence of Mandarin throughout northern China is largely due to north China's plains. By contrast, the mountains and rivers of middle and southern China promoted linguistic diversity.


          Until the mid-20th century, most southern Chinese only spoke their native local variety of Chinese. As Nanjing was the capital during the early Ming dynasty, Nanjing Mandarin became dominant at least until the later years of the officially Manchu-speaking Qing Empire. Since the 17th century, the Empire had set up orthoepy academies ( T:正音書院; S:正音书院; P:Zhngyīn Shūyun) to make pronunciation conform to the Qing capital Beijing's standard, but had little success. During the Qing's last 50 years in the late 19th century, the Beijing Mandarin finally replaced Nanjing Mandarin in the imperial court. For the general population, though, a single standard of Mandarin did not exist. The non-Mandarin speakers in southern China also continued to use their various languages for every aspect of life. The new Beijing Mandarin court standard was used solely by officials and civil servants and was thus fairly limited.


          This situation did not change until the mid-20th century with the creation (in both the PRC and the ROC, but not in Hong Kong) of a compulsory educational system committed to teaching Standard Mandarin. As a result, Mandarin is now spoken by virtually all young and middle-aged citizens of mainland China and on Taiwan. Standard Cantonese, not Mandarin, was used in Hong Kong during its the time of its British colonial period (owing to its large Cantonese native and migrant populace) and remains today its official language of education, formal speech, and daily life, but Mandarin is becoming increasingly influential after the 1997 handover.


          Chinese was once the Lingua franca for East Asia countries for centuries, before the rise of European influences in 19th century.


          


          Influences on other languages


          Throughout history Chinese culture and politics has had a great influence on unrelated languages such as Korean, Vietnamese, and Japanese. Korean and Japanese both have writing systems employing Chinese characters (Hanzi), which are called Hanja and Kanji, respectively.


          The Vietnamese term for Chinese writing is Hn tự. It was the only available method for writing Vietnamese until the 14th century, used almost exclusively by Chinese-educated Vietnamese lites. From the 14th to the late 19th century, Vietnamese was written with Chữ nm, a modified Chinese script incorporating sounds and syllables for native Vietnamese speakers. Chữ nm was completely replaced by a modified Latin script created by the Jesuit missionary priest Alexander de Rhodes, which incorporates a system of diacritical marks to indicate tones, as well as modified consonants. The Vietnamese language exhibits multiple elements similar to Cantonese in regard to the specific intonations and sharp consonant endings. There is also a slight influence from Mandarin, including the sharper vowels and "kh" (IPA:x) sound missing from other Asiatic languages.


          In South Korea, the Hangul alphabet is generally used, but Hanja is used as a sort of boldface. In North Korea, Hanja has been discontinued. Since the modernization of Japan in the late 19th century, there has been debate about abandoning the use of Chinese characters, but the practical benefits of a radically new script have so far not been considered sufficient.


          In Guangxi the Zhuang also had used derived Chinese characters or Zhuang logograms to write songs, even though Zhuang is not a Chinese dialect. Since the 1950s, the Zhuang language has been written in a modified Latin alphabet.


          Languages within the influence of Chinese culture also have a very large number of loanwords from Chinese. Fifty percent or more of Korean vocabulary is of Chinese origin and the influence on Japanese and Vietnamese has been considerable. Ten percent of Philippine language vocabularies are of Chinese origin. Chinese also shares a great many grammatical features with these and neighboring languages, notably the lack of gender and the use of classifiers.


          Loan words from Chinese also exist in European languages such as English. Examples of such words are "tea" from the Minnan pronunciation of 茶(teh), "ketchup" from the Cantonese pronunciation of 茄汁 (ke chap), and "kumquat" from the Cantonese pronunciation of 金橘 (kam kuat).


          


          Phonology


          The phonological structure of each syllable consists of a nucleus consisting of a vowel (which can be a monophthong, diphthong, or even a triphthong in certain varieties) with an optional onset or coda consonant as well as a tone. There are some instances where a vowel is not used as a nucleus. An example of this is in Cantonese, where the nasal sonorant consonants /m/ and /ŋ/ can stand alone as their own syllable.


          Across all the spoken varieties, most syllables tend to be open syllables, meaning they have no coda, but syllables that do have codas are restricted to /m/, /n/, /ŋ/, /p/, /t/, /k/, or /ʔ/. Some varieties allow most of these codas, whereas others, such as Mandarin, are limited to only two, namely /n/ and /ŋ/. Consonant clusters do not generally occur in either the onset or coda. The onset may be an affricate or a consonant followed by a semivowel, but these are not generally considered consonant clusters.


          The number of sounds in the different spoken dialects varies, but in general there has been a tendency to a reduction in sounds from Middle Chinese. The Mandarin dialects in particular have experienced a dramatic decrease in sounds and so have far more multisyllabic words than most other spoken varieties. The total number of syllables in some varieties is therefore only about a thousand, including tonal variation, which is only about an eighth as many as English.


          All varieties of spoken Chinese use tones. A few dialects of north China may have as few as three tones, while some dialects in south China have up to 6 or 10 tones, depending on how one counts. One exception from this is Shanghainese which has reduced the set of tones to a two-toned pitch accent system much like modern Japanese.


          A very common example used to illustrate the use of tones in Chinese are the four main tones of Standard Mandarin applied to the syllable "ma." The tones correspond to these five characters:


          
            	媽/妈(mā) "mother"  high level


            	麻(m) "hemp" or "torpid"  high rising


            	馬/马(mǎ) "horse"  low falling-rising


            	罵/骂(m) "scold"  high falling


            	嗎/吗(ma) "question particle"  neutral

          


          


          Phonetic transcriptions


          The Chinese have no uniform phonetic transcription system until the 20th century, although enunciation patterns were recorded in early rime books and dictionaries. Early Sanskrit and Pali Indian translators were the first to attempt describing the sounds and enunciation patterns of the language in a foreign language. After 15th century CE Jesuits and Western court missionaries efforts result in some rudimentary Latin transcription systems, based on the Nanjing Mandarin dialect.


          


          Romanization


          Romanization is the process of transcribing a language in the Latin alphabet. There are many systems of romanization for the Chinese languages due to the Chinese's own lack of phonetic transcription until modern times. Chinese is first known to have been written in Latin characters by Western Christian missionaries in the 16th century.


          Today the most common romanization standard for Standard Mandarin is Hanyu Pinyin (漢語拼音/汉语拼音), often known simply as pinyin, introduced in 1956 by the People's Republic of China, later adopted by Singapore (see Chinese language romanization in Singapore). Pinyin is almost universally employed now for teaching standard spoken Chinese in schools and universities across America, Australia and Europe.


          The second-most common romanization system, the Wade-Giles, was invented by Thomas Wade in 1859, later modified by Herbert Giles in 1892. As it approximates the phonology of Mandarin Chinese into English consonants and vowels (hence an Anglicization), it may be particularly helpful for beginner speakers of native English background. Wade-Giles is found in academic use in the United States, particularly before the 1980s, and until recently was widely used in Taiwan (Taipei city now officially uses Hanyu Pinyin and the rest of the island officially uses Tōngyng Pinyin 通用拼音/通用拼音).


          When used within European texts, the tone transcriptions in both pinyin and Wade-Giles are often left out for simplicity; Wade-Giles' extensive use of apostrophes is also usually omitted. Thus, most Western readers will be much more familiar with Beijing than they will be with Běijīng (pinyin), and with Taipei than T'ai-pei (Wade-Giles).


          Here are a few examples of Hanyu Pinyin and Wade-Giles, for comparison:


          
            
              Mandarin Romanization Comparison
            

            
              	Characters

              	Wade-Giles

              	Hanyu Pinyin

              	Notes
            


            
              	中国/中國

              	Chung1-kuo

              	Zhōnggu

              	"China"
            


            
              	北京

              	Pei-ching1

              	Běijīng

              	Capital of the People's Republic of China
            


            
              	台北

              	T'ai-pei

              	Tiběi

              	Capital of the Republic of China (Taiwan)
            


            
              	毛泽东/毛澤東

              	Mao Tse-tung1

              	Mo Zdōng

              	Former Communist Chinese leader
            


            
              	蒋介石/蔣介石

              	Chiang Chieh4-shih

              	Jiǎng Jish

              	Former Nationalist Chinese leader (better known to English speakers as Chiang Kai-shek, a romanisation from Cantonese)
            


            
              	孔子

              	K'ung Tsu

              	Kǒng Zǐ

              	"Confucius"
            

          


          Other systems of romanization for Chinese include the cole franaise d'Extrme-Orient, the Yale (invented during WWII for US troops), as well as separate systems for Cantonese, Minnan, Hakka, and other Chinese languages or dialects.


          


          Other phonetic transcriptions


          Chinese languages have been phonetically transcribed into many other writing systems over the centuries. The phagspa script, for example, has been very helpful in reconstructing the pronunciations of pre-modern forms of Chinese.


          Zhuyin (注音, also known as bopomofo), a katakana-inspired syllabary is still widely used in Taiwan's elementary schools to aid standard pronunciation. Although bopomofo characters are reminiscent of katakana script, there is no source to substantiate the claim that Katakana was the basis for the zhuyin system. A comparison table of zhuyin to pinyin exists in the zhuyin article. Syllables based on pinyin and zhuyin can also be compared by looking at the following articles:


          
            	Pinyin table


            	Zhuyin table

          


          There are also at least two systems of cyrillization for Chinese. The most widespread is the Palladius system.


          


          Grammar and morphology


          Like Vietnamese, modern Chinese has often been erroneously classed as a "monosyllabic" language. While most of her morphemes are single syllable, Modern Chinese today is much less a monosyllabic language in that her nouns, adjectives and verbs are largely di-syllabic. The tendency to create disyllabic words in the modern Chinese languages, particularly in Mandarin, has been particularly pronounced when compared to Classical Chinese. Classical Chinese is a highly isolating language, with each idea (morpheme) generally corresponding to a single syllable and a single character; Modern Chinese though, have the tendency to form new words through disyllabic, trisyllabic and tetra-character agglutination. In fact, some linguists argue that classifying modern Chinese as an isolating language is misleading, for this reason alone.


          Chinese morphology is strictly bound to a set number of syllables with a fairly rigid construction which are the morphemes, the smallest blocks of the language. While many of these single-syllable morphemes ( z, 字 in Chinese) can stand alone as individual words, they more often than not form multi-syllabic compounds, known as c (词/詞), which more closely resembles the traditional Western notion of a word. A Chinese c (word) can consist of more than one character-morpheme, usually two, but there can be three or more.


          For example:


          
            	Yun 云 -cloud


            	Jiguang 激光 laser


            	Hanbaobao 汉堡包 hamburger

          


          All varieties of modern Chinese are analytic languages, in that they depend on syntax (word order and sentence structure) rather than morphology, changes in form of a word, to indicate changes in meaning. In other words, Chinese has next to no grammatical inflections  it possesses no tenses, no voices, no numbers (singular, plural; though there are plural markers), only a few articles (ie. equivalents to "the, a, an" in English), and no gender.


          They make heavy use of grammatical particles to indicate aspect and mood. In Mandarin Chinese, this involves the use of particles like le 了, hai 还, yijing 已经, etc.


          Chinese features Subject Verb Object word order, and like many other languages in East Asia, makes frequent use of the topic-comment construction to form sentences. Chinese also has an extensive system of measure words, another trait shared with neighbouring languages like Japanese and Korean. See Chinese measure words for an extensive coverage of this subject.


          Other notable grammatical features common to all the spoken varieties of Chinese include the use of serial verb construction, pronoun dropping and the related subject dropping.


          Although the grammars of the spoken varieties share many traits, they do possess differences. See Chinese grammar for the grammar of Standard Mandarin (the standardized Chinese spoken language), and the articles on other varieties of Chinese for their respective grammars.


          


          Tones and homophones


          Official modern Mandarin has only 400 spoken monosyllables but over 10,000 written characters, so there are many homophones only distinguishable by the four tones. Even this is often not enough unless the context and exact phrase or c is identified.


          The mono-syllable jī, first tone in standard Mandarin, corresponds to the following characters: 雞/鸡 chicken, 機/机 machine, 基 basic, 擊/击 (to) hit, 饑/饥 hunger, and 積/积 sum. In speech, the glyphing of a monosyllable to its meaning must be determined by context or by relation to other morphemes (e.g. "some" as in the opposite of "none"). Native speakers may state which words or phrases their names are found in, for convenience of writing: 名字叫嘉英，嘉陵江的嘉，英國的英 Mngzi jio Jiāyīng, Jiālng Jiāng de jiā, Yīnggu de yīng "My name is Jiāyīng, the Jia for Jialing River and the ying for the short form in Chinese of UK."


          Southern Chinese varieties like Cantonese and Hakka preserved more of the rimes of Middle Chinese and have more tones. The previous examples of jī, for instance, for "stimulated", "chicken", and "machine", have distinct pronunciations in Cantonese (romanized using jyutping): gik1, gai1, and gei1, respectively. For this reason, southern varieties tend to employ fewer multi-syllabic words.


          


          Vocabulary


          The entire Chinese character corpus since antiquity comprises well over 20,000 characters, of which only roughly 10,000 are now commonly in use. However Chinese characters should not be confused with Chinese words, there are many times more Chinese words than there are characters as most Chinese words are made up of two or more different characters.


          Estimates of the total number of Chinese words and phrases vary greatly. The Hanyu Da Zidian, an all-inclusive compendium of Chinese characters, includes 54,678 head entries for characters, including bone oracle versions. The Zhonghua Zihai 中华字海 (1994) contains 85,568 head entries for character definitions, and is the largest reference work based purely on character and its literary variants.


          The most comprehensive pure linguistic Chinese-language dictionary, the 12-volumed Hanyu Da Cidian 汉语大词典, records more than 23,000 head Chinese characters, and gives over 370,000 definitions. The 1999 revised Cihai, a multi-volume encyclopedic dictionary reference work, gives 122,836 vocabulary entry definitions under 19,485 Chinese characters, including proper names, phrases and common zoological, geographical, sociological, scientific and technical terms.


          The latest 2007 5th edition of Xiandai Hanyu Cidian 现代汉语词典, an authoritative one-volume dictionary on modern standard Chinese language as used in mainland China, has 65,000 entries and defines 11,000 head characters.


          


          New words


          Like any other language, Chinese has absorbed a sizeable amount of loanwords from other cultures. Most Chinese words are formed out of native Chinese morphemes, including words describing imported objects and ideas. However, direct phonetic borrowing of foreign words has gone on since ancient times. Words borrowed from along the Silk Road since Old Chinese include 葡萄 " grape," 石榴 " pomegranate" and 狮子/獅子 "lion." Some words were borrowed from Buddhist scriptures, including 佛 "Buddha" and 菩萨/菩薩 "bodhisattva." Other words came from nomadic peoples to the north, such as 胡同 " hutong." Words borrowed from the peoples along the Silk Road, such as 葡萄 "grape" (pto in Mandarin) generally have Persian etymologies. Buddhist terminology is generally derived from Sanskrit or Pāli, the liturgical languages of North India. Words borrowed from the nomadic tribes of the Gobi, Mongolian or northeast regions generally have Altaic etymologies, such as 琵笆 or 酪 "cheese" or "yoghurt", but from exactly which Altaic source is not always entirely clear.


          


          Modern borrowings and loanwords


          Foreign words continue to enter the Chinese language by transcription according to their pronunciations. This is done by employing Chinese characters with similar pronunciations. For example, "Israel" becomes 以色列 (pinyin: yǐsli), Paris 巴黎. A rather small number of direct transliterations have survived as common words, including 沙發 shāfā "sofa," 马达/馬達 mǎd "motor," 幽默 yōum "humour," 逻辑/邏輯 luj "logic," 时髦/時髦 shmo "smart, fashionable" and 歇斯底里 xiēsīdǐlǐ "hysterics." The bulk of these words were originally coined in the Shanghainese dialect during the early 20th century and were later loaned into Mandarin, hence their pronunciations in Mandarin may be quite off from the English. For example, 沙发/沙發 and 马达/馬達 in Shanghainese actually sound more like the English "sofa" and "motor."


          Today, it is much more common to use existing Chinese morphemes to coin new words in order to represent imported concepts, such as technical expressions. Any Latin or Greek etymologies are dropped, making them more comprehensible for Chinese but introducing more difficulties in understanding foreign texts. For example, the word telephone was loaned phonetically as 德律风/德律風 ( Shanghainese: tlfon [təlɪfoŋ], Standard Mandarin: dlǜfēng) during the 1920s and widely used in Shanghai, but later the Japanese 电话/電話 (dinhu "electric speech"), built out of native Chinese morphemes, became prevalent. Other examples include 电视/電視 (dinsh "electric vision") for television, 电脑/電腦 (dinnǎo "electric brain") for computer; 手机/手機 (shǒujī "hand machine") for cellphone, and 蓝牙/藍芽 (lny "blue tooth") for Bluetooth. 網誌(wǎng zh"internet logbook") for blog in Cantonese or people in Hong Kong and Macau. Occasionally half-transliteration, half-translation compromises are accepted, such as 汉堡包/漢堡包 (hnbǎo bāo, "Hamburg bun") for hamburger. Sometimes translations are designed so that they sound like the original while incorporating Chinese morphemes, such as 拖拉机/拖拉機 (tuōlājī, "tractor," literally "dragging-pulling machine"), or 马利奥/馬利奧 for the video game character Mario. This is often done for commercial purposes, for example 奔腾/奔騰 (bēntng "running leaping") for Pentium and 赛百味/賽百味 (Sibǎiwi "better-than hundred tastes") for Subway restaurants.


          Since the 20th century, another source has been Japan. Using existing kanji, which are Chinese characters used in the Japanese language, the Japanese re-moulded European concepts and inventions into wasei-kango (和製漢語, literally Japanese-made Chinese), and re-loaned many of these into modern Chinese. Examples include dinhu (電話, denwa, "telephone"), shhu (社会, shakai, "society"), kēxu (科學, kagaku, "science") and chōuxing (抽象, chūshō, "abstract"). Other terms were coined by the Japanese by giving new senses to existing Chinese terms or by referring to expressions used in classical Chinese literature. For example, jīngj (經濟, keizai), which in the original Chinese meant "the workings of the state", was narrowed to "economy" in Japanese; this narrowed definition was then reimported into Chinese. As a result, these terms are virtually indistinguishable from native Chinese words: indeed, there is some dispute over some of these terms as to whether the Japanese or Chinese coined them first. As a result of this toing-and-froing process, Chinese, Korean, Japanese and Vietnamese share a corpus linguistics of terms describing modern terminology, in parallel to a similar corpus of terms built from Greco-Latin terms shared among European languages. Taiwanese and Taiwanese Mandarin continue to be influenced by Japanese eg. 便當 lunchbox or boxed lunch and 料理 prepared cuisine, have passed into common currency.


          Western foreign words have great influence on Chinese language since the 20th century, through transliterations. From French came 芭蕾 (bāli, "ballet"), 香槟 (xiāngbīn, "champagne"), via Italian 咖啡 (kāfēi, "caff"). The English influence is particularly pronounced. From early 20th century Shanghainese, many English words are borrowed .eg. the above-mentioned 沙發 (shāfā "sofa"), 幽默 (yōum "humour"), and 高尔夫 (gāoěrfū, "golf"). Later US soft influences gave rise to 迪斯科 (dsīk, "disco"), 可乐 (kěl, "cola") and 迷你 (mnǐ, "mini(skirt)"). Contemporary colloquial Cantonese has distinct loanwords from English like cartoon 卡通 (cartoon), 基佬 (gay people), 的士 (taxi), 巴士 (bus). With the rising popularity of the Internet, there is a current vogue in China for coining English transliterations, eg. 粉丝 (fěnsī, "fans"), 黑客 (hēik, " hacker"), 博客 (bk, "blog") or 部落格(bluōg,blog) in Taiwanese Mandarin.


          


          Learning Chinese


          Since Chinas economic and political rise in recent years, standard Chinese has become an increasingly popular subject of study amongst the young in the Western world, as in the UK.


          In 1991 there were 2,000 foreign learners taking China's official Chinese Proficiency Test (comparable to English's Cambridge Certificate), while in 2005, the number of candidates had risen sharply to 117,660.


          Chinese is a popular language; the approximate number of learners all around the world is predicted to be 100 million in 2010.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chinese_language"
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Location in Zambia
              
            


            
              	Coordinates:
            


            
              	Country

              	[image: ] Zambia
            


            
              	Admin.division

              	Eastern Province
            


            
              	Population (2000)
            


            
              	-Total

              	75,000
            

          


          Chipata, population 75,000, is the capital of the Eastern Province of Zambia. Formerly known as Fort Jameson, the city is located near the border with Malawi, along the road connecting the capitals Lilongwe (130 km) and Lusaka (550 km). The city is a popular access point for the South Luangwa National Park.


          The town lies at the end of the Great East Road and near the border with Malawi, The market town has a "welcome" arch, a mosque , a golf course and an airstrip.


          


          Transport


          Chipata will act as the Zambian railhead and entry point for a rail link finally being completed from Mchinji in Malawi. In the pipeline since 1982, the short link (about 35 km) will provide a through-route for rail traffic from Zambia via Malawi to the Indian Ocean deepwater port at Nacala in Mozambique. The route and alignment of the line has been laid out, including the site of Chipata station and the basic station building. The route will provide an alternative to two existing rail routes to the Indian Ocean, at Dar es Salaam and Beira.
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              chi-square
            

            
              	Probability density function

              [image: ]
            


            
              	Cumulative distribution function

              [image: ]
            


            
              	Parameters

              	[image: k > 0\,] degrees of freedom
            


            
              	Support

              	[image: x \in [0; +\infty)\,]
            


            
              	Probability density function (pdf)

              	[image: \frac{(1/2)^{k/2}}{\Gamma(k/2)} x^{k/2 - 1} e^{-x/2}\,]
            


            
              	Cumulative distribution function (cdf)

              	[image: \frac{\gamma(k/2,x/2)}{\Gamma(k/2)}\,]
            


            
              	Mean

              	[image: k\,]
            


            
              	Median

              	approximately [image: k-2/3\,]
            


            
              	Mode

              	[image: k-2\,] if [image: k\geq 2\,]
            


            
              	Variance

              	[image: 2\,k\,]
            


            
              	Skewness

              	[image: \sqrt{8/k}\,]
            


            
              	Excess kurtosis

              	[image: 12/k\,]
            


            
              	Entropy

              	[image: \frac{k}{2}\!+\!\ln(2\Gamma(k/2))\!+\!(1\!-\!k/2)\psi(k/2)]
            


            
              	Moment-generating function (mgf)

              	[image: (1-2\,t)^{-k/2}] for [image: 2\,t<1\,]
            


            
              	Characteristic function

              	[image: (1-2\,i\,t)^{-k/2}\,]
            

          


          In probability theory and statistics, the chi-square distribution (also chi-squared or 2 distribution) is one of the most widely used theoretical probability distributions in inferential statistics, e.g., in statistical significance tests. It is useful because, under reasonable assumptions, easily calculated quantities can be proven to have distributions that approximate to the chi-square distribution if the null hypothesis is true.


          If Xi are k independent, normally distributed random variables with mean 0 and variance 1, then the random variable


          
            	[image: Q = \sum_{i=1}^k X_i^2]

          


          is distributed according to the chi-square distribution. This is usually written


          
            	[image: Q\sim\chi^2_k.\,]

          


          The chi-square distribution has one parameter: k - a positive integer that specifies the number of degrees of freedom (i.e. the number of Xi)


          The chi-square distribution is a special case of the gamma distribution.


          The best-known situations in which the chi-square distribution are used are the common chi-square tests for goodness of fit of an observed distribution to a theoretical one, and of the independence of two criteria of classification of qualitative data. However, many other statistical tests lead to a use of this distribution. One example is Friedman's analysis of variance by ranks.


          


          Characteristics


          


          Probability density function


          A probability density function of the chi-square distribution is


          
            	[image:  f(x;k)= \begin{cases}\displaystyle \frac{1}{2^{k/2}\Gamma(k/2)}\,x^{(k/2) - 1} e^{-x/2}&\text{for }x>0,\ 0&\text{for }x\le0, \end{cases} ]

          


          where  denotes the Gamma function, which takes particular values at the half-integers.


          


          Cumulative distribution function


          Its cumulative distribution function is:


          
            	[image: F(x;k)=\frac{\gamma(k/2,x/2)}{\Gamma(k/2)} = P(k/2, x/2)]

          


          where (k,z) is the lower incomplete Gamma function and P(k,z) is the regularized Gamma function.


          Tables of this distribution  usually in its cumulative form  are widely available and the function is included in many spreadsheets and all statistical packages.


          


          Characteristic function


          The characteristic function of the Chi-square distribution is


          
            	[image: \chi(t;k)=(1-2it)^{-k/2}.\,]

          


          


          Properties


          The chi-square distribution has numerous applications in inferential statistics, for instance in chi-square tests and in estimating variances. It enters the problem of estimating the mean of a normally distributed population and the problem of estimating the slope of a regression line via its role in Student's t-distribution. It enters all analysis of variance problems via its role in the F-distribution, which is the distribution of the ratio of two independent chi-squared random variables divided by their respective degrees of freedom.


          


          Normal approximation


          If [image: X\sim\chi^2_k], then as k tends to infinity, the distribution of X tends to normality. However, the tendency is slow (the skewness is [image: \sqrt{8/k}] and the kurtosis excess is 12 / k) and two transformations are commonly considered, each of which approaches normality faster than X itself:


          Fisher empirically showed that [image: \sqrt{2X}] is approximately normally distributed with mean [image: \sqrt{2k-1}] and unit variance. It is possible to arrive at the same normal approximation result by using moment matching. To see this, consider the mean and the variance of a Chi-distributed random variable [image: z=\sqrt{X}], which are given by [image: \mu_z= \sqrt{2} \frac{\Gamma\left(k/2+1/2\right)}{\Gamma\left(k/2 \right)}] and [image: \sigma_z^2= k-\mu_z^2], where [image: \Gamma(\cdot)] is the Gamma function. The particular ratio of the Gamma functions in z has the following series expansion :


          [image: \frac{\Gamma\left(N+1/2\right)}{\Gamma\left(N \right)}=\sqrt{N}\left(1-\frac{1}{8N}+ \frac{1}{128N^2}+\frac{5}{1024N^3}-\frac{21}{32768N^4}+\ldots\right).] When [image: N\gg 1], this ratio can be approximated as follows: [image:  \frac{\Gamma\left(N+1/2\right)}{\Gamma\left(N \right)}\approx\sqrt{N}\left(1-\frac{1}{8N}\right)\approx\sqrt{N}\left(1-\frac{1}{4N}\right)^{0.5}=\sqrt{N-1/4}. ]


          Then, simple moment matching results in the following approximation of z: [image:  z\sim{\mathcal N}\left(\sqrt{k-1/2}, \frac{1}{2}\right)], from which it follows that [image:  \sqrt{2X}\sim{\mathcal N}\left(\sqrt{2k-1}, 1\right)].


          Wilson and Hilferty showed in 1931 that [image: \sqrt[3]{X/k}] is approximately normally distributed with mean 1  2 / (9k) and variance 2 / (9k).


          The expected value of a random variable having chi-square distribution with k degrees of freedom is k and the variance is 2k. The median is given approximately by


          
            	[image: k-\frac{2}{3}+\frac{4}{27k}-\frac{8}{729k^2}.]

          


          Note that 2 degrees of freedom lead to an exponential distribution.


          


          Information entropy


          The information entropy is given by


          
            	[image:  H = \int_{-\infty}^\infty f(x;k)\ln(f(x;k)) dx = \frac{k}{2} + \ln \left( 2 \Gamma \left( \frac{k}{2} \right) \right) + \left(1 - \frac{k}{2}\right) \psi(k/2). ]

          


          where (x) is the Digamma function.


          


          Related distributions


          
            	[image: X \sim \mathrm{Exponential}(\lambda = \frac{1}{2})] is an exponential distribution if [image: X \sim \chi_2^2] (with 2 degrees of freedom).


            	[image: Y \sim \chi_k^2] is a chi-square distribution if [image: Y = \sum_{m=1}^k X_m^2] for [image: X_i \sim N(0,1)] independent that are normally distributed.


            	If the [image: X_i\sim N(\mu_i,1)] have nonzero means, then [image: Y = \sum_{m=1}^k X_m^2] is drawn from a noncentral chi-square distribution.


            	The chi-square distribution [image: X \sim \chi^2_\nu] is a special case of the gamma distribution, in that [image: X \sim \textrm{Gamma}(\tfrac{\nu}{2}, 2)].


            	[image: Y \sim \mathrm{F}(\nu_1, \nu_2)] is an F-distribution if [image: Y = \frac{X_1 / \nu_1}{X_2 / \nu_2}] where [image: X_1 \sim \chi_{\nu_1}^2] and [image: X_2 \sim \chi_{\nu_2}^2] are independent with their respective degrees of freedom.


            	[image: Y \sim \chi^2(\bar{\nu})] is a chi-square distribution if [image: Y = \sum_{m=1}^N X_m] where [image: X_m \sim \chi^2(\nu_m)] are independent and [image: \bar{\nu} = \sum_{m=1}^N \nu_m].


            	if X is chi-square distributed, then [image: \sqrt{X}] is chi distributed.


            	in particular, if [image: X \sim \chi_2^2] (chi-square with 2 degrees of freedom), then [image: \sqrt{X}] is Rayleigh distributed.


            	if [image: X_1, \dots, X_n] are i.i.d. N(,2) random variables, then [image: \sum_{i=1}^n(X_i - \bar X)^2 \sim \sigma^2 \chi^2_{n-1}] where [image: \bar X = \frac{1}{n} \sum_{i=1}^n X_i].


            	if [image: X \sim \mathrm{SkewLogistic}(\frac{1}{2})\,], then [image: \mathrm{log}(1 + e^{-X}) \sim \chi_2^2\,]

          


          
            
              
                Various chi and chi-square distributions
              

              
                	Name

                	Statistic
              


              
                	chi-square distribution

                	[image: \sum_{i=1}^k \frac{\left(X_i-\mu_i\right)^2}{\sigma_i^2}]
              


              
                	noncentral chi-square distribution

                	[image: \sum_{i=1}^k \left(\frac{X_i}{\sigma_i}\right)^2]
              


              
                	chi distribution

                	[image: \sqrt{\sum_{i=1}^k \left(\frac{X_i-\mu_i}{\sigma_i}\right)^2}]
              


              
                	noncentral chi distribution

                	[image: \sqrt{\sum_{i=1}^k \left(\frac{X_i}{\sigma_i}\right)^2}]
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Subkingdom:

                    	Tracheobionta

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Liliopsida

                  


                  
                    	Subclass:

                    	Liliidae

                  


                  
                    	Order:

                    	Asparagales

                  


                  
                    	Family:

                    	Alliaceae

                  


                  
                    	Genus:

                    	Allium

                  


                  
                    	Species:

                    	A. schoenoprasum

                  

                

              
            


            
              	Binomial name
            


            
              	Allium schoenoprasum

              L.
            

          


          Chives (Allium schoenoprasum) are the smallest species of the onion family Alliaceae, native to Europe, Asia and North America. They are referred to only in the plural, because they grow in clumps rather than as individual plants. Allium schoenoprasum is also the only species of Allium native to both the New and the Old World.


          Its species name derives from the Greek skhoinos ( sedge) and prason (onion). Its English name, chive, derives from the French word cive, which was derived from cepa, the Latin word for onion.


          Culinary uses for chives involve shredding its leaves (straws) for use as condiment for fish, potatoes and soups. Because of this, it is a common household herb, frequent in gardens as well as in grocery stores. It also has insect-repelling properties which can be used in gardens to control pests.


          


          Biology


          The chive is a bulb-forming herbaceous perennial plant, growing to 30-50 cm tall. The bulbs are slender conical, 2-3 cm long and 1 cm broad, and grow in dense clusters from the roots. The leaves are hollow tubular, up to 50 cm long, and 2-3 mm in diameter, with a soft texture, although, prior to the emergence of a flower from a leaf, it may appear stiffer than usual. The flowers are pale purple, star-shaped with six tepals, 1-2 cm wide, and produced in a dense inflorescence of 10-30 together; before opening, the inflorescence is surrounded by a papery bract. The seeds are produced in a small three-valved capsule, maturing in summer. The herb flowers from April to May in the southern parts of its habitat zones and in June in the northern parts.


          Chives are the only species of Allium native to both the Old World and New. Sometimes, the plants found in North America are classified as A. schoenoprasum var. sibiricum, although this is disputed. There have been significant differences among specimens: one example was found in northern Maine growing solitary, instead of in clumps, also exhibiting dingy grey flowers.


          Albeit repulsive to insects in general, due to its sulfur compounds, its flowers are attractive to bees, and it is sometimes kept to increase desired insect life.


          


          Uses


          


          Culinary


          
            [image: Scallions are often mistaken for chives. In this photo, they serve as a garnish for Japanese soup misoshiru.]

            
              Scallions are often mistaken for chives. In this photo, they serve as a garnish for Japanese soup misoshiru.
            

          


          Chives are grown for their leaves, which are used for culinary purposes as condiment, which provide a somewhat milder flavour than its neighbouring Allium species.


          Chives have a wide variety of culinary uses, such as in traditional dishes in France and Sweden, among others. In his 1806 book Attempt at a Flora (Frsk til en flora), Retzius describes how chives are used with pancakes, soups, fish and sandwiches. It is also an ingredient of the grddfil sauce served with the traditional herring dish served at Swedish midsummer celebrations. The flowers may also be used to garnish dishes.


          Chives are one of the " fines herbes" of French cuisine, which also include tarragon, chervil and/or parsley.


          Chives can be found fresh at most markets year-round, making it a readily available spice herb; it can also be dry-frozen without much impairment to its taste, giving home growers the opportunity to store large quantities harvested from their own garden.


          


          In cultivation


          Retzius also describes how farmers would plant chives between the rocks making up the borders of their flowerbeds, to keep the plants free from pests (such as Japanese beetles). While the growing plant repels unwanted insect life, the juice of the leaves can be used for the same purpose, as well as fighting fungal infections, mildew and scab.


          Its flowers are attractive to bees, which are important for gardens with an abundance of plants in need of pollination.


          


          Medical uses


          The medical properties of chives are similar to those of garlic, but weaker; the faint effects in comparison with garlic are probably the main reason for its limited use as a medicinal herb. Containing numerous organisulplide compounds such as allyl sulfides and alkyl sulfoxides, chives have a beneficial effect on the circulatory system, acting upon it by lowering the blood pressure. As chives are usually served in small amounts and never as the main dish, negative effects are rarely encountered, although digestive problems may occur following over-consumption.


          Chives are also rich in vitamins A and C, and contain trace amounts of sulfur and iron.


          


          Cultivation


          Chives are cultivated both for its culinary uses as well as its ornamental value; the violet flowers are often used in ornamental dry bouquets.


          Chives thrive in well drained soil, rich in organic matter, with a pH of 6-7 and full sun.


          Chives can be grown from seed and mature in summer, or early the following spring. Typically, chives need to be germinated at a temperature of 15 C to 20 C and kept moist. They can also be planted under a cloche or germinated indoors in cooler climates, then planted out later. After at least four weeks, the young shoots should be ready to be planted out.


          In the winter, chives die back to the underground bulbs, with the new leaves appearing in early spring. Chives starting to look old can be cut back to about 2-5 cm; this length is also preferred when harvesting, making the unattractive yellowing appear close to the ground, so that the plant can retain its aesthetic value.


          


          History and cultural importance


          Chives have been cultivated in Europe since the Middle Ages, although signs of its usage date back to 5000 years ago.


          The Romans believed chives could relieve the pain from sunburn or a sore throat. They believed that eating chives would increase blood pressure and acted as a diuretic.


          Romanian Gypsies have used chives in fortune telling.


          It was believed that bunches of dried chives hung around a house would ward off disease and evil.


          
            Retrieved from " http://en.wikipedia.org/wiki/Chives"
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              	General
            


            
              	Name, symbol, number

              	chlorine, Cl, 17
            


            
              	Chemical series

              	nonmetals
            


            
              	Group, period, block

              	17, 3, p
            


            
              	Appearance

              	yellowish green

              [image: ]
            


            
              	Standard atomic weight

              	35.453 (2)gmol1
            


            
              	Electron configuration

              	[Ne] 3s2 3p5
            


            
              	Electrons per shell

              	2, 8, 7
            


            
              	Physical properties
            


            
              	Phase

              	gas
            


            
              	Density

              	(0 C, 101.325 kPa)

              3.2 g/L
            


            
              	Melting point

              	171.6 K

              (-101.5 C, -150.7 F)
            


            
              	Boiling point

              	239.11 K

              (-34.4  C, -29.27  F)
            


            
              	Critical point

              	416.9 K, 7.991 MPa
            


            
              	Heat of fusion

              	(Cl2) 6.406 kJmol1
            


            
              	Heat of vaporization

              	(Cl2) 20.41 kJmol1
            


            
              	Specific heat capacity

              	(25 C) (Cl2)

              33.949 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	128

                    	139

                    	153

                    	170

                    	197

                    	239
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	orthorhombic
            


            
              	Oxidation states

              	1, 3, 5, 7

              (strongly acidic oxide)
            


            
              	Electronegativity

              	3.16 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 1251.2 kJmol1
            


            
              	2nd: 2298 kJmol1
            


            
              	3rd: 3822 kJmol1
            


            
              	Atomic radius

              	100 pm
            


            
              	Atomic radius (calc.)

              	79 pm
            


            
              	Covalent radius

              	99 pm
            


            
              	Van der Waals radius

              	175 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	nonmagnetic
            


            
              	Electrical resistivity

              	(20C) > 10m
            


            
              	Thermal conductivity

              	(300 K) 8.9x10-3Wm1K1
            


            
              	Speed of sound

              	(gas, 0 C) 206 m/s
            


            
              	CAS registry number

              	7782-50-5
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of chlorine
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	35Cl

                    	75.77%

                    	35Cl is stable with 18 neutrons
                  


                  
                    	36Cl

                    	syn

                    	3.01105 y

                    	-

                    	0.709

                    	36Ar
                  


                  
                    	

                    	-

                    	36S
                  


                  
                    	37Cl

                    	24.23%

                    	37Cl is stable with 20 neutrons
                  

                

              
            


            
              	References
            


            
              	
            

          


          Chlorine (IPA: /ˈklɔəriːn/, Greek:  From the Greek word khlros (green), "), is the chemical element with atomic number 17 and symbol Cl. It is a halogen, found in the periodic table in group 17 (formerly VIIa or VIIb). As the chloride ion, which is part of common salt and other compounds, it is abundant in nature and necessary to most forms of life, including humans. In its common elemental form (Cl2 or "dichlorine") under standard conditions, it is a pale green gas about 2.5 times as dense as air. It has a disagreeable, suffocating odour that is detectable in concentrations as low as 3.5 ppm and is poisonous. Chlorine is a powerful oxidant and is used in bleaching and disinfectants. As a common disinfectant, chlorine compounds are used in swimming pools to keep them clean and sanitary. In the upper atmosphere, chlorine based molecules have been implicated in the destruction of the ozone layer.


          


          Characteristics


          
            [image: Chlorine gas in a transparent plastic container. It is not advisable to store chlorine in this manner.]

            
              Chlorine gas in a transparent plastic container. It is not advisable to store chlorine in this manner.
            

          


          Chlorine gas is diatomic, with the formula Cl2. It combines readily with all elements except O2 and N2 and the noble gases. Compounds with oxygen, nitrogen, and xenon are known but do not form by direct reaction of the elements. Chlorine is not as extremely reactive as fluorine. Pure chlorine gas does, however, support combustion of organic compounds such as hydrocarbons, although the carbon component tends to burn incompletely, with much of it remaining as soot. At 10  C and atmospheric pressure, one liter of water dissolves 3.10 L of gaseous chlorine, and at 30C, 1 L of water dissolves only 1.77 liters of chlorine.


          This element is a member of the salt-forming halogen series and is extracted from chlorides through oxidation often by electrolysis. As the chloride ion, Cl, it is also the most abundant dissolved ion in ocean water.


          


          Isotopes


          Chlorine has isotopes with mass numbers ranging from 32 to 40. There are two principal stable isotopes, 35Cl (75.77%) and 37Cl (24.23%), giving chlorine atoms in bulk an apparent atomic weight of 35.5g/mol.


          
            	36Cl

          


          Trace amounts of radioactive 36Cl exist in the environment, in a ratio of about 7x1013 to 1 with stable isotopes. 36Cl is produced in the atmosphere by spallation of 36Ar by interactions with cosmic ray protons. In the subsurface environment, 36Cl is generated primarily as a result of neutron capture by 35Cl or muon capture by 40Ca. 36Cl decays to 36S and to 36Ar, with a combined half-life of 308,000 years. The half-life of this hydrophilic nonreactive isotope makes it suitable for geologic dating in the range of 60,000 to 1 million years. Additionally, large amounts of 36Cl were produced by irradiation of seawater during atmospheric detonations of nuclear weapons between 1952 and 1958. The residence time of 36Cl in the atmosphere is about 1 week. Thus, as an event marker of 1950s water in soil and ground water, 36Cl is also useful for dating waters less than 50 years before the present. 36Cl has seen use in other areas of the geological sciences, including dating ice and sediments.


          


          Occurrence


          In nature, chlorine is found primarily as the chloride ion, a component of the salt that is deposited in the earth or dissolved in the oceans  about 1.9% of the mass of seawater is chloride ions. Even higher concentrations of chloride are found in the Dead Sea and in underground brine deposits. Most chloride salts are soluble in water, thus, chloride-containing minerals are usually only found in abundance in dry climates or deep underground. Common chloride minerals include halite (sodium chloride), sylvite ( potassium chloride), and carnallite (potassium magnesium chloride hexahydrate). Over 2000 naturally-occurring organic chlorine compounds are known.


          Industrially, elemental chlorine is usually produced by the electrolysis of sodium chloride dissolved in water. Along with chlorine, this chloralkali process yields hydrogen gas and sodium hydroxide, according to the following chemical equation:


          
            	2 NaCl + 2 H2O  Cl2 + H2 + 2 NaOH

          


          


          Production


          


          Gas extraction


          Chlorine can be manufactured by electrolysis of a sodium chloride solution ( brine). The production of chlorine results in the co-products caustic soda (sodium hydroxide, NaOH) and hydrogen gas (H2). These two products, as well as chlorine itself, are highly reactive. Chlorine can also be produced by the electrolysis of a solution of potassium chloride, in which case the co-products are hydrogen and caustic potash ( potassium hydroxide). There are three industrial methods for the extraction of chlorine by electrolysis of chloride solutions, all proceeding according to the following equations:


          
            	Cathode: 2 H+ (aq) + 2 e  H2 (g)


            	Anode: 2 Cl (aq)  Cl2 (g) + 2 e

          


          Overall process: 2 NaCl (or KCl) + 2 H2O  Cl2 + H2 + 2 NaOH (or KOH)


          
            	Mercury cell electrolysis

          


          Mercury cell electrolysis, also known as the Castner-Kellner process, was the first method used at the end of the nineteenth century to produce chlorine on an industrial scale. The "rocking" cells used have been improved over the years. Today, in the "primary cell", titanium anodes (formerly graphite ones) are placed in a sodium (or potassium) chloride solution flowing over a liquid mercury cathode. When a potential difference is applied and current flows, chlorine is released at the titanium anode and sodium (or potassium) dissolves in the mercury cathode forming an amalgam. This flows continuously into a separate reactor ("denuder" or "secondary cell"), where it is usually converted back to mercury by reaction with water, producing hydrogen and sodium (or potassium) hydroxide at a commercially useful concentration (50% by weight). The mercury is then recycled to the primary cell.


          The mercury process is the least energy-efficient of the three main technologies (mercury, diaphragm and membrane) and there are also concerns about mercury emissions.


          It is estimated that there are still around 100 mercury-cell plants operating worldwide. In Japan, mercury-based chloralkali production was virtually phased out by 1987 (except for the last two potassium chloride units shut down in 2003). In the United States, there will be only five mercury plants remaining in operation by the end of 2008. In Europe, mercury cells accounted for 43% of capacity in 2006 and Western European producers have committed to closing or converting all remaining chloralkali mercury plants by 2020.


          
            	Diaphragm cell electrolysis

          


          In diaphragm cell electrolysis, an asbestos (or polymer-fibre) diaphragm separates a cathode and an anode, preventing the chlorine forming at the anode from re-mixing with the sodium hydroxide and the hydrogen formed at the cathode. This technology was also developed at the end of the nineteenth century. There are several variants of this process: the Le Sueur cell (1893), the Hargreaves-Bird cell (1901), the Gibbs cell (1908), and the Townsend cell (1904). The cells vary in construction and placement of the diaphragm, with some having the diaphragm in direct contact with the cathode.


          The salt solution ( brine) is continuously fed to the anode compartment and flows through the diaphragm to the cathode compartment, where the caustic alkali is produced and the brine is partially depleted.


          As a result, diaphragm methods produce alkali that is quite dilute (about 12%) and of lower purity than do mercury cell methods. But diaphragm cells are not burdened with the problem of preventing mercury discharge into the [environment. They also operate at a lower voltage, resulting in an energy savings over the mercury cell method, but large amounts of steam are required if the caustic has to be evaporated to the commercial concentration of 50%.


          
            	Membrane cell electrolysis

          


          Development of this technology began in the 1970s. The electrolysis cell is divided into two "rooms" by a cation permeable membrane acting as an ion exchanger. Saturated sodium (or potassium) chloride solution is passed through the anode compartment, leaving at a lower concentration. Sodium (or potassium) hydroxide solution is circulated through the cathode compartment, exiting at a higher concentration. A portion of the concentrated sodium hydroxide solution leaving the cell is diverted as product, while the remainder is diluted with deionized water and passed through the electrolysis apparatus again.


          This method is more efficient than the diaphragm cell and produces very pure sodium (or potassium) hydroxide at about 32% concentration, but requires very pure brine.


          
            	Other electrolytic processes

          


          Although a much lower production scale is involved, electrolytic diaphragm and membrane technologies are also used industrially to recover chlorine from hydrochloric acid solutions, producing hydrogen (but no caustic alkali) as a co-product.


          Furthermore, electrolysis of fused chloride salts ( Downs process) also enables chlorine to be produced, in this case as a by-product of the manufacture of metallic sodium or magnesium.


          


          Other methods


          Before electrolytic methods were used for chlorine production, the direct oxidation of hydrogen chloride with oxygen or air was exercised in the Deacon process:


          
            	4 HCl + O2  2 Cl2 + 2 H2O

          


          This reaction is accomplished with the use of Copper(II) Chloride as a catalyst and is performed at high temperarature (about 400C). The amount of extracted chlorine is approximately 80%. Due to the extremely corrosive reaction mixture, industrial use of this method is difficult and several pilot trials failed in the past. Nevertheless, recent developments are promising.


          Another earlier process to produce chlorine was to heat brine with acid and manganese dioxide.


          
            	2 NaCl + 2H2SO4 + MnO2  Na2SO4 + MnSO4 + 2 H2O + Cl2

          


          Using this process, chemist Carl Wilhelm Scheele was the first to isolate chlorine in a laboratory. The manganese can be recovered by the Weldon process.


          Small amounts of chlorine gas can be made in the laboratory by putting concentrated hydrochloric acid in a flask with a side arm and rubber tubing attached. Manganese dioxide is then added and the flask stoppered. The reaction is not greatly exothermic. As chlorine is denser than air, it can be easily collected by placing the tube inside a flask where it will displace the air. Once full, the collecting flask can be stoppered.


          Another method for producing small amounts of chlorine gas in a lab is by adding concentrated hydrochloric acid (typically about 5M) to sodium hypochlorite or sodium chlorate solution.


          


          Industrial production


          Large-scale production of chlorine involves several steps and many pieces of equipment. The description below is typical of a membrane plant. The plant also simultaneously produces sodium hydroxide (caustic soda) and hydrogen gas. A typical plant consists of brine production/treatment, cell operations, chlorine cooling & drying, chlorine compression & liquefaction, liquid chlorine storage & loading, caustic handling, evaporation, storage & loading and hydrogen handling.


          
            	Brine

          


          Key to the production of chlorine is the operation of the brine saturation/treatment system. Maintaining a properly saturated solution with the correct purity is vital, especially for membrane cells. Many plants have a salt pile which is sprayed with recycled brine. Others have slurry tanks that are fed raw salt.


          The raw brine is partially or totally treated with sodium hydroxide, sodium carbonate and a flocculant to reduce calcium, magnesium and other impurities. The brine proceeds to a large clarifier or a filter where the impurities are removed. The total brine is additionally filtered before entering ion exchangers to further remove impurities. At several points in this process, the brine is tested for hardness and strength.


          After the ion exchangers, the brine is considered pure, and is transferred to storage tanks to be pumped into the cell room. Brine, fed to the cell line, is heated to the correct temperature to control exit brine temperatures according to the electrical load. Brine exiting the cell room must be treated to remove residual chlorine and control pH levels before being returned to the saturation stage. This can be accomplished via dechlorination towers with acid and sodium bisulfite addition. Failure to remove chlorine can result in damage to the cells. Brine should be monitored for accumulation of both chlorate anions and sulfate anions, and either have a treatment system in place, or purging of the brine loop to maintain safe levels, since chlorate anions can diffuse through the membranes and contaminate the caustic, while sulfate anions can damage the anode surface coating.


          
            	Cell room

          


          The building that houses the many electrolytic cells is usually called a cell room or cell house, although some plants are built outdoors. This building contains support structures for the cells, connections for supplying electrical power to the cells and piping for the fluids. Monitoring and control of the temperatures of the feed caustic and brine is done to control exit temperatures. Also monitored are the voltages of each cell which vary with the electrical load on the cell room that is used to control the rate of production. Monitoring and control of the pressures in the chlorine and hydrogen headers is also done via pressure control valves.


          Direct current is supplied via a rectified power source. Plant load is controlled by varying the current to the cells. As the current is increased, flow rates for brine and caustic and deionized water are increased, while lowering the feed temperatures.


          
            	Cooling and drying

          


          Chlorine gas exiting the cell line must be cooled and dried since the exit gas can be over 80C and contains moisture that allows chlorine gas to be corrosive to iron piping. Cooling the gas allows for a large amount of moisture from the brine to condense out of the gas stream. Cooling also improves the efficiency of both the compression and the liquefaction stage that follows. Chlorine exiting is ideally between 18C and 25C. After cooling the gas stream passes through a series of towers with counter flowing sulfuric acid. These towers progressively remove any remaining moisture from the chlorine gas. After exiting the drying towers the chlorine is filtered to remove any remaining sulfuric acid.


          
            	Compression and liquefaction

          


          Several methods of compression may be used: liquid ring, reciprocating, or centrifugal. The chlorine gas is compressed at this stage and may be further cooled by inter- and after-coolers. After compression it flows to the liquefiers, where it is cooled enough to liquefy. Non condensible gases and remaining chlorine gas are vented off as part of the pressure control of the liquefaction systems. These gases are routed to a gas scrubber, producing sodium hypochlorite, or used in the production of hydrochloric acid (by combustion with hydrogen) or ethylene dichloride (by reaction with ethylene).


          
            	Storage and loading

          


          Liquid chlorine is typically gravity-fed to storage tanks. It can be loaded into rail or road tankers via pumps or padded with compressed dry gas.


          
            	Caustic handling, evaporation, storage and loading

          


          Caustic, fed to the cell room flows in a loop that is simultaneously bled off to storage with a part diluted with deionized water and returned to the cell line for strengthening within the cells. The caustic exiting the cell line must be monitored for strength, to maintain safe concentrations. Too strong or too weak a solution may damage the membranes. Membrane cells typically produce caustic in the range of 30% to 33% by weight. The feed caustic flow is heated at low electrical loads to control its exit temperature. Higher loads require the caustic to be cooled, to maintain correct exit temperatures. The caustic exiting to storage is pulled from a storage tank and may be diluted for sale to customers who require weak caustic or for use on site. Another stream may be pumped into a multiple effect evaporator set to produce commercial 50% caustic. Rail cars and tanker trucks are loaded at loading stations via pumps.


          
            	Hydrogen handling

          


          Hydrogen produced may be vented unprocessed directly to the atmosphere or cooled, compressed and dried for use in other processes on site or sold to a customer via pipeline, cylinders or trucks. Some possible uses include the manufacture of hydrochloric acid or hydrogen peroxide, as well as desulfurization of petroleum oils, or use as a fuel in boilers or fuel cells. In Porsgrunn the byproduct is used for the hydrogen fueling station at hynor.


          
            	Energy consumption

          


          Production of chlorine is extremely energy intensive. Energy consumption per unit weight of product is not far below that for iron and steel manufacture and greater than for the production of glass or cement.


          Since electricity is an indispensable raw material for the production of chlorine, the energy consumption corresponding to the electrochemical reaction cannot be reduced. Energy savings arise primarily through applying more efficient technologies and reducing ancillary energy use.


          


          Compounds


          For general references to the chloride ion (Cl), including references to specific chlorides, see chloride. For other chlorine compounds see chlorate (ClO3), chlorite (ClO2), hypochlorite(ClO), and perchlorate(ClO4), and chloramine (NH2Cl).


          Other chlorine-containing compounds include:


          
            	Fluorides: chlorine monofluoride (ClF), chlorine trifluoride (ClF3), chlorine pentafluoride (ClF5)


            	Oxides: chlorine dioxide (ClO2), dichlorine monoxide (Cl2O), dichlorine heptoxide (Cl2O7)


            	Acids: hydrochloric acid (HCl), chloric acid (HClO3), and perchloric acid (HClO4)

          


          


          Oxidation states


          
            
              	Oxidation

              state

              	Name

              	Formula

              	Example compounds
            


            
              	1

              	chlorides

              	Cl

              	ionic chlorides, organic chlorides, hydrochloric acid
            


            
              	0

              	chlorine

              	Cl2

              	elemental chlorine
            


            
              	+1

              	hypochlorites

              	ClO

              	sodium hypochlorite, calcium hypochlorite
            


            
              	+3

              	chlorites

              	ClO2

              	sodium chlorite
            


            
              	+5

              	chlorates

              	ClO3

              	sodium chlorate, potassium chlorate, chloric acid
            


            
              	+7

              	perchlorates

              	ClO4

              	potassium perchlorate, perchloric acid, magnesium perchlorate

              organic perchlorates, ammonium perchlorate
            

          


          Chlorine exists in all odd numbered oxidation states from 1 to +7, as well as the elemental state of zero. Progressing through the states, hydrochloric acid can be oxidized using manganese dioxide, or hydrogen chloride gas oxidized catalytically by air to form elemental chlorine gas. The solubility of chlorine in water is increased if the water contains dissolved alkali hydroxide. This is due to disproportionation:


          
            	Cl2 + 2OH  Cl + ClO + H2O

          


          In hot concentrated alkali solution disproportionation continues:


          
            	2ClO  Cl + ClO2


            	ClO + ClO2  Cl + ClO3

          


          Sodium chlorate and potassium chlorate can be crystallized from solutions formed by the above reactions. If their crystals are heated, they undergo the final disproportionation step.


          
            	4ClO3  Cl + 3ClO4

          


          This same progression from chloride to perchlorate can be accomplished by electrolysis. The anode reaction progression is:


          
            	
              
                
                  	Reaction

                  	Electrode

                  potential
                


                
                  	Cl + 2OH  ClO + H2O + 2e

                  	+0.89 volts
                


                
                  	ClO + 2OH  ClO2 + H2O + 2e

                  	+0.67 volts
                


                
                  	ClO2 + 2OH  ClO3 + H2O + 2e

                  	+0.33 volts
                


                
                  	ClO3 + 2OH  ClO4 + H2O + 2e

                  	+0.35 volts
                

              

            

          


          

          Each step is accompanied at the cathode by


          
            	2H2O + 2e  2OH + H2  0.83 volts

          


          


          Applications and uses


          


          Production of industrial and consumer products


          Chlorine's principal applications are in the production of a wide range of industrial and consumer products. For example, it is used in making plastics, solvents for dry cleaning and metal degreasing, textiles, agrochemicals and pharmaceuticals, insecticides, dyestuffs, etc.


          


          Purification and disinfection


          Chlorine is an important chemical for water purification, in disinfectants, and in bleach. It is used (in the form of hypochlorous acid) to kill bacteria and other microbes in drinking water supplies and public swimming pools. However, in most private swimming pools chlorine itself is not used, but rather sodium hypochlorite (household bleach), formed from chlorine and sodium hydroxide, or solid tablets of chlorinated isocyanurates. Even small water supplies are now routinely chlorinated. (See also chlorination)


          


          Chemistry


          Elemental chlorine is an oxidizer. It undergoes halogen substitution reactions with lower halide salts. For example, chlorine gas bubbled through a solution of bromide or iodide anions oxidizes them to bromine and iodine respectively.


          Like the other halogens, chlorine participates in free-radical substitution reactions with hydrogen-containing organic compounds. This reaction is often  but not invariably  non-regioselective, and hence may result in a mixture of isomeric products. It is often difficult to control the degree of substitution as well, so multiple substitutions are common. If the different reaction products are easily separated, e.g. by distillation, substitutive free-radical chlorination (in some cases accompanied by concurrent thermal dehydrochlorination) may be a useful synthetic route. Industrial examples of this are the production of methyl chloride, methylene chloride, chloroform and carbon tetrachloride from methane, allyl chloride from propylene, and trichloroethylene and tetrachloroethylene from 1,2-dichloroethane.


          Like the other halides, chlorine undergoes electrophilic additions reactions, most notably, the chlorination of alkenes and aromatic compounds with a Lewis acid catalyst. Organic chlorine compounds tend to be less reactive in nucleophilic substitution reactions than the corresponding bromine or iodine derivatives, but they tend to be cheaper. They may be activated for reaction by substituting with a tosylate group, or by the use of a catalytic amount of sodium iodide.


          Chlorine is used extensively in organic and inorganic chemistry as an oxidizing agent and in substitution reactions because chlorine often imparts many desired properties to an organic compound, due to its electronegativity.


          Chlorine compounds are used as intermediates in the production of a number of important commercial products that do not contain chlorine. Examples are: polycarbonates, polyurethanes, silicones, polytetrafluoroethylene, carboxymethyl cellulose and propylene oxide.


          


          Use as a weapon


          
            	World War I

          


          Chlorine gas, also known as bertholite, was first used as a weapon in World War I by Germany on April 22, 1915 in the Second Battle of Ypres. As described by the soldiers it had a distinctive smell of a mixture between pepper and pineapple. It also tasted metallic and stung the back of the throat and chest. It was pioneered by a German scientist later to be a Nobel laureate, Fritz Haber of the Kaiser Wilhelm Institute in Berlin, in collaboration with the German chemical conglomerate IG Farben, who developed methods for discharging chlorine gas against an entrenched enemy. It is alleged that Haber's role in the use of chlorine as a deadly weapon drove his wife, Clara Immerwahr, to suicide. After its first use, chlorine was utilized by both sides as a chemical weapon, but it was soon replaced by the more deadly gases phosgene and mustard gas.


          
            	Iraq War

          


          Chlorine gas has also been used by insurgents in the Iraq War as a chemical weapon to terrorize the local population and coalition forces. On March 17, 2007, for example, three chlorine filled trucks were detonated in the Anbar province killing 2 and sickening over 350. Other chlorine bomb attacks resulted in higher death tolls, with more than 30 deaths on two separate occasions. Most of the deaths were caused by the force of the explosions rather than the effects of chlorine, since the toxic gas is readily dispersed and diluted in the atmosphere by the blast. The Iraqi authorities have tightened up security for chlorine, which is essential for providing safe drinking water for the population.


          


          Other uses


          Chlorine is used in the manufacture of numerous organic chlorine compounds, the most significant of which in terms of production volume are 1,2-dichloroethane and vinyl chloride, intermediates in the production of PVC. Other particularly important organochlorines are methyl chloride, methylene chloride, chloroform, vinylidene chloride, trichloroethylene, perchloroethylene, allyl chloride, epichlorohydrin, chlorobenzene, dichlorobenzenes and trichlorobenzenes.


          Chlorine is also used in the production of chlorates and in bromine extraction.


          


          History


          Chlorine was discovered in 1774 by Swedish chemist Carl Wilhelm Scheele, who called it dephlogisticated marine acid (see phlogiston theory) and mistakenly thought it contained oxygen. Scheele isolated chlorine by reacting MnO2 with HCl.


          
            	4 HCl + MnO2  MnCl2 + 2 H2O + Cl2

          


          Scheele observed several of the properties of chlorine. The bleaching effect on litmus and the deadly effect on insects additional to the yellow green colour and the smell similar to aqua regina. Chlorine was given its current name in 1810 by Sir Humphry Davy, who insisted that it was in fact an element.


          


          Safety


          
            [image: ]
          


          Chlorine is a toxic gas that irritates the respiratory system. Because it is heavier than air, it tends to accumulate at the bottom of poorly ventilated spaces. Chlorine gas is a strong oxidizer, which may react with flammable materials.


          Never use ABC Dry Chemical to fight a chlorine fire, the resulting chemical reaction with the ammonium phosphate will release toxic gases and/or result in an explosion. Water fogs or CAFS should be used to extinguish the material.


          The number of people allergic to chlorine is very small. People who are allergic to chlorine cannot drink tap water, bathe in tap water or swim in pools. Dechlorinating bath salts are used to neutralize the chlorine in bath water. Otherwise, fresh water is boiled and cooled.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chlorine"
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          Chocolate ( pronounced /ˈtʃɒklət/ or /-ˈələt/) comprises a number of raw and processed foods that are produced from the seed of the tropical cacao tree. Native to lowland, tropical South America, cacao has been cultivated for at least three millennia in Central America and Mexico, with its earliest documented use around 1100 BC. The majority of the Mesoamerican peoples made chocolate beverages, including the Maya and Aztecs, who made it into a beverage known as xocolātl, a Nahuatl word meaning "bitter water". The seeds of the cacao tree have an intense bitter taste, and must be fermented to develop the flavor. After fermentation, the beans are dried, cleaned, and roasted, and the shell is removed to produce cacao nibs. The nibs are then ground and liquified, resulting in pure chocolate in fluid form: chocolate liquor. The liquor can be further processed into two components: cocoa solids and cocoa butter.


          Pure, unsweetened chocolate contains primarily cocoa solids and cocoa butter in varying proportions. Much of the chocolate consumed today is in the form of sweet chocolate, combining chocolate with sugar. Milk chocolate is sweet chocolate that additionally contains milk powder or condensed milk. " White chocolate" contains cocoa butter, sugar, and milk but no cocoa solids (and thus does not qualify to be considered true chocolate). Chocolate contains alkaloids such as theobromine and phenethylamine, which have physiological effects on the body. It has been linked to serotonin levels in the brain. Scientists claim that chocolate, eaten in moderation, can lower blood pressure. Dark chocolate has recently been promoted for its health benefits, including a substantial amount of antioxidants that reduce the formation of free radicals, though the presence of theobromine renders it toxic to some animals, such as dogs and cats.


          Chocolate has become one of the most popular flavours in the world. Gifts of chocolate molded into different shapes have become traditional on certain holidays: chocolate bunnies and eggs are popular on Easter, chocolate coins on Hanukkah, Santa Claus and other holiday symbols on Christmas, and hearts on Valentine's Day. Chocolate is also used in cold and hot beverages, to produce chocolate milk and hot chocolate.


          


          Etymology


          The word "chocolate" comes from the Aztecs of Mexico, and is derived from the Nahuatl word xocolatl which is a combination of the words, xocolli, meaning "bitter", and atl, which is "water". The Aztecs associated chocolate with Xochiquetzal, the goddess of fertility. Chocolate is also associated with the Maya god of fertility. Mexican philologist Ignacio Davila Garibi, proposed that "Spaniards had coined the word by taking the Maya word chocol and then replacing the Mayan term for water, haa, with the Aztec term, atl." However, it is more likely that the Aztecs themselves coined the term, having long adopted into Nahuatl the Mayan word for the "cacao" bean; the Spanish had little contact with the Maya before Corts' early reports to the Spanish King of the beverage known as xocolatl. William Bright noted that the word xocoatl does not occur in early Spanish or Nahuatl colonial sources.


          


          History
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          Chocolate has been used as a drink for nearly all of its history. The earliest record of using chocolate dates back to the Maya. In November 2007, archaeologists reported finding evidence of the oldest known cultivation and use of cacao at a site in Puerto Escondido, Honduras, dating from about 1100 to 1400 BC. The residues found and the kind of vessel they were found in indicate that the initial use of cacao was not simply as a beverage, but the white pulp around the cacao beans was likely used as a source of fermentable sugars for an alcoholic drink. The Maya civilization grew cacao trees in their backyard, and used the cacao seeds it produced to make a frothy, bitter drink. Documents in Maya hieroglyphs stated that chocolate was used for ceremonial purposes, in addition to everyday life. The chocolate residue found in an early ancient Maya pot in Ro Azul, Guatemala, suggests that Maya were drinking chocolate around 400 AD. In the New World, chocolate was consumed in a bitter, spicy drink called xocoatl, and was often flavored with vanilla, chile pepper, and achiote (known today as annatto). Xocoatl was believed to fight fatigue, a belief that is probably attributable to the theobromine content. Chocolate was also an important luxury good throughout pre-Columbian Mesoamerica, and cacao beans were often used as currency. For example, the Aztecs used a system in which one turkey cost one hundred cacao beans and one fresh avocado was worth three beans. South American and European cultures have used cocoa to treat diarrhea for hundreds of years. All of the areas that were conquered by the Azetcs that grew cacao beans were ordered to pay them as a tax, or as the Aztecs called it, a "tribute".


          Until the 1500s, no European had ever heard of the popular drink from the Central and South American peoples. It was not until the Spanish conquest of the Aztecs that chocolate could be imported to Europe, where it quickly became a court favorite. To keep up with the high demand for this new drink, Spanish armies began enslaving Mesoamericans to produce cacao. Even with cacao harvesting becoming a regular business, only royalty and the well-connected could afford to drink this expensive import. Before long, the Spanish began growing cacao beans on plantations, and using an African workforce to help manage them. The situation was different in England. Put simply, anyone with money could buy it. The first chocolate house opened in London in 1657. In 1689, noted physician and collector Hans Sloane developed a milk chocolate drink in Jamaica which was initially used by apothecaries, but later sold to the Cadbury brothers.


          For hundreds of years, the chocolate making process remained unchanged. When the people saw the Industrial Revolution arrive, many changes occurred that brought the hard, sweet candy we love today to life. In the 1700s, mechanical mills were created that squeezed out cocoa butter, which in turn helped to create hard, durable chocolate. But, it was not until the arrival of the Industrial Revolution that these mills were put to bigger use. Not long after the revolution cooled down, companies began advertising this new invention to sell many of the chocolate treats we see today. When new machines were produced, people began experiencing and consuming chocolate worldwide.


          


          Types of chocolate


          Alongside milk chocolate, white chocolate and dark chocolate are also common chocolate varieties.


          White chocolate is formed from a mixture of sugar, cocoa butter, and milk solids. Although its texture is similar to milk and dark chocolate, it does not contain any cocoa solids; thus not officially qualifying as true chocolate. Because of this, many countries do not consider white chocolate as chocolate at all. Although first introduced by Hebert Candies in 1955, Mars, Incorporated was the first to produce white chocolate within the United States. Because it does not contain any cocoa solids, one benefit of white chocolate is that it also does not contain any theobromine, meaning it can be consumed by animals. Dark chocolate is produced by adding fat and sugar to the cacao mixture. The U.S. Government calls this "sweet chocolate", and requires a 15% concentration of chocolate liquor. European rules specify a minimum of 35% cocoa solids. Dark chocolate, with its high cocoa content, is a rich source of the flavonoids epicatechin and gallic acid, which are thought to possess cardioprotective properties. Dark chocolate has also been said to reduce the possibility of a heart attack when consumed regularly in small amounts. Unsweetened chocolate is pure chocolate liquor, also known as bitter or baking chocolate. It is unadulterated chocolate: the pure, ground, roasted chocolate beans impart a strong, deep chocolate flavor. Semisweet chocolate is often used for cooking purposes. It is a dark chocolate with a low sugar content. Bittersweet chocolate is chocolate liquor to which some sugar (typically a third), more cocoa butter, vanilla and sometimes lecithin have been added. It has less sugar and more liquor than semisweet chocolate, but the two are interchangeable in baking.


          


          Production
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          Roughly two-thirds of the entire world's cocoa is produced in Western Africa, with 43% sourced from Cte d'Ivoire. According to the World Cocoa Foundation, some 50million people around the world depend on cocoa as a source of livelihood. The industry is dominated by three chocolate makers, Barry Callebaut, Cargill and Archer Daniels Midland Company. In the UK, 99.999% of chocolatiers, whether they be large companies such as Cadbury Schweppes or small independents, purchase their chocolate from them, to melt, mold and package to their own design. Despite some disagreement in the EU about the definition, chocolate is any product made primarily of cocoa solids and cocoa fat. The different flavours of chocolate can be obtained by varying the time and temperature when roasting the beans, by adjusting the relative quantities of the cocoa solids and cocoa fat, and by adding non-chocolate ingredients.


          Production costs can be decreased by reducing cocoa solid content or by substituting cocoa butter with a non-cocoa fat. Cocoa growers object to allowing the resulting food to be called "chocolate", due to the risk of lower demand for their crops.


          There are two main jobs associated with creating chocolate candy, chocolate makers and chocolatiers. Chocolate makers use harvested cacao beans and other ingredients to produce couverture chocolate. Chocolatiers use the finished couverture to make chocolate candies ( bars, truffles, etc.).


          


          Cacao varieties


          Cacao trees are small, understory trees that need rich, well-drained soils. They naturally grow within 20 degrees of either side of the equator because they need about 2000 millimeters of rainfall a year, and temperatures in the range of 21 to 32 degrees Celsius. Cacao trees cannot tolerate a temperature lower than 15 degrees Celsius (59 degrees Fahrenheit).


          The three main varieties of cacao beans used in chocolate are criollo, forastero and trinitario.


          Representing only five percent of all cocoa beans grown, criollo is the rarest and most expensive cocoa on the market and is native to Central America, the Caribbean islands and the northern tier of South American states. There is some dispute about the genetic purity of cocoas sold today as Criollo, as most populations have been exposed to the genetic influence of other varieties. Criollos are particularly difficult to grow, as they are vulnerable to a variety of environmental threats and produce low yields of cocoa per tree. The flavor of Criollo is described as delicate yet complex, low in classic chocolate flavor, but rich in "secondary" notes of long duration.


          The most commonly grown bean is forastero, a large group of wild and cultivated cacaos, most likely native to the Amazon basin. The African cocoa crop is entirely of the Forastero variety. They are significantly hardier and of higher yield than Criollo. The source of most chocolate marketed, forastero cocoas are typically strong in classic "chocolate" flavor, but have a short duration and are unsupported by secondary flavours, producing "quite bland" chocolate.


          Trinitario is a natural hybrid of Criollo and Forastero. Trinitario originated in Trinidad after an introduction of Forastero to the local Criollo crop. Nearly all cacao produced over the past five decades is of the Forastero or lower-grade Trinitario varieties.


          


          Harvesting


          Harvesting cacao beans is a delicate process. First, the pods containing cacao beans, are harvested by cutting the pods from the tree using a machete, or by knocking them off the tree using a stick. The beans with their surrounding pulp are removed from the pod and placed in piles or bins to ferment. The fermentation process is what gives the beans their familiar chocolate taste. It is important to harvest the pods when they are fully ripe because if the pod is unripe, the beans will have a low cocoa butter content, or there will be insufficient sugars in the white pulp for fermentation resulting in a weak flavor. After fermentation, the beans must be quickly dried to prevent mold growth. Climate and weather permitting, this is done by spreading the beans out in the sun from 5 to 7days.


          


          Chocolate liquor


          The dried beans are transported from the plantation where they were grown to a chocolate manufacturing facility. The beans are then cleaned (removing twigs, stones, and other debris), roasted, and graded. Next the shells are removed to extract the nib. Finally, the nibs are ground which releases and melts the cocoa butter producing chocolate liquor.
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          Blending


          Chocolate liquor is blended with the cocoa butter in varying quantities to make different types of chocolate or couvertures. The basic blends of ingredients for the various types of chocolate (in order of highest quantity of cocoa liquor first), are as follows:


          
            	Dark chocolate: sugar, cocoa butter, cocoa liquor, and (sometimes) vanilla


            	Milk chocolate: sugar, cocoa butter, cocoa liquor, milk or milk powder, and vanilla


            	White chocolate: sugar, cocoa butter, milk or milk powder, and vanilla

          


          Usually, an emulsifying agent such as soy lecithin is added, though a few manufacturers prefer to exclude this ingredient for purity reasons and to remain GMO free, sometimes at the cost of a perfectly smooth texture. Some manufacturers are now using PGPR, an artificial emulsifier derived from castor oil that allows them to reduce the amount of cocoa butter while maintaining the same mouthfeel.


          The texture is also heavily influenced by processing, specifically conching (see below). The more expensive chocolate tends to be processed longer and thus have a smoother texture and "feel" on the tongue, regardless of whether emulsifying agents are added.


          Different manufacturers develop their own "signature" blends based on the above formulas, but varying proportions of the different constituents are used.


          The finest, plain dark chocolate couvertures contain at least 70% cocoa (both solids and butter), whereas milk chocolate usually contains up to 50%. High-quality white chocolate couvertures contain only about 33% cocoa.


          Producers of high quality, small batch chocolate argue that mass production produces bad quality chocolate. Some mass-produced chocolate contains much less cocoa (as low as 7% in many cases) and fats other than cocoa butter. Vegetable oils and artificial vanilla flavor are often used in cheaper chocolate to mask poorly fermented and/or roasted beans.


          In 2007, the Chocolate Manufacturers Association in the United States, whose members include Hershey, Nestl, and Archer Daniels Midland, lobbied the Food and Drug Administration to change the legal definition of chocolate to let them substitute partially hydrogenated vegetable oils for cocoa butter in addition to using artificial sweeteners and milk substitutes. Currently, the FDA does not allow a product to be referred to as "chocolate" if the product contains any of these ingredients.


          


          Conching
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          The penultimate process is called conching. A conche is a container filled with metal beads, which act as grinders. The refined and blended chocolate mass is kept in a liquid state by frictional heat. Chocolate prior to conching has an uneven and gritty texture. The conching process produces cocoa and sugar particles smaller than the tongue can detect, hence the smooth feel in the mouth. The length of the conching process determines the final smoothness and quality of the chocolate. High-quality chocolate is conched for about 72hours, lesser grades about four to six hours. After the process is complete, the chocolate mass is stored in tanks heated to approximately 4550C (113122F) until final processing.


          


          Tempering


          The final process is called tempering. Uncontrolled crystallization of cocoa butter typically results in crystals of varying size, some or all large enough to be clearly seen with the naked eye. This causes the surface of the chocolate to appear mottled and matte, and causes the chocolate to crumble rather than snap when broken. The uniform sheen and crisp bite of properly processed chocolate are the result of consistently small cocoa butter crystals produced by the tempering process.


          The fats in cocoa butter can crystallize in six different forms (polymorphous crystallization). The primary purpose of tempering is to assure that only the best form is present. The six different crystal forms have different properties.


          
            
              	Crystal

              	Melting Temp.

              	Notes
            


            
              	I

              	17C (63F)

              	Soft, crumbly, melts too easily.
            


            
              	II

              	21C (70F)

              	Soft, crumbly, melts too easily.
            


            
              	III

              	26C (78F)

              	Firm, poor snap, melts too easily.
            


            
              	IV

              	28C (82F)

              	Firm, good snap, melts too easily.
            


            
              	V

              	34C (94F)

              	Glossy, firm, best snap, melts near body temperature (37C).
            


            
              	VI

              	36C (97F)

              	Hard, takes weeks to form.
            

          


          Making chocolate considered "good" is about forming as many type V crystals as possible. This provides the best appearance and texture and creates the most stable crystals so the texture and appearance will not degrade over time. To accomplish this, the temperature is carefully manipulated during the crystallization.


          Generally, the chocolate is first heated to 45C (115F) to melt all six forms of crystals. Next, the chocolate is cooled to about 27C (80F), which will allow crystal types IV and V to form. At this temperature, the chocolate is agitated to create many small crystal "seeds" which will serve as nuclei to create small crystals in the chocolate. The chocolate is then heated to about 31C (88F) to eliminate any type IV crystals, leaving just type V. After this point, any excessive heating of the chocolate will destroy the temper and this process will have to be repeated. However, there are other methods of chocolate tempering used. The most common variant is introducing already tempered, solid "seed" chocolate. The temper of chocolate can be measured with a chocolate temper meter to ensure accuracy and consistency. A sample cup is filled with the chocolate and placed in the unit which then displays or prints the results.


          Two classic ways of manually tempering chocolate are:


          
            	Working the molten chocolate on a heat-absorbing surface, such as a stone slab, until thickening indicates the presence of sufficient crystal "seeds"; the chocolate is then gently warmed to working temperature.


            	Stirring solid chocolate into molten chocolate to "inoculate" the liquid chocolate with crystals (this method uses the already formed crystal of the solid chocolate to "seed" the molten chocolate).

          


          Chocolate tempering machines (or temperers) with computer controls can be used for producing consistently tempered chocolate, particularly for large volume applications.


          


          Storing
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          Chocolate is very sensitive to temperature and humidity. Ideal storage temperatures are between 15 and 17C (59 to 63F), with a relative humidity of less than 50%. Chocolate should be stored away from other foods as it can absorb different aromas. Ideally, chocolates are packed or wrapped, and placed in proper storage with the correct humidity and temperature. Additionally chocolate should be stored in a dark place or protected from light by wrapping paper. Various types of "blooming" effects can occur if chocolate is stored or served improperly. If refrigerated or frozen without containment, chocolate can absorb enough moisture to cause a whitish discoloration, the result of fat or sugar crystals rising to the surface. Moving chocolate from one temperature extreme to another, such as from a refrigerator on a hot day can result in an oily texture. Although visually unappealing, these conditions are perfectly safe for consumption.


          Health


          While chocolate is regularly eaten for pleasure, there are potential beneficial health effects of eating chocolate. Cocoa or dark chocolate benefits the circulatory system. Other beneficial effects suggested include anticancer, brain stimulator, cough preventor and antidiarrhoeal effects. An aphrodisiac effect is yet unproven.


          On the other hand, eating large quantities of any chocolate increases risk of obesity. There is concern of mild lead poisoning for some types of chocolate. Chocolate is toxic to many animals because of insufficient capacity to metabolize theobromine.


          A study reported by the BBC indicated that melting chocolate in one's mouth produced an increase in brain activity and heart rate that was more intense than that associated with passionate kissing, and also lasted four times as long after the activity had ended.


          


          Circulatory benefits


          Recent studies have suggested that cocoa or dark chocolate may possess certain beneficial effects on human health. Cocoa possesses a significant antioxidant action, protecting against LDL oxidation, perhaps more than other polyphenol antioxidant-rich foods and beverages. Processing cocoa with alkali destroys most of the flavonoids. Some studies have also observed a modest reduction in blood pressure and flow-mediated dilation after consuming dark chocolate daily. There has even been a fad diet, named "Chocolate diet", that emphasizes eating chocolate and cocoa powder in capsules. However, consuming milk chocolate or white chocolate, or drinking fat-containing milk with dark chocolate, appears largely to negate the health benefit. Processed cocoa powder (so called Dutch chocolate), processed with alkali greatly reduces the antioxidant capacity as compared to "raw" cocoa powder.


          One-third of the fat in chocolate comes in the forms of a saturated fat called stearic acid and a monounsaturated fat called oleic acid. However, unlike other saturated fats, stearic acid does not raise levels of LDL cholesterol in the bloodstream. Consuming relatively large amounts of dark chocolate and cocoa does not seem to raise serum LDL cholesterol levels; some studies even find that it could lower them. Indeed, small but regular amounts of dark chocolate lower the possibility of a heart attack, a result of cholesterol imbalance according to the lipid hypothesis.


          


          Aphrodisiac


          Romantic lore commonly identifies chocolate as an aphrodisiac. The reputed aphrodisiac qualities of chocolate are most often associated with the simple sensual pleasure of its consumption. Additionally, chocolate's sweet and fatty nature may stimulate the hypothalamus, inducing pleasureable sensations as well as affecting the levels of serotonin. While serotonin has a pleasurable effect, in high concentrations it can be converted to melatonin which in large amounts reduces sexual drive. Finally, chocolate has been shown to contain unsaturated N-acylethanolamines which might activate cannabinoid receptors or increase endocannabinoid levels resulting in heightened sensitivity and euphoria. Although there is no firm proof that chocolate is indeed an aphrodisiac, a gift of chocolate is a familiar courtship ritual.


          


          Other benefits


          Several population studies have observed an increase in the risk of certain cancers among people who frequently consume sweet 'junk' foods such as chocolate. However, very little evidence exists to suggest whether consuming flavonoid-rich dark chocolate may increase or decrease the risk of cancer. Evidence from laboratory studies suggests that cocoa flavonoids may possess anticarcinogenic mechanisms, but more research is needed to prove this idea.


          Studies suggest a specially formulated type of cocoa may be nootropic and delay brain function decline as people age.


          Mars, Incorporated, a Virginia-based candy company, spends money each year on flavonol research. The company is talking with pharmaceutical companies to license drugs based on synthesized cocoa flavonol molecules. According to Mars-funded researchers at Harvard, the University of California, and European universities, cocoa-based prescription drugs could potentially help treat diabetes, dementia and other diseases.


          Other research indicates that chocolate may be effective at preventing persistent coughing. The ingredient theobromine was found to be almost one third more effective than codeine, the leading cough medicine. The chocolate also appears to soothe and moisten the throat.


          Flavonoids can inhibit the development of diarrhea, suggesting antidiarrhoeal effects of chocolate.


          


          Obesity risk


          The major concern that nutritionists have is that even though eating dark chocolate may favorably affect certain biomarkers of cardiovascular disease, the amount needed to have this effect would provide a relatively large quantity of calories, which, if unused, would promote weight gain. Obesity is a significant risk factor for many diseases, including cardiovascular disease. As a consequence, consuming large quantities of dark chocolate in an attempt to protect against cardiovascular disease has been described as 'cutting off one's nose to spite one's face'.


          


          Acne
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          There is a popular belief that the consumption of chocolate can cause acne. Various studies seem to show that this is the case for high glycemic index foods in general, though the question is still being studied. Milk is known to cause acne, including any which is mixed with chocolate.


          


          Lead


          Chocolate has one of the higher concentrations of lead among products that constitute a typical Westerner's diet, with a potential to cause mild lead poisoning. Recent studies have shown that although the beans themselves absorb little lead, it tends to bind to cocoa shells and contamination may occur during the manufacturing process. A recent peer-reviewed publication found significant amounts of lead in chocolate. A review article published in a peer-reviewed journal in 2006 states that despite high consumption levels of chocolate, there is a paucity of data on lead concentrations in chocolate products. In a USDA study in 2004, mean lead levels in the samples tested ranged from 0.0010 to 0.0965g lead per gram of chocolate, but another study by a Swiss research group in 2002 found that some chocolate contained up to 0.769g per gram, close to the international (voluntary) standard limit for lead in cocoa powder or beans, which is 1g of lead per gram. In 2006, the U.S. FDA lowered by one-fifth the amount of lead permissible in candy, but compliance is only voluntary. While studies show that the lead consumed in chocolate may not all be absorbed by the human body, there is no known threshold for the effects of lead on children's brain function and even small quantities of lead can cause permanent neurodevelopmental deficits including impaired IQ.


          


          Toxicity in animals


          In sufficient amounts, the theobromine found in chocolate is toxic to non-human animals such as horses, dogs, parrots, small rodents, and cats because they are unable to metabolise the chemical effectively. If they are fed chocolate, the theobromine will remain in their bloodstream for up to 20hours, and these animals may experience epileptic seizures, heart attacks, internal bleeding, and eventually death. Medical treatment involves inducing vomiting within two hours of ingestion, or contacting a veterinarian.


          A typical 20-kilogram (40-lb) dog will normally experience great intestinal distress after eating less than 240 grams (8.5oz) of dark chocolate, but will not necessarily experience bradycardia or tachycardia unless it eats at least a half a kilogram (1.1lb) of milk chocolate. Dark chocolate has 2 to 5 times more theobromine and thus is more dangerous to dogs. According to the Merck Veterinary Manual, approximately 1.3 grams of baker's chocolate per kilogram of a dog's body weight (0.02oz/lb) is sufficient to cause symptoms of toxicity. For example, a typical 25-gram (0.88oz) baker's chocolate bar would be enough to bring about symptoms in a 20-kilogram (44lb) dog. Of course, baking chocolate is rarely consumed directly due to its unpleasant taste, but other dark chocolates' canine toxicities may be extrapolated based on this figure. As dogs like the taste of chocolate products as much as humans do, and are capable of finding and eating quantities much larger than typical human servings, they should be kept out of their reach. There are reports that mulch made from cacao bean shells is dangerous to pets (and other animals). Treats made from carob can be used to substitute and pose no health threat to animals.


          


          Labelling


          Some manufacturers provide the percentage of chocolate in a finished chocolate confection as a label quoting percentage of "cocoa" or " cacao". It should be noted that this refers to the combined percentage of both cocoa solids and cocoa butter in the bar, not just the percentage of cocoa solids.


          Chocolates that are organic or fair trade certified carry labels accordingly.


          In the United States, some large chocolate manufacturers lobbied the federal government to permit confection containing cheaper hydrogenated vegetable oil in place of cocoa butter to be sold as "chocolate". In June 2007, as a response to consumer concern after the proposed change, the FDA re-iterated that "Cacao fat, as one of the signature characteristics of the product, will remain a principal component of standardized chocolate"


          


          Manufacturers


          Many chocolate manufacturers have created products from chocolate bars to fudge, hoping to attract more consumers with each creation. Both The Hershey Company and Mars have become the largest manufacturers in the world, but other companies have attempted. Major examples include Nestl and Lindt.


          The Hershey Company is the largest chocolate manufacturer in North America. Its headquarters is in Hershey, Pennsylvania, a town permeated by the aroma of cocoa on some days, and home to Hershey's Chocolate World. It was founded by Milton S. Hershey in 1894 as the Hershey Chocolate Company, a subsidiary of his Lancaster Caramel Company. Hershey's candies and other products are sold worldwide.


          The Hershey Company reached fame mainly because of three of its creations: the Hershey bar, Hershey's kisses and Reese's Peanut Butter Cups.


          Mars, Incorporated is a world-wide manufacturer of confectionery and other food products with US$21billion in annual sales in 2006. Headquartered in McLean, Virginia, USA, the company is entirely owned by the Mars family, making it one of the largest privately owned U.S. corporations. Mars is most famous for its eponymous Mars Bar, as well as other confectionery such as Milky Way, M&M's, Twix, Skittles and Snickers.


          


          Chocolate in popular culture
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          Holidays


          Chocolate is one of the most popular treats given on holidays. On Valentine's Day, a box of chocolate is given, usually with flowers and a greeting card. It is given on other holidays, including Christmas, Thanksgiving, and birthdays, although no special chocolate creation is common on these holidays. On Easter, chocolate eggs are popular gifts. A chocolate egg is a confectionery made primarily of chocolate, and can either be solid, hollow, or filled with cream.


          


          Books and Film


          Chocolate has been the centre of several successful book and film adaptations. In 1964, Roald Dahl published a children's novel titled Charlie and the Chocolate Factory. The novel centers around a poor boy named Charlie Bucket who takes a tour through the greatest chocolate factory in the world, owned by Willy Wonka. Two film adaptations of the novel were produced. The first was Willy Wonka & the Chocolate Factory, a 1971 film which later became a cult classic. Thirty-four years later, a second film adaptation was produced, titled Charlie and the Chocolate Factory. The 2005 film was very well received by critics and was one of the highest grossing films of its year, earning over US$470,000,000 worldwide. Charlie and the Chocolate Factory was also recognized at the 78th Academy Awards, where it was nominated for Best Costume Design for Gabriella Pesucci.


          Chocolat is a 1999 novel by Joanne Harris. It tells the story of Vianne Rocher, a young mother, whose confections change the lives of the townspeople through magic. The 2000 film adaptation, Chocolat, also proved successful, grossing over US$150,000,000 worldwide, and receiving Academy Award and Golden Globe nominations for Best Picture, Best Actress, and Best Original Score.
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        Chola Dynasty


        
          

          The Chola Dynasty (Tamil: சோழர் குலம், IPA: ['ʧoːɻə]) was a Tamil dynasty that ruled primarily in southern India until the 13th century. The dynasty originated in the fertile valley of the Kaveri River. Karikala Chola was the most famous among the early Chola kings, while Rajaraja Chola, Rajendra Chola I and Kulothunga Chola I were notable emperors of the medieval Cholas.


          The Cholas were at the height of their power continuously from the later half of the 9th century till the beginning of the 13th centuries. Under Rajaraja Chola I and his son Rajendra Chola I, the dynasty became a military, economic and cultural power in Asia. During the period 10101200 CE, the Chola territories stretched from the islands of the Maldives in the South to as far North as the banks of the Godavari River in Andhra Pradesh. Rajaraja Chola conquered peninsular South India, annexed parts of Sri Lanka and occupied the islands of the Maldives. Rajendra Chola sent a victorious expedition to North India that touched the river Ganga and defeated the Pala ruler of Pataliputra, Mahipala. He also successfully raided kingdoms of the Malay Archipelago.


          The power of the Cholas declined around the 12th century with the rise of the Pandyas and the Hoysala, eventually coming to an end towards the end of the 13th century.


          The Cholas left a lasting legacy. Their patronage of Tamil literature and their zeal in building temples have resulted in some great works of Tamil literature and architecture. The Chola kings were avid builders and envisioned the temples in their kingdoms not only as places of worship but also as centres of economic activity. They pioneered a centralised form of government and established a disciplined bureaucracy.


          


          Origins


          There is very little information available regarding the origin of the Chola Dynasty. The antiquity of this dynasty is evident from the mentions in ancient Tamil literature and in inscriptions. Later medieval Cholas also claimed a long and ancient lineage to their dynasty.
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          Mentions in the early Sangam literature (c. 150 CE) indicate that the earliest kings of the dynasty antedated 100 CE. Parimelalagar, the annotator of the Tamil classic Tirukkural, mentions that this could be the name of an ancient clan. The most commonly held view is that this is, like Cheras and Pandyas, the name of the ruling family or clan of immemorial antiquity.


          On the history of the early Cholas there is very little authentic written evidence available. Historians during the past 150 years have gleaned a lot of knowledge on the subject from a variety of sources such as ancient Tamil Sangam literature, oral traditions, religious texts, temple and copperplate inscriptions. The main source for the available information of the early Cholas is the early Tamil literature of the Sangam Period. There are also brief notices on the Chola country and its towns, ports and commerce furnished by the Periplus of the Erythraean Sea (Periplus Maris Erythraei). Periplus is a work by an anonymous Alexandrian merchant, written in the time of Domitian (8196) and contains very little information of the Chola country. Writing half a century later, the geographer Ptolemy gives more detail about the Chola country, its port and its inland cities. Mahavamsa, a Buddhist text, recounts a number of conflicts between the inhabitants of Ceylon and the Tamil immigrants. Cholas are mentioned in the Pillars of Ashoka (inscribed 273 BCE232 BCE) inscriptions, where they are mentioned among the kingdoms which, though not subject to Ashoka, were on friendly terms with him.


          


          Etymology of Chola


          The word Chola is derived from the Tamil word Sora or Chora. Numerous inscriptions confirm that the name of the Dynasty was Chora or Sora but pronounced as Chola. The shift from 'r' to 'l' has also been validated and Sora or Chora in Tamil becomes Chola in Sanskrit and Chola or Choda in Telugu.
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          The history of the Cholas falls into four periods: the early Cholas of the Sangam literature, the interregnum between the fall of the Sangam Cholas and the rise of the medieval Cholas under Vijayalaya (c. 848), the dynasty of Vijayalaya, and finally the Chalukya Chola dynasty of Kulothunga Chola I from the third quarter of the eleventh century.


          


          Early Cholas


          The earliest Chola kings for whom there is tangible evidence are mentioned in the Sangam literature. Scholars generally agree that this literature belongs to the first few centuries of the common era. The internal chronology of this literature is still far from settled, and at present a connected account of the history of the period cannot be derived. The Sangam literature records the names of the kings and the princes, and of the poets who extolled them. Despite a rich literature that depicts the life and work of these people, these cannot be worked into connected history.


          The Sangam literature also records legends about mythical Chola kings. The Cholas were looked upon as descended from the sun. These myths speak of the Chola king Kantaman, a supposed contemporary of the sage Agastya, whose devotion brought the river Kaveri into existence.


          Two names stand out prominently from among those Chola kings known to have existed, who feature in Sangam literature: Karikala Chola and Kocengannan. There is no sure means of settling the order of succession, of fixing their relations with one another and with many other princelings of about the same period. Urayur (now in/part-of Thiruchirapalli) was their oldest capital. Kaveripattinam also served as an early Chola capital. The Mahavamsa mentions that an ethnic Tamil adventurer, a Chola prince known as Elara, invaded the island around 235 BCE.


          


          Interregnum


          There is not much information about the transition period of around three centuries from the end of the Sangam age (c. 300) to that in which the Pandyas and Pallavas dominate the Tamil country. An obscure dynasty, the Kalabhras, invaded the Tamil country, displaced the existing kingdoms and ruled for around three centuries. They were displaced by the Pallavas and the Pandyas in the 6th century. Little is known of the fate of the Cholas during the succeeding three centuries until the accession of Vijayalaya in the second quarter of the ninth century.


          Epigraphy and literature provide a few faint glimpses of the transformations that came over this ancient line of kings during this long interval. What is certain is that when the power of the Cholas fell to its lowest ebb and that of the Pandyas and Pallavas rose to the north and south of them, this dynasty was compelled to seek refuge and patronage under their more successful rivals. The Cholas continued to rule over a diminished territory in the neighbourhood of Uraiyur, but only in a minor capacity. In spite of their reduced powers, the Pandayas and Pallavas accepted Chola princesses in marriage, possibly out of regard for their reputation. Numerous inscriptions of Pallavas, Pandyas and Chalukya of this period mention conquering 'the Chola country'. Despite this loss in influence and power, it is unlikely that the Cholas lost total grip of the territory around Uraiyur, their old capital, as Vijayalaya, when he rose to prominence hailed from this geographical area.


          Around the 7th century, a Chola kingdom flourished in present-day Andhra Pradesh. These Telugu Cholas (or Chodas) traced their descent to the early Sangam Cholas. However, it is not known if they had any relation to the early Cholas. It is possible that a branch of the Tamil Cholas migrated north during the time of the Pallavas to establish a kingdom of their own, away from the dominating influences of the Pandyas and Pallavas. The Chinese pilgrim Xuanzang, who spent several months in Kanchipuram during 639640 writes about the 'kingdom of Culi-ya', in an apparent reference to the Telugu Chodas.


          


          Medieval Cholas
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          While there is little reliable information on the Cholas during the period between the early Cholas and Vijayalaya dynasties, there is an abundance of materials from diverse sources on the Vijayalaya and the Chalukya Chola dynasties. A large number of stone inscriptions by the Cholas themselves and by their rival kings, Pandyas and Chalukyas, and copper-plate grants, have been instrumental in constructing the history of Cholas of that period. Around 850, Vijayalaya rose from obscurity to take an opportunity arising out of a conflict between Pandyas and Pallavas, captured Thanjavur and eventually established the imperial line of the medieval Cholas.
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          The Chola dynasty was at the peak of its influence and power during the medieval period. Through their leadership and vision, kings such as Rajaraja Chola I and Rajendra Chola I extended the Chola kingdom beyond the traditional limits of a Tamil kingdom. At its peak, the Chola Empire stretched from the island of Sri Lanka in the south to the Godavari basin in the north. The kingdoms along the east coast of India up to the river Ganges acknowledged Chola suzerainty. Chola navies invaded and conquered Srivijaya in the Malayan archipelago.


          Throughout this period, the Cholas were constantly troubled by the ever-resilient Sinhalas, who attempted to overthrow the Chola occupation of Lanka, Pandya princes who tried to win independence for their traditional territories, and by the growing ambitions of the Chalukyas in the western Deccan. This period saw constant warfare between the Cholas and these antagonists. A balance of power existed between the Chalukyas and the Cholas, and there was a tacit acceptance of the Tungabhadra River as the boundary between the two empires. However, the bone of contention between these two powers was the growing Chola influence in the Vengi kingdom.


          


          Chalukya Cholas


          Marital and political alliances between the Eastern Chalukyas began during the reign of Rajaraja following his invasion of Vengi. Rajaraja Chola's daughter married Chalukya prince Vimaladitya. Rajendra Chola's daughter was also married to an eastern Chalukya prince Rajaraja Narendra.


          Virarajendra Chola's son Athirajendra Chola was assassinated in a civil disturbance in 1070, and Kulothunga Chola I, the son of Rajaraja Narendra, ascended the Chola throne starting the Chalukya Chola dynasty.
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          The Chalukya Chola dynasty saw capable rulers in Kulothunga Chola I and Vikrama Chola; however, the decline of the Chola power practically started during this period. The Cholas lost control of the island of Lanka and were driven out by the revival of Sinhala power. Around 1118, they lost control of Vengi to the Western Chalukya king Vikramaditya VI and Gangavadi (southern Mysore districts) to the growing power of Hoysala Vishnuvardhana, a Chalukya feudatory. In the Pandya territories, the lack of a controlling central administration prompted a number of claimants to the Pandya throne to cause a civil war in which the Sinhalas and the Cholas were involved by proxy.


          The Cholas, under Rajaraja Chola III and later, his son Rajendra Chola III, experienced continuous trouble. One feudatory, the Kadava chieftain Kopperunchinga I, even held Rajaraja Chola III as hostage for sometime. At the close of the 12th century, the growing influence of the Hoysalas replaced the declining Chalukyas as the main player in the north. The local feudatories were also becoming sufficiently confident to challenge the central Chola authority. The Cholas were exposed to assaults from within and without. The Pandyas in the south had risen to the rank of a great power. The Hoysalas in the west threatened the existence of the Chola empire. Rajendra tried to survive by aligning with the two powers in turn. At the close of Rajendras reign, the Pandyan empire was at the height of prosperity and had taken the place of the Chola empire in the eyes of the foreign observers. The last recorded date of Rajendra III is 1279. There is no evidence that Rajendra was followed immediately by another Chola prince. The Chola empire was completely overshadowed by the Pandyan empire and sank into obscurity by the end of the 13th century.


          


          Government and society


          


          Chola country


          According to Tamil tradition, the old Chola country comprised the region that includes the modern-day Tiruchirapalli District and the Thanjavur District in Tamil Nadu. The river Kaveri and its tributaries dominate this landscape of generally flat country that gradually slopes towards the sea, unbroken by major hills or valleys. The river Kaveri, also known as Ponni (golden) river, had a special place in the culture of Cholas. The annual floods in the Kaveri marked an occasion for celebration, Adiperukku, in which the whole nation took part.


          Kaverippattinam on the coast near the Kaveri delta was a major port town. Ptolemy knew of this and the other port town of Nagappattinam as the most important centres of Cholas. These two towns became hubs of trade and commerce and attracted many religious faiths, including Buddhism. Roman ships found their way into these ports. Roman coins dating from the early centuries of the common era have been found near the Kaveri delta.


          The other major towns were Thanjavur, Uraiyur and Kudanthai, now known as Kumbakonam. After Rajendra Chola moved his capital to Gangaikonda Cholapuram, Thanjavur lost its importance. The later Chola kings moved around their capitals frequently and made cities such as Chidambaram, Madurai and Kanchipuram their regional capitals.


          


          Nature of government


          In the age of the Cholas, the whole of South India was, for the first time, brought under a single government, when a serious attempt was made to face and solve the problems of public administration. The Cholas' system of government was monarchical, as in the Sangam age. However, there was little in common between the local chiefdoms of the earlier time and the imperial-like states of Rajaraja Chola and his successors.


          Between 980, and c. 1150, the Chola Empire comprised the entire south Indian peninsula, extending east to west from coast to coast, and bounded to the north by an irregular line along the Tungabhadra river and the Vengi frontier. Although Vengi had a separate political existence, it was closely connected to the Chola Empire and, for all practical purposes, the Chola dominion extended up to the banks of the Godavari river.
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          Thanjavur, and later, Gangaikonda Cholapuram were the imperial capitals. However both Kanchipuram and Madurai were considered to be regional capitals, in which occasional courts were held. The king was the supreme commander and a benevolent dictator. His administrative role consisted of issuing oral commands to responsible officers when representations were made to him. A powerful bureaucracy assisted the king in the tasks of administration and in executing his orders. Due to the lack of a legislature or a legislative system in the modern sense, the fairness of kings orders dependent on the goodness of the man and in his belief in Dharmaa sense of fairness and justice.


          The Chola kings built temples and endowed them with great wealth. The temples acted not only as places of worship but also as centres of economic activity, benefiting their entire community.


          


          Local government


          Every village was a self-governing unit. A number of villages constituted a larger entity known as a Kurram, Nadu or Kottram, depending on the area. A number of Kurrams constituted a valanadu. These structures underwent constant change and refinement throughout the Chola period.


          Justice was mostly a local matter in the Chola Empire; minor disputes were settled at the village level. Punishment for minor crimes were in the form of fines or a direction for the offender to donate to some charitable endowment. Even crimes such as manslaughter or murder were punished with fines. Crimes of the state, such as treason, were heard and decided by the king himself; the typical punishment in these cases was either execution or the confiscation of property.


          


          Foreign trade
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          The Cholas excelled in foreign trade and maritime activity, extending their influence overseas to China and Southeast Asia. Towards the end of the 9th century, southern India had developed extensive maritime and commercial activity. The Cholas, being in possession of parts of both the west and the east coasts of peninsular India, were at the forefront of these ventures. The Tang dynasty of China, the Srivijaya empire in the Malayan archipelago under the Sailendras, and the Abbasid Kalifat at Bagdad were the main trading partners.


          Chinese Song Dynasty reports record that an embassy from Chulian (Chola) reached the Chinese court in the year 1077, and that the king of the Chulien at the time was called Ti-hua-kia-lo. It is possible that these syllables denote "Deva Kulo[tunga]" (Kulothunga Chola I). This embassy was a trading venture and was highly profitable to the visitors, who returned with '81,800 strings of copper coins in exchange for articles of tributes, including glass articles, and spices'.


          A fragmentary Tamil inscription found in Sumatra cites the name of a merchant guild Nanadesa Tisaiyayirattu Ainnutruvar (literally, "the five hundred from the four countries and the thousand directions"), a famous merchant guild in the Chola country. The inscription is dated 1088, indicating that there was an active overseas trade during the Chola period.


          


          Chola society


          There is little information on the size and the density of the population during the Chola reign. The stability in the core Chola region enabled the people to lead a productive and contented life. There is only one recorded instance of civil disturbance during the entire period of Chola reign. However, there were reports of widespread famine caused by natural calamities.


          The quality of the inscriptions of the regime indicates a presence of high level of literacy and education in the society. The text in these inscriptions was written by court poets and engraved by talented artisans. Education in the contemporary sense was not considered important; there is circumstantial evidence to suggest that some village councils organised schools to teach the basics of reading and writing to children, although there is no evidence of systematic educational system for the masses. Vocational education was through hereditary training in which the father passed on his skills to his sons. Tamil was the medium of education for the masses; Sanskrit education was restricted to the Brahmins. Religious monasteries (matha or gatika) were centres of learning, which were supported by the government.


          


          Cultural contributions
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          Under the Cholas, the Tamil country reached new heights of excellence in art, religion and literature. In all of these spheres, the Chola period marked the culmination of movements that had begun in an earlier age under the Pallavas. Monumental architecture in the form of majestic temples and sculpture in stone and bronze reached a finesse never before achieved in India.


          The Chola conquest of Kadaram ( Kedah) and Srivijaya, and their continued commercial contacts with the Chinese Empire, enabled them to influence the local cultures. Many of the surviving examples of the Hindu cultural influence found today throughout the Southeast Asia owe much to the legacy of the Cholas.


          


          Art


          The Cholas continued the temple-building traditions of the Pallava dynasty and contributed significantly to the Dravidian temple design. Aditya I built a number of Siva temples along the banks of the river Kaveri. These temples were not on a large scale until the end of the 10th century.
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          Temple building received great impetus from the conquests and the genius of Rajaraja Chola and his son Rajendra Chola I. The maturity and grandeur to which the Chola architecture had evolved found expression in the two temples of Thanjavur and Gangaikondacholapuram. The magnificent Siva temple of Thanjavur, completed around 1009, is a fitting memorial to the material achievements of the time of Rajaraja. The largest and tallest of all Indian temples of its time, it is at the apex of South Indian architecture.


          The temple of Gangaikondacholisvaram at Gangaikondacholapuram, the creation of Rajendra Chola, was intended to excel its predecessor. Completed around 1030, only two decades after the temple at Thanjavur and in the same style, the greater elaboration in its appearance attests the more affluent state of the Chola Empire under Rajendra.


          The Brihadisvara Temple at Thanjavur, the temple of Gangaikondacholisvaram at Gangaikondacholapuram and the Airavatesvara Temple at Darasuram were declared as World Heritage Sites by the UNESCO, and are referred to as the Great living Chola temples.


          The Chola period is also remarkable for its sculptures and bronzes. Among the existing specimens in museums around the world and in the temples of South India may be seen many fine figures of Siva in various forms, such as Vishnu and his consort Lakshmi, and the Saivaite saints. Though conforming generally to the iconographic conventions established by long tradition, the sculptors worked with great freedom in the 11th and the 12th centuries to achieve a classic grace and grandeur. The best example of this can be seen in the form of Nataraja the Divine Dancer.
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          Literature


          The age of the Imperial Cholas (8501200) was the golden age of Tamil culture, marked by the importance of literature. Chola inscriptions cite many works, the majority of which have been lost.


          The revival of Hinduism from its nadir during the Kalabhras spurred the construction of numerous temples and these in turn generated Saiva and Vaishnava devotional literature. Jain and Buddhist authors flourished as well, although in fewer numbers than in previous centuries. Jivaka-chintamani by Tirutakkatevar and Sulamani by Tolamoli are among notable by non-Hindu authors. The art of Tirutakkatevar is marked by all the qualities of great poetry. It is considered as the model for Kamban for his masterpiece Ramavataram.


          Kamban flourished during the reign of Kulothunga Chola III. His Ramavatharam (also referred to as Kambaramayanam) is a great epic in Tamil literature, and although the author states that he followed Valmiki's Ramayana, it is generally accepted that his work is not a simple translation or adaptation of the Sanskrit epic: Kamban imports into his narration the colour and landscape of his own time; his description of Kosala is an idealised account of the features of the Chola country.


          Jayamkondars masterpiece Kalingattuparani is an example of narrative poetry that draws a clear boundary between history and fictitious conventions. This describes the events during Kulothunga Chola Is war in Kalinga and depicts not only the pomp and circumstance of war, but the gruesome details of the field. The famous Tamil poet Ottakuttan was a contemporary of Kulothunga Chola I and served at the courts of three of Kulothunga's successors. Ottakuttan wrote Kulothunga Cholan Ula, a poem extolling the virtues of the Chola king.


          The impulse to produce devotional religious literature continued into the Chola period and the arrangement of the Saiva canon into 11 books was the work of Nambi Andar Nambi, who lived close to the end of 10th century. However, relatively few Vaishnavite works were composed during the later Chola period, possibly because of the apparent animosity towards the Vaishnavites by the Chalukya Chola monarchs.


          


          Religion
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          In general, Cholas were the adherents of Hinduism. Throughout their history, they were not swayed by the rise of Buddhism and Jainism as were the kings of the Pallava and Pandya dynasties. Even the early Cholas followed a version of the classical Hindu faith. There is evidence in Purananuru for Karikala Cholas faith in the Vedic Hinduism in the Tamil country. Kocengannan, another early Chola, was celebrated in both Sangam literature and in the Saiva canon as a saint.


          Later Cholas were also staunch Saivites, although there was a sense of toleration towards other sects and religions. Parantaka I and Sundara Chola endowed and built temples for both Siva and Vishnu. Rajaraja Chola I patronised Buddhists, and provided for the construction of the Chudamani Vihara (a Buddhist monastery) in Nagapattinam at the request of the Srivijaya Sailendra king.


          During the period of Chalukya Cholas, there were instances of intolerance towards Vaishnavites, especially towards Ramanuja, the leader of the Vaishnavites. This intolerance led to persecution and Ramanuja went into exile in the Chalukya country. Kulothunga Chola II, a staunch Saivite whose devotion bordered on fanaticism, is reported to have removed a statue of Vishnu from the Siva temple at Chidambaram.


          


          In popular culture
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          The history of the Chola dynasty has inspired many Tamil authors to produce literary and artistic creations during the last several decades. These works of popular literature have helped continue the memory of the great Cholas in the minds of the Tamil people. The most important work of this genre is the popular Ponniyin Selvan (The son of Ponni), a historical novel in Tamil written by Kalki Krishnamurthy. Written in five volumes, this narrates the story of Rajaraja Chola. Ponniyin Selvan deals with the events leading up to the ascension of Uttama Chola on the Chola throne. Kalki had cleverly utilised the confusion in the succession to the Chola throne after the demise of Sundara Chola. This book was serialised in the Tamil periodical Kalki during the mid 1950s. The serialisation lasted for nearly five years and every week its publication was awaited with great interest.


          Kalki perhaps laid the foundations for this novel in his earlier historical romance Parthiban Kanavu, which deals with the fortunes of an imaginary Chola prince Vikraman who was supposed to have lived as a feudatory of the Pallava king Narasimhavarman I during the 7th century. The period of the story lies within the interregnum during which the Cholas were in eclipse before Vijayalaya Chola revived their fortune. Parthiban Kanavu was also serialised in the Kalki weekly during the early 1950s.


          Sandilyan, another popular Tamil novelist, wrote Kadal Pura in the 1960s. It was serialised in the Tamil weekly Kumudam. Kadal Pura is set during the period when Kulothunga Chola I was in exile from the Vengi kingdom, after he was denied the throne that was rightfully his. Kadal Pura speculates the whereabouts of Kulothunga during this period. Sandilyan's earlier work Yavana Rani written in the early 1960s is based on the life of Karikala Chola. More recently, Balakumaran wrote the opus Udaiyar based on the event surrounding Rajaraja Chola's construction of the Brihadisvara Temple in Thanjavur.


          There were stage productions based on the life of Rajaraja Chola during the 1950s and in 1973, Shivaji Ganesan acted in a screen adaptation of this play titled Rajaraja Cholan. The Cholas are featured in the History of the World board game, produced by Avalon Hill.
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          Cholera, sometimes known as Asiatic cholera or epidemic cholera, is an infectious gastroenteritis caused by the bacterium Vibrio cholerae. Transmission to humans occurs through ingesting contaminated water or food. The major reservoir for cholera was long assumed to be humans themselves, but considerable evidence exists that aquatic environments can serve as reservoirs of the bacteria.


          Vibrio cholerae is a Gram-negative bacterium that produces cholera toxin, an enterotoxin, whose action on the mucosal epithelium lining of the small intestine is responsible for the characteristic massive diarrhoea of the disease. In its most severe forms, cholera is one of the most rapidly fatal illnesses known, and a healthy person may become hypotensive within an hour of the onset of symptoms; infected patients may die within three hours if treatment is not provided. In a common scenario, the disease progresses from the first liquid stool to shock in 4 to 12 hours, with death following in 18 hours to several days without oral rehydration therapy.


          


          Symptoms


          The diarrhea associated with cholera is acute and so severe that, unless oral rehydration therapy is started promptly, the diarrhea may within hours result in severe dehydration (a medical emergency), or even death.


          According to novelist Susan Sontag, cholera was more feared than some other deadly diseases because it dehumanized the victim. Diarrhea and dehydration were so severe the victim could literally shrink into a wizened caricature of his or her former self before death.


          Other symptoms include rapid dehydration, rapid pulse, dry skin, tiredness, abdominal cramps, nausea, and vomiting.


          Traditionally, Cholera was widespread throughout third world countries, however more recently outbreaks have occurred in more rural parts of England and the United States' mid-west region.


          


          Treatment
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              Cholera patient being treated by medical staff in 1992.
            

          


          Water and electrolyte replacement are essential treatments for cholera, as dehydration and electrolyte depletion occur rapidly. Prompt use of oral rehydration therapy is highly effective, safe, uncomplicated, and inexpensive.


          The use of intravenous rehydration may be absolutely necessary in severe cases, under some conditions.


          In addition, tetracycline is typically used as the primary antibiotic, although some strains of V. cholerae exist that have shown resistance. Other antibiotics that have been proven effective against V. cholerae include cotrimoxazole, erythromycin, doxycycline, chloramphenicol, and furazolidone. Fluoroquinolones such as norfloxacin also may be used, but resistance has been reported.


          Rapid diagnostic assay methods are available for the identification of multidrug resistant V. cholerae. New generation antimicrobials have been discovered which are effective against V. cholerae in in vitro studies.


          


          Epidemiology


          


          Prevention


          Although cholera can be life-threatening, prevention of the disease is straightforward if proper sanitation practices are followed. In the first world, due to advanced water treatment and sanitation systems, cholera is no longer a major health threat. The last major outbreak of cholera in the United States occurred in 1911. Travelers should be aware of how the disease is transmitted and what can be done to prevent it. Good sanitation practices, if instituted in time, are usually sufficient to stop an epidemic. There are several points along the transmission path at which the spread may be halted:
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              Cholera hospital in Dhaka.
            

          


          
            	Sterilization: Proper disposal and treatment of the germ infected fecal waste (and all clothing and bedding that come in contact with it) produced by cholera victims is of primary importance. All materials (such as clothing and bedding) that come in contact with cholera patients should be sterilized in hot water using chlorine bleach if possible. Hands that touch cholera patients or their clothing and bedding should be thoroughly cleaned and sterilized.


            	Sewage: Treatment of general sewage before it enters the waterways or underground water supplies prevents undiagnosed patients from spreading the disease.


            	Sources: Warnings about cholera contamination posted around contaminated water sources with directions on how to decontaminate the water.


            	Water purification: All water used for drinking, washing, or cooking should be sterilized by boiling or chlorination in any area where cholera may be present. Boiling, filtering, and chlorination of water kill the bacteria produced by cholera patients and prevent infections from spreading. Water filtration, chlorination, and boiling are by far the most effective means of halting transmission. Cloth filters, though very basic, have significantly reduced the occurrence of cholera when used in poor villages in Bangladesh that rely on untreated surface water. Public health education and appropriate sanitation practices can help prevent transmission.

          


          A vaccine is available outside the US, but this prophylactic is short-lived in efficacy and not currently recommended by the CDC.


          


          Susceptibility


          Recent epidemiologic research suggests that an individual's susceptibility to cholera (and other diarrhoeal infections) is affected by their blood type: Those with type O blood are the most susceptible, while those with type AB are the most resistant. Between these two extremes are the A and B blood types, with type A being more resistant than type B.


          About one million V. cholerae bacteria must typically be ingested to cause cholera in normally healthy adults, although increased susceptibility may be observed in those with a weakened immune system, individuals with decreased gastric acidity (as from the use of antacids), or those who are malnourished.


          It has also been hypothesized that the cystic fibrosis genetic mutation has been maintained in humans due to a selective advantage: heterozygous carriers of the mutation (who are thus not affected by cystic fibrosis) are more resistant to V. cholerae infections. In this model, the genetic deficiency in the cystic fibrosis transmembrane conductance regulator channel proteins interferes with bacteria binding to the gastrointestinal epithelium, thus reducing the effects of an infection.


          


          Transmission
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              Drawing of Death bringing the cholera, in Le Petit Journal.
            

          


          Persons infected with cholera have massive diarrhoea. This highly-liquid diarrhoea is loaded with bacteria that can spread to infect water used by other people. Cholera is transmitted from person to person through ingestion of water contaminated with the cholera bacterium, usually from feces or other effluent. The source of the contamination is typically other cholera patients when their untreated diarrhoea discharge is allowed to get into waterways or into groundwater or drinking water supply. Any infected water and any foods washed in the water, as well as shellfish living in the affected waterway, can cause an infection. Cholera is rarely spread directly from person to person. V. cholerae harbors naturally in the plankton of fresh, brackish, and salt water, attached primarily to copepods in the zooplankton. Both toxic and non-toxic strains exist. Non-toxic strains can acquire toxicity through a lysogenic bacteriophage. Coastal cholera outbreaks typically follow zooplankton blooms, thus making cholera a zoonotic disease.


          


          Laboratory diagnosis


          Stool and swab samples collected in the acute stage of the disease, before antibiotics have been administered, are the most useful specimens for laboratory diagnosis. A number of special media have been employed for the cultivation for cholera vibrios. They are classified as follows:


          Biochemistry of the V. cholerae bacterium


          Most of the V. cholerae bacteria in the contaminated water that a host drinks do not survive the very acidic conditions of the human stomach. The few bacteria that do survive conserve their energy and stored nutrients during the passage through the stomach by shutting down much protein production. When the surviving bacteria exit the stomach and reach the small intestine, they need to propel themselves through the thick mucus that lines the small intestine to get to the intestinal wall where they can thrive. V. cholerae bacteria start up production of the hollow cylindrical protein flagellin to make flagella, the curly whip-like tails that they rotate to propel themselves through the mucous that lines the small intestine.


          Once the cholera bacteria reach the intestinal wall, they do not need the flagella propellers to move themselves any longer. The bacteria stop producing the protein flagellin, thus again conserving energy and nutrients by changing the mix of proteins that they manufacture in response to the changed chemical surroundings. On reaching the intestinal wall, V. cholerae start producing the toxic proteins that give the infected person a watery diarrhoea. This carries the multiplying new generations of V. cholerae bacteria out into the drinking water of the next hostif proper sanitation measures are not in place.
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          Microbiologists have studied the genetic mechanisms by which the V. cholerae bacteria turn off the production of some proteins and turn on the production of other proteins as they respond to the series of chemical environments they encounter, passing through the stomach, through the mucous layer of the small intestine, and on to the intestinal wall. Of particular interest have been the genetic mechanisms by which cholera bacteria turn on the protein production of the toxins that interact with host cell mechanisms to pump chloride ions into the small intestine, creating an ionic pressure which prevents sodium ions from entering the cell. The chloride and sodium ions create a salt water environment in the small intestines which through osmosis can pull up to six liters of water per day through the intestinal cells creating the massive amounts of diarrhoea.The host can become rapidly dehydrated if an appropriate mixture of dilute salt water and sugar is not taken to replace the blood's water and salts lost in the diarrhoea.


          By inserting separately, successive sections of V. cholerae DNA into the DNA of other bacteria such as E. coli that would not naturally produce the protein toxins, researchers have investigated the mechanisms by which V. cholerae responds to the changing chemical environments of the stomach, mucous layers, and intestinal wall. Researchers have discovered that there is a complex cascade of regulatory proteins that control expression of V. cholerae virulence determinants. In responding to the chemical environment at the intestinal wall, the V. cholerae bacteria produce the TcpP/TcpH proteins, which, together with the ToxR/ToxS proteins, activate the expression of the ToxT regulatory protein. ToxT then directly activates expression of virulence genes that produce the toxins that cause diarrhoea in the infected person and that permit the bacteria to colonize the intestine. Current research aims at discovering "the signal that makes the cholera bacteria stop swimming and start to colonize (that is, adhere to the cells of) the small intestine."


          


          History


          


          Origin and spread


          Cholera was originally endemic to the Indian subcontinent, with the Ganges River likely serving as a contamination reservoir. The disease spread by trade routes (land and sea) to Russia, then to Western Europe, and from Europe to North America. Cholera is now no longer considered a pressing health threat in Europe and North America due to filtering and chlorination of water supplies, but affects heavily the developing countries populations.


          
            	1816-1826 - First cholera pandemic: Previously restricted, the pandemic began in Bengal, and then spread across India by 1820. The cholera outbreak extended as far as China and the Caspian Sea before receding.


            	1829-1851 - Second cholera pandemic reached Europe, London and Paris in 1832. In London, the disease claimed 6,536 victims; in Paris, 20,000 succumbed (out of a population of 650,000) with about 100,000 deaths in all of France. The epidemic reached Russia (see Cholera Riots), Quebec, Ontario and New York in the same year and the Pacific coast of North America by 1834.


            	1849 - Second major outbreak in Paris. In London, it was the worst outbreak in the city's history, claiming 14,137 lives, over twice as many as the 1832 outbreak. In 1849 cholera claimed 5,308 lives in the port city of Liverpool, England, and 1,834 in Hull, England. An outbreak in North America took the life of former U.S. President James K. Polk. Cholera spread throughout the Mississippi river system killing over 4,500 in St. Louis and over 3,000 in New Orleans as well as thousands in New York. In 1849 cholera was spread along the California and Oregon trail as hundreds died on their way to the California Gold Rush, Utah and Oregon.


            	1852-1860 - Third cholera pandemic mainly affected Russia, with over a million deaths. In 1853-4, London's epidemic claimed 10,738 lives.


            	1854 - Outbreak of cholera in Chicago took the lives of 5.5% of the population (about 3,500 people). The Soho outbreak in London ended after removal of the handle of the Broad Street pump by a committee instigated to action by John Snow.


            	1863-1875 - Fourth cholera pandemic spread mostly in Europe and Africa.


            	1866 - Outbreak in North America. In London, a localized epidemic in the East End claimed 5,596 lives just as London was completing its major sewage and water treatment systems--the East End was not quite complete. William Farr, using the work of John Snow et al. as to contaminated drinking water being the likely source of the disease, was able to relatively quickly identify the East London Water Company as the source of the contaminated water. Quick action prevented further deaths. Also a minor outbreak at Ystalyfera in South Wales. Caused by the local water works using contaminated canal water, it was mainly its workers and their families who suffered. Only 119 died.
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              1892 Cholera outbreak in Hamburg, Germany, hospital ward
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              1892 Cholera outbreak in Hamburg, Germany, disinfection team
            

          


          
            	1881-1896 - Fifth cholera pandemic ; The 1892 outbreak in Hamburg, Germany was the only major European outbreak; about 8,600 people died in Hamburg. Although generally held responsible for the virulence of the epidemic, the city government went largely unchanged. This was the last serious European cholera outbreak.


            	1899-1923 - Sixth cholera pandemic had little effect in Europe because of advances in public health, but major Russian cities were particularly hard hit by cholera deaths.


            	1961-1970s - Seventh cholera pandemic began in Indonesia, called El Tor after the strain, and reached Bangladesh in 1963, India in 1964, and the USSR in 1966. From North Africa it spread into Italy by 1973. In the late 1970s, there were small outbreaks in Japan and in the South Pacific. There were also many reports of a cholera outbreak near Baku in 1972, but information about it was suppressed in the USSR.


            	January 1991 to September 1994 - Outbreak in South America, apparently initiated when a ship discharged ballast water. Beginning in Peru there were 1.04 million identified cases and almost 10,000 deaths. The causative agent was an O1, El Tor strain, with small differences from the seventh pandemic strain. In 1992 a new strain appeared in Asia, a non-O1, nonagglutinable vibrio (NAG) named O139 Bengal. It was first identified in Tamil Nadu, India and for a while displaced El Tor in southern Asia before decreasing in prevalence from 1995 to around 10% of all cases. It is considered to be an intermediate between El Tor and the classic strain and occurs in a new serogroup. There is evidence of the emergence of wide-spectrum resistance to drugs such as trimethoprim, sulfamethoxazole and streptomycin.

          


          


          Famous cholera victims


          The pathos in the last movement of Tchaikovsky's (c. 1840-1893) last symphony made people think that Tchaikovsky had a premonition of death. "A week after the premiere of his Sixth Symphony, Tchaikovsky was dead--6 November 1893. The cause of this indisposition and stomach ache was suspected to be his intentionally infecting himself with cholera by drinking contaminated water. The day before, while having lunch with Modest (his brother and biographer), he is said to have poured tap water from a pitcher into his glass and drunk a few swallows. Since the water was not boiled and cholera was once again rampaging St. Petersburg, such a connection was quite plausible ...."


          Other famous people who succumbed to the disease include:


          
            
              	Major General Edward Hand, Adjutant General of the Continental Army and congressman


              	James K. Polk, eleventh president of the United States


              	Mary Abigail Fillmore, daughter of U.S. president Millard Fillmore


              	Elizabeth Jackson, mother of U.S. president Andrew Jackson


              	Elliott Frost, son of American poet Robert Frost


              	Nicolas Lonard Sadi Carnot


              	Georg Wilhelm Friedrich Hegel


              	Samuel Charles Stowe, son of Harriet Beecher Stowe


              	Carl von Clausewitz


              	George Bradshaw


              	Adam Mickiewicz


              	August von Gneisenau


              	William Jenkins Worth


              	John Blake Dillon


              	Daniel Morgan Boone, founder of Kansas City, Missouri, son of Daniel Boone


              	James Clarence Mangan


              	Mohammad Ali Mirza Dowlatshahi of Persia


              	Ando Hiroshige, Japanese ukiyo-e woodblock print artist.


              	Juan de Veramendi, Mexican Governor of Texas, father-in-law of Jim Bowie


              	Grand Duke Constantine Pavlovich of Russia


              	William Shelley, son of Mary Shelley


              	William Godwin, father of Mary Shelley


              	Judge Daniel Stanton Bacon, father-in-law of George Armstrong Custer


              	Inessa Armand, mistress of Lenin and the mother of Andre, his son.


              	Honinbo Shusaku, famous go player.


              	Henry Louis Vivian Derozio, Eurasian Portuguese Poet and Teacher. Resided in India.


              	Alexandre Dumas, pre, French author of The Three Musketeers and The Count of Monte Cristo, also contracted cholera in the 1832 Paris epidemic and almost died, before he wrote these two novels.


              	Charles X of France

            

          


          


          Research


          One of the major contributions to fighting cholera was made by physician and self-trained scientist John Snow (1813-1858), who found the link between cholera and contaminated drinking water in 1854. In addition, Henry Whitehead, an Anglican minister, helped Snow track down and verify the source of the disease, which turned out to be an infected well in London. Their conclusions were widely distributed and firmly established for the first time a definite link between germs and disease. Clean water and good sewage treatment, despite their major engineering and financial cost, slowly became a priority throughout the major developed cities in the world from this time onward. Robert Koch, 30 years later, identified V. cholerae with a microscope as the bacillus causing the disease in 1885. The bacterium had been originally isolated thirty years earlier (1855) by Italian anatomist Filippo Pacini, but its exact nature and his results were not widely known around the world. The Spanish doctor Jaume Ferran i Clua developed the first cholera vaccine in 1885.


          Cholera has been a laboratory for the study of evolution of virulence. The province of Bengal in British India was partitioned into West Bengal and East Pakistan in 1947. Prior to partition, both regions had cholera pathogens with similar characteristics. After 1947, India made more progress on public health than East Pakistan (now Bangladesh). As a consequence, the strains of the pathogen that succeeded in India had a greater incentive in the longevity of the host and are less virulent than the strains prevailing in Bangladesh, which uninhibitedly draw upon the resources of the host population, thus rapidly killing many victims.


          


          False historical report of cholera


          A persistent myth states that 90,000 people died in Chicago of cholera and typhoid fever in 1885, but this story has no factual basis. In 1885, there was a torrential rainstorm that flushed the Chicago river and its attendant pollutants into Lake Michigan far enough that the city's water supply was contaminated. However, because cholera was not present in the city, there were no cholera-related deaths, though the incident caused the city to become more serious about its sewage treatment.


          


          Cholera morbus


          The term cholera morbus was used in the 19th and early 20th centuries to describe both non-epidemic cholera and other gastrointestinal diseases (sometimes epidemic) that resembled cholera. The term is not in current use, but is found in many older references. The other diseases are now known collectively as gastroenteritis.


          


          Other historical information


          In the past, people traveling in ships would hang a yellow flag if one or more of the crew members suffered from cholera. Boats with a yellow flag hung would not be allowed to disembark at any harbour for an extended period, typically 30 to 40 days.
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          Chordates ( phylum Chordata) are a group of animals that includes the vertebrates, together with several closely related invertebrates. They are united by having, at some time in their life cycle, a notochord, a hollow dorsal nerve cord, pharyngeal slits, an endostyle, and a post-anal tail. Some scientists argue that the true qualifier should be pharyngeal pouches rather than slits.


          The phylum Chordata is broken down into three subphyla: Urochordata, Cephalochordata, and Vertebrata. Some consider the Hemichordata a fourth chordate subphylum, but they are usually treated as a separate phylum. Urochordate larvae have a notochord and a nerve cord but these are lost in adulthood. Cephalochordates have a notochord and a nerve cord but no vertebrae. In all vertebrates except for Hagfish, the dorsal hollow nerve cord has been surrounded with cartilaginous or bony vertebrae and the notochord generally reduced.


          The chordates and three sister phyla, the hemichordates, the echinoderms and the xenoturbellidae, make up the deuterostomes, a superphylum. The chordates are the largest phylum among the deuterostomes.


          The extant groups of chordates are related as shown in the phylogenetic tree below. Many of the taxa listed do not match traditional classes because several of those classes are paraphyletic. Different attempts to organize the profusion of chordate clades into a small number of groups, some with and some without paraphyletic taxa, have thrown vertebrate classification into a state of flux. Also, the relationships of some chordate groups are not very well understood.


          


          Classification


          


          Taxonomy


          The following schema is from the third edition of Vertebrate Palaeontology. While it is structured so as to reflect evolutionary relationships (similar to a cladogram), it also retains the traditional ranks used in Linnaean taxonomy.


          
            	
              Phylum Chordata

              
                	Subphylum Tunicata (Urochordata) (tunicates, 3,000 species)


                	Subphylum Cephalochordata (Acraniata) (lancelets, 30 species)


                	Subphylum Vertebrata ( Craniata) (vertebrates  animals with backbones; 57,674 species)
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          Notes:


          
            	Lines show probable evolutionary relationships, including extinct taxa, which are denoted with a dagger, . Some are invertebrates. Chordata is a phylum.


            	The positions (relationships) of the Lancelet, Tunicate, and Craniata clades are as reported in the scientific journal Nature.

          


          


          Origins


          The origin of chordates is currently unknown. The first clearly-identifiable chordates are reduced fish- or lancelet-like specimens from the Cambrian. Most speculations about their origin fit into one or more of these categories:


          
            	A sediment-dwelling worm-like animal that evolved a flatter body and/or fins for swimming.


            	A sessile tubular filter-feeder that evolved into a free-swimming animal via usage of fins. ( Tunicates, considered a chordate, are sessile filter feeders that have a tadpole-like larvae.)


            	A drifting or swimming larva of some other kind of animal that eventually retained its swimming features into adulthood.

          


          The notochord's stiffness in many chordates may have evolved to facilitate the effectiveness of alternating muscle contractions for swimming (in S-shaped movements). In other words, in order to bend the body, a muscle needs a rigid structure to pull against, and a notochord (at least before spines) is the main structure to provide this. Lack of a stiff body part would merely result in the shorting of the animal during muscle contractions instead of the bending motions needed for swimming.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chordate"
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              Chris Evert
            

            
              	
            


            
              	Country

              	[image: Flag of the United States]United States
            


            
              	Residence

              	Boca Raton, Florida, USA
            


            
              	Date of birth

              	December 21, 1954 (1954-12-21)
            


            
              	Place of birth

              	Fort Lauderdale, Florida, USA
            


            
              	Height

              	5 ft 6 in (168 cm)
            


            
              	Weight

              	125 lb (57 kg)
            


            
              	Turned pro

              	1972
            


            
              	Retired

              	1989
            


            
              	Plays

              	Right; Two-handed backhand
            


            
              	Career prize money

              	US$8,895,195
            


            
              	Singles
            


            
              	Career record:

              	1304-144
            


            
              	Career titles:

              	154
            


            
              	Highest ranking:

              	No. 1 ( November 3, 1975)
            


            
              	Grand Slam results
            


            
              	Australian Open

              	W (1982, 1984)
            


            
              	French Open

              	W (1974, 1975, 1979, 1980, 1983, 1985, 1986)
            


            
              	Wimbledon

              	W (1974, 1976, 1981)
            


            
              	US Open

              	W (1975, 1976, 1977, 1978, 1980, 1982)
            


            
              	Doubles
            


            
              	Career record:

              	117-39
            


            
              	Career titles:

              	8
            


            
              	Highest ranking:

              	?
            


            
              	
                Infobox last updated on: August 14, 2006.

              
            

          


          
            Image:Chris-Evert-Wheaties-box-32-360.jpg

            
              Chris Evert on a Wheaties box
            

          


          Christine Marie Evert (born December 21, 1954) is a former World No. 1 woman tennis player from the United States. During her career, she won 18 Grand Slam singles titles, including a record 7 at the French Open. She also won 3 Grand Slam doubles titles. Evert's career win-loss record in singles matches of 1,309-146 (.900) is the best of any professional player in tennis history. In his book The Greatest Tennis Matches of the Twentieth Century, tennis writer Steve Flink has named Evert as the third best female player of the 20th century, after Steffi Graf and Martina Navratilova.


          


          Tennis career


          Evert began taking tennis lessons when she was five years old from her father, Jimmy Evert (a professional tennis coach who had won the men's singles title at the Canadian Championships in 1947). By 1969, she had become the No. 1 ranked 14-under girl in the United States. In 1970, at a small clay court tournament in Charlotte, North Carolina, the 15 year-old Evert served notice to the tennis world by defeating Margaret Court 7-6, 7-6 in a semifinal. Court was the World No. 1 and had just won the Grand Slam in singles.


          Evert made her Grand Slam debut at the 1971 U.S. Open, aged 16. After an easy straight-sets win in the first round, she faced the U.S. No. 4 Mary Ann Eisel in the second round. Evert saved six match points with Eisel serving at 6-4, 6-5 (40-0) in the second set before Evert went on to win 4-6, 7-6, 6-1. She made two further comebacks against seasoned pros Francoise Durr (2-6, 6-2, 6-3) and Lesley Hunt (4-6, 6-2, 6-3) before losing to Billie Jean King in a semifinal.


          Evert's game, with precise groundstrokes delivered from the back of the court, was best suited to playing on clay. But she quickly proved that her game had enough fortitude to excel on all surfaces. When she first started playing as a youngster, she was too small and weak to hit backhand shots with one hand and so developed a two-handed backhand. This became a trademark of her game and inspired generations of future players to copy her. Evert's return-of-service was the cornerstone of her game. Evert had a sufficient serve herself but never an overpowering one like her contemporaries Margaret Court, Virginia Wade, Steffi Graf, Billie Jean King, and Martina Navratilova.


          Evert's graceful appearance, conventional good looks, quiet demeanor, outward appearance of gracious sportsmanship, and carefully manipulated sex appeal and public image made her a favorite with the media and fans.


          Evert was a finalist at the French Open and Wimbledon in 1973. A year later, she won both those events to claim her first Grand Slam titles and won 55 consecutive matches. Her fiancee at the time, Jimmy Connors, won the Wimbledon men's singles title that year and media attention surrounded the "Love Match" of tennis that summer (although the relationship proved to be short-lived).


          Connors and Evert were also finalists in mixed doubles at the 1974 U.S. Open, although Evert rarely played mixed doubles. As time went by, Evert played women's doubles less frequently, preferring to devote her energies to singles tournaments.


          For most of the next five years, Evert was the World No. 1. In 1975, she won the French Open again and the first of four straight U.S. Open titles by defeating Evonne Goolagong in a three-set final. She also won Wimbledon again in 1976, again beating Goolagong in a thrilling three-set final. The rivalry between Evert and Goolagong was compelling during the mid-1970s. In all, Evert won 21 of their 33 matches. Evert's domination of the women's game and her calm, steely demeanor on court earned her the nickname of the "Ice Maiden" of tennis.


          A new rival to Evert's dominance emerged on the scene in the later part of the 1970s in the form of Martina Navratilova. Though good friends off the court, their fierce on-court rivalry is remembered as one of the greatest in tennis history. Evert had the best of their earlier encounters, with Navratilova eventually gaining the upper hand during the 1980s.


          Though successful on all surfaces, it was on clay courts where Evert was most dominant. Beginning in August 1973, she won a record 125 consecutive matches on the surface. The streak was broken on May 12, 1979, in a semifinal of the Italian Open, when Evert lost to Tracy Austin 6-4, 2-6, 7-6(4) after Evert lost a game point to go up 5-2 in the third set. Evert said after the match, "Not having the record will take some pressure off me, but I am not glad to have lost it." Evert then won 72 consecutive matches on clay before losing in a semifinal of the 1981 French Open to Hana Mandlikova. Hilde Krahwinkel Sperling had a similar run of clay court dominance from 1935 through 1939, winning the French Championships three consecutive years (not playing there the other two years) and incurring only one loss on clay during that five year period.


          Evert won the French Open singles title a record seven times. Two of her best victories came in three-set finals against Navratilova in the mid-1980s. In 1985, Evert prevailed 6-3, 6-7, 7-5, a win that saw her capture the World No. 1 ranking for the fifth and final time. And, in 1986, the 31 year-old Evert won her last Grand Slam title by beating Navratilova 2-6, 6-3, 6-3.


          Evert retired from the professional tour in 1989. During her career, she won 157 singles titles and 8 doubles titles. Her record in finals was 157-72 (.686). She reached the semifinals in 273 of the 303 tournaments she entered. Evert won the WTA Tour Championships 4 times and helped the United States win the Federation Cup (now Fed Cup) 8 times. Evert's last match was a 6-3, 6-2 win over Conchita Martinez in the finals of the 1989 Federation Cup.


          Evert won at least one Grand Slam singles title each year for 13 consecutive years from 1974 through 1986. She won 18 Grand Slam singles titles during her career: 7 at the French Open, 6 at the US Open (3 on clay and 3 on hard courts), 3 at Wimbledon, and 2 at the Australian Open (both on grass). She reached the finals in 34 and the semifinals in 52 of the 56 Grand Slams events she entered. Her overall record in Grand Slam events was 297-38 .887 (72-6 at the French Open, 94-15 at Wimbledon, 101-13 at the US Open (most singles match wins in history), and 30-4 at the Australian Open). She reached the finals all 6 times she entered the Australian Open. Evert faced Navratilova in the final of 14 Grand Slam events, with Evert losing 10 of those encounters. Navratilova defeated Evert at least once in the final of each of the four Grand Slam events, whereas three of Evert's four wins were at the French Open and the fourth was at the Australian Open.


          During her career versus selected rivals, Evert was: 40-6 against Virginia Wade, 37-43 against Martina Navratilova, 26-13 against Evonne Goolagong, 24-0 against Virginia Ruzici, 23-1 against Sue Barker, 22-0 against Betty Stove, 22-1 against Rosie Casals, 21-7 against Hana Mandlikova, 20-1 against Wendy Turnbull, 19-7 against Billie Jean King (winning the last 11 matches with a loss of only 2 sets), 19-3 against Pam Shriver, 18-2 against Kerry Melville Reid, 17-2 against Manuela Maleeva-Fragniere, 17-2 against Helena Sukova, 17-3 against Andrea Jaeger, 16-3 against Diane Fromholtz Balestrat, 15-0 against Olga Morozova, 13-0 against Francoise Durr, 9-4 against Margaret Court, 8-9 against Tracy Austin, 7-0 against Mary Joe Fernandez, 6-3 against Gabriela Sabatini, 6-5 against Nancy Richey Gunter (winning the last 6 matches), 6-8 against Steffi Graf (losing the last 8 matches), and 2-1 against Monica Seles.


          Evert was voted the Associated Press Female Athlete of the Year on four occasions and received Sports Illustrated magazine's " Sportswoman of the Year" award in 1976. In April 1985, she was voted the "Greatest Woman Athlete of the Last 25 Years" by the Women's Sports Foundation. Evert served as President of the Women's Tennis Association from 1975-76, and from 1983 to 1991. In 1995, Evert was unanimously elected into the International Tennis Hall of Fame following a worldwide ballot of 185 sports journalists. In 2005, TENNIS Magazine named her as fourth in its list of 40 Greatest Players in the Open TENNIS era.


          


          Personal life


          Evert was born in Fort Lauderdale, Florida to Colette Thompson and James A. Evert. Early in her career, before she won her first Grand Slam event, Chris Evert signed a contract with Puritan Fashions Corp. to endorse a line of sportswear. Company president Carl Rosen thought so highly of her that he named a yearling racehorse in her honour. The horse Chris Evert went on to win the 1974 U.S. Filly Triple Crown, be voted the Eclipse Award for Outstanding 3-Year-Old Filly and was inducted into the National Museum of Racing and Hall of Fame.


          Evert's father, Jimmy Evert, was a professional tennis coach. Tennis was a way of life in his family: Chris and her sister Jeanne Evert became professional tennis players, and their brother Jack Evert attended Auburn University, Auburn, Alabama on a full athletic scholarship for intercollegiate tennis. Evert is a 1973 graduate of St. Thomas Aquinas High School in Ft. Lauderdale, Florida.


          Evert's romance with the top men's player Jimmy Connors captured the public's imagination in the 1970s, particularly after they both claimed the singles titles at Wimbledon in 1974. Evert and Connors also occasionally played mixed doubles together. In 1974, they were runner-up at the U.S. Open. They became engaged, but the romance did not last. A wedding planned for November 8, 1974 was called off.


          In the years that followed, Evert was romantically linked with several other high-profile men. She reportedly dated, among others, actor Burt Reynolds and John Gardner Jack Ford, son of U.S. President Gerald Ford).


          In 1979, Evert married the British tennis player John Lloyd and changed her name to Chris Evert-Lloyd. This marriage ended in divorce in 1987.


          In 1988, Evert married two-time Olympic downhill skier Andy Mill. They have three sons  Alexander James (born 1991), Nicholas Joseph (born 1994), and Colton Jack (born 1996). On November 13, 2006, Evert filed for divorce. The divorce was finalized on December 4, 2006, with Evert paying Mill a settlement of U.S. $7 million in cash and securities. She is rumoured to be dating Australian golfer Greg Norman.


          Evert is operating a tennis academy with Robert Seguso and his wife, Carling Bassett-Seguso.


          


          Grand Slam singles finals


          


          Wins (18)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1974

              	French Open

              	[image: ] Olga Morozova

              	6-1, 6-2
            


            
              	1974

              	Wimbledon

              	[image: ] Olga Morozova

              	6-0, 6-4
            


            
              	1975

              	French Open (2)

              	[image: ] Martina Navratilova

              	2-6, 6-2, 6-1
            


            
              	1975

              	U.S. Open

              	[image: ] Evonne Goolagong Cawley

              	5-7, 6-4, 6-2
            


            
              	1976

              	Wimbledon (2)

              	[image: ] Evonne Goolagong Cawley

              	6-3, 4-6, 8-6
            


            
              	1976

              	U.S. Open (2)

              	[image: ] Evonne Goolagong Cawley

              	6-3, 6-0
            


            
              	1977

              	U.S. Open (3)

              	[image: ] Wendy Turnbull

              	7-6, 6-2
            


            
              	1978

              	U.S. Open (4)

              	[image: ] Pam Shriver

              	7-5, 6-4
            


            
              	1979

              	French Open (3)

              	[image: ] Wendy Turnbull

              	6-2, 6-0
            


            
              	1980

              	French Open (4)

              	[image: ] Virginia Ruzici

              	6-0, 6-3
            


            
              	1980

              	U.S. Open (5)

              	[image: ] Hana Mandlkov

              	5-7, 6-1, 6-1
            


            
              	1981

              	Wimbledon (3)

              	[image: ] Hana Mandlkov

              	6-2, 6-2
            


            
              	1982

              	Australian Open

              	[image: ] Martina Navratilova

              	6-3, 2-6, 6-3
            


            
              	1982

              	U.S. Open (6)

              	[image: ] Hana Mandlkov

              	6-3, 6-1
            


            
              	1983

              	French Open (5)

              	[image: ] Mima Jausovec

              	6-1, 6-2
            


            
              	1984

              	Australian Open (2)

              	[image: ] Helena Sukova

              	6-7, 6-1, 6-3
            


            
              	1985

              	French Open (6)

              	[image: ] Martina Navratilova

              	6-3, 6-7, 7-5
            


            
              	1986

              	French Open (7)

              	[image: ] Martina Navratilova

              	2-6, 6-3, 6-3
            

          


          


          Runner-ups (16)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1973

              	French Open

              	[image: ] Margaret Smith Court

              	6-7, 7-6, 6-4
            


            
              	1973

              	Wimbledon

              	[image: ] Billie Jean King

              	6-0, 7-5
            


            
              	1974

              	Australian Open

              	[image: ] Evonne Goolagong Cawley

              	7-6, 4-6, 6-0
            


            
              	1978

              	Wimbledon (2)

              	[image: ] Martina Navratilova

              	2-6, 6-4, 7-5
            


            
              	1979

              	Wimbledon (3)

              	[image: ] Martina Navratilova

              	6-4, 6-4
            


            
              	1979

              	U.S. Open

              	[image: ] Tracy Austin

              	6-4, 6-3
            


            
              	1980

              	Wimbledon (4)

              	[image: ] Evonne Goolagong Cawley

              	6-1, 7-6
            


            
              	1981

              	Australian Open (2)

              	[image: ] Martina Navratilova

              	6-7, 6-4, 7-5
            


            
              	1982

              	Wimbledon (5)

              	[image: ] Martina Navratilova

              	6-1, 3-6, 6-2
            


            
              	1983

              	U.S. Open (2)

              	[image: ] Martina Navratilova

              	6-1, 6-3
            


            
              	1984

              	French Open (2)

              	[image: ] Martina Navratilova

              	6-3, 6-1
            


            
              	1984

              	Wimbledon (6)

              	[image: ] Martina Navratilova

              	7-6, 6-2
            


            
              	1984

              	U.S. Open (3)

              	[image: ] Martina Navratilova

              	4-6, 6-4, 6-4
            


            
              	1985

              	Australian Open (3)

              	[image: ] Martina Navratilova

              	6-2, 4-6, 6-2
            


            
              	1985

              	Wimbledon (7)

              	[image: ] Martina Navratilova

              	4-6, 6-3, 6-2
            


            
              	1988

              	Australian Open (4)

              	[image: ] Steffi Graf

              	6-1, 7-6
            

          


          


          Grand Slam singles tournament timeline


          
            
              	Tournament

              	1971

              	1972

              	1973

              	1974

              	1975

              	1976

              	1977

              	1978

              	1979

              	1980

              	1981

              	1982

              	1983

              	1984

              	1985

              	1986

              	1987

              	1988

              	1989

              	Career SR
            


            
              	Australian Open

              	A

              	A

              	A

              	F

              	A

              	A

              	A / A

              	A

              	A

              	A

              	F

              	W

              	A

              	W

              	F

              	NH

              	A

              	F

              	A

              	2 / 6
            


            
              	French Open

              	A

              	A

              	F

              	W

              	W

              	A

              	A

              	A

              	W

              	W

              	SF

              	SF

              	W

              	F

              	W

              	W

              	SF

              	3R

              	A

              	7 / 13
            


            
              	Wimbledon

              	A

              	SF

              	F

              	W

              	SF

              	W

              	SF

              	F

              	F

              	F

              	W

              	F

              	3R

              	F

              	F

              	SF

              	SF

              	SF

              	SF

              	3 / 18
            


            
              	U.S. Open

              	SF

              	SF

              	SF

              	SF

              	W

              	W

              	W

              	W

              	F

              	W

              	SF

              	W

              	F

              	F

              	SF

              	SF

              	QF

              	SF

              	QF

              	6 / 19
            


            
              	SR

              	0 / 1

              	0 / 2

              	0 / 3

              	2 / 4

              	2 / 3

              	2 / 2

              	1 / 2

              	1 / 2

              	1 / 3

              	2 / 3

              	1 / 4

              	2 / 4

              	1 / 3

              	1 / 4

              	1 / 4

              	1 / 3

              	0 / 3

              	0 / 4

              	0 / 2

              	18 / 56
            

          


          NH = tournament not held.


          A = did not participate in the tournament.


          SR = the ratio of the number of Grand Slam singles tournaments won to the number of those tournaments played.


          Note: The Australian Open was held twice in 1977, in January and December.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Chris_Evert"
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              	Christian Bale
            


            
              	Image:ChristianBale.jpg

              Christian Bale
            


            
              	Born

              	Christian Charles Philip Bale

              30 January 1974 (1974-01-30)

              Haverfordwest, Pembrokeshire, Wales
            


            
              	Spouse(s)

              	Sibi Blazic (2000-)
            


            
              	
                
                  
                    	Awards won
                  


                  
                    	Other Awards
                  


                  
                    	NBR Award for Best Juvenile Actor

                    1987 Empire of the Sun

                    Saturn Award for Best Actor (film)

                    2005 Batman Begins
                  

                

              
            

          


          Christian Charles Philip Bale (also known professionally as Christian Morgan Bale; born 30 January 1974) is a Welsh-born English critically acclaimed actor who is known for his roles in the films Newsies, American Psycho, Shaft, Equilibrium, The Machinist, Batman Begins, Rescue Dawn, and The Prestige, among others. Bale is also known for his versatility as an actor, including mimicking nearly any English-language-based accent, harsh regimens of shedding and gaining weight (particularly for The Machinist, Batman Begins and, most recently, Rescue Dawn), and generally inhabiting the characters he plays. Before he found success in playing Batman, he was heavily involved in independent films.


          Bale first caught the public eye when he was cast in the starring role of Steven Spielberg's Empire of the Sun at the age of 13, playing a British boy who becomes separated from his parents and subsequently finds himself in a Japanese internment camp during World War II. Since then, he has portrayed a wide range of characters. Bale is especially noted for his cult following. The tenth anniversary issue of Entertainment Weekly hailed him as one of the "Top 8 Most Powerful Cult Figures of the Past Decade," citing his impressive cult status on the Internet. In a 2007 poll of IMDb users, he was voted their favorite actor who is under 40. Entertainment Weekly also called Bale one of the "Most Creative People in Entertainment," after his dynamic performance in American Psycho.


          


          Early life


          Christian Bale is the youngest of four children. His parents are entrepreneur, commercial pilot and talent manager David Bale and circus clown and performer Jenny James, both English. Bale spent his childhood in several countries, including the United Kingdom, Portugal, and the United States. He lived in a house boat for a small amount of time. In 1976, when Christian was two years old, the Bale family left Wales. Bale's family settled for four years in Bournemouth, where he attended Bournemouth School and participated actively in rugby union. Christian has described his childhood, with respect to his mother being in the circus, as interesting. He recalled his first kiss was with an acrobat named Barta. As a child, he trained in ballet and guitar. His sister Louise's work in theatre also influenced his decision to become an actor. David Bale was very supportive of Christians acting. He resigned from his job as a commercial pilot to travel and manage Christian's burgeoning career. David Bale later married feminist icon Gloria Steinem on September 3, 2000. He died on December 30, 2003, from brain lymphoma at the age of 62.


          Christian Bales first foray into acting was a Lenor, or Downey, commercial in 1982, when he was eight years old. He appeared in a Pac-Man cereal commercial playing a child rock star a year later. In 1984, he made his stage debut in the West End play The Nerd, opposite Rowan Atkinson.


          


          Career


          


          Early work


          


          He made his film debut as Tsarevich Alexei Nikolaevich of Russia in the made-for-television film Anastasia: The Mystery of Anna in 1986, which was followed by leading roles in the miniseries Heart of the Country and the fantasy adventure Mio in the Land of Faraway, in which he appeared for the first time with Christopher Lee and Nick Pickard. In 1987, Amy Irving, his co-star in Anastasia: The Mystery of Anna, recommended Bale to her then-husband, Steven Spielberg, for a role in Empire of the Sun, adapted from the J.G. Ballard semi-autobiography. Bale's performance as Jim Graham earned him widespread critical praise and the first ever "Best Performance by a Juvenile Actor" award from the National Board of Review of Motion Pictures; the Board created the award especially for him. The attention the press and his schoolmates lavished upon him after this took a toll on Bale, and he contemplated giving up acting until Kenneth Branagh approached him and persuaded him to appear in Henry V in 1989. In 1990 he played the role of Jim Hawkins in 'Treasure Island', based on Robert Louis Stevenson's classic book. Charles Heston played the role of Long John Silver. In 1992, Bale starred as Jack Kelly in the Disney musical Newsies, and followed it up in 1993 with another release, Swing Kids, a movie about teenagers who secretly listened to forbidden jazz during the rise of Nazi Germany. In 1994 Bale was handpicked by Winona Ryder to star in Gillian Armstrong's version of Louisa May Alcott's Little Women. In 1995. Bale provided the voice for Thomas, a young compatriot of Captain John Smith, in Disney's Pocahontas. In 1997, Bale played the lead in Todd Haynes' tribute to glam rock, Velvet Goldmine. In 1999, Bale contributed to an all-star cast, including Kevin Kline, Michelle Pfeiffer, Stanley Tucci, and Rupert Everett (among others) in an updated version of Shakespeare's A Midsummer Night's Dream.


          [bookmark: 2000-2001]


          2000-2001


          


          In 1999, Bale prepared to undertake what would arguably be his most acclaimed role, as serial killer Patrick Bateman in American Psycho. Director Mary Harron, who had previously helmed the Valerie Solanas biopic I Shot Andy Warhol, was given the reins to the adaptation of Bret Easton Ellis controversial novel, but dropped out of the project when she learned Leonardo DiCaprio was set to star instead of Bale, her first choice. Harron cited budget concerns, believing DiCaprio to be too expensive for the production. Oliver Stone replaced Harron as director, but when DiCaprio abandoned the project for The Beach, Stone left as well, and a pregnant Harron was contracted once more, this time with her wish for Bale to star granted. Bale had never read the novel before being contacted about the film, but took on the role because he was surprised and engaged by the script, which he described as the opposite of anything Id ever done before. Harrons decision to cast Bale lay in that she thought he resembled a male Lili Taylor in the sense that there was a lot below the surface, and that he had a sense of mystery and depth in his face.


          The film diverged from the novel in some instances, but was generally faithful. Bateman was, on the outward, a stereotypical yuppie, but underneath the public image he had created for himself he was actually a murderous psychopath. Bale researched Bateman by studying the novel. He prepared himself physically for the role by spending months tanning and exercising rigorously in order to achieve Batemans Olympian physique, even going so far as to distance himself from the cast and crew in order to preserve the darker side of Batemans character. American Psycho premiered at the 2000 Sundance Film Festival to much controversy. Famed American critic Roger Ebert seemed to condemn the film at first, calling it pornography and the most loathed film at Sundance, but gave it a favorable review, writing that Harron transformed a novel about bloodlust into a movie about mens vanity. Of Bales performance, he wrote, Christian Bale is heroic in the way he allows the character to leap joyfully into despicability; there is no instinct for self-preservation here, and that is one mark of a good actor.


          On April 14, 2000, Lions Gate Films finally released American Psycho in theatres. The films overall budget and marketing costs amounted to US$17,000,000. It made a tidy worldwide profit of US$34,266,564. More importantly, it strengthened Bales reputation as a committed and capable actor, and further cemented his cult status. Bale was approached to make a cameo appearance in another Bret Easton Ellis adaptation, The Rules of Attraction, which was loosely connected to American Psycho. He declined out of loyalty to Mary Harrons vision of Bateman, which he felt could not be properly expressed by anyone else. In the 2000 sequel to 1971's Shaft, Bale played a villainous character similar to Patrick Bateman, an unhinged racist yuppie named Walter Wade, Jr., a decision which generated observations about the two roles being too alike. Bale acknowledged that perhaps taking on such a similar role so soon was a possible mistake on his part.


          Bale played an assortment of diverse characters from 2001 onwards. His first role after American Psycho was in the John Madden adaptation of the best-selling novel Captain Corelli's Mandolin, which was a significant departure from the novel. Bale played Mandras, a Greek fisherman who vied with Nicolas Cages title character for the affections of the desirable Pelagia ( Penelope Cruz). The Mandras of the novel was a more developed character with his own subplot; Bales Mandras was relegated to a supporting character, and his subplot was eliminated, much of the camera being devoted to Corelli and Pelagia. Captain Corellis Mandolin was Bales second time working with John Hurt, after All the Little Animals.


          [bookmark: 2002-2003]


          2002-2003


          He starred in three feature films, none of which were successful at the box office. Laurel Canyon (2002), an independent film about love and longing, divided critics. The films script and the directors ego were questioned, but critics, by and large, agreed that Frances McDormand outshone the rest of the cast, including Bale.


          


          Reign of Fire was Bales first action vehicle. Compared to all his previous work it had an immense budget (over US$90,000,000). The films plot involved a fire-breathing dragon that had been awakened from hibernation, bringing with it thousands more that threatened the world. Bale entered into negotiations about starring in the film with reservations, but director Rob Bowman convinced him to take the lead role. Bale starred as Quinn Abercromby opposite Matthew McConaugheys Denton Van Zan, two heroes with identical goals but different methods. Bale and McConaughey trained for their respective roles by boxing and working out. The film was largely panned by critics, failed at the U.S. box office and contributed to Bales growing depression. Equilibrium was Bales third film of 2002 and it landed a potentially severe blow to his career, costing US$20,000,000 to produce but earning just over US$5,000,000 worldwide. This commercial failure may at least in part have been due to Dimension Films not issuing Equilibrium a wide release, lacking faith in promoting it. Nevertheless, it gained such a cult following upon its release on DVD that director Kurt Wimmer was granted a US$30,000,000 budget to direct Ultraviolet. Bale played John Preston, an elite lawman in a dystopian, post-apocalyptic society. Equilibrium featured a fictional martial art called Gun Kata, inspired by The Matrix and John Woos films that combined gunfighting with hand-to-hand combat. Preston was a master of Gun Kata, which made him a particularly memorable protagonist. Prestons fanbase was so strong that a number of fans banded together to develop a total conversion mod for the computer game Max Payne 2 dubbed Hall of Mirrors. According to moviebodycounts.com, the character of John Preston has the most onscreen kills in a single movie ever. His kill-o-meter is set at 118, exactly half the movie total of 236.
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          2004


          After a years hiatus, Bale returned in 2004 to play Trevor Reznik, the title character in the psychological thriller The Machinist. Reznik was a chronic insomniac, tormented by a mysterious stalker. Bale devoted himself to the role to an extent he had never gone to, sacrificing his mental and physical well being to achieve Rezniks emaciated, skeletal appearance for the sake of an authentic, natural performance. (In one scene, Jennifer Jason Leighs character quipped, If you were any thinner, you wouldnt exist.) He went without proper rest for prolonged periods, and placed himself on a crash diet that saw his weight dropping by a startling sixty pounds (27 kilograms) in a matter of months. Bale wanted to lose more, but everyone from the director to his doctor forbade him (as it was, Bale only weighed a startling 130 lbs (54 kilograms) by the end of filming). He was compared to Robert De Niro, whose alternate weight-gaining regimen saw him putting on fifty-five pounds for his role as Jake LaMotta in Raging Bull. Bale took the Reznik role because the script intrigued him, and it helped him cope with his depression. The Machinist garnered mostly positive reviews  critics were impressed by Bales dedication. It was a humble production, costing roughly US$5,000,000 to produce. It was given only a limited U.S. release and made most of its profits overseas.


          Bale, an admirer of Hayao Miyazaki's Spirited Away, was cast as the voice of the title character, Howl, in the English language dub of the Japanese director's fantasy anime adventure Howl's Moving Castle, an adaptation of Diana Wynne Jones children's novel. Its profits in the United States made up a mere US$4,711,096 of its staggering worldwide gross (US$230,458,788). Bales Howl, a wizard who lived in a spectacular walking castle, was debonair, princely and ostentatious, a quality shared with one half of Bales next role.


          


          Batman


          Bale had long been a contender to portray Batman, from as early as 2002. Earlier on, he had auditioned for the role of Robin in Batman Forever, but lost out to Chris O'Donnell. In 2004, after completing filming for The Machinist, Bale won the coveted role and was set to star with a mixed cast of British, Irish, and American actors, that included: Liam Neeson, Katie Holmes, Michael Caine, Morgan Freeman, Tom Wilkinson, Gary Oldman, Rutger Hauer, and Cillian Murphy in the Christopher Nolan-helmed Batman Begins, a complete restart of the Batman mythos without any ties to the Burton or Schumacher visions. Bale beat out Jake Gyllenhaal, the closest competition. Though not quite evening the score, Bale lost the part of Anthony Swofford in Jarhead to Gyllenhaal.


          Still fresh from The Machinist, it became necessary for Bale to bulk up to match the powerful physique of Batman. He was given a deadline of six months to do this. Bale recalled it as far from a simple accomplishment: when it actually came to building muscle, I was useless. I couldnt do one push up the first day. All of the muscles were gone, so I had a real tough time rebuilding all of that. With the help of a personal trainer, Bale succeeded in meeting the deadline, gaining exactly one hundred pounds (45kg) in six months. He then worked toward building muscle.


          Bale had initial concerns about playing Batman, as he felt more ridiculous than intimidating in the Batman costume. He dealt with this by depicting Batman as a savage beast in his portrayal. To attain a deeper understanding of the character, Bale read various Batman comic books. He explained his interpretation of the Dark Knight: Batman is his hidden, demonic rage-filled side. The Batman creature [Bruce Wayne] creates is an absolutely sincere creature and one that he has to control but does so in a very haphazard way. He's capable of enacting violence  and to kill  so he's constantly having to rein himself in. For Bale, the most grueling part about playing Batman was the costume. You stick it on, you get hot, you sweat and you get a headache in the cowl, he said. But I'm not going to bitch about it because I get to play Batman. When promoting the film in interviews and public events, Bale reportedly retained Bruce Waynes American accent to avoid confusion with Batman being a Briton.


          Batman Begins was released domestically on June 15 and was a domestic and international triumph for Warner Bros., costing approximately US$135,000,000 to produce and taking in over US$370,000,000 in returns worldwide. The cast was praised for its effective portrayals, but Bale drew the most acclaim for his dual portrayal of both Batman and Bruce Wayne. He earned the Best Hero award at the 2006 MTV Movie Awards for his performance.


          Bale has currently finished filming the Batman Begins sequel, The Dark Knight. The film is once again directed by Christopher Nolan and will have a release date of July 18, 2008 in the United States.
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          2006 and beyond


          After starring in a big-budget film such as Batman Begins, Bale returned to doing independent films. Bale was cast as one of the two leads in the South Central David Ayer-helmed crime drama Harsh Times, co-starring with Freddy Rodriguez. Bale played Jim Luther Davis, a grim Afganistan War veteran afflicted with post-traumatic stress disorder, inexplicably approached by the Department of Homeland Security and hired as a federal agent. Harsh Times premiered at the 2005 Toronto International Film Festival and had a wide release on November 10, 2006.


          Terrence Malick directed The New World, a period piece inspired by the stories of Pocahontas, and Bale was cast as John Rolfe, his second time participating in a dramatization of Pocahontas. He shared the screen with Colin Farrell and Q'Orianka Kilcher, who played lovers John Smith and Pocahontas. The majority of screen time was devoted to Farrell and Kilcher; Bale was a secondary character, and only appeared during the last third of the film. The New World left critics to contend whether its indulgence and the dramatic liberties it took over historical accuracy made the film a champion or a dud. Opinions were extremely divided. Filmgoers were uninterested. The film was a failure at the U.S. box office and its worldwide total (US$29,506,437) fell just short of turning a profit (the production budget was placed at US$30,000,000).


          
            
              	

              	I kind of like movies where I just get to just be dirty and crawling in the mud.

              	
            

          


          In 2006, Bale took on four projects. Rescue Dawn, by German filmmaker Werner Herzog, had him playing U.S. Fighter pilot Dieter Dengler, who has to fight for his life after being shot down while on a mission during the Vietnam War. Bale left a strong impression on Herzog, with the director complimenting his acting abilities: "I find him one of the greatest talents of his generation. We made up our own minds long before he did Batman." In The Prestige, an adaptation of the Christopher Priest novel about a rivalry between two Victorian stage magicians, Bale reunites with Michael Caine and director Christopher Nolan. The cast of The Prestige also included Hugh Jackman, Scarlett Johansson, Piper Perabo, and David Bowie. I'm Not There, a film that has Bale working with Todd Haynes and Heath Ledger once more (Ledger plays The Joker in the 2008 film The Dark Knight), is an artistic reflection of the life of Bob Dylan, and also includes Cate Blanchett, Richard Gere, Julianne Moore and Charlotte Gainsbourg as part of the cast. He also starred with Russell Crowe in a commercially and critically successful remake of the western classic 3:10 to Yuma. Bale is currently in talks with Warner Bros. for the role of John Connor in the upcoming Terminator Salvation: The Future Begins film.


          


          Personal life


          On January 29, 2000, Bale married Sandra "Sibi" Blazic (born 1970), a one-time model, make-up artist, and personal assistant to Winona Ryder, his Little Women co-star. He has a daughter with Blazic named Emmaline, who was born on March 27, 2005, in Santa Monica, California.


          Bale has three older sisters  Erin Bale, a musician; Sharon Bale, a computer professional; and Louise Bale, a theatre actress and director. The Bale family is deeply rooted in show business, especially theatre. Bale is a distant relative of British actress Lillie Langtry, while his uncle, Rex Bale, and maternal grandfather were actors as well.


          Like his father, David, Bale is known as a conservationist, and is a supporter of conservation and animal welfare groups such as Greenpeace and the World Wildlife Fund. The famous feminist activist, Gloria Steinem, became a first-time bride (at age 66) and Bale's stepmother, when she married David on September 3, 2000, before the elder Bale's death in 2003.


          


          Filmography


          
            
              	Year

              	Film

              	Role

              	Other notes
            


            
              	1986

              	Anastasia: The Mystery of Anna

              	Alexei

              	TV
            


            
              	1987

              	Heart of the Country

              	Ben Harris

              	TV miniseries
            


            
              	Empire of the Sun

              	Jamie/ Jim Graham
            


            
              	Mio in the Land of Faraway

              	Jum-Jum
            


            
              	1989

              	Henry V

              	Falstaffs Boy
            


            
              	1990

              	Treasure Island

              	Jim Hawkins

              	TV
            


            
              	1991

              	A Murder of Quality

              	Tim Perkins

              	TV
            


            
              	1992

              	Newsies

              	Jack "Cowboy" Kelly
            


            
              	1993

              	Swing Kids

              	Thomas Berger
            


            
              	1994

              	Little Women

              	Theodore "Laurie" Lawrence
            


            
              	Prince of Jutland

              	Amled
            


            
              	1995

              	Pocahontas

              	Thomas
            


            
              	1996

              	The Portrait of a Lady

              	Edward Rosier
            


            
              	The Secret Agent

              	Stevie
            


            
              	1997

              	Metroland

              	Chris Lloyd
            


            
              	1998

              	All the Little Animals

              	Bobby Platt
            


            
              	Velvet Goldmine

              	Arthur Stuart
            


            
              	1999

              	Mary, Mother of Jesus

              	Jesus of Nazareth

              	TV
            


            
              	A Midsummer Night's Dream

              	Demetrius
            


            
              	2000

              	Shaft

              	Walter Wade, Jr.
            


            
              	American Psycho

              	Patrick Bateman
            


            
              	2001

              	Captain Corelli's Mandolin

              	Mandras
            


            
              	2002

              	Equilibrium

              	Cleric John Preston
            


            
              	Reign of Fire

              	Quinn Abercromby
            


            
              	Laurel Canyon

              	Sam
            


            
              	2004

              	Howl's Moving Castle

              	Howl

              	2005 English language dub
            


            
              	The Machinist

              	Trevor Reznik
            


            
              	2005

              	Batman Begins

              	Bruce Wayne/Batman
            


            
              	The New World

              	John Rolfe
            


            
              	2006

              	The Prestige

              	Alfred Borden
            


            
              	Harsh Times

              	Jim Luther Davis
            


            
              	2007

              	Rescue Dawn

              	Dieter Dengler
            


            
              	I'm Not There

              	Bob Dylan

              	
            


            
              	3:10 to Yuma

              	Dan Evans
            


            
              	2008

              	The Dark Knight

              	Bruce Wayne/Batman

              	Post-Production
            


            
              	2009

              	Killing Pablo

              	Major Steve Jacoby

              	Pre-Production
            


            
              	Terminator Salvation: The Future Begins

              	John Connor

              	Signed
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          Christianity is a monotheistic religion centered on the life and teachings of Jesus of Nazareth as presented in the New Testament. Christians believe Jesus to be the Son of God and the Messiah prophesied in the Old Testament. With an estimated 2.1 billion adherents in 2001, Christianity is the world's largest religion. It is the predominant religion in Europe, the Americas, Southern Africa, the Philippine Islands and Oceania. It is also growing rapidly in Asia, particularly in China and South Korea.


          Christianity shares its origins and many religious texts with Judaism, specifically the Hebrew Bible, known to Christians as the Old Testament. Like Judaism and Islam, Christianity is classified as an Abrahamic religion (see also, Judeo-Christian).


          The name "Christian" ( Greek ό Strong's G5546), meaning "belonging to Christ" or "partisan of Christ", was first applied to the disciples in Antioch, as recorded in Acts 11:26. The earliest recorded use of the term "Christianity" (Greek ό) is by Ignatius of Antioch.
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          Beliefs
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          Although Christianity has always had a significant diversity of belief, most Christian branches and denominations share a common set of doctrines that they hold as essential to their faith.


          


          Jesus Christ


          As indicated by the name "Christianity", the focus of Christian theology is a belief in Jesus as the Messiah or Christ. The title "Messiah" comes from the Hebrew word מָשִׁיחַ (māiħ) meaning "the anointed one" or "King." The Greek translation ό (Christos) is the source of the English word Christ.


          Christians believe that, as the Messiah, Jesus was anointed as ruler and savior of humanity, and hold that Jesus's coming was the fulfilment of messianic prophecies of the Old Testament. The Christian concept of the Messiah differs significantly from the contemporary Jewish concept. The core Christian belief is that, through the death and resurrection of Jesus, the perfect Son of God, mankind is reconciled to God and thereby attains salvation by grace and the promise of eternal life to all who trust in Christ. The need for salvation was caused by original sin.


          While there have been theological disputes over the nature of Jesus, most Christians believe that Jesus is God incarnate and " true God and true man" (or both fully divine and fully human). Jesus, having become fully human in all respects, including the aspect of mortality, suffered the pains and temptations of mortal man, yet he did not sin. As fully God, he defeated death and rose to life again. According to the Bible, "God raised him from the dead", he ascended to heaven, to the "right hand of God", and will return again to fulfil the rest of Messianic prophecy such as the Resurrection of the dead, the Last Judgment and establishment of the Kingdom of God (See also Messianism and Messianic Age).


          According to the Gospels, Jesus was conceived by the Holy Spirit and born from the the virgin Mary. Little of Jesus' childhood is recorded in the Gospels compared to his adulthood, especially the week before his death. The Biblical accounts of Jesus' ministry include his baptism, miracles, teachings and deeds.


          


          Death and Resurrection
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          Most Christians consider the death of Jesus, followed by his resurrection, the cornerstone of their faith and the most important event in history.


          According to the Gospels, Jesus and his followers went to Jerusalem the week of the Passover where they were eagerly greeted by a crowd. In Jerusalem, Jesus cleansed the Temple, and predicted its destruction - heightening conflict with the Jewish authorities who were plotting his death.


          After sharing his last meal with his disciples, Jesus went to pray in the Garden of Gethsemane where he was betrayed by his disciple Judas Iscariot and arrested by the temple guard on orders from the Sanhedrin and the high priest Caiaphas. Jesus was convicted by the Sanhedrin of blasphemy and transferred to the Roman governor Pilate, who had him crucified for inciting rebellion. Jesus died by late afternoon and was entombed.


          Christians believe that God raised Jesus from the dead on the third day, that Jesus appeared to his apostles and other disciples, commissioned his disciples to "make disciples of all nations, baptizing them in the name of the Father and of the Son (Jesus) and of the Holy Spirit." and ascended to heaven. Christians also believe that God sent the disciples the Holy Spirit (or Paraclete).


          


          Salvation


          Christians believe salvation is a gift by unmerited grace of God, who sent Jesus as the savior. Christians believe that through faith in Jesus one can be saved from sin and spiritual death. The crucifixion of Jesus is explained as an atoning sacrifice, which, in the words of the Gospel of John, "takes away the sins of the world". Reception of salvation is related to justification.


          The operation and effects of grace are understood differently by different traditions. Catholicism and Eastern Orthodoxy teach the necessity of the free will to cooperate with grace. Reformed theology places distinctive emphasis on grace by teaching that mankind is completely incapable of self-redemption, but the grace of God overcomes even the unwilling heart.


          


          The Trinity
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          Most Christians believe that God is spirit ( John 4:24), an uncreated, omnipotent and eternal being, the creator and sustainer of all things, who works the redemption of the world through his Son, Jesus Christ.


          Against this background, belief in the divinity of Christ and the Holy Spirit was expressed as the doctrine of the Holy Trinity,, which describes the single Divine substance existing as three distinct and inseparable persons: the Father, the Son (Jesus Christ the eternal Word), and the Holy Spirit. According to the doctrine, God is not divided in the sense that each person has a third of the whole; rather, each person is considered to be fully God (see Perichoresis). The distinction lies in their relations, the Father being unbegotten, the Son begotten of the Father, and the Holy Spirit proceeding. "Begotten", in these formulae, does not refer to Mary's conceiving Jesus, but to the Son's relationship to the Father, which is described as being "eternally begotten" of the Father.


          Trinitarian Christian also conceive of salvation as one work of the triune God, in which "the three divine persons act together as one, and manifest their own proper characteristics."


          Trinitarian Christians trace the orthodox formula of the Trinity  Father, Son, and Holy Spirit  back to the resurrected Jesus himself, who used this phrase in the Great Commission ( Matthew 28:16-20).


          Most Christians believe the Holy Spirit inspired the Scriptures, and that his active participation in a believer's life (even to the extent of "indwelling" within the believer), joining the believer's free actions with his own, is essential to living a Christian life. In Catholic, Orthodox, and some Anglican theology, this indwelling is received through the sacrament called Confirmation or, in the East, Chrismation. Most Protestant traditions teach that the gift of the Holy Spirit is symbolized by baptism; however some (Baptists and comparable groups) do not attribute any sacramental significance to baptism. Pentecostal and Charismatic Protestants believe the baptism with the Holy Spirit is a distinct experience separate from other experiences like conversion or water baptism, and many Pentecostals believe it will alwaysor at least usuallybe evident through glossolalia (speaking in tongues).


          


          Non-Trinitarians


          In antiquity, and again following the Reformation, several sects advocated views contrary to the Trinity. These views were rejected by many bishops such as Irenaeus and subsequently by the Ecumenical Councils. During the Reformation, though most Catholics, Orthodox, and Protestants accepted the value of many of the Councils, some groups rejected these councils as spiritually tainted. Clement Ziegler, Casper Schwenckfeld, and Melchior Hoffman advanced the view that Christ was only divine and not human. Michael Servetus denied the divinity of Christ, as did others who were tried at Augsburg in 1527.


          Modalists, such as Oneness Pentecostals, regard God as a single person, with the Father, Son, and Holy Spirit considered modes or roles by which the unipersonal God expresses himself.


          Latter-day Saints accept the divinity of the Father, Son, and Holy Spirit, but deny that they are the same being, believing them to be separate beings united only in will and purpose.


          Present day groups who do not consider Jesus to be God include Unitarians, descendants of Reformation era Socinians and Jehovah's Witnesses.


          


          Scriptures


          Christianity regards the Bible, a collection of canonical books in two parts, the Old Testament and the New Testament, as authoritative: written by human authors under the inspiration of the Holy Spirit and therefore inerrant. Protestants believe that the scriptures contain all revealed truth necessary for salvation (See Sola scriptura).


          The Old Testament contains the entire Jewish Tanakh, though in the Christian canon the books are ordered differently and some books of the Tanakh are divided into several books by the Christian canon. The Catholic and Orthodox canons include the Hebrew Jewish canon and other books (from the Septuagint Greek Jewish canon) which Catholics call Deuterocanonical, while Protestants consider them Apocrypha.


          The first four books of the New Testament are the Gospels ( Matthew, Mark, Luke and John), which recount the life and teachings of Jesus. The first three are often called synoptic because of the amount of material they share. The rest of the New Testament consists of a sequel to Luke's Gospel, the Acts of the Apostles, which describes the very early history of the Church, a collection of letters from early Christian leaders to congregations or individuals, the Pauline and General epistles, and the apocalyptic Book of Revelation.


          Some traditions maintain other canons. The Ethiopian Orthodox Tewahedo Church maintains two canons, the Narrow Canon, itself larger than any Biblical canon outside Ethiopia, and the Broad Canon, which has even more books.The Latter-day Saints hold the Bible and three additional books to be the inspired word of God: the Book of Mormon, the Doctrine and Covenants, and the Pearl of Great Price.


          


          Interpretation


          Though Christians largely agree on the content of the Bible, there is significant divergence in its interpretation, or exegesis. In antiquity, two schools of exegesis developed in Alexandria and Antioch. Alexandrine interpretation, exemplified by Origen, tended to read Scripture allegorically, while Antiochene interpretation adhered to the literal sense, holding that other meanings (called theoria) could only be accepted if based on the literal meaning.


          Catholic theology distinguishes two senses of scripture: the literal and the spiritual, the latter being subdivided into the allegorical, moral, and anagogical senses. The literal sense is "the meaning conveyed by the words of Scripture and discovered by exegesis, following the rules of sound interpretation." The allegorical sense includes typology, for example the parting of the Red Sea is seen as a "type" of or sign of baptism; the moral sense contains ethical teaching; the anagogical sense includes eschatology and applies to eternity and the consummation of the world. Catholic theology also adds other rules of interpretation, which include the injunction that all other senses of sacred scripture are based on the literal, that the historicity of the Gospels must be absolutely and constantly held, that scripture must be read within the "living Tradition of the whole Church", and that "the task of interpretation has been entrusted to the bishops in communion with the successor of Peter, the Bishop of Rome."


          Many Protestants stress the literal sense or historical-grammatical method, even to the extent of rejecting other senses altogether. Martin Luther advocated "one definite and simple understanding of Scripture". Other Protestant interpreters make use of typology. Protestants characteristically believe that ordinary believers may reach an adequate understanding of Scripture because Scripture itself is clear (or "perspicuous"), because of the help of the Holy Spirit, or both. Martin Luther believed that without God's help Scripture would be "enveloped in darkness", but John Calvin wrote, "all who refuse not to follow the Holy Spirit as their guide, find in the Scripture a clear light." The Second Helvetic Confession said, "we hold that interpretation of the Scripture to be orthodox and genuine which is gleaned from the Scriptures themselves (from the nature of the language in which they were written, likewise according to the circumstances in which they were set down, and expounded in the light of like and unlike passages and of many and clearer passages)." The writings of the Church Fathers, and decisions of Ecumenical Councils, though "not despise[d]", were not authoritative and could be rejected.


          


          Creeds


          Creeds, or concise doctrinal statements, began as baptismal formulas and were later expanded during the Christological controversies of the fourth and fifth centuries. The earliest creeds still in common use are the Apostles' Creed ( text in Latin and Greek, with English translations) and Paul's creed of 1 Cor 15:1-9.


          The Nicene Creed, largely a response to Arianism, was formulated at the Councils of Nicaea and Constantinople in 325 and 381 respectively, and ratified as the universal creed of Christendom by the Council of Ephesus in 431.


          The Chalcedonian Creed, developed at the Council of Chalcedon in 451, (though not accepted by the Oriental Orthodox Churches) taught Christ "to be acknowledged in two natures, inconfusedly, unchangeably, indivisibly, inseparably": one divine and one human, that both natures are perfect but are nevertheless perfectly united into one person.


          The Athanasian Creed ( English translations), received in the western Church as having the same status as the Nicene and Chalcedonian, says: "We worship one God in Trinity, and Trinity in Unity; neither confounding the Persons not dividing the Substance."


          Most Protestants accept the Creeds. Some Protestant traditions believe Trinitarian doctrine without making use of the Creeds themselves, while other Protestants, like the Restoration Movement, oppose the use of creeds.


          


          Eschaton and afterlife


          Most Christians believe that upon the death of the body, the individual soul, which is considered to be immortal, experiences the particular judgment and is either rewarded with heaven or condemned to hell. The elect are called "saints" (Latin sanctus: "holy") and the process of being made holy is called sanctification. In Catholicism, those who die in a state of grace but with either unforgiven venial sins or incomplete penance undergo purification in purgatory to achieve the holiness necessary for entrance into heaven.


          At the last coming of Christ, the eschaton or end of time, all who have died will be resurrected bodily from the dead for the Last Judgement, whereupon Jesus will fully establish the Kingdom of God in fulfillment of scriptural prophecies.


          Some groups do not distinguish a particular judgment from the general judgment at the end of time, teaching instead that souls remain in stasis until this time (see Soul sleep). These groups, and others that do not believe in the intercession of saints, generally do not employ the word "saint" to describe those in heaven. Universalists hold that eventually all will experience salvation, thereby rejecting the concept of an eternal hell for those who are not saved.


          


          Worship and practices


          


          Christian life
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          Christians believe that all people should strive to follow Christ in their everyday actions. For many, this includes obedience to the Ten Commandments This love includes such injunctions as "feed the hungry" and "shelter the homeless", and applies to friend and enemy alike. Though the relationship between charity and religious practice are sometimes taken for granted today, as Martin Goodman has observed, "charity in the Jewish and Christian sense was unknown to the pagan world." Other Christian practices include acts of piety such as prayer and Bible reading.


          Christianity teaches that one can only overcome sin through divine grace: moral and spiritual progress can only occur with God's help through the gift of the Holy Spirit dwelling within the believer. Christians believe that by sharing in Christ's life, death, and resurrection, and by believing in Christ, they become dead to sin and are resurrected to a new life with Him.


          


          Liturgical worship


          Justin Martyr described second century Christian liturgy in his First Apology (c. 150) to Emperor Antoninus Pius, and his description remains relevant to the basic structure of Christian liturgical worship:
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            	"And on the day called Sunday, all who live in cities or in the country gather together to one place, and the memoirs of the apostles or the writings of the prophets are read, as long as time permits; then, when the reader has ceased, the president verbally instructs, and exhorts to the imitation of these good things. Then we all rise together and pray, and, as we before said, when our prayer is ended, bread and wine and water are brought, and the president in like manner offers prayers and thanksgivings, according to his ability, and the people assent, saying Amen; and there is a distribution to each, and a participation of that over which thanks have been given, and to those who are absent a portion is sent by the deacons. And they who are well to do, and willing, give what each thinks fit; and what is collected is deposited with the president, who succours the orphans and widows and those who, through sickness or any other cause, are in want, and those who are in bonds and the strangers sojourning among us, and in a word takes care of all who are in need."

          


          Thus, as Justin described, Christians assemble for communal worship on Sunday, the day of the resurrection, though other liturgical practices often occur outside this setting. Scripture readings are drawn from the Old and New Testaments, but especially the Gospels. Often these are arranged on an annual cycle, using a book called a lectionary. Instruction is given based on these readings, called a sermon, or homily. There are a variety of congregational prayers, including thanksgiving, confession, and intercession, which occur throughout the service and take a variety of forms including recited, responsive, silent, or sung. The Lord's Prayer, or Our Father, is regularly prayed. The Eucharist (also called Holy Communion, or the Lord's Supper) consists of a ritual meal of consecrated bread and wine, discussed in detail below. Lastly, a collection occurs in which the congregation donates money for the support of the Church and for charitable work.


          Some groups depart from this traditional liturgical structure. A division is often made between " High" church services, characterized by greater solemnity and ritual, and " Low" services, but even within these two categories there is great diversity in forms of worship. Seventh-day Adventists meet on Saturday (the original Sabbath), while others do not meet on a weekly basis. Charismatic or Pentecostal congregations may spontaneously feel led by the Holy Spirit to action rather than follow a formal order of service, including spontaneous prayer. Quakers sit quietly until moved by the Holy Spirit to speak. Some Evangelical services resemble concerts with rock and pop music, dancing, and use of multimedia. For groups which do not recognize a priesthood distinct from ordinary believers the services are generally lead by a minister, preacher, or pastor. Still others may lack any formal leaders, either in principle or by local necessity. Some churches use only a cappella music, either on principle (e.g. many Churches of Christ object to the use of instruments in worship) or by tradition (as in Orthodoxy).


          Worship can be varied for special events like baptisms or weddings in the service or significant feast days. In the early church Christians and those yet to complete initiation would separate for the Eucharistic part of the worship. In many churches today, adults and children will separate for all or some of the service to receive age-appropriate teaching. Such children's worship is often called Sunday school or Sabbath school (Sunday schools are sometimes held before rather than during services).


          


          Sacraments
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          A sacrament is a Christian rite that is an outward sign of an inward grace, instituted by Christ to sanctify humanity. Catholic, Orthodox, and some Anglican Christians describe Christian worship in terms of seven sacraments: Baptism, Confirmation or Chrismation, Eucharist (communion), Penance (reconciliation), Anointing of the Sick (last rites), Holy Orders (ordination), and Matrimony. Many Protestant groups, following Martin Luther, recognize the sacramental nature of baptism and Eucharist, but not usually the other five in the same way, while other Protestant groups reject sacramental theology. Latter-day saint worship emphasizes the symbolic role of rites, calling some ordinances. Though not sacraments, Pentecostal, Charismatic, and Holiness Churches emphasize " gifts of the Spirit" such as spiritual healing, prophecy, exorcism, glossolalia (speaking in tongues), and laying on of hands where God's grace is mysteriously manifest.


          


          Eucharist


          The Eucharist (also called Holy Communion, or the Lord's Supper) is the part of liturgical worship that consists of a consecrated meal, usually bread and wine. Justin Martyr described the Eucharist as follows:


          
            	"And this food is called among us Eukaristia [the Eucharist], of which no one is allowed to partake but the man who believes that the things which we teach are true, and who has been washed with the washing that is for the remission of sins, and unto regeneration, and who is so living as Christ has enjoined. For not as common bread and common drink do we receive these; but in like manner as Jesus Christ our Saviour, having been made flesh by the Word of God, had both flesh and blood for our salvation, so likewise have we been taught that the food which is blessed by the prayer of His word, and from which our blood and flesh by transmutation are nourished, is the flesh and blood of that Jesus who was made flesh."

          


          Orthodox, Roman Catholics, Lutherans, and many Anglicans believe that the bread and wine become the body and blood of Christ (the doctrine of the Real Presence). Most other Protestants, especially Reformed, believe the bread and wine represent the body and blood of Christ. These Protestants may celebrate it less frequently, while in Catholicism the Eucharist is celebrated daily. Catholic and Orthodox view communion as indicating those who are already united in the church, restricting participation to their members not in a state of mortal sin. In some Protestant churches participation is by prior arrangement with a church leader. Other churches view communion as a means to unity, rather than an end, and invite all Christians or even anyone to participate.


          


          Liturgical Calendar


          In the New Testament Paul of Tarsus organised his missionary travels around the celebration of Pentecost. (Acts 20.16 and 1 Corinthians 16.8) This practice draws from Jewish tradition, with such feasts as the Feast of Tabernacles, the Passover, and the Jubilee. Today Catholics, Eastern Christians, and traditional Protestant communities frame worship around a liturgical calendar. This includes holy days, such as solemnities which commemorate an event in the life of Jesus or the saints, periods of fasting such as Lent, and other pious events such as memoria or lesser festivals commemorating saints. Christian groups that do not follow a liturgical tradition often retain certain celebrations, such as Christmas, Easter and Pentecost. A few churches make no use of a liturgical calendar.


          


          Symbols


          Today the best-known Christian symbol is the cross, which refers to the method of Jesus' execution. Several varieties exist, with some denominations tending to favour distinctive styles: Catholics the crucifix, Orthodox the crux orthodoxa, and Protestants an unadorned cross. An earlier Christian symbol was the ' ichthys' fish (Greek Alpha - ) symbol and anagram. Other text based symbols include ' IHS or ICXC' and ' chi-rho' (the first two letters of the word Christ in Greek). In a modern Roman alphabet, the Chi-Rho appears like an X (Chi - ) with a large P (Rho - ) overlaid and above it. It is said Constantine saw this symbol prior to converting to Christianity (see History and origins section below). Another ancient symbol is an anchor, which denotes faith and can incorporate a cross within its design.


          


          History and origins
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          In the mid-first century, Christianity spread beyond its Jewish origins under the leadership of the Apostles, especially Peter and Paul. Within a generation an episcopal hierarchy can be seen, and this would form the structure of the Church.Christianity spread east to Asia and throughout the Roman Empire, despite persecution by the Roman Emperors until its legalization by Emperor Constantine in 313. During his reign, questions of orthodoxy lead to the convocation of the first Ecumenical Council, that of Nicaea.


          In 391 Theodosius I established Nicene Christianity as the official and, except for Judaism, only legal religion in the Roman Empire. Later, as the political structure of the empire collapsed in the West, the Church assumed political and cultural roles previously held by the Roman aristocracy. Eremitic and Coenobitic monasticism developed, originating with the hermit St Anthony of Egypt around 300. With the avowed purpose of fleeing the world and its evils in contemptu mundi, the institution of monasticism would become a central part of the medieval world.


          Christianity became the established church of the Axumite Kingdom (presently encompassing Eritrea and Northern Ethiopi ) under king Ezana in the 4th century through the efforts of a Syrian Greek named Frumentius, known in Ethiopia as Abba Selama, Kesat Birhan ("Father of Peace, Revealer of Light"), thus making Ethiopia one of the first christian state even before most of Europe. As a youth, Frumentius had been shipwrecked with his brother Aedesius on the Eritrean coast. The brothers managed to be brought to the royal court, where they rose to positions of influence and converted Emperor Ezana to Christianity, causing him to be baptised. Ezana sent Frumentius to Alexandria to ask the Patriarch, St. Athanasius, to appoint a bishop for Ethiopia. Athanasius appointed Frumentius himself, who returned to Ethiopia as Bishop with the name of Abune Selama.


          During the Migration Period of Late Antiquity, various Germanic peoples adopted Christianity. Meanwhile, as western political unity dissolved, the linguistic divide of the Empire between Latin-speaking West and the Greek-speaking East intensified. By the Middle Ages distinct forms of Latin and Greek Christianity increasingly separated until cultural differences and disciplinary disputes finally resulted in the Great Schism (conventionally dated to 1054), which formally divided Christendom into the Catholic west and the Orthodox east. Western Christianity in the Middle Ages was characterized by cooperation and conflict between the secular rulers and the Church under the Pope, and by the development of scholastic theology and philosophy.


          Beginning in the 7th century, Muslim rulers began a long series of military conquests of Christian areas, and it quickly conquered areas of the Byzantine Empire in Asia Minor, Palestine, Syria, Egypt, and North Africa, and even captured southern Spain. Numerous military struggles followed, including the Crusades, the Spanish Reconquista, the Fall of Constantinople and the aggression of the Turks.
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          In the early sixteenth century, increasing discontent with corruption and immorality among the clergy resulted in attempts to reform the Church and society. The Protestant Reformation began after Martin Luther published his 95 theses in 1517, whilst the Roman Catholic Church experienced internal renewal with the Counter-Reformation and the Council of Trent (1545-1563). During the following centuries, competition between Catholicism and Protestantism became deeply entangled with political struggles among European states. Meanwhile, partly from missionary zeal, but also under the impetus of colonial expansion by the European powers, Christianity spread to the Americas, Oceania, East Asia, and sub-Saharan Africa.


          In the Modern Era, Christianity was confronted with various forms of skepticism and with certain modern political ideologies such as liberalism, nationalism, and socialism. This included the anti-clericalism of the French Revolution, the Spanish Civil War, and general hostility of Marxist movements, especially the Russian Revolution.


          


          Persecution


          Christians have frequently suffered from persecution. Starting with Jesus, the early Christian church was persecuted by state and religious establishments from its earliest beginnings. Notable early Christians such as Stephen, eleven of the Apostles as well as Paul died as martyrs according to tradition. Systematic Roman persecution of Christians culminated in the Great Persecution of Diocletian and ended with the Edict of Milan. Persecution of Christians persisted or even intensified in other places, such as in Sassanid Persia. Later Christians living in Islamic countries were subjected to various legal restrictions, which included taxation and a ban on building or repairing churches. Christians at times also suffered violent persecution or confiscation of their property


          There was persecution of Christians during the French Revolution (see Dechristianisation of France during the French Revolution). State restrictions on Christian practices today are generally associated with those authoritarian governments which either support a majority religion other than Christianity (as in Muslim states), or tolerate only churches under government supervision, sometimes while officially promoting state atheism (as in North Korea). The People's Republic of China allows only government-regulated churches and has regularly suppressed house churches and underground Catholics. The public practice of Christianity is outlawed in Saudi Arabia. Areas of persecution include other parts of the Middle East, the Sudan, and Kosovo.


          Christians have also been perpetrators of persecution against other religions and other Christians. Christian mobs, sometimes with government support, destroyed pagan temples and oppressed adherents of paganism (such as the philosopher Hypatia of Alexandria, who was murdered by a Christian mob). Also, Jewish communities have periodically suffered violence at Christian hands. Christian governments have suppressed or persecuted groups seen as heretical, later in cooperation with the Inquisition. Denominational strife escalated into religious wars. Witch hunts, carried out by secular authorities or popular mobs, were a frequent phenomenon in parts of early modern Europe and, to a lesser degree, North America.


          


          Christian divisions


          There is a diversity of doctrines and practices among groups calling themselves Christian. These groups are sometimes classified under denominations, though for theological reasons many groups reject this classification system. Christianity may be broadly represented as being divided into three main groupings:


          
            	Roman Catholicism: The Roman Catholic Church, the largest single body, includes the Latin Rite and totals more than 1 billion baptized members.


            	Eastern Christianity: Eastern Orthodox Churches, Oriental Orthodox Churches, the 100,000 member Assyrian Church of the East, and others with a combined membership of more than 300 million baptized members.


            	Anglicanism: The Anglican Communion is a group of Anglican and Episcopal Churches that are descended from the Church of England. Most Anglicans don't consider themselves Protestant or Catholic but believe that the Church of England always existed and wasn't formed during the Reformation but rather broke away from the Church of Rome.


            	Protestantism: Groups such as Lutherans, Reformed/ Presbyterians, Congregational/ United Church of Christ, Evangelical, Charismatic, Baptists, Methodists, Nazarenes, Anabaptists, Seventh-day Adventists and Pentecostals. The oldest of these separated from the Roman Catholic Church in the 16th century Protestant Reformation, followed in many cases by further divisions. Estimates of the total number of Protestants are very uncertain, partly because of the difficulty in determining which denominations should be placed in this category, but it seems to be unquestionable that Protestantism is the second major branch of Christianity (after Roman Catholicism) in number of followers.

          


          Some Protestants identify themselves simply as Christian, or born-again Christian; they typically distance themselves from the confessionalism of other Protestant communities by calling themselves "non-denominational"  often founded by individual pastors, they have little affiliation with historic denominations. Finally, various small communities, such as the Old Catholic and Independent Catholic Churches, are similar in name to the Roman Catholic Church, but are not in communion with the See of Rome (the Old Catholic church is in communion with the Anglican Church).


          Restorationists, are historically connected to the Protestant Reformation, do not usually describe themselves as "reforming" a Christian Church continuously existing from the time of Jesus, but as restoring the Church that they believe was lost at some point. Restorationists include Churches of Christ with 2.6 million members, Disciples of Christ with 800,000 members, The Church of Jesus Christ of Latter-day Saints with 12 million members, and Jehovahs Witnesses with 6.6 million members. Though Restorationists have some superficial similarities, their doctrine and practices vary significantly.
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          Mainstream Christianity


          Mainstream Christianity is a widely used term, used to refer to collectively to the common views of major denominations of Christianity (such as Roman Catholicism, Protestantism, Anglicanism, Orthodox Christianity) as against the particular tenets of other sects or Christian denomination. The context is dependent on the particular issues addressed, but usually contrasts the orthodox majority view against heterodox minority views. In the most common sense, "mainstream" refers to Nicene Christianity, or rather the traditions which continue to claim adherence to the Nicene Creed.


          Some groups identifying themselves as Christian deviate from the tenets considered basic by most Christian organizations. These groups are often considered heretical, or even non-Christian, by many mainstream Christians. This is particularly true of non-trinitarians.


          


          Ecumenism


          Most churches have long expressed ideals of being reconciled with each other, and in the 20th Century Christian ecumenism advanced in two ways. One way was greater cooperation between groups, such as the Edinburgh Missionary Conference of Protestants in 1910, the Justice, Peace and Creation Commission of the World Council of Churches founded in 1948 by Protestant and Orthodox churches, and similar national councils like the National Council of Churches in Australia which also includes Roman Catholics.


          The other way was institutional union with new United and uniting churches. Congregationalist, Methodist, and Presbyterian churches united in 1925 to form the United Church of Canada and in 1977 to form the Uniting Church in Australia. The Church of South India was formed in 1947 by the union of Anglican, Methodist, Congregationalist, Presbyterian, and Reformed churches.


          Steps towards union on a global level have also been taken in 1965 by the Catholic and Orthodox churches mutually revoking the excommunications that marked their Great Schism in 1054; the Anglican Roman Catholic International Commission (ARCIC) working towards full communion between those churches since 1970; and the Lutheran and Catholic churches signing The Joint Declaration on the Doctrine of Justification in 1999 to address conflicts at the root of the Protestant Reformation. In 2006 the Methodist church also adopted the declaration.
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          Those living the monastic life are known by the generic terms monks (men) and nuns (women). In modern English, they are also known by the gender-neutral term "monastics". Monastics generally dwell in a monastery(monks) or a convent (nuns), whether they live there in a community ( cenobites), or alone ( hermits).


          Monastic communities, broadly speaking, are organized into orders and congregations that are being guided by a particular religious rule, such as the Rule of St Benedict or the Rule of St Augustine, and also serve the purpose of their own founder.


          Currently the monastic life  also known as Consecrated life and "religious life"  is regulated by the respective Church law of those Christian denominations that recognize it (e.g. the Roman Catholic Church, the Orthodox Church, the Anglican Church, or the Lutheran Church). Once a Christian feels called to seek God in the monastic life, it needs to be established whether the vocation is as a member of a religious community or as a consecrated virgin, hermit or widow.


          While many people think of the Christian monastic life (especially that of Catholic monks or nuns) as having "something to do with living in a religious community", its purpose is not communal living with like-minded Christians. Rather, the purpose is perpetual training that is meant to help those Christians who feel called to dedicate their life to God. This is in accordance with the perfect example given by Jesus and following his exhortation to "be ye perfect like your heavenly Father is perfect". This ideal, also called the state of perfection, is expressed everywhere that the things of God are sought above all other things. This can be seen, for example, in the Philokalia, a book of monastic writings.


          A monk or nun is an individual who has made a public vow to observe not only the Ten Commandments and the law of their respective Church authority (as has every other Christian), but also the counsels of perfection (e.g., chastity, poverty and obedience) and the rules set by the founder of their particular religious order.


          


          Origins


          


          Biblical precedent


          Old Testament models of the Christian monastic ideal include groups such as the Nazirites, as well as Moses, Elijah and other prophets of Israel. New Testament figures such as John the Baptist and Jesus Christ similarly withdrew from the world to develop spiritual discernment. First Century groups such as the Essenes and the Therapeutae also followed lifestyles that could be seen as precursors to Christian monasticism.


          A Nazirite was a person voluntarily separated to the Lord, under a special vow.


          
            	2 Speak to the Israelites and say to them: 'If a man or woman wants to make a special vow, a vow of separation to the LORD as a Nazirite, 3 he must abstain from wine and other fermented drink... 5 During the entire period of his vow of separation no razor may be used on his head. He must be holy until the period of his separation to the LORD is over; he must let the hair of his head grow long. 6 Throughout the period of his separation to the LORD he must not go near a dead body.... 8 Throughout the period of his separation he is consecrated to the LORD.' ( Numbers 6, NIV)

          


          The prophets of Israel were set apart to the Lord for the sake of a message of repentance. Some of them lived under extreme conditions, voluntarily separated or forced into seclusion because of the burden of their message. Other prophets were members of communities, schools mentioned occasionally in the Scriptures but about which there is much speculation and little known. The pre- Abrahamic prophets, Enoch and Melchizedek, and especially the Jewish prophets Elijah and his disciple Elisha are important to Christian monastic tradition. The most frequently cited "role-model" for the life of a hermit separated to the Lord, in whom the Nazarite and the prophet are believed to be combined in one person, is John the Baptist. John also had disciples who stayed with him and, as may be supposed, were taught by him and lived in a manner similar to his own.


          
            	1 In those days John the Baptist came, preaching in the Desert of Judea 4 John's clothes were made of camel's hair, and he had a leather belt around his waist. His food was locusts and wild honey. 5 People went out to him from Jerusalem and all Judea and the whole region of the Jordan. 6 Confessing their sins, they were baptized by him in the Jordan River. ( Matthew 3, NIV)

          


          The female role models for monasticism are Mary the mother of Jesus and the four virgin daughters of Philip the Evangelist:


          
            	7 On finishing the voyage from Tyre, we arrived at Ptolemais, greeted the brothers, and stayed with them for one day. 8 The next day we left and came to Caesarea. We went to the home of Philip the evangelist, one of the seven, and stayed with him. 9 He had four unmarried daughters who could prophesy. ( Acts 21, NIV)

          


          The monastic ideal is also modeled upon the Apostle Paul, who is believed to have been celibate, and a tentmaker:


          
            	7 I wish that all men were as I am. But each man has his own gift from God; one has this gift, another has that. 8 Now to the unmarried and the widows I say: It is good for them to stay unmarried, as I am. ( 1 Corinthians 7, NIV)

          


          But, the consummate prototype of all modern Christian monasticism, communal and solitary, is Jesus:


          
            	5 Your attitude should be the same as that of Christ Jesus: 6 Who, being in very nature God, did not consider equality with God something to be grasped, 7 but made himself nothing, taking the very nature of a servant, being made in human likeness. 8 And being found in appearance as a man, he humbled himself and became obedient to deatheven death on a cross! ( Philippians 2, NIV)

          


          The first Christian communities lived in common, sharing everything, according to Acts of the Apostles.


          


          Early Christianity


          Institutional Christian monasticism seems to have begun in the deserts in 3rd century Egypt as a kind of living martyrdom. Anthony of Egypt (251-356) is the best known of these early hermit-monks. Anthony the Great and Pachomius were early monastic innovators in Egypt, although Paul the Hermit is the first Christian historically known to have been living as a monk. Eastern Orthodoxy looks to Basil of Caesarea as a founding monastic legislator, as well to as the example of the Desert Fathers. Shortly after 360 AD Martin of Tours introduced monasticism to the west. Benedict of Nursia, who lived a century later, established the Rule that led to him being credited with the title of father of western monasticism. Scholars such as Lester K. Little attribute the rise of monasticism at this time to the immense changes in the church brought about by Constantine's legalization of Christianity. The subsequent transformation of Christianity into the main Roman religion ended the position of Christians as a small group that believed itself to be the godly elite. In response a new more advanced form of dedication was developed. The long-term "martyrdom" of the ascetic replaced the violent physical martyrdom of the persecutions. Others point to historical evidence that individuals were living the life later known as monasticism before the legalization of Christianity.In fact it is believed by the Carmelites that they were started by the Jewish prophet Elias.


          


          Early history


          From the earliest times there were probably individual hermits who lived a life in isolation in imitation of Jesus's 40 days in the desert. They have left no confirmed archaeological traces and only hints in the written record. Communities of virgins who had consecrated themselves to Christ are found at least as far back as the 2nd century. There were also individual ascetics, known as the "devout", who usually lived not in the deserts but on the edge of inhabited places, still remaining in the world but practicing asceticism and striving for union with God. Saint Anthony was the first to specifically leave the world and live in the desert as a monk. In the 3rd Century Anthony of Egypt lived as a hermit in the desert and gradually gained followers who lived as hermits nearby but not in actual community with him. One such, Paul the Hermit, lived in absolute solitude not very far from Anthony and was looked upon even by Anthony as a perfect monk. This type of monasticism is called eremitical or "hermit-like".


          The first efforts to create a proto-monastery were by Saint Macarius, who established individual groups of cells such as those at Kellia (founded in 328.) The intention was to bring together individual ascetics who, although pious, did not, like Saint Anthony, have the physical ability or skills to live a solitary existence in the desert . At Tabenna. in upper Egypt, sometime around 323 AD, Saint Pachomius, chose to mould his disciples into a more organized community in which the monks lived in individual huts or rooms (cellula in Latin,) but worked, ate, and worshipped in shared space. Guidelines for daily life were created, and separate monasteries were created for men and women. This method of monastic organization is called cenobitic or "community-based". All the principal monastic orders are cenobitic in nature. In Catholic theology, this community-based living is considered superior because of the obedience practiced and the accountability offered. The head of a monastery came to be known by the word for "Father;" - in Syriac, Abba; in English, "Abbot".


          This one community was so successful he was called in to help organize others, and by one count by the time he died in 346 there were thought to be 3,000 such communities dotting Egypt, especially the Thebaid. Within the span of the next generation this number increased to 7,000. From there monasticism quickly spread out first to Palestine and the Judean Desert, Syria, North Africa and eventually the rest of the Roman Empire.


          


          Eastern monasticism
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          Orthodox monasticism does not have Religious Orders as in the West, so there are no formal Monastic Rules (Regulae); rather, each monk and nun is encouraged to read all of the Holy Fathers and emulate their virtues. There is also no division between the "active" and "contemplative" life. Orthodox monastic life embraces both active and contemplative aspects.


          There exist in the East three types of monasticism: eremitic, coenobitic, and the skete. The skete is a very small community, often of two or three ( Matthew 18:20), under the direction of an Elder. They pray privately for most of the week, then come together on Sundays and Feast Days for communal prayer, thus combining aspects of both eremitic and coenobitic monasticism.


          


          Types of monks


          There are also three levels of monks: The Rassaphore, the Stavrophore, and the Schema-Monk (or Schema-Nun). Each of the three degrees represents an increased level of asceticism. In the early days of monasticism, there was only one levelthe Great Schemaand even Saint Theodore the Studite argued against the establishment of intermediate grades, but nonetheless the consensus of the church has favored the development of three distinct levels.


          When a candidate wishes to embrace the monastic life, he will enter the monastery of his choice as a guest and ask to be received by the Hegumen (Abbot). After a period of at least three days the Hegumen may at his discretion clothe the candidate as a novice. There is no formal ceremony for the clothing of a novice; he (or she) would simply be given the Podraznik, belt and Skoufos.


          After a period of about three years, the Hegumen may at his discretion Tonsure the novice as a Rassaphore monk, giving him the outer garment called the Rassa (Greek: Rason). A monk (or nun) may remain in this grade all the rest of his life, if he so chooses. But the Rite of Tonsure for the Rassaphore refers to the grade as that of the "Beginner," so it is intended that the monk will advance on to the next level. The Rassaphore is also given a klobuk which he wears in church and on formal occasions. In addition, Rassaphores will be given a prayer rope at their Tonsure.


          The next rank, Stavrophore, is the grade that most Russian monks remain all their lives. The name Stavrophore means "cross-bearer", because when Tonsured into this grade the monastic is given a cross to wear at all times. This cross is called a Paramanda wooden cross attached by ribbons to a square cloth embroidered with the Instruments of the Passion and the words, "I bear upon my body the marks of the Lord Jesus" ( Galatians 6:17). The Paramand is so called because it is worn under the Mantle (Greek: Mandyas; Slavonic: Mantya), which is a long cape, which completely covers the monk from neck to foot. Among the Russians, Stavrophores are also informally referred to as "mantle monks." At his Tonsure, a Stavrophore is given a wooden hand cross and a lit candle, as well as a prayer rope.
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          The highest rank of monasticism is the Great Schema (Greek: Megaloschemos; Slavonic: Schimnik). Attaining the level of Schemamonk is much more common among the Greeks than it is among the Russians, for whom it is normally reserved to hermits, or to very advanced monastics. The Schemamonk or Schemanun wears the same habit as the Rassaphore, but to it is added the Analavos (Slavonic: Analav) a garment shaped like a cross, covering the shoulders and coming down to the knees (or lower) in front and in back. This garment is roughly reminiscent of the scapular worn by some Roman Catholic orders, but it is finely embroidered with the Cross and instruments of the Passion (see illustration, above). The Klobuk worn by a Schemamonk is also embroidered with a red cross and other symbols. the Klobuk may be shaped differently, more rounded at the top, in which case it is referred to as a koukoulion. The skufia worn by a Schemamonk is also more intricately embroidered.


          The religious habit worn by Orthodox monastics is the same for both monks and nuns, except that the nuns wear an additional veil, called an apostolnik.


          The central and unifying feature of Orthodox monasticism is Hesychasm, the practice of silence, and the concentrated saying of the Jesus Prayer. All ascetic practices and monastic humility is guided towards preparing the heart for theorea or the "divine vision" that comes from the union of the soul with God. It should be noted, however, that such union is not accomplished by any human activity. All an ascetic can do is prepare the ground; it is for God to cause the seed to grow and bear fruit.


          


          Historical development


          Even before Saint Anthony the Great (the "father of monasticism") went out into the desert, there were Christians who devoted their lives to ascetic discipline and striving to lead an evangelical life (i.e., in accordance with the teachings of the Gospel). Communities of virgins who had consecrated themselves to Christ are found at least as far back as the 2nd century. There were also individual ascetics, known as the "devout", who usually lived not in the deserts but on the edge of inhabited places, still remaining in the world but practicing asceticism and striving for union with God. Saint Anthony was the first to specifically leave the world and live in the desert as a monk.


          As monasticism spread in the East from the hermits living in the deserts of Egypt to Palestine, Syria, and on up into Asia Minor and beyond, the sayings (apophthegmata) and acts (praxeis) of the Desert Fathers came to be recorded and circulated, first among their fellow monastics and then among the laity as well.


          Among these earliest recorded accounts was the Paradise, by Palladius of Galatia, Bishop of Helenopolis (also known as the Lausiac History, after the prefect Lausus, to whom it was addressed). Saint Athanasius of Alexandria (whose Life of Saint Anthony the Great set the pattern for monastic hagiography), Saint Jerome, and other anonymous compilers were also responsible for setting down very influential accounts. Also of great importance are the writings surrounding the communities founded by Saint Pachomius, the father of coenobiticism, and his disciple Saint Theodore, the founder of the skete form of monasticism.


          Among the first to set forth precepts for the monastic life was Saint Basil the Great, a man from a professional family who was educated in Caesarea, Constantinople, and Athens. Saint Basil visited colonies of hermits in Palestine and Egypt but was most strongly impressed by the organized communities developed under the guidance of Saint Pachomius. Saint Basil's ascetical writings set forth standards for well-disciplined community life and offered lessons in what became the ideal monastic virtue: humility.


          Saint Basil wrote a series of guides for monastic life (the Lesser Asketikon the Greater Asketikon the Morals, etc.) which, while not "Rules" in the legalistic sense of later Western rules, provided firm indications of the importance of a single community of monks, living under the same roof, and under the guidanceand even disciplineof a strong abbot. His teachings set the model for Greek and Russian monasticism but had less influence in the Latin West.


          Of great importance to the development of monasticism is the Monastery of Saint Catherine on Mount Sinai. Here the Ladder of Divine Ascent was written by Saint John Climacus (c.600), a work of such importance that many Orthodox monasteries to this day read it publicly either during the Divine Services or in Trapeza during Great Lent.


          At the height of the East Roman Empire, numerous great monasteries were established by the emperors, including the twenty "sovereign monasteries" on the Holy Mountain, an actual "monastic republic" wherein the entire country is devoted to bringing souls closer to God. In this milieu, the Philokalia was compiled.


          As the Great Schism between East and West grew, conflict arose over misunderstandings about Hesychasm. Saint Gregory Palamas, bishop of Thessalonica, an experienced Athonite monk, defended Orthodox spirituality against the attacks of Barlaam of Calabria, and left numerous important works on the spiritual life.


          


          Present


          Monastic centers thrive to this day in Greece, Russia, Romania, the Holy Land, and elsewhere in the Orthodox world, the Autonomous Monastic State of Mount Athos remaining the spiritual centre of monasticism for Eastern Orthodox. Since the fall of the Iron Curtain, a great renaissance of monasticism has occurred, and many previously empty or destroyed monastic communities have been reopened.


          Monasticism continues to be very influential in the Eastern Orthodox Church. According to the Sacred Canons, all Bishops must be monks (not merely celibate), and feast days to Glorified monastic saints are an important part of the liturgical tradition of the church. Fasting, Hesychasm, and the pursuit of the spiritual life are strongly encouraged not only among monastics but also among the laity.


          


          Western monasticism


          


          Gaul


          The earliest phases of monasticism in Western Europe involved figures like Martin of Tours, who after serving in the Roman legions converted to Christianity and established a hermitage near Milan, then moved on to Poitiers where he gathered a community around his hermitage. He was called to become Bishop of Tours in 372, where he established a monastery at Marmoutiers on the opposite bank of the Loire River, a few miles upstream from the city. His monastery was laid out as a colony of hermits rather than as a single integrated community.


          John Cassian began his monastic career at a monastery in Palestine and Egypt around 385 to study monastic practice there. In Egypt he had been attracted to the isolated life of hermits, which he considered the highest form of monasticism, yet the monasteries he founded were all organized monastic communities. About 410 he established two monasteries near Marseilles, one for men, one for women. In time these attracted a total of 5,000 monks and nuns. Most significant for the future development of monasticism were Cassian's Institutes, which provided a guide for monastic life and his Conferences, a collection of spiritual reflections.


          Honoratus of Marseilles was a wealthy Gallo-Roman aristocrat, who after a pilgrimage to Egypt, founded the Monastery of Lrins, on an island lying off the modern city of Cannes. The monastery combined a community with isolated hermitages where older, spiritually-proven monks could live in isolation.


          One Roman reaction to monasticism was expressed in the description of Lrins by Rutilius Namatianus, who served as prefect of Rome in 414:


          
            	
              
                	
                  
                    	A filthy island filled by men who flee the light.


                    	Monks they call themselves, using a Greek name.


                    	Because they will to live alone, unseen by man.


                    	Fortune's gifts they fear, dreading their harm:


                    	Mad folly of a demented brain,


                    	That cannot suffer good, for fear of ill.

                  

                

              

            

          


          Lrins became, in time, a centre of monastic culture and learning, and many later monks and bishops would pass through Lrins in the early stages of their career. Honoratus was called to be Bishop of Arles and was succeeded in that post by another monk from Lrins. Lrins was aristocratic in character, as was its founder, and was closely tied to urban bishoprics.


          


          Italy


          We know little about the origins of the first important monastic rule (Regula) in Western Europe, the anonymous Rule of the Master (Regula magistri), which was written somewhere south of Rome around 500. The rule adds legalistic elements not found in earlier rules, defining the activities of the monastery, its officers, and their responsibilities in great detail.


          Benedict of Nursia is the most influential of Western monks. He was educated in Rome but soon sought the life of a hermit in a cave at Subiaco, outside the city. He then attracted followers with whom he founded the monastery of Monte Cassino around 520, between Rome and Naples. His Rule is shorter than the Master's, somewhat less legalistic, but much more so than Eastern rules.


          His Rule:


          
            	specified a course of seven prayers during the day beginning hours before dawn and ending with evening prayer,


            	specified a diet which provided no meat except for the sick, but several different vegetables, bread, and wine for the main meal,


            	emphasized work as a valuable act in itself (some modern historians see this as the source of the Western work ethic),


            	required monks to engage in "spiritual reading," which required a library that was often extended to include a wide range of books on secular topics,


            	and emphasized the idea of submission to the Rule and to the jurisdiction of monastic superiors as an essential step on the ladder of humility.

          


          By the ninth century, largely under the inspiration of the Emperor Charlemagne, Benedict's Rule became the basic guide for Western monasticism.


          


          Ireland


          The first non-Roman area to adopt monasticism was Ireland, which developed a unique form closely linked to traditional clan relations, a system that later spread to other parts of Europe, especially France.


          The earliest Monastic settlements in Ireland emerged at the end of the fifth century. The first identifiable founder of a monastery (if she was a real historical figure) was Saint Brigit, a saint who ranked with Saint Patrick as a major figure of the Irish church. The monastery at Kildare was a double monastery, with both men and women ruled by the Abbess, a pattern found in other monastic foundations.


          Commonly Irish monasteries were established by grants of land to an abbot or abbess, who came from a local noble family. The monastery became the spiritual focus of the tribe or kin group. Successive abbots and abbesses were members of the founders family, a policy which kept the monastic lands under the jurisdiction of the family (and corresponded to Irish legal tradition, which only allowed the transfer of land within a family).


          Ireland was a rural society of chieftans living in the countryside. There was no social place for urban leaders, such as bishops. In Irish monasteries the abbot (or abbess) was supreme, but in conformance to Christian tradition, bishops still had important sacramental roles to play (in the early Church the bishops were the ones who baptized new converts to bring them into the Church). In Ireland, the bishop frequently was subordinate to (or co-equal with) the abbot and sometimes resided in the monastery under the jurisdiction of the abbot.


          Irish monasticism maintained the model of a monastic community while, like John Cassian, marking the contemplative life of the hermit as the highest form of monasticism. Saints' lives frequently tell of monks (and abbots) departing some distance from the monastery to live in isolation from the community.


          Irish monastic rules specify a stern life of prayer and discipline in which prayer, poverty, and obedience are the central themes. Yet Irish monks did not fear pagan learning. Irish monks needed to learn a foreign language, Latin, which was the language of the Church. Thus they read Latin texts, both spiritual and secular, with an enthusiasm that their contemporaries on the continent lacked. By the end of the seventh century, Irish monastic schools were attracting students from England and from Europe.


          Irish monasticism spread widely, first to Scotland and Northern England, then to Gaul and Italy. Columba and his followers established monasteries at Bangor, on the northeastern coast of Ireland, at Iona, an island north-west of Scotland, and at Lindisfarne, which was founded by Aidan, an Irish monk from Iona, at the request of King Oswald of Northumbria.


          Columbanus, an abbot from a Leinster noble family, traveled to Gaul in the late 6th century with twelve companions. Columbanus and his followers spread the Irish model of monastic institutions established by noble families to the continent. A whole series of new rural monastic foundations on great rural estates under Irish influence sprang up, starting with Columbanus's foundations of Fontaines and Luxeuil, sponsored by the Frankish King Childebert II. After Childebert's death Columbanus traveled east to Metz, where Theudebert II allowed him to establish a new monastery among the semi-pagan Alemanni in what is now Switzerland. One of Columbanus's followers founded the monastery of St. Gall on the shores of Lake Constance, while Columbanus continued onward across the Alps to the kingdom of the Lombards in Italy. There King Agilulf and his wife Theodolinda granted Columbanus land in the mountains between Genoa and Milan, where he established the monastery of Bobbio.


          


          Middle Ages


          This activity brought considerable wealth and power. Wealthy lords and nobles would give the monasteries estates in exchange for the conduction of a mass for a loved one. Though this was likely not the original intent of Benedict, the efficiency of his cenobitic Rule in addition to the stability of the monasteries made such estates very productive; the general monk was then raised to a level of nobility, for the serfs of the estate would tend to the labor, while the monk was free to study. The monasteries thus attracted many of the best people in society, and during this period the monasteries were the central storehouses and producers of knowledge.


          The system broke down in the eleventh and twelfth centuries as religion began to change. Religion became far less a preserve of the religious elite. This was closely linked to the rise of mendicant orders such as the Franciscan friars, who were dedicated to spreading the word in public, not in closed monasteries. Religious behaviour changed as common people began to take communion and actively participate in religion. The growing pressure of the nation states and monarchies also threatened the wealth and power of the orders.


          Monasticism continued to play a role in Catholicism, but after the Protestant reformation many monasteries in Northern Europe were shut down and their assets seized.


          The legacy of monasteries outside remains an important current in modern society. Max Weber compared the closeted and Puritan societies of the English Dissenters, who sparked much of the industrial revolution, to monastic orders. Many Utopian thinkers (starting with Thomas More) felt inspired by the common life of monks to apply it to the whole society (an example is the falansterium).


          Modern universities have also attempted to emulate Christian monasticism. Even in the new world, universities are built in the gothic style of twelfth century monasteries. Communal meals, dormitory residences, elaborate rituals and dress all borrow heavily from the monastic tradition.
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          Today monasticism remains an important part of the Catholic, Eastern Orthodox and Anglican faith. Vatican II saw major changes to Catholic monasticism including allowing nuns and monks to shed their habits.


          



          


          Secular influence


          In traditional Catholic societies, monastic communities often took charge of social services such as education and healthcare; to the latter they were so closely linked that nurses are often called "sisters."


          In the Middle Ages, monasteries conserved and copied ancient manuscripts in their scriptoria, their pharmacies stored and studied medicaments and they aided the development of agricultural techniques. The requirement of wine for the Mass led to the development of wine culture, as shown in the discovery of the mthode champenoise by Dom Perignon. Several liquors like Bndictine and the Trappist beers were also developed in monasteries. Even today many monasteries and convents are locally renowned for their cooking specialties.


          Christian monks cultivated the arts as a way of praising God. Gregorian chant and miniatures are examples.


          The status of monks as apart from secular life (at least theoretically) served a social function. Dethroned Visigothic kings were tonsured and sent to a monastery so that they could not claim the crown back. Monasteries became a place for second sons to live in celibacy so that the family inheritance went to the first son; in exchange the families donated to the monasteries. Some orders were favored by monarchs and rich families to keep and educate their maiden daughters before arranged marriage. This however did not bar seducers like the fictional Don Juan and the real Giacomo Casanova from assaulting convents and novices.


          The monasteries also provided refuge to those sick of earthly life like Charles V, Holy Roman Emperor who retired to Yuste in his late years.


          


          Western monastic orders


          Many distinct monastic orders developed within Roman Catholicism and Anglicanism. Eastern Orthodoxy does not have a system of orders, per se.


          


          Roman Catholic orders


          On 7 February 1862 Pius IX issued the papal constitution entitled Ad Universalis Ecclesiae, dealing with the conditions for admission to religious orders of men in which solemn vows are prescribed.


          
            	Augustinians, founded in 1256, which evolved from the canons who would normally work with the Bishop: they lived with him as monks under St. Augustine's rule


            	Benedictines, founded in 529 by Benedict at Monte Cassino, stresses manual labor in a self-subsistent monastery. They are less of a unified order than most other orders.


            	Bridgettines, founded c.1350


            	Camaldolese, founded c.1000


            	Carmelites, founded between 1206 and 1214, a Contemplative Order


            	Carthusians


            	Celestines


            	Cistercians, founded in 1098 by Robert of Molesme


            	Conventuals


            	Cluniacs, a movement with a height c.950-c.1130


            	Discalced Carmelites


            	Dominicans, founded in 1215


            	Franciscans, founded in 1209 by St. Francis of Assisi


            	Hermits of Saint Bruno


            	Jesuits


            	Melanesian Brotherhood


            	Olivetans


            	Premonstratensians, also known as Norbertines.


            	Servites


            	Silvesterines


            	Trappists, began c. 1664


            	Vallombrosans


            	Visitation Sisters

          


          


          Anglican communion


          Monastic life in England came to an abrupt end with Dissolution of the Monasteries during the reign of King Henry VIII. The property and lands of the monasteries were confiscated and either retained by the king or given to loyal protestant nobility. Monks and nuns were forced to either flee for the continent or to abandon their vocations. For around 300 years, there were no monastic communities within any of the Anglican churches.


          Shortly after the Oxford Movement began to advocate restoring catholic faith and practice to the Church of England (see Anglo-Catholicism), there was felt to be a need for a restoration of the monastic life. Anglican priest John Henry Newman established a community of men at Littlemore near Oxford in the 1840s. From then forward, there have been many communities of monks, friars, sisters, and nuns established within the Anglican Communion. In 1848, Mother Priscilla Lydia Sellon founded the Anglican Sisters of Charity and became the first woman to take religious vows within the Anglican Communion since the Reformation. In October 1850 the first building specifically built for the purpose of housing an Anglican Sisterhood was consecrated at Abbeymere in Plymouth. It housed several schools for the destitute, a laundry, printing press and soup kitchen. From the 1840s and throughout the following one hundred years, religious orders for both men and women proliferated in the UK and the United States, as well as in various countries of Africa, Asia, Canada, India and the Pacific.


          Some Anglican religious communities are contemplative, some active, but a distinguishing feature of the monastic life among Anglicans is that most practice the so-called "mixed life", a combination of a life of contemplative prayer with active service. Anglican religious life closely mirrors that of Roman Catholicism. Like Roman Catholic religious, Anglican religious also take the three vows of poverty, chastity, and obedience. Religious communities live together under a common rule, reciting the Divine Office and celebrating the Eucharist daily.


          In the early 20th century when the Anglo-Catholic Movement was at its height, the Anglican Communion had hundreds of orders and communities, and thousands of religious. However, since the 1960s there has been a sharp falling off in the numbers of religious in many parts of the Anglican Communion, most notably in the United Kingdom and the United States. Many once large and international communities have been reduced to a single convent or monastery comprised of elderly men or women. In the last few decades of the 20th century, novices have for most communities been few and far between. Some orders and communities have already become extinct. There are however, still thousands of Anglican religious working today in religious communities around the world. While vocations remain few in some areas, Anglican religious communties are experiencing exponential growth in Africa, Asia, and Oceania.


          


          Protestant monasticism


          Monasticism in the Protestant tradition proceeds from John Wycliffe who organized the Lollard Preacher Order (the "Poor Priests") to promote his reformation views.


          


          Lutheran Church


          During the Reformation the teachings of Martin Luther led to the end of the monasteries, but a few Protestants followed monastic lives. Loccum Abbey and Amelungsborn Abbey have the longest traditions as Lutheran monasteries. Since the 19th century there have been a renewal in the monastic life among Protestants.


          In 1947 Mother Basilea Schlink and Mother Martyria founded the Evangelical Sisterhood of Mary, in Darmstadt, Germany. This movement is largely considered Evangelical or Lutheran in its roots.


          In 1948 Bavarian Lutheran pastor Walter Hmmer and his wife Hanna founded the Communitt Christusbruderschaft Selbitz.


          In other Lutheran traditions "The Congregation of the Servants of Christ" was established at St. Augustine's House in Oxford, Michigan, in 1958 when some other men joined Father Arthur Kreinheder in observing the monastic life and offices of prayer. These men and others came and went over the years. The community has always remained small; at times the only member was Father Arthur. During the 35 years of its existence over 25 men tested their vocations to monastic life by living at the house for some time, from a few months to many years, but at Father Arthur's death in 1989 only one permanent resident remained. At the beginning of 2006, there are 2 permanent professed members and 2 long-term guests. Strong ties remain with this community and their brothers in Sweden ( stanbck monastery) and in Germany ( Priory of St. Wigbert). In Germany, Communitt Casteller Ring is a Lutheran Benedictine community for women.


          In Lutheran Sweden, religious life for women had been established already in 1954, when Sister Marianne Nordstrm made her profession through contacts with The Order of the Holy Paraclete and Mother Margaret Cope (1886-1961) at St Hildas Priory, Whitby, Yorkshire.


          


          Other denominations


          Around 1964, Reuben Archer Torrey III, an Episcopal missionary, grandson of R. A. Torrey, founded Jesus Abbey as a missionary community in Korea. It has some links with the Episcopal Church and holds an Evangelical doctrine.


          In 1999 an independent Protestant order was founded named The Knights of Prayer Monastic Order. The community maintains several monks in its Portland, Oregon, cloister and has an international network of associated lay people. It is not affiliated with any particular congregation.


          In February 2001, the United Methodist Church organized the Saint Brigid of Kildare Monastery. It is a Methodist-Benedictine residential monastery for women in Collegeville, Minnesota.


          


          Ecumenical monastic expressions


          Christian monasticism is experiencing renewal in the form of several new foundations with an 'inter-Christian' vision for their respective communities.


          In 1944 Roger Schtz, a pastor of the Swiss Reformed Church, founded a small religious brotherhood in France which became known as the Taiz Community. Although he was partly inspired by the hope of reviving monasticism in the Protestant tradition, the brotherhood was interdenominational, accepting Roman Catholic brothers, and is thus an ecumenical rather than a specifically Protestant community.


          The Order of Ecumenical Franciscans is a religious order of men and women devoted to following the examples of Saint Francis of Assisi and Saint Clare of Assisi in their life and understanding of the Christian gospel: sharing a love for creation and those who have been marginalized. It includes members of many different denominations, including Roman Catholics, Anglicans, and a range of Protestant traditions. The Order understands its charism to include not only ecumenical efforts and the traditional emphases of the Franciscans in general, but also to help to develop relationships between the various Franciscan orders.


          Additional expressions of ecumenical monasticism can be seen in the Bose Monastic Community and communities of the New Monasticism movement arising from Protestant Evangelicalism.
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        Christian mythology


        
          

          
            
              	Note on religion and mythology:
            


            
              	In its academic sense, the word myth simply means "a traditional story", whether true or false. ( OED, Princeton Wordnet) Unless otherwise noted, the words mythology and myth are here used for sacred and traditional narratives, with no implication that any belief so embodied is itself either true or false.
            

          


          Christian mythology is the body of traditional narrative associated with Christianity. Many Christians believe that these stories are sacred and that they communicate profound truths. These traditional narratives include, but are not necessarily limited to, narrative portions of the Christian scriptures.


          The Christian religion has diverged over the centuries into many denominations, and not all hold the same set of sacred traditional narratives. For example, the Roman Catholic Bible contains a number of narrative booksincluding the Book of Judith and the Book of Tobitthat the Protestant Bible does not include.


          


          In canonical scripture
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          Issues of academic terminology


          There is a wide range of scholarly definitions of the word "myth". In its broadest academic sense, the word "myth" simply means a traditional story. However, many scholars restrict the term "myth" to sacred stories. Professional folklorists often go farther: by the classic definition used by folklorists, myths are "tales believed as true, usually sacred, set in the distant past or other worlds or parts of the world, and with extra-human, inhuman, or heroic characters".


          If "myth", narrowly defined, must be both sacred and "believed as true", then the most clear-cut examples of Christian mythology come from Christian scripture and from the richly-developed hagiographic tradition, with its miraculous wonders. Most Christians consider Biblical stories not just sacred but also true, at least in some sense. (Whether all Biblical stories are literally true is a matter of disagreement among Christians. For a discussion of the debate, see Biblical literalism.)


          Note that the term "mythology" does not encompass all of the Christian scriptures. Because a myth is a traditional story, non-narrative scriptures or portions of scripture (e.g., proverbs, theological writings) are not themselves "myths".


          Note also that the term "myth" may not encompass all stories in Christian scripture, depending on how strictly one defines the word "myth". One's use of the word "myth" is largely a matter of one's academic discipline. Scholars in religious studies often restrict the term "myth" to stories whose main characters are gods or near-gods: this definition would actually exclude much of the Hebrew Bible, which may involve God but often does not feature him as the centre of attention. Some folklorists restrict the word "myth" to only those stories that deal with the creation of the world and of natural phenomena. By this definition, "only the two creation stories (Genesis 1 and 2), the Garden of Eden story (Genesis 3), and the Noah story (Genesis 6-9) would thereby qualify as myths. All the other stories would instead constitute either legends or folk tales."


          


          Types of mythology in Christian scripture


          Myths fall into many subcategories. These are a few of the types of myths found in Christian scriptures:


          
            	Cosmogonic myths describe the creation of the world. As noted above, the two creation stories in Genesis, the Garden of Eden story, and the Noah story are seen by some as being cosmogonic myths.


            	Origin myths (also called etiological myths) also describe how the world came to have its present form. However, while cosmogonic myths describe only the creation of the universe, origin myths build upon the cosmogonic myths, describing the origin of natural phenomena and human institutions within the universe. The Book of Genesis is a major example of what some see as Christian origin mythology.


            	Legends are stories that take place relatively recently (relative to the mythological age of origins) and that generally focus on human rather than supernatural characters. Some scholars, particularly folklorists, strictly distinguish legends from "true" myths.


            	Eschatological myths describe the afterlife and the end of the world. The Apocalypse of John ( Book of Revelation) is a popular example of Christian eschatology; other examples of eschatology (inherited from the Old Testament) appear in the Book of Isaiah and the Book of Ezekiel. The last six chapters of the Book of Daniel also involve apocalyptic descriptions.

          


          In the culture of the ancient Semitic and Mediterranean worlds in the context of which early Christianity and its literature arose  even up to the European Middle Ages when further traditions and legends were developed  there often did not exist the separation that exists for many societies in the modern period between fields of history and mythology, or the attempt to discern between objective truth and spiritual truths.


          Specific subtopics are discussed below.


          


          In non-canonical tradition


          
            [image: Saint Brendan's voyage, from a German manuscript]

            
              Saint Brendan's voyage, from a German manuscript
            

          


          Traditional Christian stories include many that do not come from canonical Christian texts yet still illustrate Christian themes. These stories are considered by some Christian journalists, theologians, and academics (see citations below) to constitute a body of "Christian mythology". Examples include hagiographies such as the tale of Saint George or Saint Valentine.


          A case in point is the historical and canonized Brendan of Clonfort, a 6th century Irish churchman and founder of abbeys. Round his authentic figure was woven a tissue that is arguably legendary rather than historical: the Navigatio or "Journey of Brendan". The legend discusses mythic events in the sense of supernatural encounters. In this narrative, Brendan and his shipmates encounter sea monsters, a paradisal island and a floating ice islands and a rock island inhabited by a holy hermit: literal-minded devots still seek to identify "Brendan's islands" in actual geography. This voyage was recreated by Tim Severin, suggesting that whales, icebergs and Rockall were encountered.


          


          In other literature


          


          In literary classics


          Some novels and narrative poems centered on Christian themes have come to be regarded as literary classics. In a broad sense, these may also fall within the category of Christian mythology. These classics include Pilgrim's Progress by John Bunyan and The Divine Comedy by Dante.


          


          In "Mythopoeia"


          Some works of the Christian authors C. S. Lewis and J.R.R. Tolkien have been described as both Christian and "mythic" or " mythopoeic" ("myth-making") literature. Tolkien described his own fiction writing as an effort to create "myth and fairy-story". Tolkien actually coined the term " mythopoeia" for modern literature that features a mythical tone and/or mythological themes. The Lord of the Rings is Tolkien's most famous example of mythopoeia.


          Tolkien and Lewis regarded their writing as essentially Christian. Tolkien emphatically denied that his fantasy novels, the Lord of the Rings series, were in any sense "allegory", but he admitted that they were "a fundamentally religious and Catholic work; unconsciously so at first, but consciously in the revision". Similarly, many of Lewis's works borrowed extensively from Christian narratives: one of the clearest examples is the Chronicles of Narnia, which has been interpreted as an allegory for certain Biblical stories, namely one of the central stories is of a great king who is sacrificed to save his people and is resurrected after three days. In the case of the Narnia series, Lewis denied that he was simply representing the Christian story in symbols. These works of Christian "mythopoeia" may, along with other Christian literary classics, be classed as "Christian mythology" in a very broad sense.


          


          In popular culture


          See the section below regarding the evolution of Christmas stories.


          


          Important examples of Christian mythology


          


          The Christian mythological history


          Important events in the mythological history that are accepted (with variations) by many Christians:


          
            	The Mythological Age

          


          
            	Cosmogony

              
                	The 7-day creation account (Genesis 1-2:3)


                	The Eden narrative (Genesis 2:4-3:24)


                	Satan's alleged revolution against God

              

            


            	Origins

              
                	The Fall of Man: Although the Book of Genesis does not explicitly mention original sin, many Christians interpret the Fall as the origin of original sin.


                	Noah's Ark


                	The Tower of Babel: the origin and division of nations and languages

              

            

          


          
            	The Legendary Age

          


          
            	The life of Abraham


            	The Exodus of the Hebrews from Egypt


            	The Hebrews' conquest of the Promised Land


            	The period of the Hebrew prophets. One example is the apocryphal part of the Book of Daniel (14:1-30; excluded from the Protestant canon) that tells the story of Bel and the dragon.


            	The Gospel accounts of Jesus Christ, his life and death. Here the narrative is combined by the author with a story of how all Christian theology "came to be". For example the story of Jesus as the "word" or " Logos" ( John 1:1), the Incarnation of the Logos or Son of God as the man Jesus (e.g., Luke 1:35), and Christ's atonement for humanity's sins (e.g., Matthew 26:28). Important narratives within the Gospel accounts include:

              
                	Christ's miraculous conception and birth from the Virgin Mary


                	The baptism of Jesus


                	Satan's temptation of Christ


                	The Transfiguration of Jesus


                	Parables of Jesus


                	The Last Supper


                	The death and resurrection of Jesus


                	The Ascension

              

            


            	The Acts of the Apostles - the story of the Early Christian church, the ministry of the Twelve Apostles and of Paul of Tarsus.

              
                	The descent of the Holy Spirit on Jesus' disciples after the Ascension.

              

            

          


          
            	The Future Age and After-life

          


          
            	The coming of the Antichrist


            	The Second Coming


            	The resurrection of the dead


            	The final and total establishment of the Kingdom of God on earth

          


          


          Other examples
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          Examples of (1) Christian myths not mentioned in canon and (2) literary and traditional elaborations on canonical Christian mythology:


          
            	Versions of Christian mythology used by Gnostic Christianity

              
                	The Valentinian creation myth involving Sophia and the demiurge. For a summary of this myth, see here.


                	The Manichaean creation myth. For a summary, see here and here (the section on "Doctrine").


                	The Gnostic accounts of Jesus, which present a Docetic view of Jesus. See Gnostic Gospels.

              

            


            	Literary treatments of Christian canon or theology

              
                	John Milton's Paradise Lost, which describes Satan's revolution against God and the Fall of Man, and his Paradise Regained, which describes Satan's temptation of Christ


                	Dante Alighieri's Divine Comedy, a literary allegory that describes a visit to Hell, Purgatory, and Heaven


                	John Bunyan's Pilgrim's Progress, a Christian spiritual allegory


                	C.S. Lewis's The Pilgrim's Regress, a more modern Christian spiritual allegory


                	According to some interpretations, C.S. Lewis's The Lion, the Witch, and the Wardrobe allegorically represents Christ's death and resurrection (although Lewis denies that the story is a direct allegory; see section on "Mythopoeia" above).

              

            


            	Legends about Christians saints and heroes. Examples include Abgarus of Edessa and Saint George. Legends about saints are commonly called hagiographies. Some such stories are heavily miraculous, such as those found in Jacobus de Voragine's Golden Legend; others, less so.


            	Stories about artifacts such as the Holy Grail, Spear of Destiny and Shroud of Turin.


            	Names and biographical details supplied for unnamed Biblical characters: see List of names for the Biblical nameless


            	The legends of King Arthur and Charlemagne as Christian kings, notably the Quest for the Holy Grail.


            	Legendary history of the Christian churches, such as the tales from the Crusades or the paladins in medieval romance.


            	Legends of the Knights Templar and the Priory of Sion.


            	Medieval Christian stories about angels and guardian angels.


            	Non-canonical elaborations or amendments to Biblical tales, such as the tales of Salom, the Three Wise Men, or St. Dismas.

          


          


          In-depth discussion of representative examples


          Academic studies of mythology often define mythology as deeply valued stories that explain a society's existence and world order: those narratives of a society's creation, the society's origins and foundations, their god(s), their original heroes, mankind's connection to the "divine", and their narratives of eschatology (what happens in the "after-life"). This is a very general outline of some of the basic sacred stories with those themes.


          


          Cosmogonic myths


          The Christian texts use the same creation story as Jewish mythology as written in the Old Testament. According to this story, the world was created out of a darkness and water in seven days. (Unlike a Jew, a Christian might include the miracle of Jesus' birth as a sort of second cosmogonic event.) Canonical Christian scripture incorporates the two Hebrew cosmogonic myths found in Genesis 1-2:2 and Genesis 2:


          


          Genesis 1-2:3


          In the creation myth in Genesis 1-2:3, the Creator is called Elohim (translated "God"). He creates the universe over a six-day period, creating a new feature each day: first he creates day and night; then he creates the firmament to separate the "waters above" from the "waters below"; then he separates the dry land from the water; then he creates plants on the land; then he places the sun, moon, and stars in the sky; then he creates swimming and flying animals; then he creates land animals; and finally he creates man and woman together, "in his own image". On the seventh day, God rests, providing the rationale for the custom of resting on the sabbath.


          


          Genesis 2:4-3:24


          The second creation myth in Genesis differs from the first in a number of important elements. Here the Creator is called Yahweh (commonly translated "Lord" or "LORD") instead of Elohim. (In later parts of the Old Testament, Yahweh and Elohim are used interchangeably.)


          This myth begins with the words, "When the LORD God made the earth and the heavens, and no shrub of the field had yet appeared on the earth and no plant of the field had yet sprung up ..." (Genesis 2:4). It then proceeds to describe the Lord creating a man called Adam out of dust. The Lord creates the Garden of Eden as a home for Adam, and tells Adam not to eat the fruit of the Tree of Knowledge in the centre of the Garden (next to the Tree of Life).


          The Lord also creates animals, either before or after man (see section on "dual or single account" below), and shows them to man, who names them. The Lord sees that there is no suitable companion for the man among the beasts, and He subsequently puts Adam to sleep and takes out one of Adam's ribs, creating from it a woman whom Adam names Eve.


          A serpent tempts Eve to eat from the Tree of Knowledge, and she succumbs, offering the fruit to Adam as well. As a punishment, the Lord banishes the couple from the Garden and "placed on the east side of the Garden of Eden the cherubim with a fiery revolving sword to guard the way to the Tree of Life". The Lord says he must banish humans from the Garden because they have become like him, knowing good and evil (because of eating the forbidden fruit), and now only immortality (which they could get by eating from the Tree of Life) stands between them and godhood:


          
            "The man has now become like one of us, knowing good and evil. He must not be allowed to reach out his hand and take also from the tree of life and eat, and live forever" (Genesis 3:22).

          


          The actual text of Genesis does not identify the tempting serpent with Satan. However, Christian tradition identifies the two. This tradition has made its way into non-canonical Christian "myths" such as John Milton's Paradise Lost.


          


          Dual or single account?


          Scholars disagree about whether these creation myths give a single harmonious account or two contradictory accounts. The first myth says God created plants and animals before man. However, the second myth can be interpreted as putting the creation of man before the creation of the plants and animals.


          Some scholars (particularly those who support the Documentary hypothesis, which proposes that the Pentateuch had multiple authors), interpret Genesis as clearly containing two contradictory creation myths. This interpretation has become increasingly accepted among Biblical critics, even in some conservative Christian circles. It is especially common among scholars who do not believe in a literal or conservative interpretation of Genesis: one example is The Skeptic's Annotated Bible, which argues strongly for two distinct creation myths in Genesis.


          Other scholars argue that the two Genesis creation myths fit together to give a single account. For example, some Christian apologists say the second creation myth does not put the creation of plants after the creation of man. (If it did, it would contradict the first creation myth.) According to this view, when Genesis 2:4 states that "no shrub of the field had yet appeared" before the creation of man, the words "shrub" and "field" refer not to plants, but to cultivated plants: this would remove the apparent contradiction, because plants could be cultivated only after man's creation.


          Some Bible translations, such as the King James Version, describe the creation of man and then say, "And out of the ground the LORD God formed every beast of the field, and every fowl of the air" (Genesis 2:19, KJV). This suggests that the animals were created after man, creating a contradiction with the first creation myth. Other translations, such as the New International Version, describe the creation of man and then say, "Now the LORD God had [emphasis added] formed out of the ground all the beasts of the field and all the birds of the air" (Genesis 2:19, NIV). This suggests that the animals had already been created before man, harmonizing the second creation myth with the first.


          


          Founding myths


          Christian mythology of their society's founding would start with Jesus and his many teachings, and include the stories of Christian disciples starting the Christian Church and congregations in the first century. This might be considered the stories in the four canonical gospels and the Acts of the Apostles. The heroes of the first Christian society would start with Jesus and those chosen by Jesus, the twelve apostles including Peter, John, James, as well as Paul and Mary (mother of Jesus).


          


          The central Christian narrative: Christ and the atonement


          The theological concept of Jesus being born to atone for " original sin" is central to the Christian narrative. According to Christian theology, by disobeying God in the Garden of Eden, humanity acquired an ingrained flaw that keeps humans in a state of moral imperfection: this is generally called "original sin".


          According to Saint Paul, humanity's sinful nature is the cause of all evils, including death: "Through one man, sin entered the world, and through sin, death" (Romans 5:12). According to the orthodox Christian view, Jesus Christ saved humanity from final death and damnation by dying for them. Most Christians believe that Christ's sacrifice supernaturally reversed death's power over humanity, proved when he was resurrected: according to Paul, "if the many died by the trespass of the one man, how much more did God's grace and the gift that came by the grace of the one man, Jesus Christ, overflow to the many" (Romans 5:15). For many Christians, the Christian eschatological myths about heaven and the resurrection of the dead are the conclusion of the doctrine of the atonement: people can enter heaven and rise from the dead because Christ's death and resurrection abolished the power of sin on humanity.


          This is not the place to discuss the complex theological theories about how the atonement works; here our concern is mythology. What follows is a brief survey of the myth of humanity's atonement through Christ's death and resurrection.


          Note that, by some academic definitions, a traditional story about a historical human character like Jesus would be a "legend", not a "myth".


          


          Atonement in canonical scripture


          Saint Paul's theological writings, which make up much of the New Testament, lay out the basic framework of the atonement doctrine. However, Paul's letters contain relatively little mythology (narrative). The majority of narratives in the New Testament are in the Gospels and the Book of Revelation.


          Although the Gospel stories do not lay out the atonement doctrine as fully as does Paul, they do have the story of the Last Supper, crucifixtion, death and resurrection, and atonement is suggested in the parables of Jesus in his final days. According to Matthew's gospel, at the Last Supper, Jesus calls his blood "the blood of the new covenant, which will be poured out for the forgiveness of many" (Matthew 26:28). John's gospel is especially rich in references to the atonement doctrine: Jesus speaks of himself as "the living bread that came down from heaven": "and the bread that I shall give is My flesh, which I shall give for the life of the world" (John 6:51). According to John's gospel, at the Last Supper, Jesus tells his disciples that his upcoming execution will be beneficial: "Truly, truly, I say to you, unless a grain of wheat falls to the ground and dies, it remains alone; but if it dies, it bears much fruit" (John 12:24).


          


          Atonement in non-canonical literature


          Due to its theological importance, the sacrifice and atonement narrative appears explicitly in many non-canonical writings. For instance, in Book 3 of Milton's Paradise Lost, the Son of God offers to become a man and die, thereby paying mankind's debt to God the Father.


          The Harrowing of Hell is a non-canonical myth extrapolated from the atonement doctrine. According to this story, Christ descended into the land of the dead after his crucifixion, rescuing the righteous souls that had been cut off from heaven due to the taint of original sin. The story of the harrowing was popular during the Middle Ages. An Old English poem called "The Harrowing of Hell" describes Christ breaking into Hell and rescuing the Old Testament patriarchs. (The Harrowing is not the only explanation that Christians have put forth for the fate of the righteous who died before Christ accomplished the atonement.)


          One example of the atonement theme in modern literature is the first of C. S. Lewis's Narnia novels, The Lion, the Witch and the Wardrobe. In the novel, a boy named Edmund is condemned to death by a White Witch, and the magical lion-king Aslan offers to die in Edmund's place, thereby saving him. Aslan's life is sacrificed on an altar, but returns to life again. Some readers believe that Aslan's self-sacrifice for Edmund is an allegory for the story of Christ's sacrifice for humanity; however, Lewis denied that the novel is a mere allegory.


          


          The End: eschatological myths


          Christian eschatological myths include stories of the afterlife: the narratives of Jesus Christ rising from the dead and now acting as a saviour of all generations of Christians, and stories of heaven and hell. Eschatological myths would also include the prophesies of end of the world and a new millennium in the Book of Revelation, and the story that Jesus will return to earth some day.


          The major features of Christian eschatological mythology include afterlife beliefs, the Second Coming, the resurrection of the dead, and the final judgment.


          Second Coming


          The Second Coming of Christ holds a central place in Christian mythology. The Second Coming is the return of Christ to earth during the period of transformation preceding the end of this world and the establishment of the Kingdom of Heaven on earth. According to Matthew's gospel, when Jesus is on trial before the Roman and Jewish authorities, he claims, "In the future you will see the Son of Man sitting at the right hand of the Mighty One and coming on the clouds of heaven."


          


          Resurrection and final judgment


          Christian mythology incorporates the Old Testament's prophecies of a future resurrection of the dead. Like the Hebrew prophet Daniel (e.g., Daniel 12:2), the Christian Book of Revelation (among other New Testament scriptures) describes the resurrection: "The sea gave up the dead that were in it, and death and Hades gave up the dead that were in them; and they were judged, every one of them according to their deeds." The righteous and/or faithful enjoy bliss in the earthly Kingdom of Heaven, but the evil and/or non-Christian are "cast into the lake of fire".


          


          The Kingdom of Heaven on earth


          Christian eschatological myths feature a total world renovation after the final judgment. According to the Book of Revelation, God "will wipe every tear from their eyes, and there will be no more death or mourning, wailing or pain, for the old order has passed away". According to Old and New Testament passages, a time of perfect peace and happiness is coming:


          
            "They will beat their swords into plowshares and their spears into pruning hooks. One nation will not raise the sword against another; nor will they train for war again."

          


          Certain scriptural passages even suggest that God will abolish the current natural laws in favour of immortality and total peace:


          
            	"Then the wolf will be a guest of the lamb, and the leopard will lie down with the kid. The calf and the young lion will browse together, with a little child to guide them. [...] There will be no harm or ruin on all my holy mountain, for the earth will be filled with knowledge of the Lord as water fills the sea."


            	"On this mountain, [God] will destroy the veil that veils all peoples, the web that is woven over all nations: he will destroy Death forever."


            	"The trumpet will sound, and the dead will be raised imperishable, and we will be changed."


            	"Night will be no more, nor will they need light from lamp or sun, for the Lord God shall give them light, and they shall reign forever and ever."

          


          


          Millennialism and amillennialism


          When Christianity was a new and persecuted religion, many Christians believed the end times were imminent. Scholars debate whether Jesus was an apocalyptic preacher; however, his early followers, "the group of Jews who accepted him as messiah in the years immediately after his death, understood him in primarily apocalyptic terms". Prevalent in the early church and especially during periods of persecution, this Christian belief in an imminent end is called " millennialism". (It takes its name from the thousand-year reign of Christ that, according to the Book of Revelation, will precede the final world renovation; similar beliefs in a coming paradise are found in other religions, and these phenomena are often also called "millennialism".)


          Millennialism comforted Christians during times of persecution, for it predicted an imminent deliverance from suffering. From the perspective of millennialism, human action has little significance: millennialism is comforting precisely because it predicts that happiness is coming no matter what humans do: "The seeming triumph of Evil made up the apocalyptic syndrome which was to precede Christ's return and the millennium."


          However, as time went on, millennialism lost its appeal. Christ had not returned immediately, as earlier Christians had predicted. Moreover, many Christians no longer needed the comfort that millennialism provided, for they were no longer persecuted: "With the triumph of the Church, the Kingdom of Heaven was already present on earth, and in a certain sense the old world had already been destroyed." (Millennialism has revived during periods of historical stress, and is currently popular among Evangelical Christians. )


          In the Roman Church's condemnation of millennialism, Eliade sees "the first manifestation of the doctrine of [human] progress" in Christianity. According to the amillennial view, Christ will indeed come again, ushering in a perfect Kingdom of Heaven on earth, but "the Kingdom of God is [already] present in the world today through the presence of the heavenly reign of Christ, the Bible, the Holy Spirit and Christianity". Amillennialists do not feel "the eschatological tension" that persecution inspires; therefore, they interpret their eschatological myths either figuratively or as descriptions of far-off events rather than imminent ones. Thus, after taking the amillennial position, the Church not only waited for God to renovate the world (as millennialists had) but also believed itself to be improving the world through human action.


          


          Time in Christian mythology


          


          Linear, historical time


          The religious historian Mircea Eliade argues that "Judaeo-Christianity makes an innovation of the first importance" in mythology. In many other religions, all important events happened at the beginning of time: after those initial events, everything was fixed. In contrast, "in Judaeism, and above all in Christianity, divinity had manifested itself in History". The myths and legends in the Bible are not limited to a far-off primordial age: instead, they form a long series of events stretching "out of the far past into an eternal future". According to the Near Eastern specialist William A. Irwin, the Hebrew historians who authored the writings in the Old Testament saw history as "a comprehensive reality" raised "to the highest importance".


          In contrast, the myths of many traditional cultures present a cyclic or static view of time. In these cultures, all the "[important] history is limited to a few events that took place in the mythical times". In other words, these cultures place events into two categories, the mythical age and the present, between which there is no continuity. Everything in the present is seen as a direct result of the mythical age:


          
            "Just as modern man considers himself to be constituted by [all of] History, the man of the archaic societies declares that he is the result of [only] a certain number of mythical events."

          


          Because of this view, Eliade argues, members of many traditional societies see their lives as a constant repetition of mythical events, an " eternal return" to the mythical age:


          
            "In imitating the exemplary acts of a god or of a mythical hero, or simply by recounting their adventures, the man of an archaic society detaches himself from profane time and magically re-enters the Great Time, the sacred time."

          


          According to Eliade, Christianity shares in this cyclic sense of time to an extent. "By the very fact that it is a religion", he argues, Christianity retains at least one "mythical aspect"  the repetition of mythical events through ritual. Eliade gives a typical church service as an example:


          
            "Just as a church constitutes a break in plane in the profane space of a modern city, [so] the service celebrated inside [the church] marks a break in profane temporal duration. It is no longer today's historical time that is presentthe time that is experienced, for example, in the adjacent streetsbut the time in which the historical existence of Jesus Christ occurred, the time sanctified by his preaching, by his passion, death, and resurrection."

          


          However, the world-shaping mythical events that Christians celebrate are not limited to a primordial age. This doesn't mean that all historical events are significant, but significant events are interspersed throughout the length of history, and they are not simply repetitions of each other: "The fall of Jerusalem does not repeat the fall of Samaria: the ruin of Jerusalem presents a new historic theophany, another 'wrath' of Jahveh." In the Christianity, "time is no longer [only] the circular Time of the Eternal Return; it has become linear and irreversible Time".


          


          Christian mythology and "progress"


          A number of scholars believe that the Bible's sense of linear time promoted the notion of "progress". According to this view, if primordial events haven't permanently determined the world's condition, mankind can be "saved" and progress is possible. According to Irwin, from the perspective of the Hebrew Bible (Old Testament), "history is a tale of progress". Christianity inherited the Hebrew sense of history through the Old Testament. Thus, although most Christians believe that human nature is inherently "fallen" (see original sin) and cannot become perfected without divine grace, they do believe that the world can and will change for the better, either through human and divine action or through divine action alone.


          


          Controversy on the word "myth"


          Although the academic use of the word "myth" is generally not supposed to imply falsehood, many Christians feel uncomfortable with the label "mythology" when it is applied to Christian tradition. This discomfort has its roots in Christian history. Early Christian theologians used the word "myth" to mean "falsehood", and it was with this meaning that the word passed into popular English usage. Hence, some Christians take offense when their own sacred stories are designated as "myths": they believe that such a designation implies that the stories are false.


          Some Christians have no problem with the use of the word "myth" to designate the narrative component of religion. For instance, C.S. Lewis used the expression "true myth" to describe the story of Jesus Christ, to emphasize it is perceived as both myth and truth: he wrote,


          
            "The story of Christ is simply a true myth: a myth working on us in the same way as the others, but with this tremendous difference that it really happened: and one must be content to accept it in the same way, remembering that it is God's myth where the others are men's myths."

          


          In such cases, Christian writers and theologians use the term "myth" without its popular implication of falsehood. The Catholic priest Father Andrew Greeley commented on this point:


          
            "Many Christians have objected to my use of this word [myth] even when I define it specifically. They are terrified by a word which may even have a slight suggestion of fantasy. However, my usage is the one that is common among historians of religion, literary critics, and social scientists. It is a valuable and helpful usage; there is no other word which conveys what these scholarly traditions mean when they refer to myth. The Christian would be well advised to get over his fear of the word and appreciate how important a tool it can be for understanding the content of his faith."

          


          


          Mythology in secular Christmas stories
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          Christmas-themed popular music, television, and cinema:


          Santa Claus is the English name for the Christian Saint Nicholas, secularized in popular culture as an old man with supernatural powers living at the North Pole, much like magic and powerful characters in mythology: Santa Claus has supernatural powers and uses them to magnanimously deliver gifts to children around the world. Santa was based on the legends of Saint Nicholas. Santa was given an amplified mythological identity in the Clement Moore poem Twas The Night Before Christmas. Comparative mythologies have also noted the ancient Germanic myths of Thor driving a cart led by goats in the sky (which led to the folklore of the Yule Goat) is like Santa driving a sleigh led by reindeers in the sky, so think Santa may stem from both Christian and pre-Christian Germanic mythology.


          In the 1950s, several Christmas cartoons emerged that deliberately adopt elements of Christian stories to convey the "true meaning of Christmas" in allegorical terms.


          An early film, Rudolph the Red-Nosed Reindeer (TV special) based on a Gene Autry song, involved a rejected and mocked reindeer that ends up leading the other reindeer through the help of a misfit elf and misfit toys.


          Similarly, Frosty the Snowman contains several Christian motifs, is the story of a snowman who comes to life for a time, melts (dies) but also reassures his childlike followers that he will "be back again some day." The television special developed from this song invents the concept of Frosty being made from "Christmas snow" which entails that he can never completely melt away and thus has an eternal essence.


          Following these early television Christmas specials, there have been countless other Christmas TV specials and movies produced for the "holiday season" that are not explicitly Christian but seek to describe "true spirit of Christmas" beliefs, such as "togetherness," "being with family," charitable acts, and belief that even bad people or situations can be redeemed. While many sundry examples of Christmas films exist, examples of films with Christian mythical elements include: How the Grinch Stole Christmas! (film), A Charlie Brown Christmas, and various adaptations of A Christmas Carol by Charles Dickens. With the exception of A Charlie Brown Christmas, which features a reading from the Gospels by Linus, they have little to do with the biblical Christmas.


          These conceptions of the "true meaning of Christmas" are also sung about in Christmas albums.


          


          Comparative mythology


          Comparative mythology is the study of similarities and connections between the myths of different cultures. For instance, the Judeo-Christian story of Noah and the flood has similarities to flood stories told worldwide. (See Jewish mythology for greater detail.) This section contains a brief survey of some major parallels between Christian mythology and other mythologies. For the sake of brevity, myths that Christianity shares with Judaism (e.g., Old Testament stories) are not covered here. For comparative mythology related to Judeo-Christian myths, see Jewish mythology.


          


          Christ and the "Dying Gods"


          Many world myths feature a god who dies and is resurrected, or who descends to hell and comes backthe mytheme is called the descent to the underworld. Such tales are very common in the Near East: "It is simply a factdeal with it how you willthat the mythology [...] of the dead and resurrected god has been known for millenniums to the neolithic and post-neolithic Levant." For example, the Phrygian god Attis castrates himself and dies, but Zeus either resurrects or eternally preserves the body, and in some versions the resurrected Attis ascends to heaven. Similar myths exist in other parts of the world: a myth from Ceram features a miraculously-conceived girl named Hainuwele who is unjustly killed but is resurrected in the form of tubers, which the Ceramese see as Hainuwele's flesh and eat as their staple food.


          Such pagan myths seemed to suggest that the Christ story was simply the latest version of a widespread pagan myth. Some early Christians responded by arguing that Satan had inspired pseudo-Christian myths before Christianity had even appeared, to mislead pagans into disbelieving in Christ when he arrived:


          
            "They admitted, indeed, that in point of time Christ was the junior deity, but they triumphantly demonstrated his real seniority by falling back on the subtlety of Satan, who on so important an occasion had surpassed himself by inverting the usual order of nature."

          


          Justin Martyr, one of the early church Fathers, makes essentially this argument in his First Apology.


          The more recent writer C. S. Lewis regarded the pagan "dying gods" as premonitions in the human mind of the Christ story that was to come. Pope Benedict XVI expressed a similar opinion in his 2006 homily for Corpus Christi:


          
            "The Lord mentioned [wheat's] deepest mystery on Palm Sunday, when some Greeks asked to see him. In his answer to this question is the phrase: 'Truly, truly, I say to you, unless a grain of wheat falls into the earth and dies, it remains alone; but if it dies, it bears much fruit' (Jn 12: 24). [...]

          


          
            Mediterranean culture, in the centuries before Christ, had a profound intuition of this mystery. Based on the experience of this death and rising they created myths of divinity which, dying and rising, gave new life. To them, the cycle of nature seemed like a divine promise in the midst of the darkness of suffering and death that we are faced with.

          


          
            In these myths, the soul of the human person, in a certain way, reached out toward that God made man, who, humiliated unto death on a cross, in this way opened the door of life to all of us."

          


          There have been some modern attempts to discredit the notion of a general "dying god" category of which Christ is a member.


          


          Zoroastrianism


          Some scholars believe that many elements of Christian mythology, particularly its linear portrayal of time, originated with the Persian religion of Zoroastrianism. Mary Boyce, an authority on Zoroastrianism, writes:


          
            "Zoroaster was thus the first to teach the doctrines of an individual judgment, Heaven and Hell, the future resurrection of the body, the general Last Judgment, and life everlasting for the reunited soul and body. These doctrines were to become familiar articles of faith to much of mankind, through borrowings by Judaism, Christianity and Islam."

          


          Mircea Eliade believes the Hebrews had a sense of linear time before Zoroastrianism influenced them. However, he argues, "a number of other [Jewish] religious ideas were discovered, revalorized, of systematized in Iran". These ideas include a dualism between good and evil, belief in a future savior and resurrection, and "an optimistic eschatology, proclaiming the final triumph of Good".


          


          Other connections


          In Buddhist mythology, the demon Mara tries to distract the historical Buddha, Siddhartha Gautama, before he can reach enlightenment. Huston Smith, a professor of philosophy and a writer on comparative religion, notes the similarity between Mara's temptation of the Buddha before his ministry and Satan's temptation of Christ before his ministry.


          In the Book of Revelation, the author sees a vision of a pregnant woman in the sky being pursued by a huge red dragon. The dragon tries to devour her child when she gives birth, but the child is "caught up to God and his throne". This appears to be an allegory for the triumph of Christianity: the child presumably represents Christ; the woman may represent God's people of the Old and New Testaments (who produced Christ); and the Dragon symbolizes Satan, who opposes Christ. According to Catholic scholars, the images used in this allegory may have been inspired by pagan mythology:


          
            "This corresponds to a widespread myth throughout the ancient world that a goddess pregnant with a savior was pursued by a horrible monster; by miraculous intervention, she bore a son who then killed the monster."

          


          


          History


          


          From Roman Empire to Europe


          After Christian theology was accepted by the Roman Empire, promoted by St. Augustine in the 5th century, Christian mythology began to predominate the Roman Empire. Later the theology was carried north by Charlemagne and the Frankish people, and Christian themes began to weave into the framework of European mythologies (Eliade 1963:162-181). The pre-Christian ( Germanic and Celtic mythology that were native to the tribes of Northern Europe were denounced and submerged, while saint myths, Mary stories, Crusade myths, and other Christian myths took their place. However, pre-Christian myths never went entirely away, they mingled with the (Roman Catholic) Christian framework to form new stories, like myths of the mythological kings and saints and miracles, for example (Eliade 1963:162-181). Stories such as that of Beowulf and Icelandic, Norse, and Germanic sagas were reinterpreted somewhat, and given Christian meanings. The legend of King Arthur and the quest for the Holy Grail is a striking example (Treharne 1971). The thrust of incorporation took on one of two directions. When Christianity was on the advance, pagan myths were Christianized; when it was in retreat, Bible stories and Christian saints lost their mythological importance to the culture.


          


          Since Enlightenment


          Since the end of the eighteenth century, the biblical stories have lost some of their mythological basis to western society, owing to the scepticism of the Enlightenment, nineteenth-century freethinking, and twentieth century modernism. Most westerners no longer found Christianity to be their primary imaginative and mythological framework by which they understand the world. However other scholars believe mythology is in our psyche, and that mythical influences of Christianity are in many of our ideals, for example the Judeo-Christian idea of an after-life and heaven (Eliade 1963:184). The book Virtual Faith: The Irreverent Spiritual Quest of Generation X by Tom Beaudoin explores the premise that Christian mythology is present in the mythologies of pop-culture, such as Madonna's Like a Prayer or Soundgarden's Black Hole Sun. Modern myths are strong in comic book stories (as stories of culture heroes) and detective novels as myths of good versus evil (Eliade 1963:185).


          Certain groups within Western society still retain a strong element of Christian mythology in their understanding of life. It is also true that Christian myths often inform law and the ideals within different Western societies, but the idea of a Christendom that permeates all aspects of life is no longer applicable.


          


          Influence on Western progressivism


          Christian mythology, which presents a linear, progressive view of history, has deeply influenced the West's emphasis on progress. Even supposedly secular or political movements such as Marxism and Nazism "announce the end of this world and the beginning of an age of plenty and bliss". Mircea Eliade believes movements such as Marxism would have been impossible without the conceptual framework Christian mythology provided: "Marx turns to his own account the Judaeo-Christian eschatological hope of an absolute goal of History."


          Likewise, Joseph Campbell sees Marx's theory of history as a "parody" of Judeo-Christian mythology. According to Campbell, the Zoroastrian, Jewish, and Christian myth of the final triumph of good over evil appears repeatedly in Western intellectual, political, and spiritual movements:


          
            "In the end, which is inevitable, the dark and evil power [...] is to be destroyed forever in a crisis of world renovation to which all history tendsand to the realization of which every individual is categorically summoned."

          


          Robert Ellwood, a professor of religion, agrees. According to him, "Western modernism", with its belief in "emancipation through progress", is "to no small degree the secularization of Judaism and Christianity".


          
            Retrieved from " http://en.wikipedia.org/wiki/Christian_mythology"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Christina Aguilera


        
          

          
            
              	Christina Aguilera
            


            
              	
                [image: Christina Aguilera performing "Hurt" at the 2006 MTV Video Music Awards on August 31, 2006]


                
                  Christina Aguilera performing " Hurt" at the 2006 MTV Video Music Awards on August 31, 2006
                

              
            


            
              	Background information
            


            
              	Birth name

              	Christina Maria Aguilera
            


            
              	Also known as

              	X-tina
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              	December 18, 1980 (1980-12-18)

              Staten Island, New York City, New York, USA
            


            
              	Origin

              	Pittsburgh, Pennsylvania, USA
            


            
              	Genre(s)

              	Pop, dance-pop, teen pop, Latin pop, R&B, pop rock, adult contemporary
            


            
              	Occupation(s)

              	Singer, songwriter, philanthropist
            


            
              	Years active

              	1998present
            


            
              	Label(s)

              	RCA
            


            
              	Website

              	www.christinaaguilera.com
            

          


          Christina Mara Aguilera (born December 18, 1980) is an American pop singer and songwriter. She was signed to RCA Records after recording " Reflection" for the film Mulan. She came to prominence following her debut album Christina Aguilera (1999), which was a critical and commercial success.


          After parting from her management, Aguilera took creative control over her second studio album Stripped (2002), which received mixed reviews and produced substantial sales. The overtly sexual image Aguilera displayed during the promotion of the album became the subject of intense criticism and ridicule. The second single, " Beautiful" was of commercial success and sustained the album's sales.


          Aguilera's third studio album Back to Basics (2006) included elements of soul, jazz, and blues music. Mainly produced by DJ Premier, it was released to strong sales and positive critical reception. Aside from being known for her vocal ability, musically she includes themes of dealing with public scrutiny, her childhood, and female empowerment. Aguilera's work has earned her numerous awards including five Grammy Awards amongst eighteen nominations. She has sold 30 million albums worldwide.


          


          Life and music career


          


          Early life and career


          Aguilera was born in Staten Island, New York City, New York, to Fausto Wagner Xavier Aguilera, a Sergeant in the U.S. Army at the time and Shelly Loraine Fidler, a Spanish teacher. Aguilera's father was born in Guayaquil, Ecuador, while her mother is of Irish descent (Christina's maternal grandmother emigrated from County Clare). Her father, Fausto, was stationed at Earnest Harmon Air Force Base in Stephenville, Newfoundland, Canada and Japan. Aguilera lived with her father and mother until she was seven years old. When Aguilera's parents divorced, her mother took her, and her younger sister Rachel, to her grandmother's home in Wexford, Pennsylvania, a White-collar suburb outside of Pittsburgh. According to both Aguilera and Fidler, her father was very controlling, as well as physically and emotionally abusive. She later wrote about her difficult childhood in the songs "I'm OK" in Stripped, and "Oh Mother" in Back to Basics. Although her father has written to Aguilera, she has ruled out any chance to reunite with him. Since then, Fidler has married a paramedic named Jim Kearns, and has changed her name to Shelly Kearns.


          As a child, Aguilera aspired to be a singer. Her musical influences included Etta James, Aretha Franklin, Whitney Houston, Nina Simone, and Madonna. She also cites the musical The Sound of Music as an early inspiration for singing and performing. As a child, she was known locally as "the little girl with the big voice", singing in local talent shows and competitions.


          According to VH1's Driven, whenever competitors learned they would be up against her in any given week, they would immediately withdraw, prompting insiders to claim it was "like sending a lamb to the slaughter." Her peers soon became jealous of her and would frequently subject her to ridicule, ostracism, and, in one gym class, attempted assault. Acts of vandalism around her house included the slashing of the tires on the family car. Eventually, the family relocated to another suburb in the Pittsburgh area and took to secrecy about Aguilera's talent lest another backlash occur.


          On March 15, 1990, she appeared on Star Search singing Etta James' "A Sunday Kind of Love", but lost the competition. Soon after losing on Star Search, she returned home and appeared on Pittsburgh's KDKA-TV's Wake Up with Larry Richert to perform the same song. People remarked that the then ten-year-old "sounded 20".


          Throughout her youth in Pittsburgh, Aguilera sang " The Star-Spangled Banner" before Pittsburgh Penguins hockey, Pittsburgh Steelers football and Pittsburgh Pirates baseball games. Her first major role in entertainment came in 1993 when she joined the Disney Channel's variety show The New Mickey Mouse Club. Her co-stars included Justin Timberlake, JC Chasez, Rhona Bennett (who later became a member of En Vogue), Ryan Gosling, Britney Spears, and Keri Russell. According to the documentary Driven, Aguilera's Mickey Mouse Club co-stars called her "the Diva". One of her most notable performances was of Whitney Houston's " I Have Nothing". When the show was canceled 1994, Aguilera began recording demos in an attempt to get signed to a record label.


          At the age of fourteen, Aguilera recorded her first song, "All I Wanna Do", a hit duet with Japanese singer Keizo Nakanishi. In 1997, she represented the United States at the "Golden Stag" International Festival with a two-song set which included Sheryl Crow and Diana Ross.


          [bookmark: 1998-2001:_Pop_music_beginnings_and_Christina_Aguilera]


          1998-2001: Pop music beginnings and Christina Aguilera


          In 1998, she sang the High "E" in full voice ( E5) on a cover of Whitney Houston's " Run to You" which she recorded with a tape recorder in her bathroom. She was then selected to record the song " Reflection" for the Disney production of Mulan (1998). Recording "Reflection" led to Aguilera earning a contract with RCA Records the same week. "Reflection" peaked within the top twenty on the Adult Contemporary Singles Chart, and it was nominated for a Golden Globe Award for " Best Original Song" in 1998.


          Under the exclusive representation of Steve Kurtz, Aguilera's self-titled debut album Christina Aguilera was released on August 24, 1999. It reached the top of the Billboard 200 and Canadian album charts, selling eight million copies in the U.S. and over 13 million copies worldwide. The album is also included in the Top 100 Album of All Time list of The Recording Industry Association of America (RIAA) based on album sales in the US.
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              Aguilera during the promotion of her debut album in April 2000.
            

          


          Her singles " Genie in a Bottle", " What a Girl Wants" and " Come on Over Baby (All I Want Is You)" topped the Billboard Hot 100 during 1999 and 2000, and " I Turn to You" reached #3. According to the album's songwriters who appeared on the documentary Driven, Aguilera wanted to display the range and audacity in her voice during the promotion of the album, and performed acoustic sets and appeared on television shows accompanied only by a piano. She ended the year on MTV's 2 Large New Year's Special, as she performed and was MTV's first artist of the millennium. Aguilera won the " Best New Artist" award at the 2000 Grammys, and she was nominated for " Best Female Pop Vocal Performance" for "Genie in a Bottle".


          Later in 2000, Aguilera first emphasized her Latin heritage by releasing her first Spanish album, Mi Reflejo on September 12, 2000. This album contained Spanish versions of songs from her English debut as well as new Spanish tracks. Though some criticized Aguilera for trying to "cash in" on a Latin-music boom that included Ricky Martin, Jennifer Lopez, and Marc Anthony, the album still managed to peak at #27 on the Billboard 200 and number one on the Latin album charts. In 2001, it won Aguilera a Latin Grammy Award for "Best Female Pop Vocal Album". The Album has sold 3.5 million copies worldwide and has been certified Gold (500,000) in the USA and 3x Platinum (600,000* Latin album) under the RIAA's Los Premios de Oro y Platino program. She also won the World Music Award as the best selling Latin artist that year. Aguilera also released a Christmas album on October 24, 2000 called My Kind of Christmas. It peaked at #28 on the Billboard 200, has sold over 3.2 million copies worldwide, and has been certified Platinum (1 million) in the USA. Ricky Martin asked her to duet with him on the track " Nobody Wants to Be Lonely" from his album Sound Loaded; released in 2001 as the album's second single, which reached #1 on the World Chart.


          In 2001, Aguilera, Lil' Kim, Mya, and Pink were chosen to remake Patti LaBelle's 1975 single " Lady Marmalade" for the film Moulin Rouge! and its soundtrack. The single Missy Elliott produced hit number one on the Hot 100 for five weeks and reached number one in eleven other countries, and it earned all four performers a Grammy Award for " Best Pop Collaboration with Vocals". Aguilera's appearance in the music video was compared to that of Twisted Sister frontman Dee Snider. The video won two MTV Video Music Awards including Video of the Year in 2001, where Aguilera accepted the award saying, "I guess the big hair paid off."
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              Aguilera in the music video for " Lady Marmalade" (2001), a collaboration with Lil' Kim, Mya and P!nk.
            

          


          That year a single emerged into record stores called "Just Be Free", one of the demos Aguilera recorded when she was around fifteen years old. When RCA Records discovered the single, they advised fans not to purchase it and had German authorities pull the single off shelves. Months later, Warlock Records was set to release Just Be Free, an album which contains the demo tracks. Aguilera filed a breach of contract and unfair-competition suit against Warlock and the album's producers to block the release. Instead, the two parties came to a settlement to release the album. Aguilera lent out her name, likeness and image for an unspecified amount of damages. Many of the details of the lawsuit remain confidential. When the album was released in August 2001, it had a photograph of Aguilera when she was fifteen years old.


          Although Aguilera's debut album was very well received, she was dissatisfied with the music and image her management had created for her. Aguilera was marketed as a bubblegum pop singer because of the genre's upward financial trend. She mentioned plans of her next album to have much more depth, both musically and lyrically. Aguilera's views of Steve Kurtz's influence in matters of the singer's creative direction, the role of being her exclusive personal manager and overscheduling had in part caused her to seek legal means of terminating their management contract.


          In October 2000, Aguilera filed a Breach of Fiduciary Duty lawsuit against Kurtz for improper, undue and inappropriate influence over her professional activities, as well as fraud. According to legal documents, Kurtz did not protect her rights and interests. Instead, he took action that was for his own interest, at the cost of hers. The lawsuit came about when Aguilera discovered Kurtz used more of her commissionable income than he was allotted, and had paid other managers to assist him. She also petitioned the California State Labor Commission to nullify the contract. After terminating Kurtz's services, Irving Azoff was hired as her new manager.


          Kurtz countersued later that month for breach of contract, claiming that the singer violated the same agreement she had sued to void. In the lawsuit, he included others close to Aguilera, alleging their intent to sabotage his business relationship with her. He also singled out Azoff for being in violation of the terms of Kurtz's contract. During this time, while she was also working on her second album, she later revealed that she was betrayed by several friends, and hit rock bottom. She used her then-upcoming album as therapy, saying "this record saved me from insanity."


          [bookmark: 2002.E2.80.932003:_Stripped_era]


          20022003: Stripped era


          On October 29, 2002, after much delay, Aguilera's second full-length English album, Stripped, was released, selling more than 330,000 copies in the first week and peaking at #2 on the Billboard 200. Unlike previous work, the album showcased Aguilera's raunchier side. The majority of Stripped was co-written by Aguilera (who had recently signed a global music publishing contract with BMG Music Publishing), and was influenced by many different subjects and music styles, including rhythm and blues, gospel, soul, balladry, pop rock, hip hop, and jazz. Upon initial release, the album was very well-received by critics, although Aguilera's vocals were overlooked as she began to cultivate a more sexually provocative image. After the release of the album, she took part in photoshoots for magazines such as Maxim, Rolling Stone, and CosmoGirl!. Many of these photographs featured her nude or semi-nude. It was during this time Aguilera referred to herself as "Xtina", even getting a tattoo of her nickname on the back of her neck and several piercings.


          Initially, the raunchy image had a negative effect on Aguilera in the U.S., especially after the release of her controversial " Dirrty" music video. She denied that this change was a matter of publicity, claiming that the image better reflected her true personality than did the image she cultivated back in 1999. While the video for "Dirrty" became very popular on MTV, it disappointed on the U.S. singles chart. However, the single was a hit worldwide, reaching number one in the UK and Ireland. The album reached the top five on the U.K., U.S. and Canadian album charts, though it was initially considered a " sophomore slump." The second single, " Beautiful", became highly successful on the radio and earned her another Grammy for Best Female Pop Vocal Performance. Three more singles from the album (" Fighter", " Can't Hold Us Down" featuring Lil' Kim, " The Voice Within") were released in the following two years and were hits that helped the album stay on the charts for the next two years - "Infatuation" was only released as single in Spain instead of " The Voice Within". Stripped stayed on the U.S. and UK album charts well into 2004, and went on to be certified four-times platinum in the U.S. with over 10 million copies sold worldwide. It appeared at number ten on Billboard's year-end album chart. Kelly Clarkson's second single " Miss Independent" was co-written by Aguilera, having been half-finished for Stripped.


          
            [image: Aguilera performing in her Stripped Tour.]

            
              Aguilera performing in her Stripped Tour.
            

          


          Aguilera joined Justin Timberlake that June on the final leg of his international Justified tour, held in the U.S. This portion of the tour became a co-headliner called the Justified & Stripped Tour. In August, an overhead lighting grid collapsed from the ceiling of the Boardwalk Hall in Atlantic City, New Jersey, causing major damage to the sound and video equipment below. Because the collapse occurred hours before the show, only a few stagehands were injured, but a few shows were cancelled or postponed. In the fourth quarter of that year, Aguilera continued to tour internationally without Timberlake, and changed the name of the tour to the Stripped World Tour. She also dyed her hair black. It was one of the top-grossing tours of that year, and sold out most of its venues. Rolling Stone readers named it the best tour of the year. She became the muse and model for fashion house Versace. She also topped Maxim's Hot 100 list, setting record sales for the issue later saying, "We had fun working with certain clothes, or the lack thereof".


          In light of the tour's success, another U.S. tour was scheduled to begin in mid 2004 with a new theme. The tour however was scrapped because of the vocal cord injuries Aguilera suffered shortly before the tour's opening date. In a tribute to Madonna's performance at the inaugural MTV Video Music Awards, Aguilera performed a kiss with the singer-actress at the 2003 edition of the ceremony in August. The incident occurred during the opening performance of Madonna's songs " Like a Virgin" and " Hollywood" with fellow popstar Britney Spears.
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          20042005: Post-Stripped activities


          Aguilera later decided to embrace a more mature image; this move was met with more praise than criticism, with articles using punch lines such as "From Crass to Class". She eventually dyed her hair cherry blonde and recorded a jingle, " Hello", for a Mercedes-Benz ad, becoming the new face of Mercedes-Benz. However, the jingle was never completed, as Aguilera has already started working on new material. Shortly after, she dyed her hair blonde and cut it short, and took on a Marilyn Monroe look; many of her fans believe she is one of the main proponents (along with Dita Von Teese, Gwen Stefani, the Puppini Sisters and Ashley Judd) in bringing back the 1920s-1940s Hollywood glamour look.
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              Image used in the Declare Yourself billboard campaign. Photograph by David LaChapelle
            

          


          In the run-up to the 2004 United States presidential election, Aguilera was featured on billboards for the "Only You Can Silence Yourself" online voter registration drive run by the nonpartisan, non-profit campaign " Declare Yourself". In these political advertisements, shot by David LaChapelle, Aguilera was shown with her mouth sewn shut, to symbolize the effects of not voting. She appeared on The Oprah Winfrey Show to discuss the importance of voting.


          In late summer 2004 Aguilera released two singles. The first, " Car Wash", was a remake of the Rose Royce disco song recorded as a collaboration with rapper Missy Elliott for the soundtrack to the film Shark Tale. The second song was also a collaboration, but this time as a second single from one of Nelly's double-release albums, Sweat, titled " Tilt Ya Head Back". Both singles failed commercially in the U.S., but did considerably better in other parts of the world. After much delay, Aguilera's first DVD live-recording from a concert tour, Stripped Live in the UK, was released in November 2004. In late December she officially released a fragrance, Xpose, which has only been available in a few European countries.


          Aguilera collaborated with jazz artist Herbie Hancock on a cover of Leon Russell's " A Song for You" recorded for Hancock's album Possibilities, released in August 2005. Aguilera and Hancock were later nominated for the Grammy Award for " Best Pop Collaboration with Vocals". Aguilera went back to her Mickey Mouse Club roots when she helped open the 50th Anniversary for Disneyland by performing "When You Wish Upon a Star", and she also collaborated with Andrea Bocelli on the song "Somos Novios" for his album Amore. In late 2005, she performed at "Unite of the Stars" concert in aid of Unite Against Hunger in Johannesburg, South Africa and at the Nelson Mandela Children's Fund at the Coca-Cola Dome in November.
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          20062007: Back to Basics


          In March 2006, Aguilera signed a contract with European cell phone operator Orange to promote the new Sony Ericsson Walkman phone. She was featured in a Pepsi commercial alongside Lebanese singer Elissa, as well as Korean pop singer Rain in May. The spot aired during the 2006 World Cup.


          She posed nude for a Marilyn Monroe-inspired photoshoot in the May 2006 issue of GQ magazine. In the issue she expressed disappointment in fellow singer Mariah Carey, saying, "She was never cool to me... to the point that one time we were at a party, and I think she got really drunk, and she had just really derogatory things to say to me." In response, Carey issued a press release saying, "It is sad yet predictable that she would use my name at this time to reinvent past incidents for her promotional gain." Aguilera then released her own statement claiming, "My intentions were not to upset Mariah with any statements that were published or taken out of context. I have all the respect in the world for her."


          Aguilera's third English studio album, Back to Basics, released August 15, 2006, went to #1 in thirteen countries. The critically-acclaimed lead single " Ain't No Other Man" was a substantial success, reaching #2 on the United World Chart, #6 in the U.S., and the top 5 in Europe. Aguilera described the double CD as "a throwback to the 20s, 30s, and 40s-style jazz, blues, and feel-good soul music, but with a modern twist." Producers on the album included DJ Premier, Kwam, Linda Perry, and Mark Ronson. One track, "F.U.S.S.", was written as a response to the animosity between Aguilera and Scott Storch during the recording of Stripped. In the interview with Maxim, she said, "Thats a way of burying my experience with him. We did great work on Stripped... When I tried to work with him again, he made uncalled-for demands. It was disappointing that someone would get affected like that." She received writing credit for every track and was the executive producer for the album, which debuted at number one in the U.S. and the U.K. The follow-up singles did very well in different regions, " Hurt" in Europe and " Candyman" in the Pacific. She co-directed both music videos, the former with Floria Sigismondi who directed her "Fighter" video, and the latter, "Candyman", with director/photographer Matthew Rolston which was inspired by The Andrews Sisters. The Back To Basics album has sold 4.3 million copies around the world as of 2007.


          In late 2006 Aguilera collaborated with Sean "Diddy" Combs on a track, titled " Tell Me", from his album " Press Play". The single reached the top 10 in the UK and peaked at #47 in the U.S.


          The " Back to Basics Tour" began late 2006 in Europe followed by a 41-date North American tour in early 2007. After this, she toured Asia and Australia, where it was supposed to end on August 3, however she canceled her dates in Melbourne and her final two in Auckland due to an illness. Her extravagant arena tour included cabaret, three-ring circus and juke joint sets with her 10 piece costumes designed by Roberto Cavalli. It was the most successful US tour by a female in 2007.


          At the 49th Grammy Awards, Aguilera again won the Best Female Pop Vocal Performance for "Ain't No Other Man". She made a noteworthy performance at the ceremony paying tribute to James Brown with her rendition of his song " It's a Man's Man's Man's World". In January 2007, she was named the 19th richest woman in entertainment by Forbes, with a net worth of US$60 million.


          Aguilera performed Steppin' Out With My Baby with Tony Bennett on the 59th Primetime Emmy Awards. That same evening, Bennett won 2 Emmys for Tony Bennett: An American Classic, which Aguilera was a part of. In addition, the Saturday Night Live episode in which Aguilera was the musical guest won an Emmy. "Steppin' Out" is nominated for Best Pop Collaboration With Vocals at the 50th Annual Grammy Awards, along with a Best Female Pop Vocal Performance nomination for her third single "Candyman".
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          2008-present Future: fourth album


          Mayor of Hollywood, Johnny Grant, announced that in 2008, Aguilera will get a star in the Hollywood Walk of Fame.


          In June 2007, Aguilera said that she was gathering inspiration for her next album, which she said would be "short and sweet" and "completely different" from Back to Basics, although she did not elaborate on what the style of the album would be.


          In an interview with Blender magazine Aguilera stated that recording a song with her once rival Eminem is on her agenda. She will appear in the upcoming Martin Scorsese documentary Shine A Light from a Rolling Stones concert performance where she performed with Mick Jagger.


          


          Film and television


          Aside from being a cast member of The New Mickey Mouse Club Aguilera has done numerous television appearances and guest appearances. She made a cameo appearance performing on an episode of Beverly Hills, 90210, and hosted a Saturday Night Live episode in 2004. The episode included a Sex & The City skit where she portrayed Samantha Jones revealing to everyone she was a man the entire time. She's mentioned in several interviews that she intends to pursue edgy acting roles similar to Angelina Jolie. She voiced a small singing part in the animated film Shark Tale playing a rastafarian jellyfish in the film's closing musical number. The film's stars included, among others, Jolie herself. Musically she included herself in soundtracks for several Hollywood films including Mulan, What Women Want and the musical Moulin Rouge! More recently, she is reported to play the notorious burlesque stripper Tempest Storm in a new film biopic.


          


          Perfume


          On October 1, 2007, Aguilera released her own perfume through Procter and Gamble. The decorative design of the packaging and bottle is inspired by 1930's Hollywood glamour. Aguilera said, "I love trying new things in my music and in fashion. To have a perfume of my own is the beginning of an exciting adventure. To me jasmine has always been synonymous with old movie star glamour. It is such a beautiful scent and has great heritage in traditional perfumery, which I love. The blackcurrant tea note for me captures the vibrancy and happiness of my honeymoon. Its fruity, mouth watering scent reminds me of sitting on our Bali veranda in the heat, looking out over the most gorgeous sunset while sipping a cool, refreshing cocktail".


          In Christmas 2007, the fragrance became the Christmas Number-1 perfume in the UK.


          


          Philanthropy


          Throughout her career, Aguilera has been involved with certain charities. She signed a letter from PETA to the South Korean government asking that the country stop its alleged killing of dogs for food. Her involvement in supporting the Defenders of Wildlife have also added to her donations with charities.


          Aguilera is still a major contributor in her hometown of Pittsburgh contributing regularly to the Women's Centre & Shelter of Greater Pittsburgh. According to her official website, she toured the centre and donated $200,000 to the shelter. She also has auctioned off front row seats and back stage passes for the Pittsburgh-based charity. She has continued her donations and visits to the shelter, and plans to open an additional one. She also supports the Coalition Against Domestic Violence, and Refuge UK. Since then she has worked with Lifetime Television's 'End violence against women' campaign. Her work there included a public service announcement which aired on the network and during her 2007 tour.


          Aguilera contributes in the fight against AIDS, by participating in AIDS Project Los Angeles' Artists Against AIDS " What's Going On?" cover project. In 2004, Aguilera became the new face for cosmetic company MAC and spokesperson for MAC AIDS Fund. Aguilera appeared in advertisements of the MAC's Viva Glam V lipstick and lipgloss, and was featured on Vanity Fair in recognition of her campaign work. In addition, Aguilera contributed to YouthAIDS by posing for a joint YouthAIDS and Aldo Shoes campaign for "Empowerment Tags" in Canada, the U.S. and the UK. She was featured with one of three ubiquitous slogans, "Speak No Evil?" and stated, "HIV is something that people dont want to talk about, hear about, or face." Singer Elton John featured Aguilera in his charity book titled "Four Inches" benefiting the Elton John AIDS Foundation. Elton also hand-picked Aguilera, among others, for his "Fashion Rocks" charity concert. The show, which accompanies music and fashion to benefit the fight against AIDS/HIV, is televised annually and aired in September of 2006.


          In November 2005, all of her wedding gifts were submitted to various charities around the nation in support of Hurricane Katrina victims. In March 2007 Aguilera took take part in a charity album (remaking Lennon's " Mother"), proceeds benefit Amnesty International's efforts to end genocide in Darfur. The album titled, " Instant Karma: The Amnesty International Campaign to Save Darfur", was released June 12, 2007, featuring John Lennon covers sung by several artists. Later that year she hosted a party alongside voting advocacy group Rock the Vote to raise awareness amongst young voters.


          


          Personal life


          In 2000, Aguilera was rumored to have dated MTV VJ Carson Daly. The relationship was the subject of much discussion after the release of Eminem's song " The Real Slim Shady", in which Eminem satirically suggests that Aguilera had performed fellatio on both Daly and Fred Durst, the lead singer of Limp Bizkit, and had given the rapper himself a venereal disease. Aguilera called the song's innuendo "disgusting" and "untrue." Aguilera and Eminem reportedly resolved the issue three years later backstage at the MTV Video Music Awards.


          She dated Puerto Rican-born dancer Jorge Santos, he appeared on her tour and music videos throughout 2000. They dated for nearly two years until the relationship ended in September 2001. He remained her dancer well into 2002.


          In early 2002, Aguilera began dating music marketing executive Jordan Bratman. Their engagement was announced in February 2005, and they married on November 19, 2005, in the Napa Valley. The couple celebrated their one year anniversary in Dublin, Ireland where she was on tour at the time.


          On September 9, 2007, Paris Hilton confirmed that the singer was pregnant, saying, "Congratulations to the most beautiful pregnant woman in the world." Aguilera, however, had not yet publicly confirmed her pregnancy at the time. Aguilera later confirmed this on November 4, 2007 in an interview with Glamour magazine.


          On Saturday, January 12, 2008 at 10:05 p.m., Aguilera gave birth to a son, Max Liron Bratman, at Cedars-Sinai Medical Centre in Los Angeles, California; the baby weighed 6 lbs., 2 oz. and measured 20.5 inches long. To repay her fans for their support during her pregnancy, Aguilera released an exclusive video of "Save Me From Myself" from her Back To Basics album, featuring footage from her and Bratman's wedding.


          


          Vocal ability


          Aguilera, a spinto soprano, known for her prominent singing style, strong vocals, powerful voice and ability to sing in the whistle register, has rivaled many of her other contemporaries and has been referred to as the "voice of her generation." In the MTV special All Eyes on Christina, John Norris said that Aguilera "has a four-octave vocal range." Aguilera also topped COVE's list of the 100 Best Pop Vocalists with a score of 50 and came fifth in MTV's 22 Greatest Voices in Music. A review in an Entertainment Weekly article mentions her "tackling that dog-whistle high note" at the 3:28 mark in the song "Soar" from her album Stripped. Additionally, Axl Rose (of Guns N' Roses fame) has described Aguilera as "one of the greatest vocalists of our time." She was said to have been possessed by the God Father of Soul when she delivered the spine-tingling rendition of It's A Man's Man's Man's World at the 49th Annual Grammy Awards Ceremony as a tribute to the late blues singer, James Brown. Her performance that night ranked 3rd in the Grammys Greatest Moments List behind Celine Dion's performance of My Heart Will Go On. In an interview with Gay Times Magazine 2007, Celine Dion described Aguilera as: ..."probably the best vocalist in the world."


          


          Discography


          
            
              	
                

                Albums


                
                  	1999: Christina Aguilera


                  	2000: Mi Reflejo


                  	2000: My Kind of Christmas


                  	2002: Stripped


                  	2006: Back to Basics

                

              

              	
                

                DVDs


                
                  	1999: Genie Gets Her Wish


                  	2001: My Reflection


                  	2004: Stripped Live in the UK


                  	2008: Back To Basics: Live And Down Under

                

              

              	
                

                Tours


                
                  	2000: Sears & Levis US Tour


                  	2001: The Latin America Tour


                  	2003: Justified and Stripped Tour


                  	2003: Stripped World Tour


                  	2006 - 2007: Back to Basics Tour

                

              
            

          


          


          Filmography


          
            	1993  1995: Mickey Mouse Club  Herself


            	1999: Beverly Hills 90210  Herself


            	2000: Saturday Night Live  Musical guest


            	2003: Saturday Night Live  Musical guest


            	2004: Shark Tale  Voice


            	2004: Saturday Night Live  Host


            	2006: Saturday Night Live  Musical guest


            	2008: Shine a Light

          


          


          Awards


          
            
              	Year

              	Category

              	Genre

              	Recording

              	Result
            


            
              	Grammy Awards
            


            
              	2000

              	Best New Artist

              	General

              	Christina Aguilera

              	Won
            


            
              	Best Female Pop Vocal Performance

              	Pop

              	"Genie In A Bottle"

              	Nominated
            


            
              	2001

              	Best Female Pop Vocal Performance

              	Pop

              	"What A Girl Wants"

              	Nominated
            


            
              	Best Pop Vocal Album

              	Latin

              	Mi Reflejo

              	Nominated
            


            
              	2002

              	Best Pop Collaboration with Vocals

              	Pop

              	"Nobody Wants to Be Lonely" (with Ricky Martin)

              	Nominated
            


            
              	Best Pop Collaboration with Vocals

              	Pop

              	"Lady Marmalade" (with Lil' Kim, Mya and Pink)

              	Won
            


            
              	2003

              	Best Pop Collaboration with Vocals

              	Pop

              	"Dirrty" (featuring Redman)

              	Nominated
            


            
              	2004

              	Best Pop Collaboration with Vocals

              	Pop

              	"Can't Hold Us Down" (featuring Lil' Kim)

              	Nominated
            


            
              	Best Pop Vocal Album

              	Pop

              	Stripped

              	Nominated
            


            
              	Best Female Pop Vocal Performance

              	Pop

              	"Beautiful"

              	Won
            


            
              	2006

              	Best Pop Collaboration with Vocals

              	Pop

              	"A Song For You" (with Herbie Hancock)

              	Nominated
            


            
              	2007

              	Best Female Pop Vocal Performance

              	Pop

              	"Ain't No Other Man"

              	Won
            


            
              	Best Pop Vocal Album

              	Pop

              	Back to Basics

              	Nominated
            


            
              	2008

              	Best Female Pop Vocal Performance

              	Pop

              	"Candyman"

              	TBA
            


            
              	Best Pop Collaboration with Vocals

              	Pop

              	"Steppin' Out" (with Tony Bennett)

              	TBA
            


            
              	Latin Grammy Awards
            


            
              	2000

              	Best Female Pop Vocal Performance

              	Pop

              	"Genio Atrapado"

              	Nominated
            


            
              	2001

              	Record of the Year

              	General

              	"Pero Me Acuerdo De Ti"

              	Nominated
            


            
              	Best Female Pop Vocal Album

              	Pop

              	Mi Reflejo

              	Won
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              	Christmas
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              	Also called

              	Christ's Mass

              Nativity

              Incarnation

              Yule Tide

              Noel

              Winter Pascha
            


            
              	Observed by

              	Christians around the world as well as many non-Christians
            


            
              	Type

              	Christian, cultural
            


            
              	Significance

              	Nativity of Jesus
            


            
              	Date

              	25 December in Western Christianity and some Eastern Orthodox Churches

              24 December in some countries

              6 January in the Armenian Apostolic Church

              7 January in most Eastern Orthodox Churches.
            


            
              	Observances

              	Religious services, gift giving, family meetings, decorating trees
            


            
              	Related to

              	Annunciation, Incarnation, Advent, Epiphany, Baptism of the Lord, Winter solstice
            

          


          Christmas (IPA: /krɪsməs/) is an annual holiday that celebrates the birth of Jesus. It refers to both the day commemorating the birth, and also the Christmastide season which that day inaugurates, concluding with the Feast of the Epiphany. The date of the celebration is traditional, and is not considered to be Jesus's actual date of birth. Christmas festivities often combine the observation of the Nativity with various cultural customs, many of which have been influenced by earlier winter festivals. Although nominally a Christian holiday, it is also observed as a cultural holiday by many non-Christians around the world. On the other hand, there are some Christian denominations, like Jehovah's Witnesses, certain Seventh Day Adventist churches, and the Living Church of God, whose members do not, as a rule, celebrate Christmas. It was not until the reign of Queen Victoria that many of the Christian customs occur. In most places around the world, Christmas Day is celebrated on 25 December. Christmas Eve begins at the evening of the preceding date, 24 December. In Germany and some other countries, the main Christmas celebrations commence on Christmas' Eve. The day following Christmas Day, 26 December, is called Boxing Day in the United Kingdom and many countries of the Commonwealth, and called St. Stephen's Day or the Feast of Saint Stephen in Catholic countries. The Armenian Apostolic Church observes Christmas on 6 January. Eastern Orthodox Churches that still use the Julian Calendar celebrate Christmas on the Julian version of 25 December, which is 7 January on the more widely used Gregorian calendar, because the two calendars are now 13 days apart.


          The prominence of Christmas Day increased gradually after Charlemagne was crowned on Christmas Day in 800. Around the 12th century, the remnants of the former Saturnalian traditions of the Romans were transferred to the Twelve Days of Christmas ( 25 December  5 January). Christmas during the Middle Ages was a public festival, incorporating ivy, holly, and other evergreens, as well as gift-giving.


          Modern traditions have come to include the display of Nativity scenes, holly and Christmas trees, the exchange of gifts and cards, and the arrival of Father Christmas or Santa Claus on Christmas Eve or Christmas morning. Popular Christmas themes include the promotion of goodwill and peace.


          


          Etymology


          The word Christmas originated as a contraction of " Christ's mass". It is derived from the Middle English Christemasse and Old English Cristes msse, a phrase first recorded in 1038, compounded from Old English derivatives of the Greek christos and the Latin missa. In early Greek versions of the New Testament, the letter  (chi), is the first letter of Christ. Since the mid-16th century , or the similar Roman letter X, has been used as an abbreviation for Christ. Hence, Xmas is often used as an abbreviation for Christmas.


          After the conversion of Anglo-Saxon Britain in the very early 7th century, Christmas was referred to as geol, the name of the pre-Christian winter festival from which the current English word ' Yule' is derived.


          


          The Nativity
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              German painting, 1457
            

          


          The Nativity of Jesus refers to the Christian belief that the Messiah was born to the Virgin Mary. The story of Christmas is based on the biblical accounts given in the Gospel of Matthew, namely Matthew 1:18- Matthew 2:12 and the Gospel of Luke, specifically Luke 1:26- Luke 2:40. According to these accounts, Jesus was born to Mary, assisted by her husband Joseph, in the city of Bethlehem. According to popular tradition, the birth took place in a "stable", surrounded by farm animals, though neither the stable nor the animals are mentioned in the Biblical accounts. However, a " manger" is mentioned in Luke 2:7 where it states "She wrapped him in cloths and placed him in a manger, because there was no room for them in the inn." Early iconographic representations of the nativity confirm that the stable and manger were located within a cave (which still exists under the Church of the Nativity in Bethlehem). Shepherds from the fields surrounding Bethlehem were told of the birth by an angel, and were the first to see the child. Christians believe that the birth of Jesus fulfilled many prophecies made hundreds of years before his birth. Two major studies are J Gresham Machen "The Virgin Birth of Christ" and Peter Sammons "The Birth of Christ" (latter published 2006).


          Remembering is a central way that Christians celebrate Christmas. There is a very long tradition of the Nativity of Jesus in art. The Eastern Orthodox Church practices the Nativity Fast in anticipation of the birth of Jesus, while much of the Western Church celebrates Advent. In some Christian denominations, children perform plays re-telling the events of the Nativity, or sing carols that reference the event. Some Christians also display a small re-creation of the Nativity, known as a Nativity scene, in their homes, using figurines to portray the key characters of the event. Live Nativity scenes, and tableaux vivants are also performed, using actors and live animals to portray the event with more realism.


          Nativity scenes traditionally include the Three Wise Men, Balthazar, Melchior, and Caspar, although their names and number are not referred to in the Biblical narrative, who are said to have followed a star, known as the Star of Bethlehem, found Jesus, and presented gifts of gold, frankincense, and myrrh.


          In the U.S., Christmas decorations at public buildings once commonly included Nativity scenes. This practice has led to many lawsuits, as groups such as the American Civil Liberties Union believe it amounts to the government endorsing a religion, which is prohibited by the United States Constitution. In 1984, the U.S. Supreme Court ruled in Lynch vs. Donnelly that a Christmas display (which included a Nativity scene) owned and displayed by the city of Pawtucket, Rhode Island did not violate the First Amendment.


          


          History


          


          Pre-Christian origins


          A winter festival was traditionally the most popular festival of the year in many cultures. Reasons included less agricultural work needing to be done during the winter, as well as people expecting longer days and shorter nights after the winter solstice in the Northern Hemisphere. In part, the Christmas celebration was created by the early Church in order to entice pagan Romans to convert to Christianity without losing their own winter celebrations. Certain prominent gods and goddesses of other religions in the region had their birthdays celebrated on 25 December, including Ishtar, Babylonian goddess of fertility, love, and war, Sol Invictus and Mithras. Modern Christmas with pagan customs include: gift-giving and merrymaking from Roman Saturnalia; greenery, lights, and charity from the Roman New Year; and Yule logs and various foods from Teutonic feasts. Such traditions are considered to have been syncretised from winter festivals including the following:


          


          Natalis Solis Invicti
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              Mosaic of Jesus Christ depicted as Sol (the Sun god) in Mausoleum M in the pre-fourth-century necropolis under St Peter's Basilica in Rome. It is named Christo Sole (Christ the Sun) and is dated to the late 3rd century by the Italian archaeologists.
            

          


          The Romans held a festival on 25 December called Dies Natalis Solis Invicti, "the birthday of the undefeated sun." The use of the title Sol Invictus allowed several solar deities to be worshipped collectively, including Elah-Gabal, a Syrian sun god; Sol, the god of Emperor Aurelian (AD 270274); and Mithras, a soldiers' god of Persian origin. Emperor Elagabalus (218222) introduced the festival, and it reached the height of its popularity under Aurelian, who promoted it as an empire-wide holiday.


          December 25 was considered the day upon which the winter solstice, which the Romans called bruma, fell. (When Julius Caesar introduced the Julian Calendar in 45 BC, 25 December was approximately the date of the solstice. In modern times, the solstice falls on December 21 or 22.) It is the day the Sun proves itself to be "unconquered" and begins its movement toward the north on the horizon. The Sol Invictus festival has a "strong claim on the responsibility" for the date of Christmas, according to the Catholic Encyclopedia. Several early Christian writers connected the rebirth of the sun to the birth of Jesus "O, how wonderfully acted Providence that on that day on which that Sun was born . . . Christ should be born", Cyprian wrote.


          


          Yule


          Pagan Scandinavia celebrated a winter festival called Yule, held in the late December to early January period. Yule logs were lit to honour Thor, the god of thunder, with the belief that each spark from the fire represented a new pig or calf that would be born during the coming year. Feasting would continue until the log burned out, which could take as many as twelve days. In pagan Germania (not to be confused with Germany), the equivalent holiday was the mid-winter night which was followed by 12 "wild nights", filled with eating, drinking and partying. As Northern Europe was the last part to Christianize, its pagan celebrations had a major influence on Christmas. Scandinavians still call Christmas Jul. In English, the Germanic word Yule is synonymous with Christmas, a usage first recorded in 900.


          


          Christian origins
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          It is unknown exactly when or why 25 December became associated with Christ's birth. The New Testament does not give a specific date. Sextus Julius Africanus popularized the idea that Christ was born on December 25 in his Chronographiai, a reference book for Christians written in AD 221. This date is nine months after the traditional date of the Incarnation ( 25 March), now celebrated as the Feast of the Annunciation. 25 March was considered to be the date of the vernal equinox and early Christians believed this was also the date Christ was crucified. The Christian idea that Christ was conceived on the same date that he died on the cross is consistent with a Jewish belief that a prophet lived an integral number of years.


          The celebration of Christmas as a feast did not arise for some time after Chronographai was published. Tertullian does not mention it as a major feast day in the Church of Roman Africa. In 245, the theologian Origen denounced the idea of celebrating Christ's birthday "as if he were a king pharaoh". He contended that only sinners, not saints, celebrated their birthdays.


          The earliest reference to the celebration of the nativity on December 25 is found in the Chronography of 354, an illuminated manuscript compiled in Rome in 354. In the East, early Christians celebrated the birth of Christ as part of Epiphany (January 6), although this festival focused on the baptism of Jesus.


          Christmas was promoted in the Christian East as part of the revival of Catholicism following the death of the pro- Arian Emperor Valens at the Battle of Adrianople in 378. The feast was introduced to Constantinople in 379, and to Antioch in about 380. The feast disappeared after Gregory of Nazianzus resigned as bishop in 381, although it was reintroduced by John Chrysostom in about 400.


          The Twelve Days of Christmas are the twelve days from the day after Christmas Day, December 26, which is St. Stephen's Day, to the Feast of Epiphany on 6 January that encompass the major feasts surrounding the birth of Christ. In the Latin Rite, one week after Christmas Day, 1 January, has traditionally been the celebration the Feast of the Naming and Circumcision of Christ, but since Vatican II, this feast has been celebrated as the Solemnity of Mary, Mother of God.


          In some traditions the 12 days of Christmas start on Christmas Day (25 December) and the 12th day is therefore 5 January.


          


          Middle Ages
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          In the Early Middle Ages, Christmas Day was overshadowed by Epiphany, which in the west focused on the visit of the magi. But the Medieval calendar was dominated by Christmas-related holidays. The forty days before Christmas became the "forty days of St. Martin" (which began on 11 November, the feast of St. Martin of Tours), now known as Advent. In Italy, former Saturnalian traditions were attached to Advent. Around the 12th century, these traditions transferred again to the Twelve Days of Christmas ( 26 December  6 January); a time that appears in the liturgical calendars as Christmastide or Twelve Holy Days. The prominence of Christmas Day increased gradually after Charlemagne was crowned Emperor on Christmas Day in 800. King Edmund the Martyr was anointed on Christmas in 855 and King William I of England was crowned on Christmas Day 1066. By the High Middle Ages, the holiday had become so prominent that chroniclers routinely noted where various magnates celebrated Christmas. King Richard II of England hosted a Christmas feast in 1377 at which twenty-eight oxen and three hundred sheep were eaten. The Yule boar was a common feature of medieval Christmas feasts. Caroling also became popular, and was originally a group of dancers who sang. The group was composed of a lead singer and a ring of dancers that provided the chorus. Various writers of the time condemned caroling as lewd, indicating that the unruly traditions of Saturnalia and Yule may have continued in this form. "Misrule"  drunkenness, promiscuity, gambling  was also an important aspect of the festival. In England, gifts were exchanged on New Year's Day, and there was special Christmas ale. Christmas during the Middle Ages was a public festival that incorporating ivy, holly, and other evergreens. Christmas gift-giving during the Middle Ages was usually between people with legal relationships, such as tenant and landlord.
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          From the Reformation into the 1800s


          During the Reformation, some Protestants condemned Christmas celebration as "trappings of popery" and the "rags of the Beast." The Roman Catholic Church responded by promoting the festival in a more religiously oriented form. Following the Parliamentarian victory over King Charles I during the English Civil War, England's Puritan rulers banned Christmas, in 1647. Pro-Christmas rioting broke out in several cities, and for weeks Canterbury was controlled by the rioters, who decorated doorways with holly and shouted royalist slogans. The Restoration of Charles II in 1660 ended the ban, but many clergymen still disapproved of Christmas celebration.


          In Colonial America, the Puritans of New England disapproved of Christmas. Celebration was outlawed in Boston from 1659 to 1681. At the same time, Christian residents of Virginia and New York observed the holiday freely. Christmas fell out of favour in the United States after the American Revolution, when it was considered an English custom. George Washington attacked Hessian mercenaries on Christmas during the Battle of Trenton in 1777. (Christmas being much more popular in Germany than in America at this time.) By the 1820s, sectarian tension had eased and British writers, including William Winstanly began to worry that Christmas was dying out. These writers imagined Tudor Christmas as a time of heartfelt celebration, and efforts were made to revive the holiday. Charles Dickens's book A Christmas Carol, published in 1843, played a major role in reinventing Christmas as a holiday emphasizing family, goodwill, and compassion as opposed to communal celebration and hedonistic excess. In America, interest in Christmas was revived in the 1820s by several short stories by Washington Irving which appear in his The Sketch Book of Geoffrey Crayon and "Old Christmas", and by Clement Clarke Moore's 1822 poem A Visit From St. Nicholas (popularly known by its first line: Twas the Night Before Christmas). Irving's stories depicted harmonious warm-hearted holiday traditions he claimed to have observed in England. Although some argue that Irving invented the traditions he describes, they were widely imitated by his American readers. The poem A Visit from Saint Nicholas popularized the tradition of exchanging gifts and seasonal Christmas shopping began to assume economic importance. In her 1850 book "The First Christmas in New England", Harriet Beecher Stowe includes a character who complains that the true meaning of Christmas was lost in a shopping spree. Christmas was declared a United States Federal holiday in 1870, signed into law by President Ulysses S. Grant.


          


          Santa Claus and other bringers of gifts
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          Originating from Western culture, where the holiday is characterized by the exchange of gifts among friends and family members, some of the gifts are attributed to a character called Santa Claus (also known as Father Christmas, Saint Nicholas or St. Nikolaus, Sinterklaas, Kris Kringle, Pre Nol, Joulupukki, Babbo Natale, Weihnachtsmann, Saint Basil and Father Frost).


          The popular image of Santa Claus was created by the German-American cartoonist Thomas Nast (18401902), who drew a new image annually, beginning in 1863. By the 1880s, Nast's Santa had evolved into the form we now recognize. The image was standardized by advertisers in the 1920s.


          Father Christmas, who predates the Santa Claus character, was first recorded in the 15th century, but was associated with holiday merrymaking and drunkenness. In Victorian Britain, his image was remade to match that of Santa. The French Pre Nol evolved along similar lines, eventually adopting the Santa image. In Italy, Babbo Natale acts as Santa Claus, while La Befana is the bringer of gifts and arrives on the eve of the Epiphany. It is said that La Befana set out to bring the baby Jesus gifts, but got lost along the way. Now, she brings gifts to all children. In some cultures Santa Claus is accompanied by Knecht Ruprecht, or Black Peter. In other versions, elves make the toys. His wife is referred to as Mrs. Claus.


          The current tradition in several Latin American countries (such as Venezuela) holds that while Santa makes the toys, he then gives them to the Baby Jesus, who is the one who actually delivers them to the children's homes. This story is meant to be a reconciliation between traditional religious beliefs and modern day globalization, most notably the iconography of Santa Claus imported from the United States.
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          In Alto Adige/Sdtirol (Italy), Austria, Czech Republic, Southern Germany, Hungary, Liechtenstein, Slovakia and Switzerland, the Christkind ( Ježek in Czech, Jzuska in Hungarian and Ježiko in Slovak) brings the presents. The German St. Nikolaus is not identical with the Weihnachtsman (who is the German version of Santa Claus). St. Nikolaus wears a bishop's dress and still brings small gifts (usually candies, nuts and fruits) on 6 December and is accompanied by Knecht Ruprecht. Although many parents around the world routinely teach their children about Santa Claus and other gift bringers, some have come to reject this practice, considering it deceptive.


          


          Christmas tree and other decorations
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          The Christmas tree is often explained as a Christianization of pagan tradition and ritual surrounding the Winter Solstice, which included the use of evergreen boughs, and an adaptation of pagan tree worship. The English language phrase "Christmas tree" is first recorded in 1835 and represents an importation from the German language. The modern Christmas tree tradition is believed to have begun in Germany in the 18th century though many argue that Martin Luther began the tradition in the 16th century. From Germany the custom was introduced to England, first via Queen Charlotte, wife of George III, and then more successfully by Prince Albert during the reign of Queen Victoria. Around the same time, German immigrants introduced the custom into the United States. Christmas trees may be decorated with lights and ornaments.


          Since the 19th century, the poinsettia has been associated with Christmas. Other popular holiday plants include holly, mistletoe, red amaryllis, and Christmas cactus. Along with a Christmas tree, the interior of a home may be decorated with these plants, along with garlands and evergreen foliage.


          In Australia, North and South America, and to a lesser extent Europe, it is traditional to decorate the outside of houses with lights and sometimes with illuminated sleighs, snowmen, and other Christmas figures. Municipalities often sponsor decorations as well. Christmas banners may be hung from street lights and Christmas trees placed in the town square.


          In the Western world, rolls of brightly-colored paper with secular or religious Christmas motifs are manufactured for the purpose of wrapping gifts. The display of Christmas villages has also become a tradition in many homes during this season. Other traditional decorations include bells, candles, candy canes, stockings, wreaths, and angels.


          Christmas decorations are traditionally taken down on Twelfth Night, the evening of 5 January.


          


          Christmas stamps
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          A number of nations have issued commemorative stamps at Christmastime. Postal customers will often use these stamps for the mailing of Christmas cards, and they are popular with philatelists. These stamps are regular postage stamps, unlike Christmas seals, and are valid for postage year-round. They usually go on sale some time between early October and early December, and are printed in considerable quantities.


          In 1898 a Canadian stamp was issued to mark the inauguration of the Imperial Penny Postage rate. The stamp features a map of the globe and bears an inscription "XMAS 1898" at the bottom. In 1937, Austria issued two "Christmas greeting stamps" featuring a rose and the signs of the zodiac. In 1939, Brazil issued four semi-postal stamps with designs featuring the three kings and a star of Bethlehem, an angel and child, the Southern Cross and a child, and a mother and child.


          The US Postal Service regularly issues both a religious-themed and a secular-themed stamp each year.


          


          Economics of Christmas
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          Christmas is typically the largest annual economic stimulus for many nations. Sales increase dramatically in almost all retail areas and shops introduce new products as people purchase gifts, decorations, and supplies. In the U.S., the "Christmas shopping season" generally begins on Black Friday, the day after Thanksgiving, though many American stores begin selling Christmas items as early as October.


          In most areas, Christmas Day is the least active day of the year for business and commerce; almost all retail, commercial and institutional businesses are closed, and almost all industries cease activity (more than any other day of the year). In England and Wales, the Christmas Day (Trading) Act 2004 prevents all large shops from trading on Christmas Day. Scotland is currently planning similar legislation. Film studios release many high-budget movies in the holiday season, including Christmas films, fantasy movies or high-tone dramas with high production values.


          An economists analysis calculates that Christmas is a deadweight loss under orthodox microeconomic theory, due to the surge in gift-giving. This loss is calculated as the difference between what the gift giver spent on the item and what the gift receiver would have paid for the item. It is estimated that in 2001 Christmas resulted in a $4 billion deadweight loss in the U.S. alone. Because of complicating factors, this analysis is sometimes used to discuss possible flaws in current microeconomic theory. Other deadweight losses include the effects of Christmas on the environment and the fact that material gifts are often perceived as white elephants, imposing cost for upkeep and storage and contributing to clutter.


          


          Alternative names


          There are several alternative terms for Christmas. Crimbo is a slang term which first appeared in print in 1928; the variant form Crimble was first used by John Lennon in a 1963 Beatles' Fan Club Christmas single. Xmas is a long established abbreviation, though it is involved in the secularization of Christmas debate. Yule is used in Northern Europe. In the USA, the term(s) " holiday" or "season" may be used, as addressed at Christmas controversy.


          


          U.S. Christmas controversy


          Throughout the 20th century, the United States experienced what became known as the Christmas controversies, despite it being declared a federal holiday on June 26, 1870 by then-U.S. President Ulysses S. Grant. The importance of the economic impact of the secular Christmas holiday was reinforced in the 1930s when President Franklin D. Roosevelt proposed moving the Thanksgiving holiday date to extend the Christmas shopping season and boost the economy during the Great Depression. Religious leaders protested this move, with a New York Times roundup of Christmas sermons showing the most common theme as the dangers of an increasingly commercial Christmas.
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          Some considered the U.S. government's recognition of Christmas as a federal holiday to be a violation of the separation of church and state. This was brought to trial several times, recently including in Lynch v. Donnelly (1984) and Ganulin v. United States (1999).


          On 6 December 1999, the verdict for Ganulin v. United States (1999) declared that "the establishment of Christmas Day as a legal public holiday does not violate the Establishment Clause because it has a valid secular purpose." This decision was upheld by the Sixth Circuit Court of Appeals on 19 December 2000. At the same time, many devout Christians objected to what they saw as the vulgarization and co-optation of one of their sacred observances by secular commercial society and calls to a return to "the true meaning of Christmas" are common.


          Debates about Christmas in America continued into the 21st century. In 2005, some Christians, along with American political commentators such as Bill O'Reilly, protested what they perceived to be the secularization of Christmas. They felt that the holiday was threatened by a general secular trend, or by persons and organizations with an anti-Christian agenda. The perceived trend was also blamed on political correctness.
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              	Capital

              (and largest city)

              	Flying Fish Cove ("TheSettlement")
            


            
              	Official languages

              	English ( de facto)
            


            
              	Demonym

              	Christmas Island
            


            
              	Government

              	Federal constitutional monarchy
            


            
              	-

              	Queen of Australia

              	Elizabeth II
            


            
              	-

              	Governor-General of the Commonwealth of Australia

              	Michael Jeffery
            


            
              	-

              	Administrator

              	Neil Lucas
            


            
              	-

              	Shire President

              	Gordon Thomson
            


            
              	Territory of Australia
            


            
              	-

              	Sovereignty

              transferred to Australia

              	

              1957
            


            
              	Area
            


            
              	-

              	Total

              	135km

              52 sqmi
            


            
              	-

              	Water(%)

              	0
            


            
              	Population
            


            
              	-

              	2006estimate

              	1,493( n/a)
            


            
              	-

              	Density

              	11.06/km( n/a)

              28.7/sqmi
            


            
              	Currency

              	Australian dollar ( AUD)
            


            
              	Time zone

              	( UTC+7)
            


            
              	Internet TLD

              	.cx
            


            
              	Calling code

              	+61
            

          


          The Territory of Christmas Island is a small territory of Australia located in the Indian Ocean, 2600 kilometres (1600mi) northwest of Perth in Western Australia, 500kilometres (300 mi) south of Jakarta, Indonesia, and 975 km ENE of the Cocos (Keeling) Islands.


          It maintains about 1,600 residents who live in a number of "settlement areas" on the northern tip of the island: Flying Fish Cove (also known as Kampong), Silver City, Poon Saan and Drumsite.


          It has a unique natural topography and is of immense interest to scientists and naturalists due to the number of species of endemic flora and fauna which have evolved in isolation and undisturbed by human habitation.


          While there has been mining activity on the island for many years, 65% of its 135 square kilometres (52sqmi) are now National Park and there are large areas of pristine and ancient rainforest.


          


          History


          For centuries, Christmas Island's isolation and rugged coasts provided natural barriers to settlement. British and Dutch navigators first included the island on their charts from the early seventeenth century, and Captain William Mynors of the British East India Company vessel, the Royal Mary, named the island when he arrived on Christmas Day, 25 December 1643. The island first appears on a map produced by Pieter Goos and published in 1666. Goos had labelled the island Moni.


          The earliest recorded visit was in March 1688 by William Dampier of the British ship Cygnet, who found it uninhabited. An account of the visit can be found in Dampier's Voyages, which describes how, when trying to reach Cocos from New Holland, his ship was pulled off course in an easterly direction and after 28 days arrived at Christmas Island. Dampier landed at the Dales (on the West Coast) and two of his crewmen were the first recorded people to set foot on Christmas Island.


          The next visit was by Daniel Beekman, who described it in his 1718 book, A Voyage to and from the Island of Borneo, in the East Indies.


          In 1771, the Indian vessel, the Pigot, attempted to find an anchorage but was unsuccessful; the crew reported seeing wild pigs and coconut palms. However, pigs are not known to have been introduced to the island at the time, so the Pigot may have found a different island.


          


          Exploration and annexation
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          The first attempt at exploring the island was in 1857 by the crew of the Amethyst. They tried to reach the summit of the island, but found the cliffs impassable.


          During the 1872-76 Challenger expedition to Indonesia, naturalist Dr John Murray carried out extensive surveys.


          In 1887, Captain Maclear of HMS Flying Fish, having discovered an anchorage in a bay that he named Flying Fish Cove, landed a party and made a small but interesting collection of the flora and fauna. In the next year, Pelham Aldrich, on board HMS Egeria, visited it for ten days, accompanied by J. J. Lister, who gathered a larger biological and mineralogical collection.


          Among the rocks then obtained and submitted to Sir John Murray for examination were many of nearly pure phosphate of lime, a discovery which led to annexation of the island by the British Crown on 6 June 1888..


          


          Settlement and exploitation


          Soon afterwards, a small settlement was established in Flying Fish Cove by G. Clunies Ross, the owner of the Keeling Islands (some 900 kilometres to the south west) to collect timber and supplies for the growing industry on Cocos.


          Phosphate mining began in the 1890s using indentured workers from Singapore, China, and Malaysia.


          The island was administered jointly by the British Phosphate Commissioners and District Officers from the United Kingdom Colonial Office through the Straits Settlements, and later the Crown Colony of Singapore.


          


          Japanese invasion


          Japan invaded and occupied the island in 1942, as the Indian garrison mutinied, and interned the residents until the end of World War II in 1945.


          


          Transfer to Australia


          At Australia's request, the United Kingdom transferred sovereignty to Australia; in 1957, the Australian government paid the government of Singapore 2.9 million in compensation, a figure based mainly on an estimated value of the phosphate forgone by Singapore.


          The first Australian Official Representative arrived in 1958 and was replaced by an Administrator in 1968. Christmas Island and the Cocos (Keeling) Islands together are called the Australian Indian Ocean Territories and since 1997 share a single Administrator resident on Christmas Island.


          


          Refugee and Immigration detention


          From the late 1980s and early 1990s Christmas Island periodically received boatloads of refugees, mostly from Indonesia. During 2001, Christmas Island received a large number of asylum seekers travelling by boat, most of them from the Middle East and intending to apply for asylum in Australia. The arrival of the Norwegian cargo vessel MV Tampa, which had rescued people from the sinking Indonesian fishing-boat Palapa in international waters nearby, precipitated a diplomatic stand-off between Australia, Norway, and Indonesia. The vessel held 420 asylum seekers from Afghanistan, 13 from Sri Lanka, and five from Indonesia. In response to requests from the captain of the ship for Canberra to waive the Laws of the Sea and the Refugee Convention 1951, and have the refugees disembarked at Christmas Island, the Australian SAS boarded and took effective control. The stand-off eventually led to the asylum seekers being redirected to Nauru for processing. Another boatload of asylum seekers was taken from Christmas Island to Papua New Guinea for processing, after it was claimed that many of the adult asylum seekers threw their children into the water, apparently in protest at being turned away. This was later proven to be false. Many of the refugees were subsequently accepted by New Zealand.


          Former Australian Prime Minister John Howard later secured the passage of legislation through the Australian Parliament which excised Christmas Island from Australia's migration zone, meaning that asylum seekers arriving on Christmas Island could not automatically apply to the Australian government for refugee status, allowing the Royal Australian Navy to relocate them to other countries (Papua New Guinea's Manus Island, and Nauru) as part of the so-called Pacific Solution. As of 2005, the Department of Immigration has begun construction of an "Immigration Reception and Processing Centre" and was completed in late 2007. The facility was originally estimated to cost $210 million, but the final cost was over $400 million and contains approximately 800 beds.


          The current Prime Minister of Australia, Kevin Rudd has announced plans to decommission the Manus Island and Nauru centres now that the Australian Labor Party has assumed power in the Government of Australia. Processing would then occur on Christmas Island itself.


          


          People


          As of 2006, the estimated population is 1,493. (The Australian Bureau of Statistics reports a population of 1,508 as of the 2001 Census.)


          The ethnic composition is 70% Chinese, 20% European and 10% Malay. Religions practised on Christmas Island include Buddhism 75%, Christianity 12%, Islam 10% and others 1%. English is the official language, but Chinese and Malay are also spoken.


          


          Postage stamps


          Postage stamps including first day cover albums have been issued by Christmas Island since 1958.


          


          Government


          Christmas Island is a non-self governing territory of Australia, administered by the Attorney-General's Department (before November 29, 2007 administration was carried out by the Department of Transport and Regional Services). The legal system is under the authority of the Governor-General of Australia and Australian law. An Administrator ( Neil Lucas, since 28 January 2006) appointed by the Governor-General represents the monarch and Australia.


          The Australian Government provides Commonwealth-level government services through the Christmas Island Administration and the Department of Infrastructure.


          There is no State Government; instead, state government type services are provided by contractors, including departments of the Western Australian Government, with the costs met by the Australian (Commonwealth) Government.


          A unicameral Shire of Christmas Island with 9 seats provides local government services and is elected by popular vote to serve four-year terms. Elections are held every two years, with half the members standing for election.


          Christmas Island residents who are Australian citizens also vote in Commonwealth (federal) elections. Christmas Island residents are represented in the House of Representatives through the Northern Territory Division of Lingiari and in the Senate by Northern Territory Senators.


          In early 1986, the Christmas Island Assembly held a design competition for an island flag; the winning design was adopted as the informal flag of the territory for over a decade, and in 2002 it was made the official flag of Christmas Island.


          


          Economy


          Phosphate mining had been the only significant economic activity, but in December 1987 the Australian Government closed the mine. In 1991, the mine was reopened by a consortium which included many of the former mine workers as shareholders. With the support of the government, a $34 million casino opened in 1993, but was closed in 1998 and has not re-opened. The Australian Government in 2001 agreed to support the creation of a commercial spaceport on the island, however this has not yet been constructed, and appears that it will not proceed in the future. The Australian Government built a temporary immigration detention centre on the island in 2001 and plans to replace it with a larger, modern facility located at North West Point.


          


          Geography
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          Located at , the island is a quadrilateral with hollowed sides, about 19 km (12 miles) in greatest length and 14.5km (9 miles) in extreme breadth. The total land area is 135km (52 square miles), with 138.9km (86.3 miles) of coastline. The island is the flat summit of a submarine mountain more than 4,572 m (15,000 feet) high, the depth of the platform from which it rises being about 14,000 feet (4267m) and its height above the sea being upwards of 305m (1,000 feet). The mountain was originally a volcano, and some basalt is exposed in places such as The Dales and Dolly Beach, but most of the surface rock is limestone accumulated from the growth of coral over millions of years.


          The climate is tropical, with heat and humidity moderated by trade winds. Steep cliffs along much of the coast rise abruptly to a central plateau. Elevation ranges from sea level to 361m (1,184feet) at Murray Hill. The island is mainly tropical rainforest, of which 65% is National Park.


          The narrow fringing reef surrounding the island can be a maritime hazard.


          Christmas Island is 500km south of Indonesia and about 2600km northwest of Perth.


          


          Flora and fauna
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          Christmas Island is of immense scientific value as it was uninhabited until the late nineteenth century, so many unique species of fauna and flora exist which have evolved independently of human interference. Two species of native rats, the Maclear's and Bulldog Rat have gone extinct since the island was settled, and one species of shrew may be already extinct. Two-thirds of the island has been declared a National Park which is managed by the Australian Department of Environment and Heritage through Parks Australia.


          The dense rainforest has evolved in the deep soils of the plateau and on the terraces. The forests are dominated by twenty-five tree species. Ferns, orchids and vines grow on the branches in the humid atmosphere beneath the canopy. The 135 plant species include sixteen which are only found on Christmas Island.


          The annual red crab mass migration (around 100 million animals) to the sea to spawn has been called one of the wonders of the natural world and takes place each year around November; after the start of the wet season and in synchronisation with the cycle of the moon.


          The land crabs and sea birds are the most noticeable animals on the island. Twenty terrestrial and intertidal crabs (of which thirteen are regarded as true land crabs, only dependent on the ocean for larval development) have been described. Robber crabs, known elsewhere as coconut crabs, also exist in large numbers on the island.


          Christmas Island is a focal point for sea birds of various species. Eight species or subspecies of sea birds nest on the island. The most numerous is the Red-footed Booby that nests in colonies, in trees, on many parts of the shore terrace. The widespread Brown Booby nests on the ground near the edge of the seacliff and inland cliffs. Abbott's Booby (listed as endangered) nests on tall emergent trees of the western, northern and southern plateau rainforest. The Christmas Island forest is the only nesting habitat of the Abbott's Booby left in the world. The endemic Christmas Island Frigatebird (listed as endangered) has nesting areas on the north-eastern shore terraces and the more widespread. Great Frigatebirds nest in semi-deciduous trees on the shore terrace with the greatest concentrations being in the North West and South Point areas. The Common Noddy and two species of bosuns or tropicbirds with their brilliant gold or silver plumage and distinctive streamer tail feathers also nest on the island. Of the ten native land birds and shorebirds, seven are endemic species or subspecies. Some 86 migrant bird species have been recorded.


          


          Communications and transportation


          Telephone services are provided by Telstra and are a part of the Australian network with the same prefix as Western Australia (08). A GSM mobile telephone system replaced the old analogue network in February 2005. Four free-to-air television stations from Australia are broadcast (ABC, SBS, GWN and WIN) in the same time-zone as Perth. Radio broadcasts from Australia include ABC Radio National, ABC Regional radio and Red FM. All services are provided by satellite links from the mainland. Broadband internet became available to subscribers in urban areas in mid 2005 through the local internet service provider, CIIA (formerly dotCX).


          Christmas Island, due to its close proximity to Australia's northern neighbours, falls within many of the more 'interesting' satellite footprints throughout the region. This results in ideal conditions for receiving various Asian broadcasts which locals sometimes prefer to the West Australian provided content. Additionally, ionospheric conditions usually bode well for many of the more terrestrial radio transmissions - HF right up through VHF and sometimes in to UHF. The island plays home to a small array of radio equipment that, evidently, spans a good chunk of the usable spectrum. A variety of government owned and operated antenna systems are employed on the island to take advantage of this.


          A container port exists at Flying Fish Cove with an alternative container unloading point to the south of the island at Norris Point for use during the December to March 'swell season" of seasonal rough seas. There are two weekly flights into Christmas Island Airport from Perth, Western Australia (via RAAF Learmonth) operated by National Jet Systems on Mondays and Fridays with additional Saturday flights almost fortnightly and a weekly charter flight from Malaysia operated by Malaysia Airlines on Mondays.


          There is a new recreation centre at Phosphate Hill operated by the Shire of Christmas Island. There is also a taxi service. The road network covers most of the island and is generally good quality, although four wheel drive vehicles are needed to access some more distant parts of the rain forest or the more isolated beaches.


          


          Tourism


          The Christmas Island National Park covers 63% of the island. This means that for the visitor interested in flora and fauna there is a great deal to see. The same is true for the coastal waters where the marine life is equivalently spectacular.


          


          Education


          Christmas Island District High School is located on the island.


          The island-operated crche is located in the Recreation Centre.


          The island includes one public library.


          
            Retrieved from " http://en.wikipedia.org/wiki/Christmas_Island"
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              	Born

              	August 25- October 31, 1451

            


            
              	Died

              	May 20, 1506

              outside Valladolid, Spain
            


            
              	Nationality

              	Genovese
            


            
              	Othernames

              	Cristoforo Colombo

              Cristbal Coln
            


            
              	Title

              	Admiral of the Ocean Sea;

              Viceroy and Governor of the Indies
            


            
              	Religious beliefs

              	Roman Catholic
            


            
              	Spouse(s)

              	Filipa Moniz (c. 1476-1485)
            


            
              	Children

              	Diego

              Fernando
            


            
              	Relatives

              	Bartolomeo (brother)

              Diego (brother)
            

          


          Christopher Columbus (born between August 25 and October 31, 1451  May 20, 1506) was an Italian navigator, colonizer and explorer whose voyages across the Atlantic Ocean led to general European awareness of the Western Hemisphere and of the American continents. Though not the first to reach the Americas from Afro-Eurasia preceded some five hundred years by Leif Ericson, and perhaps by others Columbus initiated widespread contact between Europeans and indigenous Americans. With his several hapless attempts at establishing a settlement on the island of Hispaniola, he personally initiated the process of Spanish colonization which foreshadowed general European colonization of the " New World." (The term " pre-Columbian" is sometimes used to refer to the peoples and cultures of the Americas before the arrival of Columbus and his European successors.)


          His initial 1492 voyage came at a critical time of growing national imperialism and economic competition between developing nation states seeking wealth from the establishment of trade routes and colonies. In this sociopolitical climate, Columbus's far-fetched scheme won the attention of Queen Isabella of Spain. Severely underestimating the circumference of the Earth, he hypothesized that a westward route from Iberia to the Indies would be shorter and more direct than the overland trade route through Arabia. If true, this would ensure for Spain control of the lucrative spice trade heretofore commanded by the Arabs and Italians. Following his plotted course, he instead landed within the Bahamas Archipelago at a locale he named San Salvador. Mistaking the North-American island for the East-Asian mainland, he referred to its inhabitants as "Indians".


          Academic consensus is that Columbus was born in Genoa, though other minor theories try to challenge it. The name Christopher Columbus is the Anglicization of the Latin Christophorus Columbus. The name is rendered in modern Italian as Cristoforo Colombo, in Portuguese as Cristvo Colombo (formerly Christovam Colom), and in Spanish as Cristbal Coln.


          The anniversary of Columbus' 1492 landing in the Americas ( Columbus Day) is observed throughout the Americas and in Spain on October 12.


          


          Early life


          According to general assumption, nevertheless disputed, Christopher Columbus was born between August and October 1451 in Genoa (nowadays part of Italy). His father was Domenico Colombo, a middle-class wool weaver - who later also had a cheese stand where his son was a helper - working between Genoa and Savona. His mother was Susanna Fontanarossa. Bartolomeo, Giovanni Pellegrino and Giacomo were his brothers. Bartolomeo worked in a cartography workshop in Lisbon for at least part of his adulthood.


          While information about Columbus' early years is scarce, he probably received an incomplete education. He spoke a Genoese dialect. In one of his writings, Columbus claims to have gone to the sea at the age of 10. In 1470 the Columbus Family moved to Savona, where Domenico took over a tavern. In the same year, Columbus was on a Genoese ship hired in the service of Ren I of Anjou to support his attempt to conquer the Kingdom of Naples.


          In 1473 Columbus began his apprenticeship as business agent for the important Centurione, Di Negro and Spinola families of Genoa. Later he allegedly made a trip to Chios, a Genoese colony in the Aegean Sea. In May 1476, he took part in an armed convoy sent by Genoa to carry a valuable cargo to northern Europe. He docked in Bristol, Galway, in Ireland and was possibly in Iceland in 1477. In 1479 Columbus reached his brother Bartolomeo in Lisbon, keeping on trading for the Centurione family. He married Filipa Moniz Perestrello, daughter of the Porto Santo governor, the Portuguese nobleman of Genoese origin Bartolomeu Perestrello. In 1479 or 1480, his son, Diego, was born. He calls himself Diego Colon Moniz, and never used Perestrello in his name.


          


          Voyages


          


          Navigation plans


          
            [image: The "Colombus map" was drawn circa 1490 in the workshop of Bartolomeo and Christopher Colombus in Lisbon.]

            
              The "Colombus map" was drawn circa 1490 in the workshop of Bartolomeo and Christopher Colombus in Lisbon.
            

          


          
            [image: Columbus' geographical conceptions.]

            
              Columbus' geographical conceptions.
            

          


          Europe had long enjoyed a safe land passage to China and India sources of valued goods such as silk, spices, and opiates under the hegemony of the Mongol Empire (the Pax Mongolica, or Mongol peace). With the Fall of Constantinople to the Ottoman Turks in 1453, the land route to Asia became more difficult. The Columbus brothers had a different idea. By the 1480s, they had developed a plan to travel to the Indies, then construed roughly as all of south and east Asia, by sailing directly west across the "Ocean Sea," i.e., the Atlantic.


          Following Washington Irving's 1828 biography of Columbus, Americans commonly believed Columbus had difficulty obtaining support for his plan because Europeans thought the Earth was flat. In fact, the primitive maritime navigation of the time relied on the stars and the curvature of the spherical Earth. The knowledge that the Earth was spherical was widespread and the means of calculating its diameter using an astrolabe was known to both scholars and navigators. The spherical view of the earth had been the general opinion of Ancient Greek science, and continued as the standard view in the Middle Ages (for example of Bede in The Reckoning of Time). In fact the Earth had generally been believed to be spherical since the 4th century BCE by most scholars and almost all navigators, and Eratosthenes had measured the diameter of the Earth with good precision in the second century BC. Columbus put forth (incorrect) arguments based on a significantly smaller diameter for the Earth, claiming that Asia could be easily reached by sailing west across the Atlantic. Most scholars accepted Ptolemy's correct assessment that the terrestrial landmass (for Europeans of the time, comprising Eurasia and Africa) occupied 180 degrees of the terrestrial sphere, and correctly dismissed Columbus's claim that the Earth was much smaller, and that Asia was only a few thousand nautical miles to the west of Europe. Columbus' error was put down to his lack of experience in navigation at sea.


          Columbus, believed the (incorrect) calculations of Marinus of Tyre, putting the landmass at 225 degrees, leaving only 135 degrees of water. Moreover, Columbus believed that one degree represented a shorter distance on the earth's surface than was actually the case. Finally, he read maps as if the distances were calculated in Italian miles (1,238 meters). Accepting the length of a degree to be 56⅔ miles, from the writings of Alfraganus, he therefore calculated the circumference of the Earth as 25,255 kilometers at most, and the distance from the Canary Islands to Japan as 3,000 Italian miles (3,700 km, or 2,300 statute miles) Columbus did not realize Al-Farghani used the much longer Arabic mile (about 1,830 m).
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          The main problem was that experts did not accept his estimate. The true circumference of the Earth is about 40,000 km (25,000 sm), a figure established by Eratosthenes in the second century BC, and the distance from the Canary Islands to Japan 19,600 km (12,200 sm). No ship that was readily available in the 15th century could carry enough food and fresh water for such a journey. Most European sailors and navigators concluded, likely correctly, that sailors undertaking a westward voyage from Europe to Asia non-stop would die of thirst or starvation long before reaching their destination. Spain, however, having completed an expensive war, was desperate for a competitive edge over other European countries in trade with the East Indies. Columbus promised such an advantage.


          While Columbus' calculations underestimated the circumference of the Earth and the distance from the Canary Islands to Japan by the standards of his peers as well as in fact, almost all Europeans held the mistaken opinion that the aquatic expanse between Europe and Asia was uninterrupted. As the 16th century developed it was the route to America, rather than to Japan, that gave Spain a competitive edge in developing an overseas empire.


          There was a further element of key importance in the plans of Columbus, a closely-held fact discovered by or otherwise learned by Columbus: the trade winds. A brisk wind from the east, commonly called an "easterly", propelled Santa Maria, La Nina, & La Pinta for 5 weeks from the Canaries. To return to Spain eastward against this prevailing wind would have required several months of an arduous sailing technique, called beating, during which food & drinkable water would have been utterly exhausted. Columbus returned home by following prevailing winds northeastward from the southern zone of the North Atlantic to the middle latitudes of the North Atlantic, where prevailing winds are eastward (westerly) to the coastlines of Western Europe, where the winds curve southward towards the Iberian Peninsula. In fact, Columbus was wrong about degrees of longitude to be traversed and wrong about distance per degree, but he was right about a more vital fact: how to use the North Atlantic's great circular wind pattern, clockwise in direction, to get home.


          Some mean that his confidence in that land was within reach, was based on his travel in 1477 (1476-1477), which may have taken him to Baffin Island at 73 degrees north (in German). On this tour he could also get information from norse sailors and inuit kayakers trading on the long coast extending from north to south at about this longitude. (Pre Columbian turkey depicted (in German))


          


          Funding campaign


          In 1485, Columbus presented his plans to John II, King of Portugal. He proposed the king equip three sturdy ships and grant Columbus one year's time to sail out into the Atlantic, search for a western route to Orient, and then return home. Columbus also requested he be made "Great Admiral of the Ocean", created governor of any and all lands he discovered, and given one-tenth of all revenue from those lands discovered. The king submitted the proposal to his experts, who rejected it. It was their considered opinion that Columbus' proposed route of 2,400miles (3,860km) was, in fact, far too short.


          In 1488 Columbus appealed to the court of Portugal once again, and once again John invited him to an audience. It too was to come to nothing, for not long afterwards came the arrival of Portugal's native son Bartholomeu Dias from a successful rounding of the southern tip of Africa. Portugal was no longer interested in trailblazing a western route to the East.


          Columbus travelled from Portugal once more to both Genoa and Venice, but he received encouragement from neither. Previously he had his brother sound out Henry VII of England, to see if the English monarch might not be more amenable to Columbus' proposal. After much carefully considered hesitation Henry's invitation came, too late. Columbus had already committed himself to Spain.
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          He had sought an audience from the monarchs Ferdinand II of Aragon and Isabella I of Castile, who had united the largest kingdoms of Spain by marrying, and were ruling together. On May 1, 1486, permission having been granted, Columbus laid his plans before Queen Isabella, who, in turn, referred it to a committee. After the passing of much time, these savants of Spain, like their counterparts in Portugal, reported back that Columbus had judged the distance to Asia much too short. They pronounced the idea impractical, and advised their Royal Highnesses to pass on the proposed venture.


          However, to keep Columbus from taking his ideas elsewhere, and perhaps to keep their options open, the King and Queen of Spain gave him an annual annuity of 12,000 maravedis ($840) and in 1489 furnished him with a letter ordering all Spanish cities and towns to provide him food and lodging at no cost.


          After continually lobbying at the Spanish court and two years of negotiations, he finally had success in 1492. Ferdinand and Isabella had just conquered Granada, the last Muslim stronghold on the Iberian peninsula, and they received Columbus in Crdoba, in the Alczar castle. Isabella turned Columbus down on the advice of her confessor, and he was leaving town in despair, when Ferdinand intervened. Isabella then sent a royal guard to fetch him and Ferdinand later rightfully claimed credit for being "the principal cause why those islands were discovered". King Ferdinand is referred to as "losing his patience" in this issue, but this cannot be proven.


          About half of the financing was to come from private Italian investors, whom Columbus had already lined up. Financially broke after the Granada campaign, the monarchs left it to the royal treasurer to shift funds among various royal accounts on behalf of the enterprise. Columbus was to be made "Admiral of the Seas" and would receive a portion of all profits. The terms were unusually generous, but as his own son later wrote, the monarchs did not really expect him to return.


          According to the contract that Columbus made with King Ferdinand and Queen Isabella, if Columbus discovered any new islands or mainland, he would receive many high rewards. In terms of power, he would be given the rank of Admiral of the Ocean Sea (Atlantic Ocean) and appointed Viceroy and Governor of all the new lands. He had the right to nominate three persons, from whom the sovereigns would choose one, for any office in the new lands. He would be entitled to 10 percent of all the revenues from the new lands in perpetuity; this part was denied to him in the contract, although it was one of his demands. Finally, he would also have the option of buying one-eighth interest in any commercial venture with the new lands and receive one-eighth of the profits.


          Columbus was later arrested in 1500 and supplanted from these posts. After his death, Columbus's sons, Diego and Fernando, took legal action to enforce their father's contract. Many of the smears against Columbus were initiated by the Spanish crown during these lengthy court cases, known as the pleitos colombinos. The family had some success in their first litigation, as a judgment of 1511 confirmed Diego's position as Viceroy, but reduced his powers. Diego resumed litigation in 1512, which lasted until 1536, and further disputes continued until 1790.


          


          First voyage
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          On the evening of August 3, 1492, Columbus departed from Palos de la Frontera with three ships; one larger carrack, Santa Mara, nicknamed Gallega (the Gallician), and two smaller caravels, Pinta (the Painted) and Santa Clara, nicknamed Nia after her owner Juan Nio of Moguer. They were property of Juan de la Cosa and the Pinzn brothers ( Martin Alonzo and Vicente Yez), but the monarchs forced the Palos inhabitants to contribute to the expedition. Columbus first sailed to the Canary Islands, which were owned by Castile, where he restocked the provisions and made repairs, and on September 6, he started what turned out to be a five-week voyage across the ocean.


          Land was sighted at 2 a.m. on October 12, 1492, by a sailor named Rodrigo de Triana (also known as Juan Rodrguez Bermejo) aboard Pinta. Columbus called the island (in what is now The Bahamas) San Salvador, although the natives called it Guanahani. Exactly which island in the Bahamas this corresponds to is an unresolved topic; prime candidates are Samana Cay, Plana Cays, or San Salvador Island (named San Salvador in 1925 in the belief that it was Columbus's San Salvador). The indigenous people he encountered, the Lucayan, Tano or Arawak, were peaceful and friendly. From the October 12, 1492 entry in his journal he wrote of them, "Many of the men I have seen have scars on their bodies, and when I made signs to them to find out how this happened, they indicated that people from other nearby islands come to San Salvador to capture them; they defend themselves the best they can. I believe that people from the mainland come here to take them as slaves. They ought to make good and skilled servants, for they repeat very quickly whatever we say to them. I think they can very easily be made Christians, for they seem to have no religion. If it pleases our Lord, I will take six of them to Your Highnesses when I depart, in order that they may learn our language." Lacking modern weaponry and even metal-forged swords or pikes, he remarked upon their tactical vulnerability, writing, "I could conquer the whole of them with 50 men, and govern them as I pleased."
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          Columbus also explored the northeast coast of Cuba (landed on October 28) and the northern coast of Hispaniola, by December 5. Here, the Santa Maria ran aground on Christmas morning 1492 and had to be abandoned. He was received by the native cacique Guacanagari, who gave him permission to leave some of his men behind. Columbus left 39 men and founded the settlement of La Navidad in what is now present-day Haiti. Before returning to Spain, Columbus also kidnapped some ten to twenty-five natives and took them back with him. Only seven or eight of the native Indians arrived in Spain alive, but they made quite an impression on Seville.


          Columbus headed for Spain, but another storm forced him into Lisbon. He anchored next to the King's harbour patrol ship on March 4, 1493 in Portugal. After spending more than one week in Portugal, he set sail for Spain. He reached Spain on March 15, 1493. Word of his finding new lands rapidly spread throughout Europe.


          There is increasing modern scientific evidence that this voyage also brought syphilis back from the New World. Many of the crew members who served on this voyage later joined the army of King Charles VIII in his invasion of Italy in 1495 resulting in the spreading of the disease across Europe and as many at 5 million deaths.


          


          Second voyage
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          Columbus left Cdiz, Spain, on September 24, 1493 to find new territories, with 17 ships carrying supplies, and about 1,200 men to colonize the region. On October 13, the ships left the Canary Islands as they had on the first voyage, following a more southerly course.


          On November 3, 1493, Columbus sighted a rugged island that he named Dominica (Latin for Sunday); later that day, he landed at Marie-Galante, which he named Santa Maria la Galante. After sailing past Les Saintes (Los Santos, The Saints), he arrived at Guadeloupe ( Santa Mara de Guadalupe de Extremadura, after the image of the Virgin Mary venerated at the Spanish monastery of Villuercas, in Guadalupe, Spain), which he explored between November 4 and November 10, 1493.


          The exact course of his voyage through the Lesser Antilles is debated, but it seems likely that he turned north, sighting and naming several islands, including Montserrat (for Santa Maria de Montserrate, after the Blessed Virgin of the Monastery of Montserrat, which is located on the Mountain of Montserrat, in Catalonia, Spain), Antigua (after a church in Seville, Spain, called Santa Maria la Antigua, meaning "Old St. Mary's"), Redonda (for Santa Maria la Redonda, Spanish for "round", owing to the island's shape), Nevis (derived from the Spanish, Nuestra Seora de las Nieves, meaning "Our Lady of the Snows", because Columbus thought the clouds over Nevis Peak made the island resemble a snow-capped mountain), Saint Kitts (for St. Christopher, patron of sailors and travelers), Sint Eustatius (for the early Roman martyr, St. Eustachius), Saba (also for St. Christopher?), Saint Martin (San Martin), and Saint Croix ( Santa Cruz, meaning " Holy Cross"). He also sighted the island chain of the Virgin Islands (and named them Islas de Santa Ursula y las Once Mil Virgenes, Saint Ursula and the 11,000 Virgins, a cumbersome name that was usually shortened, both on maps of the time and in common parlance, to Islas Virgenes), and he also named the islands of Virgin Gorda (the fat virgin), Tortola, and Peter Island (San Pedro).


          He continued to the Greater Antilles, and landed at Puerto Rico (originally San Juan Bautista, in honour of Saint John the Baptist, a name that was later supplanted by Puerto Rico (English: Rich Port) while the capital retained the name, San Juan) on November 19, 1493. One of the first skirmishes between native Americans and Europeans since the time of the Vikings took place when Columbus's men rescued two boys who had just been castrated by their captors.


          On November 22, Columbus returned to Hispaniola, where he intended to visit Fuerte de la Navidad (Christmas Fort), built during his first voyage, and located on the northern coast of Haiti; Fuerte de la Navidad was found in ruins, destroyed by the native Taino people, whereupon, Columbus moved more than 100 kilometers eastwards, establishing a new settlement, which he called La Isabela, likewise on the northern coast of Hispaniola, in the present-day Dominican Republic. However, La Isabela proved to be a poorly-chosen location, and the settlement was short-lived.


          He left Hispaniola on April 24, 1494, arrived at Cuba (naming it Juana) on April 30. He explored the southern coast of Cuba, which he believed to be a peninsula rather than an island, and several nearby islands, including the Isle of Pines (Isla de las Pinas, later known as La Evangelista, The Evangelist). He reached Jamaica on May 5. He retraced his route to Hispaniola, arriving on August 20, before he finally returned to Spain.


          During his second voyage, Columbus and his men instituted a policy in Hispaniola which has been referred to by numerous historians as genocide. The native Taino people of the island were systematically enslaved and murdered. Hundreds were rounded up and shipped to Europe to be sold; many died en route. For the rest of the population, Columbus demanded that all Taino under his control should bring the Spaniards gold. Those that didn't were to have their hands cut off. Since there was, in fact, little gold to be had, the Taino fled, and the Spaniards hunted them down and killed them. The Taino tried to mount a resistance, but the Spanish weaponry was superior, and European diseases ravaged their population. In despair, the Taino engaged in mass suicide, even killing their own children to save them from the Spaniards. Within two years, half of what may have been 250,000 Taino were dead. The remainder were taken as slaves and set to work on plantations, where the mortality rate was very high. By 1550, 60 years after Columbus landed, only a few hundred Taino were left on their island. In another hundred years, perhaps only a handful remained.
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          On May 30, 1498, Columbus left with six ships from Sanlcar, Spain, for his third trip to the New World. He was accompanied by the young Bartolom de Las Casas, who would later provide partial transcripts of Columbus' logs.


          Columbus led the fleet to the Portuguese island of Porto Santo, his wife's native land. He then sailed to Madeira and spent some time there with the Portuguese captain Joo Gonalves da Camara before sailing to the Canary Islands and Cape Verde. Columbus landed on the south coast of the island of Trinidad on July 31. From August 4 through August 12, he explored the Gulf of Paria which separates Trinidad from Venezuela. He explored the mainland of South America, including the Orinoco River. He also sailed to the islands of Chacachacare and Margarita Island and sighted and named Tobago (Bella Forma) and Grenada (Concepcion).


          Columbus returned to Hispaniola on August 19 to find that many of the Spanish settlers of the new colony were discontented, having been misled by Columbus about the supposedly bountiful riches of the new world. An entry in his journal from September 1498 reads, "From here one might send, in the name of the Holy Trinity, as many slaves as could be sold..." Indeed, as a fierce supporter of slavery, Columbus ultimately refused to baptize the native people of Hispanolia, since Catholic law forbade the enslavement of Christians.


          Columbus repeatedly had to deal with rebellious settlers and natives. He had some of his crew hanged for disobeying him. A number of returning settlers and sailors lobbied against Columbus at the Spanish court, accusing him and his brothers of gross mismanagement. On his return he was arrested for a period (see Governorship and arrest section below).
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          Columbus made a fourth voyage nominally in search of the Strait of Malacca to the Indian Ocean. Accompanied by his brother Bartolomeo and his 13-year-old son Fernando, he left Cdiz, Spain, on May 11, 1502, with the ships Capitana, Gallega, Vizcana and Santiago de Palos. He sailed to Arzila on the Moroccan coast to rescue Portuguese soldiers whom he had heard were under siege by the Moors. On June 15, they landed at Carbet on the island of Martinique (Martinica). A hurricane was brewing, so he continued on, hoping to find shelter on Hispaniola. He arrived at Santo Domingo on June 29, but was denied port, and the new governor refused to listen to his storm prediction. Instead, while Columbus' ships sheltered at the mouth of the Rio Jaina, the first Spanish treasure fleet sailed into the hurricane. Columbus' ships survived with only minor damage, while twenty-nine of the thirty ships in the governor's fleet were lost to the July 1st storm. In addition to the ships, 500 lives (including that of the governor, Francisco de Bobadilla) and an immense cargo of gold were surrendered to the sea.


          After a brief stop at Jamaica, Columbus sailed to Central America, arriving at Guanaja (Isla de Pinos) in the Bay Islands off the coast of Honduras on July 30. Here Bartolomeo found native merchants and a large canoe, which was described as "long as a galley" and was filled with cargo. On August 14, he landed on the American mainland at Puerto Castilla, near Trujillo, Honduras. He spent two months exploring the coasts of Honduras, Nicaragua, and Costa Rica, before arriving in Almirante Bay, Panama on October 16.


          On December 5, 1502, Columbus and his crew found themselves in a storm unlike any they had ever experienced. In his journal Columbus writes,


          
            For nine days I was as one lost, without hope of life. Eyes never beheld the sea so angry, so high, so covered with foam. The wind not only prevented our progress, but offered no opportunity to run behind any headland for shelter; hence we were forced to keep out in this bloody ocean, seething like a pot on a hot fire. Never did the sky look more terrible; for one whole day and night it blazed like a furnace, and the lightning broke with such violence that each time I wondered if it had carried off my spars and sails; the flashes came with such fury and frightfulness that we all thought that the ship would be blasted. All this time the water never ceased to fall from the sky; I do not say it rained, for it was like another deluge. The men were so worn out that they longed for death to end their dreadful suffering.

          


          In Panama, Columbus learned from the natives of gold and a strait to another ocean. After much exploration, in January 1503 he established a garrison at the mouth of the Rio Belen. On April 6 one of the ships became stranded in the river. At the same time, the garrison was attacked, and the other ships were damaged. Columbus left for Hispaniola on April 16, heading north. On May 10 he sighted the Cayman Islands, naming them "Las Tortugas" after the numerous sea turtles there. His ships next sustained more damage in a storm off the coast of Cuba. Unable to travel farther, on June 25, 1503, they were beached in St. Ann's Bay, Jamaica.
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          For a year Columbus and his men remained stranded on Jamaica. A Spaniard, Diego Mendez, and some natives paddled a canoe to get help from Hispaniola. That island's governor, Nicols de Ovando y Cceres, detested Columbus and obstructed all efforts to rescue him and his men. In the meantime Columbus, in a desperate effort to induce the natives to continue provisioning him and his hungry men, successfully intimidated the natives by correctly predicting a lunar eclipse for February 29, 1504, using the Ephemeris of the German astronomer Regiomontanus. Help finally arrived, no thanks to the governor, on June 29, 1504, and Columbus and his men arrived in Sanlcar, Spain, on November 7.


          


          Governorship and arrest


          During Columbus' stint as governor and viceroy, he had been accused of governing tyrannically.. Columbus was physically and mentally exhausted; his body was wracked by arthritis and his eyes by ophthalmia. In October 1499, he sent two ships to Spain, asking the Court of Spain to appoint a royal commissioner to help him govern.


          The Court appointed Francisco de Bobadilla, a member of the Order of Calatrava; however, his authority stretched far beyond what Columbus had requested. Bobadilla was given total control as governor from 1500 until his death in 1502. Arriving in Santo Domingo while Columbus was away, Bobadilla was immediately peppered with complaints about all three Columbus brothers: Christopher, Bartolom, and Diego. Consuelo Varela, a Spanish historian, states: "Even those who loved him [Columbus] had to admit the atrocities that had taken place."


          As a result of these testimonies and without being allowed a word in his own defense, Columbus upon his return, had manacles placed on his arms and chains on his feet and was cast into prison to await return to Spain. He was 53 years old.


          On October 1, 1500, Columbus and his two brothers, likewise in chains, were sent back to Spain. Once in Cdiz, a grieving Columbus wrote to a friend at court:


          
            It is now seventeen years since I came to serve these princes with the Enterprise of the Indies. They made me pass eight of them in discussion, and at the end rejected it as a thing of jest. Nevertheless I persisted therein... Over there I have placed under their sovereignty more land than there is in Africa and Europe, and more than 1,700 islands... In seven years I, by the divine will, made that conquest. At a time when I was entitled to expect rewards and retirement, I was incontinently arrested and sent home loaded with chains... The accusation was brought out of malice on the basis of charges made by civilians who had revolted and wished to take possession on the land.... I beg your graces, with the zeal of faithful Christians in whom their Highnesses have confidence, to read all my papers, and to consider how I, who came from so far to serve these princes... now at the end of my days have been despoiled of my honour and my property without cause, wherein is neither justice nor mercy.

          


          According to testimony of 23 witnesses during his trial, Columbus regularly used barbaric acts of torture to govern Hispaniola.


          Columbus and his brothers lingered in jail for six weeks before the busy King Ferdinand ordered their release. Not long thereafter, the king and queen summoned the Columbus brothers to their presence at the Alhambra palace in Granada. There the royal couple heard the brothers' pleas; restored their freedom and their wealth; and, after much persuasion, agreed to fund Columbus' fourth voyage. But the door was firmly shut on Christopher Columbus's role as governor. From that point forward, Nicols de Ovando y Cceres was to be the new governor of the West Indies.


          


          Later life
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          While Columbus had always given the conversion of non-believers as one reason for his explorations, he grew increasingly religious in his later years. He claimed to hear divine voices, lobbied for a new crusade to capture Jerusalem, often wore Franciscan habit, and described his explorations to the "paradise" as part of God's plan which would soon result in the Last Judgment and the end of the world.


          In his later years, Columbus demanded that the Spanish Crown give him 10 per cent of all profits made in the new lands, pursuant to earlier agreements. Because he had been relieved of his duties as governor, the crown did not feel bound by these contracts, and his demands were rejected. After his death his family later sued for part of the profits from trade with America in the pliegos colombinos.
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          On May 20, 1506, at about the age of 55, Columbus died in Valladolid, fairly wealthy from the gold his men had accumulated in Hispaniola. When he died he was still convinced that his journeys had been along the east coast of Asia. According to a study, published in February 2007, by Antonio Rodriguez Cuartero, Department of Internal Medicine of the University of Granada, he died of a heart attack caused by Reiter's Syndrome (also called reactive arthritis). According to his personal diaries and notes by contemporaries, the symptoms of this illness (burning pain during urination, pain and swelling of the knees, and conjunctivitis of the eyes) were clearly visible in his last three years.


          His remains were first buried in Valladolid and then at the monastery of La Cartuja in Seville (southern Spain), by the will of his son Diego, who had been governor of Hispaniola. Then in 1542, his remains were transferred to Santo Domingo, in eastern Hispaniola. In 1795, the French took over Hispaniola, and his remains were moved to Havana, Cuba. After Cuba became independent following the Spanish-American War in 1898, his remains were moved back to the Cathedral of Seville in Spain, where they were placed on an elaborate catafalque. However, a lead box bearing an inscription identifying "Don Christopher Columbus" and containing fragments of bone and a bullet was discovered at Santo Domingo in 1877.


          To lay to rest claims that the wrong relics were moved to Havana and that the remains of Columbus were left buried in the cathedral of Santo Domingo, DNA samples were taken in June 2003 (History Today August 2003). The results are not conclusive. Initial observations suggested that the bones did not appear to belong to somebody with the physique or age at death associated with Columbus. DNA extraction proved difficult; only a few limited fragments of mitochondrial DNA could be isolated. However, such as they are, these do appear to match corresponding DNA from Columbus's brother, giving support to the idea that the two had the same mother and that the body therefore may be that of Columbus. The authorities in Santo Domingo have not allowed the remains there to be exhumed, so it is unknown if any of those remains could be from Columbus's body. The location of the Dominican remains is in the "Columbus Lighthouse" or Faro A Colon which is in Santo Domingo, Dominican Republic.


          


          Legacy


          Sometimes thought of erroneously as the discoverer of the New World, Columbus was preceded by the various cultures and civilizations of the indigenous peoples of the Americas, as well as the Western world's Vikings. He is regarded more accurately as the person who brought the Americas into the forefront of Western attention. "Columbus' claim to fame isn't that he got there first," explains historian Martin Dugard, "it's that he stayed." Equally false is the notion that he was first to envision a rounded earth. This was known in ancient times, though largely forgotten in the Middle Ages. By Columbus's day, educated men were in agreement as to its spherical shape, even if many or most people believed otherwise. More contentious was the size of the earth, and whether it was possible in practical terms to cross such a vast body of water: the longest any ship (European or otherwise) had gone without making landfall did not much exceed 30 days when Columbus embarked on his first audacious voyage.
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          Amerigo Vespucci's travel journals, published 1502-4, convinced Martin Waldseemller that the discovered place was not India, as Columbus always believed, but a new continent, and in 1507, a year after Columbus' death, Waldseemller published a world map calling the new continent America from Vespucci's Latinized name "Americus".


          Historically, the British had downplayed Columbus and emphasized the role of John Cabot as a pioneering explorer. But, for the emerging United States, Cabot made a poor national hero. Veneration of Columbus in America dates back to colonial times. America itself was sometimes referred to as Columbia. The use of Columbus as a founding figure of New World nations and the use of the word Columbia spread rapidly after the American Revolution. During the last two decades of the 18th century the name "Columbia" was given to the federal capital District of Columbia, South Carolina's new capital city, Columbia, South Carolina, the Columbia River, and numerous other places. Attempts to rename the United States "Columbia" failed, but Columbia became a female national personification of America, similar to the male Uncle Sam. Outside the United States the name was used in 1819 for the Republic of Colombia, a precursor of the modern nation of Colombia.


          A candidate for sainthood in the Catholic Church in 1866, Celebration of Columbus' legacy perhaps reached a zenith in 1892 when the 400th anniversary of his first arrival in the Americas occurred. Monuments to Columbus like the Columbian Exposition in Chicago were erected throughout the United States and Latin America extolling him. Numerous cities, towns, counties, and streets have been named after him, including the capital cities of two U.S. states ( Columbus, Ohio and Columbia, South Carolina).


          In 1909, descendants of Columbus undertook to dismantle the Columbus family chapel in Spain and move it to a site near State College, Pennsylvania, where it may now be visited by the public. At the museum associated with the chapel, there are a number of Columbus relics worthy of note, including the armchair which the "Admiral of the Ocean Sea" used at his chart table.


          Culpability is sometimes placed on contemporary governments and their citizens for the hardship suffered by Native Americans during the time of Christopher Columbus. Columbus myths and celebrations are generally a positive affair, making less room for this concept in history books. Christopher Columbus was strongly criticised in a song by Jamaican artiste Burning Spear titled 'A Damn Blasted Liar.' The controversial song opened a strong opinionated debate across much of the Caribbean region on the effects that Christopher Columbus and his leadership had on the region's native peoples.


          The Spanish colonization of the Americas, and the subsequent effects on the native peoples, were dramatized in the 1992 feature film 1492: Conquest of Paradise to commemorate the 500th anniversary of his landing in the Americas. *In 2003, Venezuelan President Hugo Chvez urged Native American Latin Americans to not celebrate the Columbus Day holiday. Chavez blamed Columbus for leading the way in the mass genocide of the Native Americans by the Spanish.


          


          Physical appearance


          Although an abundance of artwork involving Christopher Columbus exists, no authentic contemporary portrait has been found. There is a portrait painted by Alejo Fernndez, between 1505 and 1536, titled Virgen de los Navegantes in the Royal Alcazar in Seville. At the 1893 World's Columbian Exposition, 71 alleged portraits of Columbus were displayed, most did not match contemporary descriptions. These writings describe him as having reddish hair, which turned to white early in his life, light colored eyes, as well as being a lighter skinned person with too much sun exposure turning his face red.


          In keeping with descriptions of Columbus having had auburn hair or (later) white hair, textbooks use the Sebastiano del Piombo painting (which in its normal-sized resolution shows Columbus's hair as auburn) so often that it has become the iconic image of Columbus accepted by popular culture.


          


          In popular culture


          Colombus is a significant historical figure and has been depicted in fiction and in popular films and television.


          In 1991, author Salman Rushdie published a fictional representation of Columbus in The New Yorker, "Christopher Columbus and Queen Isabella of Spain Consummate Their Relationship, Santa Fe, January, 1492," (The New Yorker, June 17, 1991, p. 32). In Pastwatch: The Redemption of Christopher Columbus (1996) science fiction novelist Orson Scott Card focuses on Columbus' life and activities, but the novel's action also deals with a group of scientists from the future who travel back to the 15th century with the goal of changing the pattern of European contact with the Americas. British author Stephen Baxter includes Columbus' quest for royal sponsorship as a crucial historical event in his 2007 science fiction novel Navigator ( ISBN 978-0-441-01559-7), the third entry in the author's Time's Tapestry Series.


          Columbus has also been portrayed in cinema and television, including mini-series, films and cartoons. Most notably he was portrayed by Grard Depardieu in 1992 film by Ridley Scott 1492: Conquest of Paradise. Scott presented Columbus as an idealist as opposed to the view that he was ruthless and responsible for the misfortune of Native Americans. As in many of Scott's movies, the character is presented as having some ideas that weren't current at his time.


          Other more recent productions include TV mini-series Christopher Columbus (1985) with Gabriel Byrne as Colombus, Christopher Columbus: The Discovery, a 1992 biopic film by Alexander Salkind, Christopher Columbus, a 1949 film starring Fredric March as Columbus, and comedy Carry On Columbus (1992).
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          Christopher Hampton CBE (born January 26, 1946) is a British playwright, screen writer and film director. He is best known for his play based on the novel Les Liaisons dangereuses and the film Dangerous Liaisons.


          Hampton was born to British parents in Fayal, Azores and as a child, lived in Aden, Egypt and Zanzibar. At the age of 13 went to Lancing College, where he won house colours for boxing and distinguished himself as a sergeant in the CCF. In 1964 he went to New College, Oxford, as Sacher Scholar, to study German and French and graduated with a First Class Degree in 1968.


          He became involved in theatre at Oxford University and moved on to become the youngest writer ever to have a play performed in the West End in 1966. From 1968-70 he worked as the Resident Dramatist at the Royal Court Theatre in London.


          


          Plays


          
            	1964 - When Did You Last See My Mother?


            	1967 - Total Eclipse


            	1969 - The Philanthropist


            	1974 - Savages


            	1975 - Treats


            	1984 - Tales From Hollywood

          


          


          Adaptations


          
            	1977 - Tales from the Vienna Woods, dn von Horvth


            	1985 - Les Liaisons Dangereuses from the novel by Choderlos de Laclos for the Royal Shakespeare Company


            	Tartuffe, Molire


            	Sunset Boulevard for Andrew Lloyd Webber


            	2006 - Embers from the novel by Sndor Mrai

          


          


          Filmography


          
            	1973 - A Doll's House(screenwriter) starring Claire Bloom


            	1979 - Tales from the Vienna Woods (screenwriter) (directed by Maximilian Schell)


            	1981 - The History Man (screenwriter) for the BBC


            	1983 - Beyond The Limit (screenwriter)


            	1984 - The Honorary Consul (screenwriter) based on a novel by Graham Greene starring Michael Caine and Richard Gere


            	1986 - The Wolf At The Door (screenwriter)


            	1986 - Hotel Du Lac (screenwriter/ director)


            	1986 - The Good Father (screenwriter) based on a novel by Peter Prince


            	1986 - Arriving Tuesday (producer)


            	1988 - Dangerous Liaisons (play author/ screenwriter/ co-producer) directed by Stephen Frears and starring John Malkovich, Glenn Close and Michelle Pfeiffer


            	1989 - Cookie (screenwriter)


            	1995 - Carrington (screenwriter/director)


            	1989 - The Ginger Tree for BBC


            	1989 - Tales From Hollywood for BBC


            	1995 - Total Eclipse (play author/ screenwriter/ actor: The Judge) directed by Agnieszka Holland, starring Leonardo DiCaprio and David Thewlis


            	1996 - Mary Reilly (screenwriter) based on the Valerie Martin novel about Dr. Jekyll's housemaid, directed by Stephen Frears and starring Julia Roberts and John Malkovich


            	1996 - The Secret Agent (screenwriter/ director) based on a Joseph Conrad novel, starring Grard Depardieu, Bob Hoskins and Patricia Arquette


            	2002 - The Quiet American (screenwriter)


            	2003 - Imagining Argentina (screenwriter/ director)


            	2007 - Atonement (screenwriter)


            	2008 - Sunset Boulevard (original material)


            	2008 - Tokyo Rose (screenwriter)

          


          


          Translation Work


          
            	The Seagull


            	Uncle Vanya


            	Hedda Gabler


            	Don Juan by Molire

          


          
            	1973 - A Doll's House


            	1996 - Art by Yasmina Reza


            	2000 - Conversations After A Burial by Yasmina Reza


            	1981 - The History Man (screenwriter)
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              	Born

              	20 October 1632(1632-10-20)

              East Knoyle, Wiltshire, England
            


            
              	Died

              	25 February 1723 (aged90)

              London

            


            
              	Residence

              	England
            


            
              	Nationality

              	English
            


            
              	Fields

              	Architecture, physics, astronomy, and mathematics
            


            
              	Alma mater

              	Wadham College, University of Oxford
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              	Designer of 53 churches including St. Paul's Cathedral, as well as many secular buildings of note in London after the Great Fire
            

          


          Sir Christopher Wren ( 20 October 1632  25 February 1723) was a 17th century English designer, astronomer, geometer, and one of the greatest English architects of his time. Wren designed 53 London churches, including St Paul's Cathedral, as well as many secular buildings of note. He was a founder of the Royal Society (president 168082), and his scientific work was highly regarded by Sir Isaac Newton and Blaise Pascal.


          


          Biography


          


          Early life and education


          Wren was born at East Knoyle in Wiltshire, the only surviving son of Christopher Wren DD (1589-1658), at that time the rector of East Knoyle and later Dean of Windsor. A previous child of Dr Wren, also named Christopher, was born on 22 November 1631, and had died the same day. John Aubreys confusion of the two persisted occasionally into late twentieth-century literature.


          As a child Wren "seem'd consumptive". Although a sickly child, he would survive into robust old age. He was first taught at home by a private tutor and his father. After his father's appointment as Dean of Windsor in March 1635, his family spent part of each year there. Little is known about Wrens life at Windsor and it is misleading to say that Wren and the son of Charles I became childhood friends there and "often played together".


          Wrens schooling is not at all definitive. The story that he was at Westminster School from 1641 to 1646 is unsubstantiated. Parentalia, the biography compiled by his son, a third Christopher, places him there "for some short time" before going to Oxford (in 1650). Some of his youthful exercises preserved or recorded (though few are datable) showed that he received a thorough grounding in Latin; he also learned to draw. According to Parentalia, he was "initiated" in the principles of mathematics by Dr. William Holder, who married Wrens elder sister Susan in 1643. During this time period, Wren manifested an interest in the design and construction of mechanical instruments. It was probably through Holder that Wren met Sir Charles Scarburgh, with whom he assisted in the anatomical studies.


          Wren entered Wadham College, Oxford, on 25 June 1650. At Wadham, Wrens formal education was conventional. The curriculum was still based on the study of Aristotle and the discipline of the Latin language, and it is anachronistic to imagine that he received scientific training in the modern sense. However, Wren became closely associated with John Wilkins, who served as warden in Wadham. Wilkins was a member of a group of distinguished scholars. This group, whose activities led to the formation of Royal Society, consisted of a number of distinguished mathematicians, original and sometimes brilliant practical workers and experimental philosophers. This connection probably influenced Wrens studies of science and mathematics at college. He graduated B.A. in 1651, and three years later received M.A.


          


          Middle years


          Receiving his A.M. in 1653, Wren was elected a fellow of All Souls College in the same year and began an active period of research and experiment in Oxford. His days as a fellow of All Souls ended when Wren was appointed Professor of Astronomy at Gresham College, London in 1657. He was provided with a set of rooms and a stipend and was required to give weekly lectures in both Latin and English to all who wished to attend; admission was free. Wren took up this new work with enthusiasm. He continued to meet the men with whom he had frequent discussions in Oxford. They attended his London lectures and in 1660, initiated formal weekly meetings. It was from these meetings that the Royal Society, Englands premier scientific body, was to develop. He undoubtedly played a major role in the early life of what would become the Royal Society; his great breadth of expertise in so many different subjects helping in the exchange of ideas between the various scientists. In fact, the report on one of these meetings reads:


          
            
              Memorandum November 28 1660. These persons following according to the usual custom of most of them, met together at Gresham College to hear Mr Wren's lecture, viz. The Lord Brouncker, Mr Boyle, Mr Bruce, Sir Robert Moray, Sir Paule Neile, Dr Wilkins, Dr Goddard, Dr Petty, Mr Ball, Mr Rooke, Mr Wren, Mr Hill. And after the lecture was ended they did according to the usual manner, withdraw for mutual converse.

            

          


          In 1662, they proposed a society "for the promotion of Physico-Mathematicall Experimental Learning." This body received its Royal Charter from Charles II and "The Royal Society of London for the Promotion of Natural Knowledge" was formed. In addition to being a founder member of the Society, Wren was president of the Royal Society from 1680 to 1682.


          In 1661, Wren was elected Savilian Professor of Astronomy at Oxford, and in 1669 he was appointed Surveyor of Works to Charles II. From 1661 until 1668 Wren's life was based in Oxford, although the Royal Society meant that he had to make occasional trips to London.


          The main sources for Wren's scientific achievements are the records of the Royal Society. His scientific works ranged from astronomy, optics, the problem of finding longitude at sea, cosmology, mechanics, microscopy, surveying, medicine and meteorology. He observed, measured, dissected, built models, and employed, invented and improved a variety of instruments. It was also around these times that his attention turned to architecture.


          The second of Wren's architectural endeavors, the first being the chapel of Pembroke College in Cambridge, was the design of the Sheldonian Theatre in Oxford, which was completed in 1662. This, the gift of Bishop Sheldon of London to his old university, was influenced by the classical form of the Theatre of Marcellus in Rome, but was a mixture of this classical design with a modern empirical design. It was probably around this time that Wren was drawn into redesigning a battered St. Paul's Cathedral. Making a trip to Paris in 1665, Wren studied the architecture, which had reached a climax of creativity, and perused the drawings of Bernini, the great Italian sculptor and architect. Returning from Paris, he made his first design for St. Pauls. A week later, however, the Great Fire destroyed two-thirds of the city. Wren submitted his plans for rebuilding the city to King Charles II, although they were never adopted. With his appointment as Kings Surveyor of Works in 1669, he had a presence in the general process of rebuilding the city, but was not directly involved with the rebuilding of houses or companies' halls. Wren was personally responsible of the rebuilding of 51 churches; however, it is not necessarily true to say that each of them represented his own fully developed design.


          Wren was knighted 14 November 1673. He was bestowed after his resignation from the Savilian position in Oxford, by which time he had already begun to make his mark as an architect both in services to the Crown and in playing an important part in rebuilding London after the Great Fire.


          Additionally, he was sufficiently active in public affairs to be returned as Member of Parliament for Old Windsor in 1680, 1689 and 1690, but did not take his seat.


          By 1669 Wren's career was well established and it may have been his appointment as Surveyor-General of the King's Works in early 1669 that persuaded him that he could finally afford to take a wife. In 1669 the thirty-seven year old Wren married his childhood neighbour, the thirty-three year old Faith Coghill, daughter of Sir John Coghill of Bletchingham. Little is known of Faith's life or demeanor, but a love letter from Wren survives, which reads, in part:


          
            
              "I have sent your Watch* at last & envy the felicity of it, that it should be soe near your side & soe often enjoy your Eye......but have a care for it, for I have put such a spell into it; that every Beating of the Balance will tell you 'tis the Pulse of my Heart, which labors as much to serve you and more trewly than the Watch; for the Watch I beleeve will sometimes lie, and sometimes be idle & unwilling...but as for me you may be confident I shall never..."

            

          


          * (Sometime earlier, Faith had dropped her wrist watch into a pool of water. It had been sent to Wren in London for it to be repaired. This letter was part of a package.)


          This brief marriage produced two children: Gilbert, a sickly child given to convulsions fits, born October 1672; the infant died not quite a year-and-a-half old. The second child, also a son, named Christopher after his father, was born February 1675. The younger Christopher was trained by his father to be an architect. It was this Christopher that supervised the topping out ceremony of St Paul'sChristopher Wren in 1710 and wrote the famous Parentalia. Faith Wren died of small pox on 3 September 1675. She was buried in the chancel of St.-Martin-in-the-Field beside the infant Gilbert. A few days later Wren's mother-in-law, Lady Coghill, arrived to take the infant back with her to Oxfordshire to raise.


          In 1677, seventeen months after the death of his first wife, Wren married once again. He married Jane Fitzwilliam, a woman even more of a mystery than the first Mrs. Wren; especially to Wren's friends and companions. Robert Hooke, who often saw Wren two or three times every week, had, as he recorded in his diary, never even heard of her, and was not to meet her till six weeks after the marriage. All that is know about the second Mrs. Wren was that she was the daughter of Lord Fitzwilliam of Lifford on the Irish peerage, and that her mother had been the daughter of a prosperous London merchant. As with the first marriage, this too produced two children: a daughter Jane, (1677-1702); and a son William, "Poor Billy" born June, 1679, was developmentally delayed. Like the first, this second marriage was also brief. Jane Wren died of tuberculosis in September 1680. She was buried alongside Faith and Gilbert in the chancel of St.-Martin-in-the-Field. Wren was never to marry again; he lived to be 90 years old and of those was married only nine.


          Bletchingham was the home of Wren's brother-in-law William Holder who was rector of the local church. Holder had been a Fellow of Pembroke College, Oxford. An intellectual of considerable ability, he is said to have been the figure who introduced Wren to arithmetic and geometry.


          After the death of Charles II in 1685, Wren's attention was directed mainly to Whitehall. The new king, James II, required a new chapel and also ordered a new gallery, council chamber and a riverside apartment for the Queen. Later, when James II was removed from the throne, Wren took on architectural projects such as Kensington Palace, Hampton Court and Greenwich Hospital, which was his last great work and the only one still in progress after St Pauls had been completed in 1711.


          


          Late life


          Wren's later life was not without criticisms and attacks on his competence and his taste. In 1712, the Letter Concerning Design of Anthony Ashley Cooper, third Earl of Shaftesbury, circulated in manuscript. Proposing a new British style of architecture, Shaftesbury censured Wrens cathedral, his taste and his long-standing control of royal works. Although he was appointed to the Fifty New Churches Commission in 1711, he was left only with nominal charge of a board of works when the surveyorship started in 1715. On 26 April 1718, on the pretext of failing powers, he was dismissed in favour of William Benson.


          Contrary to popular belief, Wren did not die at his sons house. The Wren family estate was in the area of Hampton Court. It had been bought by Wren many years before as part of a legacy for his son Christopher Wren, Jr. For convenience Wren also leased a house on St. James street in London. According to a nineteenth-century legend, he would often go to London to pay unofficial visits to St. Paul's, to check on the progress of 'my greatest work'. On one of these trips to London he caught a chill. Over the next several days the illness became increasingly worse. On 25 February 1723 a servant tried to awaken Wren from his nap, but found that Wren had died.


          Wren was laid to rest on 5 March 1723. His remains were placed in the south-east corner of the crypt beside those of his daughter Jane, his sister Susan Holder, and her husband William. The simple stone marker reads:


          
            Subtus conditur Hujus Ecclesias et Urbis Conditor, CHRISTOPHERUS WREN; Qui vixit annos ultra nonaginta, Non sibi, sed bono publico. Lector, si monumentum requiris,Circumspice. Obiit 25 Feb. MDCCXXIII., aetat. XCI.

          


          The translation of it is: "Underneath lies buried Christopher Wren, the builder of this church and city; who lived beyond the age of ninety years, not for himself, but for the public good.--Reader, if you seek his monument, look around you.--He died on the 25th of February, 1723, aged 91."


          The last lines, which were written by Wren's eldest son and heir, Christopher Wren, Jr., are one of the most famous epitaphs of all time.


          


          Scientific and architectural works


          One of Wren's friends, another great scientist and architect in his time, Robert Hooke said of him "Since the time of Archimedes there scarce ever met in one man in so great perfection such a mechanical hand and so philosophical mind."


          


          Scientific achievements


          As a fellow of All Souls, he constructed a transparent beehive for scientific observation; he began observing the moon, which was subsequent to the invention of micrometers for the telescope. He experimented on terrestrial magnetism and had taken part in medical experiments, performing the first successful injection of a substance into the bloodstream (of a dog).


          In Gresham College, he did experiments involving determining longitude through magnetic variation and through lunar observation to help with navigation, and helped construct a 35-foot (11m) telescope with Sir Paul Neile. Wren also studied and improved the microscope and telescope at this time. He had also been making observations of the planet Saturn from around 1652 with the aim of explaining its appearance. His hypothesis was written up in De corpore saturni but before the work was published, Huygens presented his theory of the rings of Saturn. Immediately Wren recognized this as a better hypothesis than his own and De corpore saturni was never published. In addition, he constructed an exquisitely detailed lunar model and presented it to the king. Also his contribution to mathematics should be noted; in 1658, he found the length of an arc of the cycloid using an exhaustion proof based on dissections to reduce the problem to summing segments of chords of a circle which are in geometric progression.


          A year into Wren's appointment as a Savilian Professor in Oxford, the Royal Society was created and Wren became an active member. As a Savilian Professor, Wren studied thoroughly in mechanics, especially in elastic collisions and pendulum motions, which he studied extensively. He also directed his far-ranging intelligence to the study of meteorology, and fabricated a "weather-clock" that recorded temperature, humidity, rainfall and barometric pressure, which could be used to predict the weather. In addition, Wren experimented on muscle functionality as well, hypothesizing that the swelling and shrinking of muscles might proceed from a fermentative motion arising from the mixture of two heterogeneous fluids. Although this is incorrect, it is at least founded upon observation and may mark a new outlook on medicine: specialization. Another topic to which Wren contributed was optics. He published a description of an engine to create perspective drawings and he discussed the grinding of conical lenses and mirrors. Out of this work came another of Wren's important mathematical results, namely that the hyperboloid of revolution is a ruled surface. These results were published in 1669. In subsequent years, Wren continued with his work with the Royal Society, however, after the 1680s, his scientific interests seem to have waned: no doubt his architectural and official duties absorbed all his time.


          Mentioned above are only a few of Wrens scientific works. He also studied in other areas not mentioned ranging from agriculture, ballistics, water and freezing, to investigating light and refraction only to name a few. Thomas Birch's History of the Royal Society is one of the most important sources of our knowledge not only of the origins of the Society, but also the day to day running of the Society. It is in these records that the majority of Wrens scientific works are recorded.


          


          Architectural career


          


          First steps to architecture


          In Wren's age, the profession of architect as understood today did not exist. Since the early years of the 17th century it was not unusual for the well-educated gentleman, (virtuosi), to take up architecture as a gentlemanly activity; a pursuit widely accepted as a branch of applied mathematics. This is implicit in the writings of Vitruvius and explicit in such sixteenth-century authors as John Dee and Leonard Digges. When Wren was a student at Oxford, he became familiar with Vitruvius' De architectura and absorbed intuitively the fundamentals of the architectural design there. In the past, buildings had been constructed to the needs of the patron and the suggestions of building professionals, such as master carpenters or master bricklayers.


          Through the Royal Society and his use of optics, Wren came particularly to the king's notice. In 1661 he was approached by his cousin Matthew with a royal commission, as "one of the best Geometer in Europe", to direct the refortification of Tangier. Wren excused himself on grounds of health. Although this invitation may have arisen from Charles II's casual opportunism in matching people to tasks, Wren is believed to have been already on the way to architecture practice. Before the end of 1661 Wren was unofficially advising the repair of Old St Paul's Cathedral after two decades of neglect and distress; his architectural interests were also evident to his associates at the time. Two years after, he set his only foreign journey to Paris and the le-de-France, during which he acquired the firsthand study of modern design and construction. By this time, he had mastered and thoroughly understood architecture. Unlike several of his colleagues who took it up as a set of rules and formulas for design, he possessed, understood, and exploited the combination of reason and intuition, experience and imagination.


          


          Wren and St Paul's


          St Paul's has always been the touchstone of Wren's reputation. His association with it spans his whole architectural career, including the thirty-six years between the start of the new building and the declaration by parliament of its completion in 1711.


          Wren had been involved in repairs of the old cathedral since 1661. In the spring of 1666, he made his first design for a dome for St Paul's. It was accepted in principle on August 27, 1666. One week later, however, The Great Fire of London reduced two-thirds of the City to a smoking desert and old St Paul's to a ruin. Wren was most likely at Oxford at the time, but the news, so fantastically relevant to his future, drew him at once to London. Between 5th and 11th September he ascertained the precise area of devastation, worked out a plan for rebuilding the City and submitted it to Charles II. Others also submitted plans. However, no new plans proceeded any further than the paper on which it was drawn. A rebuilding act which provided rebuilding of some essential buildings was passed in 1667. In 1669, the King's Surveyor of Works died and Wren was promptly installed.


          
            [image: Wren's "warrant design" for St Paul's.]

            
              Wren's "warrant design" for St Paul's.
            

          


           It was not until 1670 that the pace of rebuilding started accelerating. A second rebuilding act was passed that year, raising the tax on coal and thus providing a source of funds for rebuilding of churches destroyed within the City of London. Wren presented his initial "First Model" for St Paul's. This plan was accepted, and demolition of the old cathedral began. By 1672, however, this design seemed too modest, and Wren met his critics by producing a design of spectacular grandeur. This modified design, called "Great Model", was accepted by the King and the construction started in November, 1673. However, this design failed to satisfy the chapter and clerical opinion generally; moreover, it has an economic drawback. Wren was confined to a 'cathedral form' desired by the clergy. In 1674 he produced the rather meager Classical-Gothic compromise known as the Warrant Design. However, this design, called so from the royal warrant of 14 May 1675 attached to the drawings, is not the design upon which work had begun a few weeks before.


          
            [image: Wren's cathedral as built.]

            
              Wren's cathedral as built.
            

          


          The cathedral that Wren started to build bears only a slight resemblance to the Warrant Design. In 1697, the first service was held in the cathedral when Wren was 65. There was still, however, no dome. Finally in 1711 the cathedral was declared complete, and Wren was paid half of his salary that, in the hope of accelerating progress, Parliament had withheld for fourteen years since 1697. The cathedral had been built for 36 years under him, and the only disappointment he had about his masterpiece is the dome: against his wishes the commission engaged Thornhill to paint the inner dome in false perspective and finally authorized a balustrade around the proof line. This diluted the hard edge Wren had intended for his cathedral, and elicited the apt parthian comment that "ladies think nothing well without an edging".


          


          Major architectural works in the 1670s and 1680s


          During the 1670s Wren received significant secular commissions which manifest both the maturity and the variety of his architecture and the sensitivity of his response to diverse briefs. Among many of his remarkable designs at this time, the monument commemorating the Great Fire, the Royal Observatory, and the library at Trinity College, Cambridge were the most important ones. The former two of the three works also involved Robert Hooke, but Wren was in control of the final design.


          By historical accident, all Wren's large-scale secular commissions dated from after 1680s. At the age of fifty his personal development, as was that of English architecture, was ready for a monumental but humane architecture, in which the scales of individual parts relates both to the whole and to the people who used them. The first large project Wren designed, the Chelsea Hospital, does not entirely satisfy the eye in this respect, but met its belief with such distinction and success that even in the twentieth century it fulfills its original function. The reconstruction of the state room at Windsor Castle was notable for the integration of architecture, sculpture, and painting. This commission was in the hand of Hugh May, who died in February, 1684, before the construction finished. Wren assumed his post and finalized the works.


          Wren did not pursue his work on architectural design as actively as he had before the 1690s, although he still played important roles in a number of royal commissions. In 1696 he was appointed Surveyor of Greenwich Naval Hospital, and three years later Surveyor of Westminster Abbey. He resigned the former role in 1716 but held the latter until his death.


          


          Achievement and reputation


          At his death, Wren was 90. Even the men he had trained and who owed much of their success to Wren's original and leadership were no longer young. Newer generations of architects were beginning to look past Wren's style. The Baroque school his apprentices had created was already under fire from a new generation that brushed Wrens reputation aside and looked back beyond him to Inigo Jones. Architects of the 18th century could not forget Wren, but they could not forgive some elements in his work they deemed unconventional. The churches left the strongest mark on subsequent architecture. In France, where English architecture rarely made much impression, the influence of St Paul's Cathedral can be seen in the church of Sainte-Genevive (now the Panthon); begun in 1757, it rises to a drum and dome similar to St Paul's, and there are countless versions of it, from St Isaac's (1840-42) in St Petersburg to the Capitol at Washington, D.C. (1855-65).


          In the twentieth century the potency of the influence of Wren's work on English architecture was reduced. The last major architect who admitted to being dependent on him was Sir Edwin Lutyens, who died in 1944. With the purposeful elimination of historic influences from international architecture in the early 20th century, Wren's work gradually stopped being perceived as a mine of examples applicable to contemporary design.


          Sir Christopher Wren was also a Freemason and Master of Lodge Original, No. 1, now the Lodge of Antiquity No. 2 "adopted" May 18, 1691.


          


          Commemorations


          The crater Wren on Mercury was named in his honour.


          


          Trivia


          At one time Wren was credited with the design of the King's House at Newmarket. The attribution gave rise to an apocryphal story in which Charles II, who was over six feet tall, complained about the low ceilings. Wren, who wasn't, replied that 'they were high enough', at which the king crouched down until he was on a level with his Surveyor and strutted about saying, 'Ay, Ay, Sir Christopher, I think they are high enough.'


          
            Retrieved from " http://en.wikipedia.org/wiki/Christopher_Wren"
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          In optics, chromatic aberration is caused by a lens having a different refractive index for different wavelengths of light (the dispersion of the lens).


          Longitudinal and lateral chromatic aberration of a lens is seen as "fringes" of color around the image, because each colour in the optical spectrum cannot be focused at a single common point on the optical axis.


          Since the focal length f of a lens is dependent on the refractive index n, different wavelengths of light will be focused on different positions. Chromatic aberration can be both longitudinal, in that different wavelengths are focused at a different distance from the lens; and transverse or lateral, in that different wavelengths are focused at different positions in the focal plane (because the magnification of the lens also varies with wavelength).


          


          Minimizing chromatic aberration


          In the earliest uses of lenses, chromatic aberration was reduced by increasing the focal length of the lens where possible. For example, this could result in extremely long telescopes used by such astronomers as Christiaan Huygens.


          There exists a point called the circle of least confusion, where chromatic aberration can be minimized. It can be further minimized by using an achromatic lens or achromat, in which materials with differing dispersion are assembled together to form a compound lens. The most common type is an achromatic doublet, with elements made of crown and flint glass. This reduces the amount of chromatic aberration over a certain range of wavelengths, though it does not produce perfect correction. By combining more than two lenses of different composition, the degree of correction can be further increased, as seen in an apochromatic lens or apochromat.


          Many types of glass have been developed to reduce chromatic aberration, most notably, glasses containing fluorite. These hybridized glasses have a very low level of optical dispersion; only two compiled lenses made of these substances can yield a high level of correction.
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          The use of achromats was an important step in the development of the optical microscope.


          An alternative to achromatic doublets is the use of diffractive optical elements. Diffractive optical elements have complementary dispersion characteristics to that of optical glasses and plastics. In the visible part of the spectrum, diffractives have an Abbe number of -3.5. Diffractive optical elements can be fabricated using diamond turning techniques.


          


          Mathematics of chromatic aberration minimization


          For a doublet consisting of two thin lenses in contact, the Abbe number of the lens materials is used to calculate the correct focal length of the lenses to ensure correction of chromatic aberration. If the focal lengths of the two lenses for light at the yellow Fraunhofer D-line (589.2 nm) are f1 and f2, then best correction occurs for the condition:


          
            	[image: f_1 \cdot V_1 + f_2 \cdot V_2 = 0]

          


          where V1 and V2 are the Abbe numbers of the materials of the first and second lenses, respectively. Since Abbe numbers are positive, one of the focal lengths must be negative, i.e. a diverging lens, for the condition to be met.


          The overall focal length of the doublet f is given by the standard formula for thin lenses in contact:


          
            	[image: \frac{1}{f} = \frac{1}{f_1} + \frac{1}{f_2}]

          


          and the above condition ensures this will be the focal length of the doublet for light at the blue and red Fraunhofer F and C lines (486.1 nm and 656.3 nm respectively). The focal length for light at other visible wavelengths will be similar but not exactly equal to this.


          


          Image processing to reduce chromatic aberration


          Post-processing to remove chromatic aberration usually involves scaling the fringed colour channel, or subtracting some of a scaled version of the fringed channel.


          Since for some lenses, degree of chromatic aberration can have quite a complex relationship to the rectangular geometry of the projected image received by the camera focal plane, geometrical operations to reverse the aberration may be quite complex, and software may not have sufficient complexity and data to be able to properly correct an image, even when the subjects affected are in approximately the same focal plane.


          


          Photography
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          The term " purple fringing" is commonly used in photography, although not all purple fringing can be attributed to chromatic aberration. Similar colored fringing around highlights may also be caused by lens flare. Colored fringing around highlights or dark regions may be due to the receptors for different colors having differing dynamic range or sensitivity -- therefore preserving detail in one or two colour channels, while "blowing out" or failing to register, in the other channel or channels. On digital cameras, the interpolation technique is likely to affect the apparent degree of this problem. Another cause of this fringing is chromatic aberration in the very small microlenses used to collect more light for each CCD pixel; since these lenses are tuned to correctly focus green light, the incorrect focusing of red and blue results in purple fringing around highlights. This is a uniform problem across the frame, and is more of a problem in CCD's with a very small pixel pitch such as those used in non-DSLR digital cameras; as a result, high-end compact cameras (for example, the Panasonic Lumix series) sometimes feature a processing step specifically designed to remove it.


          On photographs taken using a digital camera, very small highlights may frequently appear to have chromatic aberration where in fact the effect is because the highlight image is too small to stimulate all three color pixels, and so is recorded with an incorrect colour. This may not occur with all types of digital camera sensor. Again, interpolation techniques may affect the apparent degree of the problem.


          


          Black-and-white photography


          Chromatic aberration also affects black and white photography. Although there are no colors in the photograph, chromatic aberration will blur the image. It can be reduced by using a narrow-band color filter, or by converting a single colour channel to black and white. This will, however, require longer exposure. (This of course is only true with panchromatic black and white film, since orthochromatic film is already only sensitive to a limited spectrum.)
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          Chromatography (from Greek ώ:chroma, colour and :"graphein" to write) is the collective term for a family of laboratory techniques for the separation of mixtures. It involves passing a mixture dissolved in a "mobile phase" through a stationary phase, which separates the analyte to be measured from other molecules in the mixture and allows it to be isolated.


          Chromatography may be preparative or analytical. Preparative chromatography seeks to separate the components of a mixture for further use (and is thus a form of purification). Analytical chromatography normally operates with smaller amounts of material and seeks to measure the relative proportions of analytes in a mixture. The two are not mutually exclusive.


          


          Explanation


          An analogy which is sometimes useful is to suppose a mixture of bees and wasps passing over a flower bed. The bees would be more attracted to the flowers than the wasps, and would become separated from them. If one were to observe at a point past the flower bed, the wasps would pass first, followed by the bees. In this analogy, the bees and wasps represent the analytes to be separated, the flowers represent the stationary phase, and the mobile phase could be thought of as the air. The key to the separation is the differing affinities among analyte, stationary phase, and mobile phase. The observer could represent the detector used in some forms of analytical chromatography. A key point is that the detector need not be capable of discriminating between the analytes, since they have become separated before passing the detector.


          


          History


          It was the Russian botanist Mikhail Semyonovich Tsvet who invented the first chromatography technique in 1900 during his research on chlorophyll. He used a liquid-adsorption column containing calcium carbonate to separate plant pigments. The method was described on December 30, 1901 at the 11th Congress of Naturalists and Doctors (XI съезд естествоиспытателей и врачей) in St. Petersburg. The first printed description was in 1903, in the Proceedings of the Warsaw Society of Naturalists, section of biology. He first used the term chromatography in print in 1906 in his two papers about chlorophyll in the German botanical journal, Berichte der Deutschen Botanischen Gesellschaft. In 1907 he demonstrated his chromatograph for the German Botanical Society. Interestingly, Mikhail's surname "Цвет" means "color" in Russian, so there is the possibility that his naming the procedure chromatography (literally "colour writing") was a way that he could make sure that he, a commoner in Tsarist Russia, could be immortalized.


          In 1952 Archer John Porter Martin and Richard Laurence Millington Synge were awarded the Chemistry Nobel Prize for their invention of partition chromatography. Since then, the technology has advanced rapidly. Researchers found that the principles underlying Tsvet's chromatography could be applied in many different ways, giving rise to the different varieties of chromatography described below. Simultaneously, advances continually improved the technical performance of chromatography, allowing the separation of increasingly similar molecules.


          


          Chromatography terms


          
            	The analyte is the substance that is to be separated during chromatography.


            	Analytical chromatography is used to determine the existence and possibly also the concentration of analyte(s) in a sample.


            	A bonded phase is a stationary phase that is covalently bonded to the support particles or to the inside wall of the column tubing.


            	A chromatogram is the visual output of the chromatograph. In the case of an optimal separation, different peaks or patterns on the chromatogram correspond to different components of the separated mixture.

          


          
            	[image: Chromatogram with two resolved peaks]


            	Plotted on the x-axis is the retention time and plotted on the y-axis a signal (for example obtained by a spectrophotometer, mass spectrometer or a variety of other detectors) corresponding to the response created by the analytes exiting the system. In the case of an optimal system the signal is proportional to the concentration of the specific analyte separated.

          


          
            	A chromatograph is equipment that enables a sophisticated separation e.g. gas chromatographic or liquid chromatographic separation.


            	Chromatography is a physical method of separation in which the components to be separated are distributed between two phases, one of which is stationary (stationary phase) while the other (the mobile phase) moves in a definite direction.


            	The effluent is the mobile phase leaving the column.


            	An immobilized phase is a stationary phase which is immobilized on the support particles, or on the inner wall of the column tubing.


            	The mobile phase is the phase which moves in a definite direction. It may be a liquid (LC and CEC), a gas (GC), or a supercritical fluid (supercritical-fluid chromatography, SFC). A better definition: The mobile phase consists of the sample being separated/analyzed and the solvent that moves the sample through the column. In one case of HPLC the solvent consist of a carbonate/bicarbonate solution and the sample is the anions being separated. The mobile phase moves through the chromatography column (the stationary phase) where the sample interacts with the stationary phase and is separated.


            	Preparative chromatography is used to purify sufficient quantities of a substance for further use, rather than analysis.


            	The retention time is the characteristic time it takes for a particular analyte to pass through the system (from the column inlet to the detector) under set conditions. See also: Kovat's retention index


            	The sample is the matter analysed in chromatography. It may consist of a single component or it may be a mixture of components. When the sample is treated in the course of an analysis, the phase or the phases containing the analytes of interest is/are referred to as the sample whereas everything out of interest separated from the sample before or in the course of the analysis is referred to as waste.


            	The solute refers to the sample components in partition chromatography.


            	The solvent refers to any substance capable of solubilizing other substance, and especially the liquid mobile phase in LC.


            	The stationary phase is the substance which is fixed in place for the chromatography procedure. Examples include the silica layer in thin layer chromatography.

          


          


          Techniques by chromatographic bed shape


          


          Column chromatography


          


          Column chromatography is a separation technique in which the stationary bed is within a tube. The particles of the solid stationary phase or the support coated with a liquid stationary phase may fill the whole inside volume of the tube (packed column) or be concentrated on or along the inside tube wall leaving an open, unrestricted path for the mobile phase in the middle part of the tube (open tubular column). Differences in rates of movement through the medium are calculated to different retention times of the sample.


          In 1978, W. C. Still introduced a modified version of column chromatography called flash column chromatography (flash). The technique is very similar to the traditional column chromatography, except for that the solvent is driven through the column by applying positive pressure. This allowed most separations to be performed in less than 20 minutes, with improved separations compared to the old method. Modern flash chromatography systems are sold as pre-packed plastic cartridges, and the solvent is pumped through the cartridge. Systems may also be linked with detectors and fraction collectors providing automation. The introduction of gradient pumps resulted in quicker separations and less solvent usage.


          In expanded bed adsorption, a fluidized bed is used, rather than a solid phase made by a packed bed. This allows omission of initial clearing steps such as centrifugation and filtration, for culture broths or slurries of broken cells.


          


          Planar Chromatography


          
            [image: Thin layer chromatography is used to separate components of chlorophyll]

            
              Thin layer chromatography is used to separate components of chlorophyll
            

          


          Planar chromatography is a separation technique in which the stationary phase is present as or on a plane. The plane can be a paper, serving as such or impregnated by a substance as the stationary bed ( paper chromatography) or a layer of solid particles spread on a support such as a glass plate ( thin layer chromatography).


          


          Paper Chromatography


          Paper chromatography is a technique that involves placing a small dot of sample solution onto a strip of chromatography paper. The paper is placed in a jar containing a shallow layer of solvent and sealed. As the solvent rises through the paper it meets the sample mixture which starts to travel up the paper with the solvent. Different compounds in the sample mixture travel different distances according to how strongly they interact with the paper. This allows the calculation of an Rf value and can be compared to standard compounds to aid in the identification of an unknown substance.


          


          Thin layer chromatography


          Thin layer chromatography (TLC) is a widely-employed laboratory technique and is similar to paper chromatography. However, instead of using a stationary phase of paper, it involves a stationary phase of a thin layer of adsorbent like silica gel, alumina, or cellulose on a flat, inert substrate. Compared to paper, it has the advantage of faster runs, better separations, and the choice between different adsorbents. Different compounds in the sample mixture travel different distances according to how strongly they interact with the adsorbent. This allows the calculation of an Rf value and can be compared to standard compounds to aid in the identification of an unknown substance.


          


          Techniques by physical state of mobile phase


          


          Gas chromatography


          Gas chromatography (GC), also sometimes known as Gas-Liquid chromatography, (GLC), is a separation technique in which the mobile phase is a gas. Gas chromatography is always carried out in a column, which is typically "packed" or "capillary" (see below) .


          Gas chromatography (GC) is based on a partition equilibrium of analyte between a solid stationary phase (often a liquid silicone-based material) and a mobile gas (most often Helium). The stationary phase is adhered to the inside of a small-diameter glass tube (a capillary column) or a solid matrix inside a larger metal tube (a packed column). It is widely used in analytical chemistry; though the high temperatures used in GC make it unsuitable for high molecular weight biopolymers or proteins (heat will denature them), frequently encountered in biochemistry, it is well suited for use in the petrochemical, environmental monitoring, and industrial chemical fields. It is also used extensively in chemistry research.


          


          Liquid chromatography


          Liquid chromatography (LC) is a separation technique in which the mobile phase is a liquid. Liquid chromatography can be carried out either in a column or a plane. Present day liquid chromatography that generally utilizes very small packing particles and a relatively high pressure is referred to as high performance liquid chromatography (HPLC).


          In the HPLC technique, the sample is forced through a column that is packed with irregularly or spherically shaped particles or a porous monolithic layer (stationary phase) by a liquid (mobile phase) at high pressure. HPLC is historically divided into two different sub-classes based on the polarity of the mobile and stationary phases. Technique in which the stationary phase is more polar than the mobile phase (e.g. toluene as the mobile phase, silica as the stationary phase) is called normal phase liquid chromatography (NPLC) and the opposite (e.g. water-methanol mixture as the mobile phase and C18 = octadecylsilyl as the stationary phase) is called reversed phase liquid chromatography (RPLC). Ironically the "normal phase" has fewer applications and RPLC is therefore used considerably more.


          Specific techniques which come under this broad heading are listed below. It should also be noted that the following techniques can also be considered fast protein liquid chromatography if no pressure is used to drive the mobile phase through the stationary phase. See also Aqueous Normal Phase Chromatography.


          


          Affinity chromatography


          Affinity chromatography is based on selective non-covalent interaction between an analyte and specific molecules. It is very specific, but not very robust. It is often used in biochemistry in the purification of proteins bound to tags. These fusion proteins are labelled with compounds such as His-tags, biotin or antigens, which bind to the stationary phase specifically. After purification, some of these tags are usually removed and the pure protein is obtained.


          


          Supercritical fluid chromatography


          Supercritical fluid chromatography is a separation technique in which the mobile phase is a fluid above and relatively close to its critical temperature and pressure.


          


          Techniques by separation mechanism


          


          Ion exchange chromatography


          Ion exchange chromatography utilizes ion exchange mechanism to separate analytes. It is usually performed in columns but the mechanism can be benefited also in planar mode. Ion exchange chromatography uses a charged stationary phase to separate charged compounds including amino acids, peptides, and proteins. In conventional methods the stationary phase is an ion exchange resin that carries charged functional groups which interact with oppositely charged groups of the compound to be retained. Ion exchange chromatography is commonly used to purify proteins using FPLC.


          


          Size exclusion chromatography


          Size exclusion chromatography (SEC)is also known as gel permeation chromatography (GPC)or gel filtration chromatography and separates molecules according to their size (or more accurately according to their hydrodynamic diameter or hydrodynamic volume). Smaller molecules are able to enter the pores of the media and; therefore, take longer to elute, whereas larger molecules are excluded from the pores and elute faster. It is generally a low resolution chromatography technique and thus it is often reserved for the final, "polishing" step of a purification. It is also useful for determining the tertiary structure and quaternary structure of purified proteins, especially since it can be carried out under native solution conditions.


          


          Special techniques


          


          Reversed-phase chromatography


          Reversed-phase chromatography is an elution procedure used in liquid chromatography in which the mobile phase is significantly more polar than the stationary phase.


          


          Two-dimensional chromatography


          In some cases, the chemistry within a given column can be insufficient to separate some analytes. It is possible to direct a series of unresolved peaks onto a second column with different physico-chemical ( Chemical classification) properties. Since the mechanism of retention on this new solid support is different from the first dimensional separation, it can be possible to separate compounds that are indistinguishable by one-dimensional chromatography.


          


          Pyrolysis gas chromatography


          


          Fast protein liquid chromatography


          Fast protein liquid chromatography (FPLC) is a term applied to several chromatography techniques which are used to purify proteins. Many of these techniques are identical to those carried out under high performance liquid chromatography.


          


          Countercurrent chromatography


          Countercurrent chromatography (CCC) is a type of liquid-liquid chromatography, where both the stationary and mobile phases are liquids. It involves mixing a solution of liquids, allowing them to settle into layers and then separating the layers.


          


          Chiral chromatography


          Chiral Chromatography involves the separation of stereoisomers. In the case of enantiomers, these have no chemical or physical differences apart from being three dimensional mirror images. Conventional chromatography or other separation processes are incapable of separating them. To enable chiral separations to take place, either the mobile phase or the stationary phase must themselves be made chiral, giving differing affinities between the analytes. Chiral chromatography HPLC columns (with a chiral stationary phase) in both normal and reversed phase are commercially available.
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          Chromatophores are pigment-containing and light-reflecting cells found in amphibians, fish, reptiles, crustaceans, and cephalopods. They are largely responsible for generating skin and eye colour in cold-blooded animals and are generated in the neural crest during embryonic development. Mature chromatophores are grouped into subclasses based on their colour (more properly " hue") under white light: xanthophores (yellow), erythrophores (red), iridophores ( reflective / iridescent), leucophores (white), melanophores (black/brown) and cyanophores (blue). The term can also refer to coloured, membrane associated vesicles found in some forms of photosynthetic bacteria.


          Some species can rapidly change colour through mechanisms that translocate pigment and reorient reflective plates within chromatophores. This process, often used as a type of camouflage, is called physiological colour change. Cephalopods such as octopus have complex chromatophore organs controlled by muscles to achieve this, while vertebrates such as chameleons generate a similar effect by cell signaling. Such signals can be hormones or neurotransmitters and may be initiated by changes in mood, temperature, stress or visible changes in local environment.


          Unlike cold-blooded animals, mammals and birds have only one class of chromatophore-like cell type: the melanocyte. The cold-blooded equivalent, melanophores, are studied by scientists to understand human disease and used as a tool in drug discovery.


          


          Classification


          Invertebrate pigment-bearing cells were first described as chromoforo in an Italian science journal in 1819. The term chromatophore was adopted later as the name for pigment bearing cells derived from the neural crest of cold-blooded vertebrates and cephalopods. The word itself comes from the Greek words khrōma () meaning "colour," and phoros () meaning "bearing". In contrast, the word chromatocyte (cyte or  being Greek for "cell") was adopted for the cells responsible for colour found in birds and mammals. Only one such cell type, the melanocyte, has been identified in these animals.


          It wasn't until the 1960s that the structure and colouration of chromatophores were understood well enough to allow the development of a system of sub-classification based on their appearance. This classification system persists to this day even though more recent studies have revealed that certain biochemical aspects of the pigments may be more useful to a scientific understanding of how the cells function.


          Colour-production falls into distinct classes: biochromes, schemochromes. The biochromes include true pigments, such as carotenoids and pteridines. These pigments selectively absorb parts of the visible light spectrum that makes up white light while permitting other wavelengths to reach the eye of the observer. Schemochromes, also known as "structural colours", produce colouration by reflecting some wavelengths (colours) of light and transmitting others, by causing light waves to interfere within the structure or by scattering light which falls upon them.


          While all chromatophores contain pigments or reflecting structures (except when there has been a genetic mutation resulting in a disorder like albinism), not all pigment containing cells are chromatophores. Haem, for example, is a biochrome responsible for the red appearance of blood. It is primarily found in red blood cells (erythrocytes), which are generated in bone marrow throughout the life of an organism, rather than being formed during embryological development. Therefore erythrocytes are not classified as chromatophores.
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          Xanthophores and erythrophores


          Chromatophores that contain large amounts of yellow pteridine pigments are named xanthophores and those with an excess of red/ orange carotenoids termed erythrophores. It was discovered that pteridine and carotenoid containing vesicles are sometimes found within the same cell, and that the overall colour depends on the ratio of red and yellow pigments. Therefore the distinction between these chromatophore types is essentially arbitrary. The capacity to generate pteridines from guanosine triphosphate is a feature common to most chromatophores, but xanthophores appear to have supplemental biochemical pathways that result in an excess accumulation of yellow pigment. In contrast, carotenoids are metabolised from the diet and transported to erythrophores. This was first demonstrated by rearing normally green frogs on a diet of carotene-restricted crickets. The absence of carotene in the frog's diet meant the red/orange carotenoid colour 'filter' was not present in erythrophores. This resulted in the frog appearing blue in colour, instead of green.


          


          Iridophores and leucophores


          Iridophores, sometimes also called guanophores, are pigment cells that reflect light using plates of crystalline chemochromes made from guanine. When illuminated they generate iridescent colours because of the diffraction of light within the stacked plates. Orientation of the schemochrome determines the nature of the colour observed. By using biochromes as coloured filters, iridophores create an optical effect known as Tyndall or Rayleigh scattering, producing bright blue or green colours.


          A related type of chromatophore, the leucophore, is found in some fish, particularly in the tapetum lucidum. Like iridophores, they utilize crystalline purines (often guanine) to reflect light. Unlike iridophores, however, leucophores have more organized crystals which reduce diffraction. Given a source of white light, they produce a white shine. As with xanthophores and erythrophores, in fish the distinction between iridophores and leucophores is not always obvious, but generally iridophores are considered to generate iridescent or metallic colours while leucophores produce reflective white hues.


          


          Melanophores
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              A mutant zebrafish larva that fails to synthesise melanin in its melanophores, beneath a non-mutant, wildtype larva.
            

          


          Melanophores contain eumelanin, a type of melanin, that appears black or dark brown because of its light absorbing qualities. It is packaged in vesicles called melanosomes and distributed throughout the cell. Eumelanin is generated from tyrosine in a series of catalysed chemical reactions. It is a complex chemical containing units of dihydroxyindole and dihydroxyindole-2-carboxylic acid with some pyrrole rings. The key enzyme in melanin synthesis is tyrosinase. When this protein is defective, no melanin can be generated resulting in certain types of albinism. In some amphibian species there are other pigments packaged alongside eumelanin. For example, a novel deep red coloured pigment was identified in the melanophores of phyllomedusine frogs. This was subsequently identified as pterorhodin, a pteridine dimer that accumulates around eumelanin. While it is likely that other lesser studied species have complex melanophore pigments, it is nevertheless true that the majority of melanophores studied to date do contain eumelanin exclusively.


          Humans have only one class of pigment cell, the mammalian equivalent of melanophores, to generate skin, hair and eye colour. For this reason, and because the large number and contrasting colour of the cells usually make them very easy to visualise, melanophores are by far the most widely studied chromatophore. However, there are differences between the biology of melanophores and melanocytes. In addition to eumelanin, melanocytes can generate a yellow/red pigment called phaeomelanin.


          
            [image: Dendrobates pumilio, a poison dart frog. Some brightly coloured species have unusual chromatophores of unknown pigment composition.]

            
              Dendrobates pumilio, a poison dart frog. Some brightly coloured species have unusual chromatophores of unknown pigment composition.
            

          


          


          Cyanophores


          In 1995 it was demonstrated that the vibrant blue colours in some types of mandarin fish are not generated by schemochromes. Instead, a cyan biochrome of unknown chemical nature is responsible. This pigment, found within vesicles in at least two species of callionymid fish, is highly unusual in the animal kingdom, as all other blue colourings thus far investigated are schemochromatic. Therefore a novel chromatophore type, the cyanophore, was proposed. Although they appear unusual in their taxonomic restriction, there may be cyanophores (as well as further unusual chromatophore types) in other fish and amphibians. For example, bright coloured chromatophores with undefined pigments have been observed in both poison dart frogs and glass frogs.


          


          Pigment translocation


          Many species have the ability to translocate the pigment inside chromatophores, resulting in an apparent change in colour. This process, known as physiological colour change, is most widely studied in melanophores, since melanin is the darkest and most visible pigment. In most species with a relatively thin dermis, the dermal melanophores tend to be flat and cover a large surface area. However, in animals with thick dermal layers, such as adult reptiles, dermal melanophores often form three-dimensional units with other chromatophores. These dermal chromatophore units (DCU) consist of an uppermost xanthophore or erythrophore layer, then an iridophore layer, and finally a basket-like melanophore layer with processes covering the iridophores.


          Both types of dermal melanophores are important in physiological colour change. Flat dermal melanophores will often overlay other chromatophores so when the pigment is dispersed throughout the cell the skin appears dark. When the pigment is aggregated towards the centre of the cell, the pigments in other chromatophores are exposed to light and the skin takes on their hue. Similarly, after melanin aggregation in DCUs, the skin appears green through xanthophore (yellow) filtering of scattered light from the iridophore layer. On the dispersion of melanin, the light is no longer scattered and the skin appears dark. As the other biochromatic chomatophores are also capable of pigment translocation, animals with multiple chromatophore types can generate a spectacular array of skin colours by making good use of the divisional effect.,
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          The control and mechanics of rapid pigment translocation has been well studied in a number of different species, particularly amphibians and teleost fish., It has been demonstrated that the process can be under hormonal, neuronal control or both. Neurochemicals that are known to translocate pigment include noradrenaline, through its receptor on the surface on melanophores. The primary hormones involved in regulating translocation appear to be the melanocortins, melatonin and melanin concentrating hormone (MCH), that are produced mainly in the pituitary, pineal gland and hypothalamus respectively. These hormones may also be generated in a paracrine fashion by cells in the skin. At the surface of the melanophore the hormones have been shown to activate specific G-protein coupled receptors that, in turn, transduce the signal into the cell. Melanocortins result in the dispersion of pigment, while melatonin and MCH results in aggregation.


          Numerous melanocortin, MCH and melatonin receptors have been identified in fish and frogs, including a homologue of MC1R, a melanocortin receptor known to regulate skin and hair colour in humans. Inside the cell, cyclic adenosine monophosphate (cAMP) has been shown to be an important second messenger of pigment translocation. Through a mechanism not yet fully understood, cAMP influences other proteins such as protein kinase A to drive molecular motors carrying pigment containing vesicles along both microtubules and microfilaments.,,


          


          Background adaptation


          Most fish, reptiles and amphibians undergo a limited physiological colour change in response to a change in environment. This type of camouflage, known as background adaptation, most commonly appears as a slight darkening or lightening of skin tone to approximately mimic the hue of the immediate environment. It has been demonstrated that the background adaptation process is vision dependent (it appears the animal needs to be able to see the environment to adapt to it), and that melanin translocation in melanophores is the major factor in colour change. Some animals, such as chameleons and anoles, have a highly developed background adaptation response capable of generating a number of different colours very rapidly. They have adapted the capability to change colour in response to temperature, mood, stress levels and social cues, rather than to simply mimic their environment.
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          Development


          During vertebrate embryonic development, chromatophores are one of a number of cell types generated in the neural crest, a paired strip of cells arising at the margins of the neural tube. These cells have the ability to migrate long distances, allowing chromatophores to populate many organs of the body, including the skin, eye, ear and brain. Leaving the neural crest in waves, chromatophores take either a dorsolateral route through the dermis, entering the ectoderm through small holes in the basal lamina, or a ventromedial route between the somites and the neural tube. The exception to this is the melanophores of the retinal pigmented epithelium of the eye. These are not derived from the neural crest, instead an outpouching of the neural tube generates the optic cup which, in turn, forms the retina.


          When and how multipotent chromatophore precursor cells (called chromatoblasts) develop into their daughter subtypes is an area of ongoing research. It is known in zebrafish embryos, for example, that by 3 days after fertilization each of the cell classes found in the adult fish  melanophores, xanthophores and iridophores  are already present. Studies using mutant fish have demonstrated that transcription factors such as kit, sox10 and mitf are important in controlling chromatophore differentiation. If these proteins are defective, chromatophores may be regionally or entirely absent, resulting in a leucistic disorder.


          


          Practical applications


          In addition to basic research into better understanding of chromatophores themselves, the cells are used for applied research purposes. For example, zebrafish larvae are used to study how chromatophores organise and communicate to accurately generate the regular horizontal striped pattern as seen in adult fish. This is seen as a useful model system for understanding patterning in the evolutionary developmental biology field. Chromatophore biology has also been used to model human condition or disease, including melanoma and albinism. Recently the gene responsible for the melanophore-specific golden zebrafish strain, Slc24a5, was shown to have a human equivalent that strongly correlates with skin colour.


          Chromatophores are also used as a biomarker of blindness in cold-blooded species, as animals with certain visual defects fail to background adapt to light environments. Human homologues of receptors that mediate pigment translocation in melanophores are thought to involved in processes such as appetite suppression and tanning, making them attractive targets for drugs. Therefore pharmaceutical companies have developed a biological assay for rapidly identifying potential bioactive compounds using melanophores from the African clawed frog. Other scientists have developed techniques for using melanophores as biosensors, and for rapid disease detection (based on the discovery that pertussis toxin blocks pigment aggregation in fish melanophores). Potential military applications of chromatophore mediated colour changes have been proposed, mainly as a type of active camouflage.


          


          Cephalopod chromatophores
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          Coleoid cephalopods have complex multicellular 'organs' which they use to change colour rapidly. This is most notable in brightly coloured squid, cuttlefish and octopuses. Each chromatophore unit is composed of a single chromatophore cell and numerous muscle, nerve, glial and sheath cells. Inside the chromatophore cell, pigment granules are enclosed in an elastic sac, called the cytoelastic sacculus. To change colour the animal distorts the sacculus form or size by muscular contraction, changing its translucency, reflectivity or opacity. This differs from the mechanism used in fish, amphibians and reptiles, in that the shape of the sacculus is being changed rather than a translocation of pigment vesicles within the cell. However a similar effect is achieved.


          Octopuses operate chromatophores in complex, wavelike chromatic displays, resulting in a variety of rapidly changing colour schemes. The nerves that operate the chromatophores are thought to be positioned in the brain, in a similar order to the chromatophores they each control. This means the pattern of colour change matches the pattern of neuronal activation. This may explain why, as the neurons are activated one after another, the colour change occurs in waves. Like chameleons, cephalopods use physiological colour change for social interaction. They are also among the most skilled at background adaptation, having the ability to match both the colour and the texture of their local environment with remarkable accuracy.


          


          Bacteria


          Chromatophores are also found in membranes of phototrophic bacteria. Used primarily for photosynthesis, they contain bacteriochlorophyll pigments and carotenoids. In purple bacteria, such as Rhodospirillum rubrum the light-harvesting proteins are intrinsic to the chromatophore membranes. However, in green sulfur bacteria they are arranged in specialised antenna complexes called chlorosomes.
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              	General
            


            
              	Name, symbol, number

              	chromium, Cr, 24
            


            
              	Chemical series

              	transition metals
            


            
              	Group, period, block

              	6, 4, d
            


            
              	Appearance

              	silvery metallic

              [image: ]
            


            
              	Standard atomic weight

              	51.9961 (6)gmol1
            


            
              	Electron configuration

              	[Ar] 3d5 4s1
            


            
              	Electrons per shell

              	2, 8, 13, 1
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	7.19 gcm3
            


            
              	Liquid density at m.p.

              	6.3 gcm3
            


            
              	Melting point

              	2180 K

              (1907 C, 3465 F)
            


            
              	Boiling point

              	2944 K

              (2671  C, 4840  F)
            


            
              	Heat of fusion

              	21.0 kJmol1
            


            
              	Heat of vaporization

              	339.5 kJmol1
            


            
              	Specific heat capacity

              	(25 C) 23.35 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	1656

                    	1807

                    	1991

                    	2223

                    	2530

                    	2942
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic body centered
            


            
              	Oxidation states

              	6, 5 , 4, 3, 2, 1

              (strongly acidic oxide)
            


            
              	Electronegativity

              	1.66 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 652.9 kJmol1
            


            
              	2nd: 1590.6 kJmol1
            


            
              	3rd: 2987 kJmol1
            


            
              	Atomic radius

              	140 pm
            


            
              	Atomic radius (calc.)

              	166 pm
            


            
              	Covalent radius

              	127 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	AFM (rather: SDW)
            


            
              	Electrical resistivity

              	(20C) 125 nm
            


            
              	Thermal conductivity

              	(300 K) 93.9Wm1K1
            


            
              	Thermal expansion

              	(25 C) 4.9 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 5940 m/s
            


            
              	Young's modulus

              	279 GPa
            


            
              	Shear modulus

              	115 GPa
            


            
              	Bulk modulus

              	160 GPa
            


            
              	Poisson ratio

              	0.21
            


            
              	Mohs hardness

              	8.5
            


            
              	Vickers hardness

              	1060 MPa
            


            
              	Brinell hardness

              	1120 MPa
            


            
              	CAS registry number

              	7440-47-3
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of chromium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	50Cr

                    	4.345%

                    	> 1.81017 y

                    	

                    	-

                    	50Ti
                  


                  
                    	51Cr

                    	syn

                    	27.7025 d

                    	

                    	-

                    	51V
                  


                  
                    	

                    	0.320

                    	-
                  


                  
                    	52Cr

                    	83.789%

                    	52Cr is stable with 28 neutrons
                  


                  
                    	53Cr

                    	9.501%

                    	53Cr is stable with 29 neutrons
                  


                  
                    	54Cr

                    	2.365%

                    	54Cr is stable with 30 neutrons
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          Chromium (pronounced /ˈkroʊmiəm/) is a chemical element which has the symbol Cr and atomic number 24. It is a steel-gray, lustrous, hard metal that takes a high polish and has a high melting point. It is also odourless, tasteless, and malleable.


          


          History


          On 26 July 1761, Johann Gottlob Lehmann found an orange-red mineral in the Ural Mountains which he named Siberian red lead. Though misidentified as a lead compound with selenium and iron components, the material was in fact lead chromate with a formula of PbCrO4, now known as the mineral crocoite.


          In 1770, Peter Simon Pallas visited the same site as Lehmann and found a red "lead" mineral that had very useful properties as a pigment in paints. The use of Siberian red lead as a paint pigment developed rapidly. A bright yellow made from crocoite became a colour in fashion.


          In 1797, Louis Nicolas Vauquelin received samples of crocoite ore. He was able to produce chromium oxide with a chemical formula of CrO3, by mixing crocoite with hydrochloric acid. In 1798, Vauquelin discovered that he could isolate metallic chromium by heating the oxide in a charcoal oven. He was also able to detect traces of chromium in precious gemstones, such as ruby, or emerald. Later that year he successfully isolated elemental chromium.


          During the 1800s chromium was primarily used as a component of paints and in tanning salts but now metal alloys account for 85% of the use of chromium. The remainder is used in the chemical industry and refractory and foundry industries.


          Chromium was named after the Greek word "Chrma" meaning colour, because of the many colorful compounds made from it.


          


          Occurrence and production
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          Chromium is mined as chromite (FeCr2O4) ore. About two-fifths of the chromite ores and concentrates in the world are produced in South Africa. Kazakhstan, India, Russia and Turkey are also substantial producers. Untapped chromite deposits are plentiful, but geographically concentrated in Kazakhstan and southern Africa.


          Approximately 15 million tons of marketable chromite ore were produced in 2000, and converted into approximately 4 million tons of ferro-chrome with an approximate market value of 2.5 billion United States dollars.


          Though native chromium deposits are rare, some native chromium metal has been discovered. The Udachnaya Mine in Russia produces samples of the native metal. This mine is a kimberlite pipe rich in diamonds, and the reducing environment so provided helped produce both elemental chromium and diamond. (See also chromium minerals)


          Chromium is obtained commercially by heating the ore in the presence of aluminium or silicon.


          


          Chemical properties
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          Chromium is a member of the transition metals, in group 6. Chromium(0) has an electronic configuration of 4s13d5, due to the lower energy of the high spin configuration. Chromium exhibits a wide range of possible oxidation states. The most common oxidation states of chromium are +2, +3, and +6, with +3 being the most stable. +1, +4 and +5 are rare. Chromium compounds of oxidation state +6 are powerful oxidants.


          Chromium is passivated by oxygen, forming a thin (usually a few atoms thick being transparent because of thickness) protective oxide surface layer with another element such as nickel, and/or iron. It forms a compound called a spinel structure which, being very dense, prevents diffusion of oxygen into the underlying layer. (In iron or plain carbon steels the oxygen actually migrates into the underlying material.) Chromium is usually plated on top of a nickel layer which may or may not have been copper plated first. Chromium as opposite to most other metals such as iron and nickel does not suffer from hydrogen embrittlement. It does though suffer from nitrogen embrittlement and hence no straight chromium alloy has ever been developed. Below the pourbaix diagram can be seen, it is important to understand that the diagram only displays the thermodynamic data and it does not display any details of the rates of reaction.
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          Compounds


          Potassium dichromate is a powerful oxidizing agent and is the preferred compound for cleaning laboratory glassware of any trace organics. It is used as a saturated solution in concentrated sulfuric acid for washing the apparatus. For this purpose, however, sodium dichromate is sometimes used because of its higher solubility (5 g/100 ml vs. 20 g/100 ml respectively). Chrome green is the green oxide of chromium, Cr2O3, used in enamel painting, and glass staining. Chrome yellow is a brilliant yellow pigment, PbCrO4, used by painters.


          Chromic acid has the hypothetical structure H2CrO4. Neither chromic nor dichromic acid is found in nature, but their anions are found in a variety of compounds. Chromium trioxide, CrO3, the acid anhydride of chromic acid, is sold industrially as "chromic acid".


          


          Chromium and the quintuple bond
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          Chromium is notable for its ability to form quintuple covalent bonds. The synthesis of a compound of chromium(I) and a hydrocarbon radical was shown via X-ray diffraction to contain a quintuple bond of length 183.51(4) pm (1.835 angstroms) joining the two central chromium atoms. This was accomplished through the use of an extremely bulky monodentate ligand which through its sheer size prevents further coordination. Chromium currently remains the only element for which quintuple bonds have been observed.



          


          Applications


          Uses of chromium:


          
            	In metallurgy, to impart corrosion resistance and a shiny finish:

              
                	as an alloy constituent, such as in stainless steel in cutlery


                	in chrome plating,


                	in anodized aluminium, literally turning the surface of aluminium into ruby.

              

            


            	As dyes and paints:

              
                	Chromium(III) oxide is a metal polish known as green rouge.


                	Chromium salts colour glass an emerald green.


                	Chromium is what makes a ruby red, and therefore is used in producing synthetic rubies.


                	also makes a brilliant yellow for painting

              

            


            	As a catalyst.


            	Chromite is used to make molds for the firing of bricks.


            	Chromium salts are used in the tanning of leather.


            	Potassium dichromate is a chemical reagent, used in cleaning laboratory glassware and as a titrating agent. It is also used as a mordant (i.e., a fixing agent) for dyes in fabric.


            	Chromium(IV) oxide (CrO2) is used to manufacture magnetic tape, where its higher coercivity than iron oxide tapes gives better performance.


            	In well drilling muds as an anti-corrosive.


            	In medicine, as a dietary supplement or slimming aid, usually as chromium(III) chloride, chromium(III) picolinate, chromium(III) polynicotinate or as an amino acid chelate, such as chromium(III) D-phenylalanine.


            	Chromium hexacarbonyl (Cr(CO)6) is used as a gasoline additive.


            	Chromium boride (CrB) is used as a high-temperature electrical conductor.


            	Chromium(III) sulfate (Cr2(SO4)3) is used as a green pigment in paints, in ceramic, varnishes and inks as well as in chrome plating.


            	Chromium(VI) is used in the post Ballard preparation of Gravure (rotogravure) printing Forme Cylinders. By electroplating the metal onto the second coat of copper (after the Ballard skin), the longevity of the printing cylinder is increased.

          


          


          Biological role


          Trivalent chromium (Cr(III), or Cr3+) is required in trace amounts for sugar metabolism in humans ( Glucose Tolerance Factor) and its deficiency may cause a disease called chromium deficiency. In contrast, hexavalent chromium is very toxic and mutagenic when inhaled as publicized by the film Erin Brockovich. Cr(VI) has not been established as a carcinogen when not inhaled but in solution it is well established as a cause of allergic contact dermatitis (ACD).


          Recently it was shown that the popular dietary supplement chromium picolinate complex generates chromosome damage in hamster cells. In the United States the dietary guidelines for daily chromium uptake were lowered from 50-200 g for an adult to 35 g (adult male) and to 25 g (adult female).


          


          Isotopes


          Naturally occurring chromium is composed of three stable isotopes; 52Cr, 53Cr, and 54Cr with 52Cr being the most abundant (83.789% natural abundance). Nineteen radioisotopes have been characterized with the most stable being 50Cr with a half-life of (more than) 1.8x1017 years, and 51Cr with a half-life of 27.7 days. All of the remaining radioactive isotopes have half-lives that are less than 24 hours and the majority of these have half-lives that are less than 1 minute. This element also has 2 meta states.


          53Cr is the radiogenic decay product of 53Mn. Chromium isotopic contents are typically combined with manganese isotopic contents and have found application in isotope geology. Mn-Cr isotope ratios reinforce the evidence from 26Al and 107Pd for the early history of the solar system. Variations in 53Cr/52Cr and Mn/Cr ratios from several meteorites indicate an initial 53Mn/55Mn ratio that suggests Mn-Cr isotope systematics must result from in-situ decay of 53Mn in differentiated planetary bodies. Hence 53Cr provides additional evidence for nucleosynthetic processes immediately before coalescence of the solar system.


          The isotopes of chromium range in atomic weight from 43 u (43Cr) to 67 u (67Cr). The primary decay mode before the most abundant stable isotope, 52Cr, is electron capture and the primary mode after is beta decay.


          


          Precautions


          Chromium metal and chromium(III) compounds are not usually considered health hazards; chromium is an essential trace mineral. However, hexavalent chromium (chromium VI) compounds can be toxic if orally ingested or inhaled. The lethal dose of poisonous chromium (VI) compounds is about one half teaspoon of material. Most chromium (VI) compounds are irritating to eyes, skin and mucous membranes. Chronic exposure to chromium (VI) compounds can cause permanent eye injury, unless properly treated. Chromium(VI) is an established human carcinogen. An investigation into hexavalent chromium release into drinking water formed the plot of the motion picture Erin Brockovich.


          World Health Organization recommended maximum allowable concentration in drinking water for chromium (VI) is 0.05 milligrams per liter. Hexavalent chromium is also one of the substances whose use is restricted by the European Restriction of Hazardous Substances Directive.


          As chromium compounds were used in dyes and paints and the tanning of leather, these compounds are often found in soil and groundwater at abandoned industrial sites, now needing environmental cleanup and remediation per the treatment of brownfield land. Primer paint containing hexavalent chromium is still widely used for aerospace and automobile refinishing applications.
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              	Classification

              	Anglican (1534- ), Roman Catholic (597-1534)
            


            
              	Orientation

              	Mainline
            


            
              	Polity

              	Episcopal
            


            
              	Separations

              	Congregationalism, Methodist Episcopal Church, other Methodist denominations
            


            
              	Associations

              	Anglican Communion, Porvoo Communion
            


            
              	Geographical Area

              	England, Isle of Man, Channel Islands
            


            
              	Statistics
            


            
              	Members

              	26 million
            


            
              	Ministers

              	20,259
            

          


          The Church of England is the officially established Christian church in England, the Mother Church of the worldwide Anglican Communion and the oldest among the communion's thirty-eight independent national churches.


          The Church of England considers itself to be both Catholic and reformed:


          
            	Reformed insofar as many of the principles of the early Protestant reformers as well as the subsequent Protestant Reformation have influenced it via the English Reformation and also insofar as it does not accept Papal supremacy or the Counter-Reformation.


            	Catholic in that it views itself as being an unbroken continuation of both the early apostolic and later medival universal church, rather than as a new formation, and in that it holds and teaches the historic Catholic faith. In its customs and liturgy it has retained more of the Catholic tradition than most other churches touched by the Protestant Reformation.

          


          


          History


          The Church of England traces its formal corporate history from the 597 Augustinian mission, stresses its continuity and identity with the primitive universal Western church, and notes the consolidation of its particular independent and national character in the post- Reformation events of Tudor England.


          According to tradition, Christianity arrived in Britain in the first or second century (probably via the tin trade route through Ireland and Iberia), and existed independently of the Church of Rome, as did many other Christian communities of that era. Records note British bishops, such as Restitutus in attendance at the Council of Arles in 314, and, even more significantly, Britain was the home of Pelagius, who nearly defeated Augustine of Hippo's doctrine of original sin.


          The Pope sent Saint Augustine from Rome to evangelise the Angles in 597. With the help of Christians already residing in Kent he established his church in Canterbury, the former capital of Kent (it is now Maidstone), and became the first in the series of Archbishops of Canterbury. Later archbishop, the Greek Theodore of Tarsus, also contributed to the organisation of English Christianity.


          Simultaneously, the Celtic Church of StColumba continued to evangelise Scotland. The Celtic Church of North Britain submitted in some sense to the 'authority' of Rome at the Synod of Whitby in 664. Over the next few centuries, the Roman system introduced by Augustine gradually absorbed the pre-existing Celtic Christian churches.


          The English Church was under papal authority for nearly a thousand years, before separating from Rome in 1534 during the reign of King Henry VIII. A theological separation had been foreshadowed by various movements within the English Church such as the Lollards, but the English Reformation gained political support when Henry VIII wanted an annulment of his marriage to Catherine of Aragon, so he could marry Anne Boleyn. Under pressure from Catherine's nephew, the Emperor Charles V, Holy Roman Emperor, Pope Clement VII refused the annulment, and, eventually, Henry, although theologically a doctrinal Catholic, took the position of Supreme Head of the Church of England to ensure the annulment of his marriage. He was excommunicated by Pope Paul III.


          Henry maintained a strong preference for the traditional Catholic practices and, during his reign, Protestant reformers were unable to make many changes to the practices of the Church of England. Indeed, this part of Henry's reign saw the trial for heresy of Protestants as well as Roman Catholics.


          Under his son, Edward VI, however, the Church became theologically more radical, before legislatively rejoining the Roman church during the reign of Queen Mary I, in 1555. The settlement under Elizabeth I (from 1558) of a mildly reformed, Catholic, apostolic, and established church (i.e., subject to and part of the state) led to great civil strife in the following century.
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          For the next century, through the reigns of James I and Charles I, and culminating in the English Civil War and the protectorate of Oliver Cromwell, there were significant swings back and forth between two factions: the Puritans (and other radicals) who sought more far-reaching Protestant reforms, and the more conservative churchmen who aimed to keep closer to traditional beliefs and Catholic practices. The failure of political and ecclesiastical authorities to submit to Puritan demands for more extensive reform was one of the causes of open warfare. By Continental standards, the level of violence over religion was not high, but the casualties included a king, Charles I, and an Archbishop of Canterbury, William Laud. Under the Commonwealth and then the Protectorate of England from 1649 to 1660, Anglicanism was disestablished and outlawed, and in its place, presbyterian ecclesiology was introduced in place of the episcopate. In addition, the Articles were replaced with the Westminster Confession, and the Book of Common Prayer was replaced by the Directory of Public Worship. Despite this, about one quarter of English clergy refused to conform to this form of State Presbyterianism.


          With the Restoration of Charles II, Anglicanism too was restored in a form not far removed from the Elizabethan version. One difference was that the ideal of encompassing all the people of England in one religious organisation, taken for granted by the Tudors, had to be abandoned. The religious landscape of England assumed its present form, with the Anglican Established church occupying the middle ground, and Roman Catholics and those Puritans who dissented from the Anglican Establishment, too strong to be suppressed altogether, having to continue their existence outside the National Church rather than controlling it.


          Continuing official suspicion and legal restrictions continued well into the nineteenth century.


          


          Membership


          In addition to England proper, the jurisdiction of the Church of England extends to the Isle of Man, the Channel Islands, and a few parishes in Flintshire, Monmouthshire, and in Radnorshire, Wales. Expatriate congregations on the continent of Europe have become the Diocese of Gibraltar in Europe.


          According to statistics "1.7 million people attend Church of England church and cathedral worship each month while around 1.2 million attend each week  on Sunday or during the week - and just over one million each Sunday."


          


          Structure


          The British monarch, at present Queen Elizabeth II, has the constitutional title of " Supreme Governor of the Church of England". The Canons of the Church of England state, "We acknowledge that the Queens most excellent Majesty, acting according to the laws of the realm, is the highest power under God in this kingdom, and has supreme authority over all persons in all causes, as well ecclesiastical as civil." The Church is then structured as follows:


          
            	Primacy, e.g., Church of England. This is the area under the jurisdiction of a primate, e.g., the Archbishop of Canterbury. A primacy may consist of one or several provinces.


            	Province, e.g., York and Canterbury (these are the only two in the Church of England). This is the area under the jurisdiction of an archbishop, i.e. the Archbishops of Canterbury and York. Decision making within the province is the responsibility of the General Synod (see also above). A province is subdivided into many dioceses.


            	Diocese, e.g., Diocese of Durham, Diocese of Guildford, Diocese of St Albans, more. This is the area under the jurisdiction of a diocesan bishop, e.g., the Bishops of Durham, Guildford and St Albans, and will have a cathedral. There may also be one or more assisting bishops, usually called Suffragan Bishops, within the diocese who assist the diocesan bishop in his ministry, e.g., in Guildford Diocese, the Bishop of Dorking. In some very large dioceses a legal measure has been enacted to create "Episcopal Areas", in which case the diocesan bishop will run one such Area himself, and will appoint an "Area Bishop" to run each of the other Areas as mini-dioceses; in such cases, the diocesan bishop legally delegates many of his powers to the area bishops. Dioceses with Episcopal Areas include London, Southwark, Chichester, and Lichfield. The bishops will work with an elected body of lay and ordained representatives, known as the Diocesan Synod, to run the diocese. A diocese is subdivided into a small number of archdeanconry.


            	Archdeaconry, e.g., Dorking. This is the area under the jurisdiction of an archdeacon. It will consist of a number of deaneries.


            	Deanery, i.e., Lewisham, Runnymede. This is the area for which a rural dean is responsible. It will consist of a number of parishes in a particular region. The rural dean will usually be the incumbent of one of the constituent parishes. The parishes each elect lay (that is non-ordained) representatives to the Deanery Synod. Deanery Synod members each have a vote in the election of representatives to the Diocesan Synod.


            	Parish, this is the most local level, often consisting of one church building and community, although nowadays many parishes are joining forces in a variety of ways for financial reasons. The parish will be looked after by a parish priest who for various historical or legal reasons may bear any of the following titles: Vicar, Rector, Priest-in-Charge, Team Rector or Team Vicar. The first, second, and fourth of these may also be known as the Incumbent. The running of the parish is the joint responsibility of the incumbent and the Parochial Church Council (PCC), which consists of the parish clergy and elected representatives from the congregation.

          


          All rectors and vicars are appointed by patrons, who may be private individuals, corporate bodies such as cathedrals, colleges or trusts, or by the bishop or even appointed directly by the crown. No clergy can be instituted and inducted into a parish without swearing the Oath of Allegiance to Her Majesty, and taking the Oath of Canonical Obedience "in all things lawful and honest" to the bishop. Usually the archdeacon inducts into the actual possession of the benefice property - church and parsonage. Curates are appointed by rectors and vicars, but if priests-in-charge then by the bishop after consultations with the patron. Cathedral clergy are appointed either by the Crown, the bishop, or by the dean and chapter themselves. Clergy officiate in a diocese either because they hold office as beneficed clergy, or are licensed by the bishop when appointed (e.g. curates), or simply with permission.


          


          Primates
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          The most senior bishop of the Church of England is the Archbishop of Canterbury, who is the archbishop and primate of the southern province of England, the Province of Canterbury. He also has the status of Primate of All England and Metropolitan. He is also the focus of unity for the worldwide Anglican Communion of independent national or regional churches. The Most Reverend and Right Honourable Rowan Williams has served as Archbishop of Canterbury since 2002.


          The second most senior bishop is the Archbishop of York, who is the archbishop and primate of the northern province of England, the Province of York. For historical reasons he is referred to as the Primate of England. The Most Reverend and Right Honourable John Sentamu has served as the Archbishop of York since 2005.


          


          Diocesan bishops


          The process of appointing diocesan bishops is complex, and is handled by a body called the Crown Nominations Committee, which submits names to the Prime Minister (acting on behalf of the Crown) for consideration.


          


          Representative bodies


          The Church of England has a legislative body, the General Synod. Synod can create two types of legislation, Measures and Canons. Measures have to be approved but cannot be amended by the UK Parliament before receiving the Royal Assent and becoming part of the law of England. Canons require Royal Licence and Royal Assent, but form the law of the Church, rather than the law of the land.


          There are also Diocesan Synods and Deanery Synods.


          


          Worship and liturgy


          


          The Book of Common Prayer


          In addition to the Book of Common Prayer the church's other official liturgical book is Common Worship, dating from 2000. Like its predecessor, the 1980 Alternative Service Book, it differs substantially from the Book of Common Prayer, although it does include the Order Two rite of the Eucharist. This is a very slight revision of the prayer book service, altering only a few words and allowing the insertion of the Agnus Dei ( Lamb of God) before communion. The Order One rite follows the pattern of modern liturgical scholarship.


          


          Doctrine and practice
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          In both beliefs and practices, or forms of churchmanship, the Church of England is mixed: in some of its congregations worship remains closer to Roman Catholicism (see high church) than most Protestant churches, but in others it is difficult to distinguish between the Anglican forms in use and the uses of other Evangelical bodies (see low church). Its constitution affirms many relatively conservative theological beliefs, its liturgical form of worship is traditional, and its organisation embodies a belief in the appropriateness of the historical episcopal hierarchy of archbishops, bishops, and dioceses.


          In many people's eyes, the Church of England has as its primary distinguishing heritage its breadth and "open-mindedness". Today, beliefs and practices range from those of the Anglo-Catholics, who emphasise liturgy and sacraments, to the far more preaching-centred and less ritual-based services of Evangelicals and gatherings of the Charismatics. But this " broad church" faces various contentious doctrinal questions raised by the development of modern society, such as conflicts over the ordination of women as priests (accepted in 1992 and begun in 1994), and the status of non-celibate homosexual clergy (still unsettled today). In July 2005 the divisions were once again apparent, as the General Synod voted to "set in train" the process of allowing the consecration of women as bishops; in February 2006 the synod voted overwhelmingly for "further exploration" of a scheme that would also allow parishes that did not want a woman bishop to opt for a man instead. On July 7, 2008 the church's governing body voted to confirm the ordination of women as bishops.


          The church also has its own system of canon law, and judicial branch, known as the Ecclesiastical courts, which likewise form a part of the UK court system. Such courts have powers especially in relation to the care of churches and churchyards and the discipline of the clergy.


          


          Ecumenical relations


          Like many other Anglican churches, the Church of England has entered into full communion with the Old Catholics. In the late 20th century it also became a founding member of the new Porvoo Communion. The Church of England is also a full member of the Conference of European Churches.


          


          Related churches
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          The Church of England's sister church in Ireland, the Church of Ireland, also went through the reformation in the sixteenth century. Unlike in England, the majority of the populace did not go along with this, preferring continued adherence to the Roman Catholic Church, but the Church of Ireland retained official established church status in Ireland until 1871. Under the Act of Union (Ireland) 1800, the Church of Ireland was united with the Church of England. This union was dissolved and the Irish church disestablished in 1871. To this day the Church of Ireland remains organised on an all-Ireland basis.


          The Scottish Episcopal Church is the sister church in Scotland and is in full communion with it. It is much smaller than the Church of Scotland, which is recognised in law as the " national church" and has a Presbyterian system of government. The history of the Episcopal Church is complicated, involving alternating periods of official promotion and persecution: for a time, because of its association with Jacobitism, it had to operate sub rosa.


          When the Episcopal Church in the U.S. became independent of the Church of England after the American War of Independence, the leadership of the Church of England did not believe itself legally able to consecrate new bishops without requiring of them the standard oath of loyalty to the crown. Consequently it was the non-juring bishops of the non-established Scottish Episcopal Church who consecrated the first American bishop, until new legislation allowed the Church of England to relax its policy.


          The Church in Wales, previously a part of the Church of England, was disestablished in 1920 and at the same time became an independent member of the Anglican Communion.


          


          Financial situation
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          The Church of England, although an established church, does not receive any direct government support. Donations comprise its largest source of income, though it also relies heavily on the income from its various historic endowments. As of 2005, the Church of England had estimated total outgoings of around 900 million.


          Historically, individual parishes both raised and spent the vast majority of the Church's funding, meaning that clergy pay depended on the wealth of the parish, and parish advowsons (the right to appoint clergy to particular parishes) could become extremely valuable gifts. Individual dioceses also held considerable assets: the Diocese of Durham possessed such vast wealth and temporal power that its Bishop became known as the ' Prince-Bishop'. Since the mid-19th century, however, the Church has made various moves to 'equalise' the situation, and clergy within each diocese now receive standard stipends paid from diocesan funds. Meanwhile, the Church moved the majority of its income-generating assets (which in the past included a great deal of land, but today mostly take the form of financial stocks and bonds) out of the hands of individual clergy and bishops to the care of a body called the Church Commissioners, which uses these funds to pay a range of non-parish expenses, including clergy pensions, and the expenses of cathedrals and bishops' houses. These funds amount to around 3.9 billion, and generate income of around 164 million each year (as of 2003), around a fifth of the Church's overall income.


          The Church Commissioners give some of this money as 'grants' to local parishes; but the majority of the financial burden of church upkeep and the work of local parishes still rests with individual parish and diocese, which meet their requirements from donations. Direct donations to the church (not including legacies) come to around 460 million per year, while parish and diocese reserve funds generate another 100 million. Funds raised in individual parishes account for almost all of this money, and the majority of it remains in the parish which raises it, meaning that the resources available to parishes still vary enormously, according to the level of donations they can raise.


          Most parishes give a portion of their money, however, to the diocese as a 'quota'. While this is not a compulsory payment, dioceses strongly encourage and rely on it being paid; it is usually only withheld by parishes either if they are unable to find the funds or as a specific act of protest. As well as paying central diocesan expenses such as the running of diocesan offices, these diocesan funds also provide clergy pay and housing expenses (which total around 260 million per year across all dioceses), meaning that clergy living conditions no longer depend on parish-specific fundraising.
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          Although asset-rich, the Church of England has to look after and maintain its thousands of churches nationwide  the lion's share of England's built heritage. As current congregation numbers stand at relatively low levels and as maintenance bills increase as the buildings grow older, many of these churches cannot maintain economic self-sufficiency; but their historical and architectural importance make it difficult to sell them. In recent years, cathedrals and other famous churches have met some of their maintenance costs with grants from organisations such as English Heritage; but the church congregation and local fundraisers must foot the bill entirely in the case of most small parish churches. (The government, however, does provide some assistance in the form of tax breaks, for example a 100% VAT refund for renovations to religious buildings.)


          In addition to consecrated buildings, the Church also controls numerous ancillary buildings attached to or associated with churches, including a good deal of clergy housing. As well as vicarages and rectories, this housing includes residences (called 'palaces') for each of the Church's 114 bishops. In some cases, this name seems entirely apt; buildings such as Archbishop of Canterbury's Lambeth Palace in London and Old Palace at Canterbury have truly palatial dimensions, while the Bishop of Durham's Auckland Castle has 50 rooms, a banqueting hall and 30 acres (120,000 m) of parkland. However, many bishops have found the older palaces inappropriate for today's lifestyles, and some bishops' 'palaces' are ordinary four bedroomed houses. Many dioceses which have retained large palaces now employ part of the space as administrative offices, while the bishops and their families live in a small apartment within the palace; and in recent years some dioceses have managed to put their palaces' excess space and grandeur to profitable use as conference centres. All three of the more grand bishop's palaces mentioned above  Lambeth Palace, Canterbury Old Palace and Auckland Castle  serve as offices for church administration, conference venues, and only in a lesser degree the personal residence of a bishop. The size of the bishops' households has shrunk dramatically and their budgets for entertaining and staff form a tiny fraction of their pre-twentieth-century levels.
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          The Church of Ireland ( Irish: Eaglais na hireann) is an autonomous province of the Anglican Communion, operating seamlessly across the border between the Republic of Ireland and Northern Ireland. Like other Anglican churches, it considers itself to be both Catholic and Reformed. In fact, in the Preamble and Declaration affixed to its constitution, it is identified as "the Ancient Catholic and Apostolic Church of Ireland" and "a reformed and Protestant Church".


          When the Church in England broke with the Pope and communion with the Roman Catholic Church, the Church in Ireland likewise underwent reformation, with those adhering to the new rules becoming the State Church and holding possession of official Church property, even as doctrine was changed, while the majority of the population remained loyal to the Roman Catholic Church and continue to do so to this day. As the reformed Church of Ireland took possession of practically all official Church property, it retains a great repository of religious architecture and other items.


          Despite its numerical minority, however, the Church of Ireland remained the official state church until it was disestablished on 1 January 1871, by the Liberal government under William Gladstone.


          Today the Church of Ireland is, after the Roman Catholic Church, the second-largest church in the island of Ireland. It is governed by a General Synod of clergy and laity and organized into twelve dioceses. It is led by the Archbishop of Armagh (styled " Primate of All Ireland"), at present the Most Reverend Dr Alan Harper; the church's other archbishop is the Archbishop of Dublin, the Most Reverend Dr. John Neill.


          


          History


          


          Early history


          The Church of Ireland traces its origins back to the missions of Saint Patrick. As a monastically-centered institution, the early Celtic Church of Ireland had a unique calendar and usages, but was a full part of the wider Western Church, but with links to the Coptic and Syriac churches.


          In 1166, basing his action on the Papal Bull Laudabiliter, which was claimed to give him lordship over Ireland, Henry II of England invaded Ireland and in 1171 made himself Lord of Ireland.


          


          Reformation and beyond


          In 1536, during the Reformation, Henry VIII was named the head of the Irish church by the Irish Parliament. When the Church of England was reformed under Edward VI so too was the Church of Ireland. All but two of the Irish bishops accepted the Elizabethan Settlement and there is continuity and Apostolic succession in the Church of Ireland, separate from that of the Church of England and the doubts raised by Roman Catholics re the validity of the form and intention in consecrating of Matthew Parker as archbishop of Canterbury (i.e. the English didn't have Rome's permission and didn't do it the way Rome did consecrations). However 2 of the 4 bishops who consecrated Parker had themselves been consecrated in the 1530s using the Roman Pontifical.


          The established church in Ireland underwent a period of more radical Calvinist doctrine than occurred in England. James Ussher (later Archbishop of Armagh) authored the Irish Articles, adopted in 1615. In 1634 the Irish Convocation adopted the English Thirty-Nine Articles alongside the Irish Articles. After the Restoration of 1660, it seems that the Thirty-Nine Articles took precedence, and remain the official doctrine of the Church of Ireland even after disestablishment.


          The Church of Ireland undertook the first publication of Scripture in Irish. The first Irish translation of the New Testament was begun by Nicholas Walsh, Bishop of Ossory, who worked on it until his untimely death in 1585. The work was continued by John Kearny, his assistant, and Dr. Nehemiah Donellan, Archbishop of Tuam, and it was finally completed by William O'Domhnuill (William Daniell, Archbishop of Tuam in succession to Donellan). Their work was printed in 1602. The work of translating the Old Testament was undertaken by William Bedel (1571-1642), Bishop of Kilmore, who completed his translation within the reign of Charles I, although it was not published until 1680 (in a revised version by Narcissus Marsh (1638-1713), Archbishop of Dublin). William Bedell had undertaken a translation of the Book of Common Prayer in 1606. An Irish translation of the revised prayer book of 1662 was effected by John Richardson (1664 - 1747) and published in 1712.


          The English-speaking minority mostly adhered to the Church of Ireland or to Presbyterianism and the Irish-speaking majority remained faithful to the Latin liturgy of Roman Catholicism, which remained the majority denomination in Ireland.


          


          From the birth of the United Kingdom
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          As before the Reformation, some clergymen of the Church of Ireland sat as Lords Spiritual in the Irish House of Lords; under the provisions of the Act of Union 1800, one archbishop and three bishops chosen by rotation would be Lords Spiritual in the newly united United Kingdom House of Lords in Westminster, joining the two archbishops (Canterbury and York) and the twenty-four bishops from the Church of England.


          In 1833 the British Government proposed the Irish Church Measure to reduce the 22 archbishops and bishops who oversaw the Anglican minority in Ireland to a total of 12 by amalgamating sees and to use the revenues saved for the use of parishes. This sparked the Oxford Movement which was to have wide repercussions for the Anglican Communion.


          As the official established church, the Church of Ireland was funded partially by tithes imposed on all Irish citizens, irrespective of the fact that it counted only a minority of the populace among its adherents; these were a source of much resentment which occasionally boiled over, as in the " Tithe War" of 1831-36. Eventually, the tithes were ended, replaced with a lower levy called the tithe rentcharge. The Irish Church Disestablishment Act 1869 came into effect in 1871 and ended the role of the Church of Ireland as state church. This terminated both state support and parliamentary authority over its governance, and taking into government ownership much church property. Compensation was provided to clergy, but many parishes faced great difficulty in local financing after the loss of rent-generating lands and buildings. The Church of Ireland made provision in 1870 for its own government, led by the General Synod, and financial management by the Representative Church Body. With disestablishment, the last remnant of tithes were abolished and the church's representation in the House of Lords also ceased.


          Like other Irish churches, the Church of Ireland did not divide when Ireland was partitioned in 1920, and continues to be governed on an all-island basis.


          


          The Church today


          
            [image: Saul church, a modern replica of an early church with a round tower, is built on the reputed spot of St Patrick's first church in Ireland.]

            
              Saul church, a modern replica of an early church with a round tower, is built on the reputed spot of St Patrick's first church in Ireland.
            

          


          The contemporary Church of Ireland, despite having a number of High Church (often described as Anglo-Catholic) parishes, is generally on the Low Church end of the spectrum of world Anglicanism. Historically, it had little of the difference in churchmanship between parishes characteristic of other Anglican Provinces, although a number of markedly liberal, High Church or evangelical parishes have developed in recent decades. It was the second province of the Anglican Communion after the Anglican Church of New Zealand (1857) to adopt, on its 1871 disestablishment, synodical government, and was one of the first provinces to ordain women to the priesthood, in 1991.


          The Church of Ireland has two cathedrals in Dublin: within the walls of the old city is Christ Church Cathedral, the seat of the Archbishop of Dublin, and just outside the old walls is St. Patrick's Cathedral, which the church designated as a National Cathedral for Ireland in 1870. Cathedrals also exist in the other dioceses. The church operates a seminary, the Church of Ireland Theological College, in Rathgar, in the south inner suburbs of Dublin, and the church's central offices are in Rathmines, adjacent to the Church of Ireland College of Education.


          


          Membership


          The Church of Ireland experienced major decline during the 20th century, both in Northern Ireland, where 75% of its members live, and in the Republic of Ireland. However, the Church of Ireland in the Republic has shown substantial growth in the last two national censuses and its membership is now back to the levels of sixty years ago. There are various reasons for this. One is the relaxation of the Ne Temere regulations, which stipulated that children of mixed Roman Catholic-Protestant marriages should be brought up as Roman Catholics. It is also partly explained by the number of Anglican immigrants who have moved to Ireland recently. In addition, some parishes, especially in middle-class areas of the larger cities, report significant numbers of Roman Catholics joining . A number of clergy originally ordained in the Roman Catholic Church have now become Church of Ireland clergy and many former Roman Catholics also put themselves forward for ordination after they have become members of the Church of Ireland .


          The 2006 Census in the Republic of Ireland showed that the numbers of people describing themselves as members of the Church of Ireland increased in every county. The highest percentage growth was in the west (Counties Galway, Mayo and Roscommon) and the largest numerical growth was in the mid-east region (Wicklow, Kildare and Meath). Co Wicklow is the county with the highest proportion of Church of Ireland members (6.88%) and Greystones Co. Wicklow has the highest proportion of any town (9.77%).


          In 2007 twenty candidates were ordained into the Church of Ireland, as opposed to only nine Roman Catholic priests in the Republic.


          


          Structure


          The polity of the Church of Ireland is Episcopalian church governance, which is the same as other Anglican churches. The church maintains the traditional structure dating to pre-Reformation times, a system of geographical parishes organized into dioceses. There are twelve of these, each headed by a bishop. The leader of the five southern bishops is the Archbishop of Dublin; that of the seven northern ones the Archbishop of Armagh; these are styled Primate of Ireland and Primate of All Ireland respectively, suggesting the ultimate seniority of the latter; although he has relatively little absolute authority, the archbishop of Armagh is respected as the church's general leader and spokesman, and is elected in a process different from those for all other bishops.


          Canon law and church policy are decided by the church's General Synod, and changes in policy must be passed by both the House of Bishops and the House of Representatives (Clergy and Laity). Important changes, e.g. the decision to ordain female priests, must be passed by two-thirds majorities. While the House of Representatives always votes publicly, often by orders, the House of Bishops has tended to vote in private, coming to a decision before matters reach the floor of the Synod. This practice has been broken only once, when in 1999 the House of Bishops voted unanimously in public to endorse the efforts of the Archbishop of Armagh, the Diocese of Armagh and the Standing Committee of the General Synod of the Church of Ireland in their attempts to resolve the crisis at the Church of the Ascension at Drumcree, near Portadown.


          


          Worship and liturgy


          The Church of Ireland embraces three orders of ministry: deacon, priest or presbyter and bishop.


          


          Book of Common Prayer


          The first translation of the Book of Common Prayer was published in 1606. An Irish translation of the revised prayer book of 1662 was published in 1712.


          


          Doctrine and practice


          The centre of the Church of Ireland's teaching is the life, death and resurrection of Jesus Christ. The basic teachings of the church include:


          
            	Jesus Christ is fully human and fully God in one person. He died and was resurrected from the dead.


            	Jesus provides the way of eternal life for those who believe.


            	The Old and New Testaments of the Bible ("God's Word written") were written by people "under the inspiration of the Holy Spirit". The Apocrypha are additional books that are to be read, but not to determine doctrine.


            	The two great and necessary sacraments are Holy Baptism and The Lord's Supper/Holy Communion/ the Eucharist


            	Those "Commonly called Sacraments that are not to be counted for Sacraments of the Gospel" are confirmation, ordination, marriage, reconciliation of a penitent, and unction.


            	Belief in heaven, hell, and Jesus's return in glory.

          


          The threefold sources of authority in Anglicanism are scripture, tradition, and reason. These three sources uphold and critique each other in a dynamic way. This balance of scripture, tradition and reason is traced to the work of Richard Hooker, a sixteenth century apologist. In Hooker's model, scripture is the primary means of arriving at doctrine and things stated plainly in scripture are accepted as true. Issues that are ambiguous are determined by tradition, which is checked by reason.


          


          Ecumenical relations


          Like many other Anglican churches, the Church of Ireland is a member of many ecumenical bodies, including the World Council of Churches and the Irish Council of Churches. They are also a member of the Porvoo Communion.
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            This article is about the European herb. For the American herb, see Osmorhiza.
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          Cicely or Sweet Cicely (Myrrhis odorata) is a plant belonging to the family Apiaceae, native to central Europe; it is the sole species in the genus Myrrhis. It is a tall herbaceous perennial plant, growing to 2 m tall. The leaves are finely divided, feathery, up to 50 cm long. The flowers are white, about 2-4 mm across, produced in large umbels. The seeds are slender, 15-25 mm long and 3-4 mm broad.


          


          Cultivation and uses


          Its leaves are sometimes used as a herb, with a rather strong taste reminiscent of anise; it is used mainly in Germany and Scandinavia. Like its relatives anise, fennel, and caraway, it can also be used to flavour akvavit. Its essential oils are dominated by anethole.
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                        Angelica Basil Basil, holy  Basil, Thai  Bay leaf  Boldo Bolivian Coriander Borage Cannabis Chervil Chives Cicely Coriander leaf (cilantro)  Cress Curry leaf  Dill Elsholtzia ciliata Epazote Eryngium foetidum (long coriander)  Hoja santa  Houttuynia cordata (giấp c)  Hyssop Lavender Lemon balm  Lemon grass  Lemon verbena  Limnophila aromatica (rice paddy herb)  Lovage Marjoram Mint Mitsuba Oregano Parsley Perilla (shiso)  Rosemary Rue Sage Savory Sorrel Stevia Tarragon Thyme Vietnamese coriander (rau răm)  Woodruff
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                        Ajwain (bishop's weed)  Aleppo pepper  Allspice Amchur (mango powder)  Anise Aromatic ginger  Asafoetida Camphor Caraway Cardamom Cardamom, black  Cassia Cayenne pepper  Celery seed  Chili Cinnamon Clove Coriander seed  Cubeb Cumin Cumin, black  Dill seed  Fennel Fenugreek Fingerroot (krachai)  Galangal, greater  Galangal, lesser  Garlic Ginger Grains of Paradise  Grains of Selim  Horseradish Juniper berry  Liquorice Mace Mahlab Malabathrum (tejpat)  Mustard, black  Mustard, brown  Mustard, white  Nigella (kalonji)  Nutmeg Paprika Pepper, black  Pepper, green  Pepper, long  Pepper, pink, Brazilian  Pepper, pink, Peruvian  Pepper, white  Pomegranate seed (anardana)  Poppy seed  Saffron Sarsaparilla Sassafras Sesame Sichuan pepper (huājiāo, sansho)  Star anise  Sumac Tasmanian pepper  Tamarind Tonka bean Turmeric Vanilla Wasabi Zedoary
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          Cider (or cyder) is an alcoholic beverage made primarily from the juices of specially grown varieties of apples and pears. In most places in the world, the term refers to fermented apple juice and pear juice, but the drink is known as hard cider or ciderjack in the United States and parts of Canada, where the term "cider" almost exclusively refers to non-alcoholic apple cider.


          Cider generally has a stronger alcoholic content than typical beer, usually over 5%, and appears golden yellow and often cloudy. To produce cider, apples are washed and mashed, pressed (usually in a stone mill or hydraulic press), then fermented in oak vats using natural or added yeasts.


          Cider is very popular in the United Kingdom, especially in South West England, in comparison to other countries. The UK has the highest per capita consumption as well as the largest cider producing companies in the world including H. P. Bulmer, the largest . The drink is also popular and traditional in Brittany and Normandy (France), in Ireland and northern Spain. The drink is making a resurgence in both Europe and the United States . Overall, the UK produces 110 million imperial gallons (500,000,000 L) of cider per year.


          Apples grown for consumption or consumer outlets are far from ideal for cidermaking, as they are low in tannins. Most makers use cider apples, the cultivars developed specifically for cidermaking, of which there are many hundreds of varieties.


          


          Types of cider


          Cider comes in a variety of tastes, from sweet to dry, although flavour differs enormously within these descriptions. The appearance of cider ranges from very dark, cloudy and sludgy through to very crisp, clean and golden yellow, and with the most processed, almost entirely clear. The varying colours and appearances are generally as a result of how much of the apple material is removed between pressing and fermentation.


          Modern, mass-produced ciders are generally heavily processed and resemble sparkling wine in appearance. More traditional brands tend to be darker and cloudier, as less of the apple is filtered out. They are often stronger than processed varieties, tasting more strongly of apples.


          White cider is made by processing cider after the traditional milling process is complete, resulting in a nearly colourless product. This processing allows the manufacturer to produce strong (typically 7-8% ABV) cider cheaply, quickly, and on an industrial scale. Brands of white cider include White Lightning, Three Hammers, Polaris and Frosty Jack's.


          More detail about the various types of cider by region can be found under the country headings below.


          


          Cider production


          


          Scratting and pressing
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          Once the apples are gathered from trees in orchards they are "scratted" (ground down) into what is called " pomace" or "pommage". Historically this was done using pressing stones with circular troughs, or by a cider mill. Cider mills were traditionally driven by the hand, water-mill, or horse-power. In modern times they are likely to be powered by electricity. The pulp is then transferred to the cider "press", where the pommage is pressed and formed by pressure into a kind of cake, which is called the "cheese".


          Traditionally the method for squeezing the juice from the cheese involves placing clear, sweet straw or hair cloths between the layers of pomace. This will usually alternate with slatted ash-wood racks, until there is a pile of ten or twelve layers. It is important to minimise the time that the pomace is exposed to air in order to keep oxidation to a minimum. The cheese needs to be constructed evenly, or the whole pile slithers onto the floor.


          This pile is then subjected to different degrees of pressure in succession, until all the 'must' or juice is squeezed from the pomage. This juice, after being strained in a coarse hair-sieve, is then put into either open vats or closed casks. The pressed pulp is given to farm animals as winter feed, composted or discarded, or used to make liqueurs .


          


          Fermentation


          Fermentation is best effected at a temperature of 4 to 16 C (40 to 60 F). This is low for most kinds of fermentation, but works for cider as it leads to slower fermentation with less loss of delicate aromas.


          Shortly before the fermentation consumes all the sugar, the liquor is "racked" into new vats. This leaves dead yeast cells and other undesirable material at the bottom of the old vat. At this point it becomes important to exclude airborne acetic bacteria, so care is taken to fill the vat completely, and the fermenting of the remaining available sugar generates a small amount of carbon dioxide that helps to prevent air seeping in. This also creates a certain amount of sparkle, and sometimes extra sugar, such as white cane sugar, is added at this stage for this purpose and also to raise the alcohol level. Racking is sometimes repeated if the liquor remains too cloudy.


          Homebrewers can use elaborate 55 gallon plastic drums. More simply they use a 2 or 3 liter bottle of pasteurized store bought preservative free apple juice, add a touch of yeast, champagne ideally, and replace the cap after drilling a small snug hole for an airlock. For larger batches of hard cider, using a culligan water jug works well with the addition of a rubber stopper, or even a garbage bag, to keep the system sealed. The cider may then be racked by careful pouring and bottled with 3 tsp. of raw sugar into a 2 liter pop bottle to secondarily ferment for carbonation. Apple based juices with cranberry also make fine ciders.


          The cider is ready to drink at this point, though more often it is matured in the vats for up to two or three years. Though it is perfectly tasty at around 2 months.


          


          Blending and bottling


          For larger-scale cider production, ciders from vats produced from different varieties of apple may be blended to accord with market taste. If the cider is to be bottled, usually some extra sugar is added for sparkle. Higher quality ciders can be made using the champagne method, but this is expensive in time and money and requires special corks, bottles, and other equipment. Some home brewers use beer bottles, which work perfectly well, and inexpensively. This allows the cider to become naturally carbonated.


          


          Health


          Conventional apple cider has a relatively high concentration of phenolics, antioxidants which may be helpful for preventing heart disease, cancer, and other ailments . This is, in part, because apples themselves have a decent concentration of phenolics in them to begin with.


          


          Cider festivals


          A Cider Festival is a large event promoting cider (and usually perry, a similar drink made from pears). A variety of ciders and perries will be available for tasting and buying. A limited selection of other drinks, such as beer and soft drinks, is often available too. Some festivals are put on by cider-promoting private organizations , others by pubs, and still others by cider producers themselves.


          


          Uses of Cider


          A distilled spirit, apple brandy, is made from cider. Its best known forms are Calvados and applejack. Applejack is a strong alcoholic beverage made in North America by concentrating cider, either by the traditional method of " freeze distillation", or by true evaporative distillation. In traditional freeze distillation, a barrel of cider is left outside during the winter. When the temperature is low enough, the water in the cider starts to freeze. If the ice is removed, the (now more concentrated) alcoholic solution is left behind in the barrel. If the process is repeated often enough, and the temperature is low enough, the alcohol concentration is raised to 3040% alcohol by volume. In freeze distillation, methanol and fusel oil, which are natural fermentation byproducts, may reach harmful concentrations. These toxins can be separated when regular heat distillation is performed. Home production of applejack is illegal in most countries.


          A popular aperitif in Normandy is pommeaua drink produced by blending unfermented cider and apple brandy in the barrel (the high alcoholic content of the spirit stops the fermentation process of the cider and the blend takes on the character of the aged barrel).


          Cocktails may include cider. Besides kir and snakebite, an example is Black Velvet in a version of which cider may replace champagne, usually referred to as a "Poor Man's Black Velvet".


          A few producers in Quebec have developed cidre de glace (literally "ice cider", sometimes called "apple ice wine"), inspired from ice wines, where the apples are naturally frozen either before or after harvest. The alcohol concentration of cidre de glace is 913%.


          


          Related drinks


          Other fruits can be used to make cider-like drinks. The most popular is perry, known in France as poir and produced mostly in Normandy, which is made from fermented pear-juice. A branded sweet perry known as Babycham, marketed principally as a women's drink and sold in miniature Champagne-style bottles, was once popular but has now become unfashionable. Another related drink is cyser (cider fermented with honey).


          Although not widely made in modern times, various other pome fruits can produce palatable drinks. Apicius, in Book II of De Re Coquinaria, includes a recipe calling for quince cider.


          Another similar drink is plum jerkum, made from fermented plums, traditional of Warwickshire in the English Midlands. It is said that it "left the head clear while paralysing the legs". The Warwickshire Drooper plum from which it is traditionally brewed is now uncommon, which explains the rarity of the drink.


          Peach juice can be fermented into "peachy".


          


          Cider by country


          Before the development of rapid long-distance transportation, regions of cider consumption generally coincided with regions of cider production: that is, areas with apple orchards. For example, R. A. Fletcher notes that in the Liber Sancti Jacobi, cider was said to be more common than wine in 12th-century Galicia.


          


          Argentina


          In Argentina, cider, or sidra is by far the most popular alcoholic carbonated drink during the Christmas and New Year holidays. It has traditionally been considered the choice of the middle and lower classes (along with anan fizz, a sort of pineapple cider), whereas the higher classes would rather go for champagne for their Christmas or New Year toast. Popular commercial brands of cider are Real, La Farruca and Rama Cada. It is usually marketed in 0.7-liter glass or plastic bottles.


          


          Austria


          In Austria cider is made in the southwest of Lower Austria, the so called " Mostviertel" and in Upper Austria. Almost every farmer there has some apple or pear trees. Many of the farmers also have a kind of inn called "Mostheuriger". There they serve cider and also something to eat.


          


          Australia


          In Australia, 'cider' is considered an alcoholic beverage made from apples. The most popular brands of alcoholic cider in Australia are Strongbow, and Mercury Cider made at the Cascade Brewery in Hobart, Tasmania. Cascade's ' Apple Isle' Sparkling Apple Juice is the most popular selling brand of non-alcoholic cider in Australia. Alcoholic cider is sold in bottleshops, while the non-alcoholic version is stocked in the soft-drink aisles of supermarkets.


          


          Belgium


          Scottish & Newcastle own Belgium cider maker Stassen SA, who in addition to their own local brands such as Strassen X Cider also produce Strongbow Jacques, a 5.5% ABV cider with cherry, raspberry and blackcurrant flavours. Zonhoven based Konings NV specialises in private label ciders for European retailers and offers a wide variety of flavours and packaging options to the beverage industry.


          


          Canada


          In Quebec, cider is considered a traditional alcoholic beverage. Cidermaking was, however, forbidden from the early years of the British rule as it was in direct conflict with established British brewers' interests (most notably John Molson). In recent years, a unique variety has emerged on the market: ice cider. This type of cider is made from apples with a particularly high level of sugar caused by natural frost.


          In Ontario, apple cider or apple hooch is often home-made. Apples are de-cored, juiced, and boiled. Sugar is dissolved into the apple/water mixture. Brewer's yeast is added and the cider is fermented for up to two weeks, or three before bottling, and then aged to taste.


          In New Brunswick, cider is commercially available from the Gagetown Cider Company and several small farms.


          Cider is commercially produced in British Columbia, New Brunswick and Ontario, usually with a 7% alcohol content. It is sold in 341 ml glass bottles or sometimes in 2 liter plastic bottles, and does not have the added sugar injected into much of US hard cider.


          


          Channel Islands
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          Along with the rest of Normandy, the Channel Islands had a strong cider-making tradition. Cider had been the ordinary drink of people of Jersey from the 16th century, when the commercial opportunities offered by cider exports spurred the transformation of feudal open-field agriculture to enclosure. Until the 19th century, it was the largest agricultural export with up to a quarter of the agricultural land given over to orchards. In 1839, for example, 268,199 gallons of cider were exported from Jersey to England alone, and almost half a million gallons were exported from Guernsey 1834-1843, but by 1870 exports from Jersey had slumped to 4,632 gallons. Beer had replaced cider as a fashionable drink in the main export markets, and even the home markets had switched to beer as the population became more urban. Potatoes overtook cider as the most important crop in Jersey in the 1840s, and in Guernsey glasshouse tomato production grew in importance. Small-scale cider production on farms for domestic consumption, particularly by seasonal workers from Brittany and mainland Normandy, was maintained, but by the mid-20th century production dwindled until only 8 farms were producing cider for their own consumption in 1983. The number of orchards had been reduced to such a level that the destruction of trees in the Great Storm of 1987 demonstrated how close the Islands had come to losing many of its traditional cider apple varieties. A concerted effort was made to identify and preserve surviving varieties and new orchards were planted. As part of diversification, farmers have moved into commercial cider production, and the cider tradition is celebrated and marketed as a heritage experience. In Jersey, a strong (above 7%) variety is currently sold in shops and a bouch style is also marketed.


          In Jersey, cider is used in the preparation of black butter ( Jrriais: nir beurre), a traditional preserve.


          


          East Asia


          Cider in Japan and Korea sometimes means just a soft drink, not necessarily made from apples.


          


          France


          French cidre is an alcoholic drink produced predominantly in Normandy and Brittany. It varies in strength from below 4% alcohol to considerably more. Cidre Doux is a sweet cider, usually up to 3% in strength. 'Demi-Sec' is from 3 to 5% and Cidre Brut is a strong dry cider of 5% alcohol and above. Most French ciders are sparkling. Higher quality cider is sold in Champagne-style bottles (cidre bouch), and while much of cidre is sold in corked bottles, some screw-top bottles exist. Until the mid-20th century, cidre was the second most-consumed drink in France (after wine) but an increase in the popularity of beer displaced cider's market share outside traditional cider-producing regions. In restaurants in Brittany, cider is sometimes served in traditional ceramic bowls (or wide cups) rather than glasses. A kir normand is a cocktail apritif made with cider and cassis, rather than white wine and cassis for the traditional kir.


          Some cider is also made in southwestern France, in the French portion of the Basque country. Ciders produced here are generally of the style seen in Spanish part of the Basque country.


          


          Keeving


          Breton cidermaking employs the technique of keeving (from the French cuve). In keeving, calcium chloride and a special enzyme are added to the pressed apple juice, causing protein in the juice to precipitate to the top for removal. This reduces the amount of protein available to the yeast, starving it and therefore causing the cider to finish fermenting while sugar is still available. The result is a sweeter drink at a lower alcohol level but still retaining the full flavor of the apples, without dilution.


          


          Germany


          German cider, usually called Apfelwein (apple wine), and regionally known as Apfelmost (apple must), Viez (from Latin vice, the second or substitute wine), or Saurer Most (sour must), has an alcohol content of 5.5% - 7% and a tart, sour taste.


          German cider is mainly produced and consumed in Hessen, particularly in the Frankfurt, Wetterau and Odenwald areas, in Moselfranken, Merzig ( Saarland) and the Trier area, as well as the lower Saar area and the region bordering on Luxembourg. In these regions, there are several large producers, as well as numerous small, private producers often using traditional recipes.


          In some of these regions, there are regular cider competitions and fairs, in which the small, private producers participate. Cider songs are composed and sung at these events. The Merzig region crowns a Viez Queen, and the lower Saar area a Viez King.


          An official Viez route or cider route connects Saarburg with the border to Luxembourg.


          


          India


          Cider is a new introduction in India under the brand TEMPEST, produced by Green Valley Cider located in the apple producing state of Himachal Pradesh, India. Tempest is primarily available in the carbonated form and is witnessing a resurgence in popularity. However, traditionally and obviously not under the name cider, it has been known to be locally produced in villages in the apple producing states of Uttaranchal and Himachal Pradesh .


          


          Ireland


          Cider is a popular drink in Ireland; for a long time cider production was officially encouraged and supported by a preferential tax treatment. A single cider, Bulmers, dominates sales in Ireland: Owned by C&C and produced in Clonmel, Co. Tipperary, this Bulmers is unrelated to the British Bulmers cider - outside the Republic of Ireland, C&C brand their cider as Magners.


          


          Mexico


          There are two types of cider sold in Mexico. One type is a popular carbonated soft drink, the best known being Sidral Mundet. The alcoholic version is known as sidra, a sparkling cider typically sold in champagne-style bottles. Sidra is, due to the expense of imported champagne, the traditional drink used for New Year's Eve toasts in Mexico.


          


          Luxembourg


          In Luxembourg, viez (pronounced feetz) is rather like English scrumpy. It is cloudy and varies from non-alcoholic to very alcoholic. It is made only in autumn. It is sold by the side of the road in reused plastic bottles and should be drunk within a few days of purchase. The quality can be extremely good.


          


          New Zealand


          In New Zealand, cider is fermented apple juice. The most popular brand is Scrumpy due to its low price, availability in supermarkets and high alcohol content,- this being taken advantage of by under age drinkers.


          


          Norway


          In Norway, cider ( sider) is a naturally fermented apple juice. Pear juice is sometimes mixed with the apple to get a better fermenting process started. The main area for cider production is in the "fruit garden" surrounding the Hardangerfjord. Most cider production is by private persons. There is a cider festival in ystese, Norway each fall were a panel determines the years best cider for the Hardanger area.


          


          South Africa


          Hunter's Gold and Hunter's Dry are popular ciders, along with Redd's and Savanna Dry.


          


          Spain


          
            [image: Man in a cider house]

            
              Man in a cider house
            

          


          The Spanish regions of Asturias, Cantabria and the Basque Country are well known for traditional sidra, an alcoholic cider of 4 to 8% strength. Sidra, also Sagardoa in the Basque Country, is traditionally poured in very small quantities from a height into a wide glass, with the arm holding the bottle extended upwards and the one holding the glass extended downwards. This technique is called to escanciar (or, in Asturian, echar) and is done to get air bubbles into the drink, thus giving it a sparkling taste like Champagne that lasts a very short time. Spanish sidra is closely associated with sidreras or sidreres (Asturias) or sagardotegiak (Euskadi) ("cider houses"). In the Basque region of Guipzcoa, it is a tradition to visit sagardotegiak between February and May to drink new sidra from the barrel accompanied by a meal such as txuleton.


          


          Sweden


          Herrljunga Cider was one of the first commercial ciders to be produced in Sweden since 1969. In 1997 Swedish government relaxed the rules which allowed others to prduce cider of a higher ABV. This is where the likes of Rekorderlig, Kopparbergs.. came about to follow the lead by Herrljunga (who are still the number 1 selling cider in Sweden)


          Kopparberg Cider is growing in popularity particularly in the UK where it is now stocked by UK supermarkets, IKEA and the pub chain Wetherspoons. It comes in a variety of flavours, including apple, pear, summer fruits, forest berries and peach. Their most popular is pear.


          


          The United Kingdom


          


          Types of cider


          In the United Kingdom, cider is mostly associated with the West Country, but is also extensively produced in Wales and the east of England, particularly Kent, Suffolk and Norfolk. Cider comes in a wide variety of tastes and types in the UK and ranges in taste from very sweet to very dry, although flavour differs within these descriptions.


          There are two broad main styles of cider in the UK - West Country-style and Eastern-style. The former are made using a much higher percentage of true cider-apples and so are richer in tannins and usually heavier in body and fuller in flavour. Eastern ciders tend to use a higher percentage of, or are exclusively made from, culinary and dessert fruit; Kentish ciders (such as Biddenden's) are typical of this style. They tend to be clearer, more vinous and lighter in body and flavour, but also higher in acidity and high in alcohol.


          At one end of the scale are the very traditional microbrewed varieties often called Scrumpy in England. These are non-carbonated, very cloudy, and often dark in appearance. England's West Country and parts of Wales are littered with small breweries and farms. Production is often on such a small scale the product is only sold at the point of manufacture or in local pubs and shops. . Taste will depend on a number of factors including the season, location and apple variety. Many will find such ciders an acquired taste; although the usage has almost disappeared now, until recently non-sweet scrumpy was often referred to as "rough" rather than "dry", with good reason. The alcohol content may range up to 8% ABV, the maximum allowed by law.


          Mass produced commercial cider such as that produced by Bulmers is likely to be very clean and crisp, carbonated and heavily processed. The colour is likely to be golden yellow with a clear appearance a result of industrial processes to remove apple sediment, which has often led to it being compared to carbonated urine by cider aficianados. Two common examples are Strongbow and Blackthorn . These ciders are the best-selling type.


          Mass-produced farmhouse-style ciders have become more popular in recent years. These may be made from a single variety of cider apple or retain their cloudy appearance.


          White ciders are almost clear in appearance due to a process carried out after the traditional brewing process is complete, resulting in a nearly white product. This processing allows the manufacturer to produce strong (typically 7-8% ABV) cider cheaply, quickly, and on an industrial scale, often from poor raw materials.


          


          Image


          Cider has suffered from an image problem in the past, often seen as the drink of choice for teenagers in the UK, along with alcopops. This preference is aided by preferentially low duty rates for cider compared to beer, which reduces the drink's cost, and its high alcohol by volume compared to beer. A popular drink among students is snakebite, which is a blend of pale lager and cider; this is often served with a dash of blackcurrant cordial, in which case it is usually termed 'Snakebite and Black', or occasionally 'Sweet Diesel'. However, recent years have seen a significant increase in cider sales in the UK, as the industry has innovated and caught the interest of more drinkers.


          Cidermaking and consumption has found its way into the popular culture associated with the West Country; Somerset novelty band The Wurzels perform many songs about scrumpy and the drinking thereof, while West Country-resident author Terry Pratchett makes reference to scrumpy in his descriptions of the Discworld beverage " scumble".


          


          The West Country


          Cider made in the West Country is often referred to as "scrumpy", from the local dialect verb "to scrump": to steal apples. It is also referred to as Cyder which is an old term for strong cider (8-12%). Ciders from Gloucestershire, Herefordshire and Worcestershire made from traditional recipes forms a European Union Protected Geographical Indication; important traditional cidermaking also takes place in Devon and Somerset. Examples of a working cider house still existed here in recent times, though many have now gone. There are, however, over 25 cider producers in Somerset alone, many being small family businesses.


          During the 17th and 18th centuries, a condition known as Devon colic, a form of lead poisoning, was associated with the consumption of cider; a campaign to remove lead components from cider presses made the condition almost unknown by the early 19th century.


          Shepton Mallet, Somerset is home to the largest cider plant in Europe. This plant produces Blackthorn and Olde English as well as light perry Babycham.


          


          Wales


          Cider and perry production in Wales began a dramatic revival in the early 2000s, with many small firms entering production throughout the country. Campaign for Real Ale (CAMRA) has actively encouraged this establishment, and Welsh ciders and perries have won many awards at CAMRA festivals; meanwhile, the establishment of groups such as UKCider and the Welsh Perry & Cider Society have spurred communication among those producers.


          Welsh varieties of apples and pears are often distinct from those grown in England, giving Welsh cider a significantly different flavour despite the proximity of the orchards.


          [bookmark: .22Real_cider.22_in_the_United_Kingdom]


          "Real cider" in the United Kingdom


          At the 2007 AGM CAMRA amended their own definition of 'real' cider to read as the follows:


          
            'CAMRA defines real cider as cider that has been stored in the traditional way, and is living in the container from which it is dispensed. Real cider must not be stored or dispensed using extraneous gas pressure'.

          


          

          UKCider, a Community of Practice for small scale cidermakers, has developed a contrasting definition of real cider:


          
            "What do we mean by Real Cider?

            Real cider is the product of fermenting fresh apple juice.

            The amount of apple juice which went into the final product must be between 85 and 100% and should be clearly stated on the container it is sold in or dispensed from. No artificial sweeteners, flavourings or colourings are permitted.

            (For real perry substitute pear juice.)"

          


          (from the ukcider website)


          These contrasting definitions mean that for example, Sheppy's Westcountry full juice single varietal bottled ciders would be accepted by ukcider and rejected by CAMRA whereas Saxon's Yorkshire draught ciders made from apple concentrate, water and other adjuncts flavoured with ingredients such as cranberries are now acceptable to CAMRA as 'real cider' but not to ukcider.


          


          The United States


          During colonial times, apple cider was consumed as the main beverage with meals, because water was often unsafe for drinking.


          Somewhere around the time of Prohibition, the word cider came to mean sparkling apple juice, possibly through the influence of Martinelli's sparkling apple cider, which was once touted specifically as "non-alcoholic cider". Martinelli's is sold as "cider" or "juice" depending on regional preference of the term.


          In other parts of the United States, the word "cider" simply means, unfiltered, unfermented apple juice. For instance, in Pennsylvania, apple cider is legally defined as an "amber golden, opaque, unfermented, entirely non-alcoholic juice squeezed from apples". Natural or artificial flavours or colors generally recognized as safe may be added if their presence is declared on the label by the use of the word "Imitation" in type at least one-half the size of the type used to declare the flavour. Cider containing more than 0.15 percent alcohol by volume is classified as hard cider.


          Despite this, alcoholic cider is produced in the United States, especially in New England and upstate New York. Woodchuck cider, from Vermont, is one of the most common brands in the north-eastern US, though the most known national brand is Cider Jack.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cider"
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        Circle


        
          

          A circle is one of the basic shapes of Euclidean geometry. It is the locus of all points in a plane at a constant distance, called the radius, from a fixed point, called the centre. Through any three points not on the same line, there passes one and only one circle.


          A chord of a circle is a line segment whose both endpoints lie on the circle. A diameter is a chord passing through the centre. The length of a diameter is twice the radius. A diameter is the largest chord in a circle.


          Circles are simple closed curves which divide the plane into an interior and an exterior. The circumference of a circle is the perimeter of the circle, and the interior of the circle is called a disk. An arc is any connected part of a circle.


          A circle is a special ellipse in which the two foci are coincident. Circles are conic sections attained when a right circular cone is intersected with a plane perpendicular to the axis of the cone.


          
            [image: Circle illustration showing a radius, a diameter, the center and the circumference.]

            
              Circle illustration showing a radius, a diameter, the centre and the circumference.
            

          


          


          Analytic results


          
            [image: Circle of radius r=1, center (a, b)=(1.2, -0.5).]

            
              Circle of radius r=1, centre (a, b)=(1.2, -0.5).
            

          


          
            [image: Chord, secant, tangent, and diameter.]
          


          In an x-y Cartesian coordinate system, the circle with centre (a, b) and radius r is the set of all points (x, y) such that


          
            	[image:  \left( x - a \right)^2 + \left( y - b \right)^2=r^2. ]

          


          The equation of the circle follows from the Pythagorean theorem applied to any point on the circle. If the circle is centred at the origin (0, 0), then this formula can be simplified to


          
            	[image: x^2 + y^2 = r^2. \!\ ]

          


          When expressed in parametric equations, (x,y) can be written using the trigonometric functions sine and cosine as


          
            	[image: x = a+r\,\cos t,\,\!]


            	[image: y = b+r\,\sin t\,\!]

          


          where t is a parametric variable, understood as the angle the ray to (x,y) makes with the x-axis. Alternatively, in stereographic coordinates, the circle has a parametrization


          
            	[image:  x = a + r \frac{2t}{1+t^2}]


            	[image:  y = b + r \frac{1-t^2}{1+t^2}]

          


          In homogeneous coordinates each conic section with equation of a circle is


          
            	[image: \ ax^2+ay^2+2b_1xz+2b_2yz+cz^2 = 0. ]

          


          It can be proven that a conic section is a circle if and only if the point I(1,i,0) and J(1,-i,0) lie on the conic section. These points are called the circular points at infinity.


          In polar coordinates the equation of a circle is


          
            	[image:  r^2 - 2 r r_0 \cos(\theta - \varphi) + r_0^2 = a^2.\, ]

          


          In the complex plane, a circle with a centre at c and radius (r) has the equation | z  c | 2 = r2. Since [image: |z-c|^2 = z\overline{z}-\overline{c}z-c\overline{z}+c\overline{c}], the slightly generalised equation [image: pz\overline{z} + gz + \overline{gz} = q] for real p, q and complex g is sometimes called a generalised circle. Not all generalised circles are actually circles: a generalized circle is either a (true) circle or a line.


          


          Tangent lines


          The tangent line through a point P on a circle is perpendicular to the diameter passing through P. The equation of the tangent line to a circle of radius r centered at the origin at the point (x1, y1) is


          
            	[image: xx_1+yy_1=r^2 \!\ ]

          


          Hence, the slope of a circle at (x1,y1) is given by:


          
            	[image:  \frac{dy}{dx} = - \frac{x_1}{y_1}. ]

          


          More generally, the slope at a point (x,y) on the circle (x  a)2 + (y  b)2 = r2, i.e., the circle centered at (a,b) with radius r units, is given by


          
            	[image:  \frac{dy}{dx} = \frac{a-x}{y-b}, ]

          


          provided that [image: y \neq b].


          


          Pi ()


          
            [image: Arc, sector, and segment]
          


          Pi or  is the ratio of a circle's circumference to its diameter.


          The numeric value of  never changes.


          In modern English, it is pronounced /ˈpaɪ/ (as in apple pie).


          


          Circumference


          
            	Length of a circle's circumference is

          


          
            	c = d = 2r.

          


          
            	Alternate formula for circumference:

          


          Given that the ratio circumference c to the Area A is


          
            	[image:  \frac{c}{A} = \frac{2 \pi r}{\pi r^2}. ]

          


          The r and the  can be canceled, leaving


          
            	[image:  \frac{c}{A} = \frac{2}{r}. ]

          


          Therefore solving for c:


          
            	[image:  c = \frac{2A}{r} ]

          


          So the circumference is equal to 2 times the area, divided by the radius. This can be used to calculate the circumference when a value for  cannot be computed.


          


          Diameter


          The diameter of a circle is a straight line through the centre of the circle touching the circle at both sides.


          The diameter of a circle is double its radius.


          
            	[image:  d = 2r= 2 \cdot \sqrt{\frac{A}{\pi}} \approx 1{.}1284 \cdot \sqrt{A}. ]

          


          


          Area enclosed


          
            [image: Area of the circle = π × area of the shaded square]

            
              Area of the circle =   area of the shaded square
            

          


          
            	The area enclosed by a circle is the radius squared, multiplied by .

          


          
            	[image:  Area = r^2 \cdot \pi]

          


          Using a square with side lengths equal to the diameter of the circle, then dividing the square into four squares with side lengths equal to the radius of the circle, take the area of the smaller square and multiply by .


          [image: A = \frac{d^2\cdot\pi}{4} \approx 0{.}7854 \cdot d^2, ] that is, approximately 79% of the circumscribing square. The circle is the plane curve enclosing the maximum area for a given arclength. This relates the circle to a problem in the calculus of variations. 


          Properties


          
            	The circle is the shape with the highest area for a given length of perimeter. (See Isoperimetry)


            	The circle is a highly symmetric shape: every line through the centre forms a line of reflection symmetry and it has rotational symmetry around the centre for every angle. Its symmetry group is the orthogonal group O(2,R). The group of rotations alone is the circle group T.


            	All circles are similar.

              
                	A circle's circumference and radius are proportional,


                	The area enclosed and the square of its radius are proportional.


                	The constants of proportionality are 2 and , respectively.

              

            


            	The circle centered at the origin with radius 1 is called the unit circle.


            	Through any three points, not all on the same line, there lies a unique circle. In Cartesian coordinates, it is possible to give explicit formulae for the coordinates of the centre of the circle and the radius in terms of the coordinates of the three given points. See circumcircle.

          


          


          Chord properties


          
            	Chords equidistant from the centre of a circle are equal (length).


            	Equal (length) chords are equidistant from the centre.


            	The perpendicular bisector of a chord passes through the centre of a circle; equivalent statements stemming from the uniqueness of the perpendicular bisector:

              
                	A perpendicular line from the centre of a circle bisects the chord.


                	The line segment ( Circular segment) through the centre bisecting a chord is perpendicular to the chord.

              

            


            	If a central angle and an inscribed angle of a circle are subtended by the same chord and on the same side of the chord, then the central angle is twice the inscribed angle.


            	If two angles are inscribed on the same chord and on the same side of the chord, then they are equal.


            	If two angles are inscribed on the same chord and on opposite sides of the chord, then they are supplemental.

              
                	For a cyclic quadrilateral, the exterior angle is equal to the interior opposite angle.

              

            


            	An inscribed angle subtended by a diameter is a right angle.


            	The diameter is longest chord of the circle.

          


          


          Sagitta properties


          
            	The sagitta is a line segment drawn perpendicular to a chord, between the midpoint of that chord and the circumference of the circle.


            	Given the length y of a chord, and the length x of the sagitta, the Pythagorean theorem can be used to calculate the radius of the unique circle which will fit around the two lines:

          


          
            	
              
                	[image: r=\frac{y^2}{8x}+ \frac{x}{2}.]

              

            

          


          Another proof of this result which relies only on 2 chord properties given above is as follows. Given a chord of length y and with sagitta of length x, since the sagitta intersects the midpoint of the chord, we know it is part of a diameter of the circle. Since the diameter is twice the radius, the "missing" part of the diameter is (2*r-x) in length. Using the fact that one part of one chord times the other part is equal to the same product taken along a chord intersecting the first chord, we find that (2*r-x)(x)=(y/2)^2. Solving for r, we find:


          
            	
              
                	[image: r=\frac{y^2}{8x}+ \frac{x}{2}.]

              

            

          


          as required.


          


          Tangent properties


          
            	The line drawn perpendicular to the end point of a radius is a tangent to the circle.


            	A line drawn perpendicular to a tangent at the point of contact with a circle passes through the centre of the circle.


            	Tangents drawn from a point outside the circle are equal in length.


            	Two tangents can always be drawn from a point outside of the circle.

          


          


          Theorems


          
            [image: Secant-secant theorem]

            
              Secant-secant theorem
            

          


          
            	The chord theorem states that if two chords, CD and EB, intersect at A, then CADA = EABA. (Chord theorem)


            	If a tangent from an external point D meets the circle at C and a secant from the external point D meets the circle at G and E respectively, then DC2 = DGDE. (tangent-secant theorem)


            	If two secants, DG and DE, also cut the circle at H and F respectively, then DHDG=DFDE. (Corollary of the tangent-secant theorem)


            	The angle between a tangent and chord is equal to the subtended angle on the opposite side of the chord. (Tangent chord property)


            	If the angle subtended by the chord at the centre is 90 degrees then l = 2r, where l is the length of the chord and r is the radius of the circle.


            	If two secants are inscribed in the circle as shown at right, then the measurement of angle A is equal to one half the difference of the measurements of the enclosed arcs (DE and BC). This is the secant-secant theorem.

          


          


          Inscribed angles


          
            [image: Inscribed angle theorem]

            
              Inscribed angle theorem
            

          


          An inscribed angle  is exactly half of the corresponding central angle  (see Figure). Hence, all inscribed angles that subtend the same arc have the same value (cf. the blue and green angles  in the Figure). Angles inscribed on the arc are supplementary. In particular, every inscribed angle that subtends a diameter is a right angle.


          



          


          Apollonius circle


          
            [image:  Apollonius' definition of a circle]

            
              [image: \frac{d_1}{d_2}=\textrm{constant}] Apollonius' definition of a circle
            

          


          Apollonius of Perga showed that a circle may also be defined as the set of points in plane having a constant ratio of distances to two fixed foci, A and B.


          The proof is as follows. A line segment PC bisects the interior angle APB, since the segments are similar:


          
            	[image:  \frac{AP}{BP} = \frac{AC}{BC} ]

          


          Analogously, a line segment PD bisects the corresponding exterior angle. Since the interior and exterior angles sum to [image: 180^{\circ}], the angle CPD is exactly [image: 90^{\circ}], i.e., a right angle. The set of points P that form a right angle with a given line segment CD form a circle, of which CD is the diameter.



          


          Cross-ratios


          
            [image: Early science, particularly geometry and astronomy/astrology, was connected to the divine for most medieval scholars. Notice, even, the circular shape of the halo. The compass in this 13th century manuscript is a symbol of God's act of Creation, as many believed that there was something intrinsically "divine" or "perfect" that could be found in circles]

            
              Early science, particularly geometry and astronomy/astrology, was connected to the divine for most medieval scholars. Notice, even, the circular shape of the halo. The compass in this 13th century manuscript is a symbol of God's act of Creation, as many believed that there was something intrinsically "divine" or "perfect" that could be found in circles
            

          


          A closely related property of circles involves the geometry of the cross-ratio of points in the complex plane. If A, B, and C are as above, then the Apollonius circle for these three points is the collection of points P for which the absolute value of the cross-ratio is equal to one:


          
            	| [A,B;C,P] | = 1.

          


          Stated another way, P is a point on the Apollonius circle if and only if the cross-ratio [A,B;C,P] is on the unit circle in the complex plane.


          


          Generalized circles


          If C is the midpoint of the segment AB, then the collection of points P satisfying the Apollonius condition


          
            	[image: \frac{|AP|}{|BP|} = \frac{|AC|}{|BC|}](1)

          


          is not a circle, but rather a line.


          Thus, if A, B, and C are given distinct points in the plane, then the locus of points P satisfying (1) is called a generalized circle. It may either be a true circle or a line.


          
            Retrieved from " http://en.wikipedia.org/wiki/Circle"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Circle of latitude


        
          

          
            
              	[image: ]
            


            
              	Map of Earth
            


            
              	Longitude ()
            


            
              	Lines of longitude appear curved in this projection, but are actually halves of great circles.
            


            
              	Latitude ()
            


            
              	Lines of latitude appear horizontal in this projection, but are actually circular with different radii. All locations with a given latitude are collectively referred to as a circle of latitude.
            


            
              	The equator divides the planet into a Northern Hemisphere and a Southern Hemisphere, and has a latitude of 0.

              	[image: ]
            


            
              	
            

          


          A circle of latitude, on the Earth, is an imaginary east- west circle connecting all locations (not taking into account elevation) that share a given latitude. A location's position along a circle of latitude is given by its longitude.


          Circles of latitude are often called parallels because they are parallel to each other and an approximately fixed distance apart. On some map projections, including the Mercator projection, they are drawn parallel and at equidistant intervals.


          Circles of latitude become smaller the farther they are from the equator and the closer they are to the poles. A circle of latitude is perpendicular to all meridians at the points of intersection, and is hence a special case of a loxodrome.


          Contrary to what might be assumed from their straight-line representation on some map projections, a circle of latitude is not, with the sole exception of the Equator, the shortest distance between two points lying on the Earth. In other words, circles of latitude (except for the Equator) are not great circles, and are not really "lines" in the geometric sense (see also great-circle distance). It is for this reason that an airplane traveling between a European and North American city that share the same latitude will fly farther north, over Greenland for example.


          Arcs of circles of latitude are sometimes used as boundaries between countries or regions where distinctive natural borders are lacking (such as in deserts), or when an artificial border is drawn as a "line on a map", as happened in Korea.


          


          Major circles of latitude


          
            [image: Diagram showing the derivation of the major circles of latitude on the Earth.]

            
              Diagram showing the derivation of the major circles of latitude on the Earth.
            

          


          The five major circles of latitude are, from north to south:


          
            	The Arctic Circle (66 33 38 N)


            	The Tropic of Cancer (23 26 22 N)


            	The Equator (0 latitude)


            	The Tropic of Capricorn (23 26 22 S)


            	The Antarctic Circle (66 33 38 S)

          


          These circles of latitude (excluding the equator) mark the divisions between the five principal geographical zones.


          


          Equator


          The equator is the circle that is equidistant from both the North Pole and South Pole. It divides the Earth into the Northern Hemisphere and the Southern Hemisphere.


          
            
              	[image: ]
            


            
              	Equator
            

          


          


          Arctic and Antarctic Circles


          The Arctic Circle marks the southernmost latitude (in the Northern Hemisphere) at which the sun can remain continuously above or below the horizon for 24 hours. Similarly, the Antarctic Circle marks the northernmost latitude (in the Southern Hemisphere) at which the sun can remain continuously above or below the horizon for 24 hours.


          The latitude of these circles plus the Earth's axial tilt is equal to 90.
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                    	Arctic Circle
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                    	Antarctic Circle
                  

                

              
            

          


          


          Tropics of Cancer and Capricorn


          The Tropic of Cancer and Tropic of Capricorn respectively mark the northernmost and southernmost latitudes at which the sun may be seen directly overhead (at the June solstice and December solstice respectively).


          The latitude of the tropic circles is equal to the Earth's axial tilt.
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                    	Tropic of Cancer
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                    	Tropic of Capricorn
                  

                

              
            

          


          


          Movement of the Tropics and the Arctic and Antarctic circles


          By definition, the positions of the Tropic of Cancer, Tropic of Capricorn, Arctic Circle and Antarctic Circle all depend on the tilt of the Earth's axis relative to the plane of its orbit around the sun, known technically as the "obliquity of the ecliptic". As of 2000, the mean value of the tilt was about 232621. However, this angle is not constant, but has a complex motion determined by the superimposition of many different cycles with short to very long periods. As the axial tilt varies, so do the positions of the Tropics and the Arctic and Antarctic circles.


          The main long-term cycle causes the axial tilt to fluctuate between about 22.5 and 24.5 with a 41,000 year periodicity. As a consequence of this cycle the average value of the tilt is currently decreasing by about 0.47 per year. This causes the Tropics of Cancer and Capricorn to drift towards the equator by about 15 metres per year, and the Arctic and Antarctic Circles to drift towards the Poles by the same amount. As a result of the movement of the Tropics of Cancer and Capricorn, the area of the Tropics decreases worldwide by about 1100 square kilometres per year on average.


          The Earth's axial tilt is subject to additional shorter-term variations due to nutation, of which the main term, with a period of 18.7 years, has an amplitude of 9"21 (corresponding to almost 300 metres north and south). There are then still many smaller terms, resulting in varying daily shifts of some metres in any direction.


          Finally, the Earth's rotational axis is not exactly fixed with respect to the Earth, but undergoes very small fluctuations, called polar motion, which have a small theoretical effect on the positions of the abovementioned parallels.


          Short-term fluctuations over a matter of days do not directly affect the location of the extreme latitudes at which the sun may appear directly overhead, or at which 24-hour day or night is possible, except when they actually occur at the time of the solstices. Rather, they cause a theoretical shifting of the parallels, that would occur if the given axis tilt were maintained throughout the year.


          


          Other notable parallels


          A number of sub-national and international borders are defined by parallels.


          
            
              	Parallel

              	Description
            


            
              	70N

              	On Victoria Island, [image: Flag of Canada]Canada, two sections of the border between Northwest Territories and Nunavut.
            


            
              	60N

              	In [image: Flag of Canada]Canada, the southern border of Yukon with the northern border of British Columbia; the southern border of Northwest Territories with the northern borders of British Columbia, Alberta and Saskatchewan; and the southern border of mainland Nunavut with the northern border of Manitoba).
            


            
              	5440'N

              	The border between 19th century Russian and British land claims in western North America which played a role in the Oregon boundary dispute between Britain and the United States, giving rise to the slogan "Fifty-four forty or fight."
            


            
              	52N

              	In [image: Flag of Canada]Canada, part of the border between Newfoundland and Labrador and Quebec.
            


            
              	49N

              	Much of the border between [image: Flag of the United States]United States, from Washington to western Minnesota.
            


            
              	45N

              	The theoretical halfway point between the Equator and the North Pole. Part of the border between [image: Flag of the United States]United States, most of the border between Montana and Wyoming.
            


            
              	43N

              	In the [image: Flag of the United States]United States, much of the border between South Dakota and Nebraska.
            


            
              	42N

              	In the [image: Flag of the United States]United States, the southern borders of Oregon and Idaho where they meet the northern borders of California, Nevada and Utah. The parallel also defines much of the border between Pennsylvania and New York.
            


            
              	41N

              	In the [image: Flag of the United States]United States, part of the border between Wyoming and Utah, the border between Wyoming and Colorado, and part of the border between Nebraska and Colorado.
            


            
              	40N

              	In the [image: Flag of the United States]United States, the border between Nebraska and Kansas. The parallel was originally chosen for the Mason-Dixon Line, but the line was moved several miles south to avoid bisecting the city of Philadelphia.
            


            
              	38N

              	The boundary between the Soviet and American occupation zones in Korea in 1945.
            


            
              	37N

              	In the [image: Flag of the United States]United States, the southern border of Utah with the northern border of Colorado. The southern border of Arizona with the northern borders of New Mexico and Oklahoma. The southern border of Kansas with the northern border of Oklahoma.
            


            
              	3630'N

              	The historic Missouri Compromise line. In the [image: Flag of the United States]United States, defines part of the border between Oklahoma and Texas, most of the border bewteen Missouri and Arkansas, and part of the border between Kentucky and Tennessee.
            


            
              	36N

              	In the [image: Flag of the United States]United States, a short section of the border bewteen Missouri and Arkansas.
            


            
              	35N

              	In the [image: Flag of the United States]United States, the southern border of Tennessee, which meets Mississippi, Alabama and Georgia. Also, part of the border between North Carolina and Georgia.
            


            
              	33N

              	In the [image: Flag of the United States]United States, the southern border of Arkansas, which meets the northern border of Louisiana. Historically, it defined the southern border of the Louisiana Territory.
            


            
              	32N

              	In the [image: Flag of the United States]United States, part of the border between New Mexico and Texas.
            


            
              	31N

              	Part of the border between [image: Flag of the United States]United States, part of the border between Mississippi and Louisiana, and part of the border between Alabama and Florida.
            


            
              	28N

              	In [image: Flag of Mexico]Mexico, the border between Baja California and Baja California Sur.
            


            
              	26N

              	Part of the border between Western Sahara (claimed by [image: Flag of Mauritania]Mauritania.
            


            
              	25N

              	Part of the border between [image: Flag of Mali]Mali.
            


            
              	22N

              	Much of the border between [image: Flag of Sudan]Sudan, partly disputed (see also Hala'ib Triangle).
            


            
              	20N

              	A short section of the border between [image: Flag of Sudan]Sudan, and within Sudan, the northern border of the Darfur region.
            


            
              	17N

              	The division between Republic of Vietnam (South Vietnam) and Democratic Republic of Vietnam (North Vietnam) during the Vietnam War.
            


            
              	10N

              	Part of the border between [image: Flag of Sierra Leone]Sierra Leone.
            


            
              	1N

              	Part of the border between [image: Flag of Gabon]Gabon.
            


            
              	1S

              	Most of the border between [image: Flag of Tanzania]Tanzania in Lake Victoria.
            


            
              	7S

              	A short section of the border between [image: Flag of Angola]Angola.
            


            
              	8S

              	Two short sections of the border between [image: Flag of Angola]Angola.
            


            
              	10S

              	A short section of the border between [image: Flag of Peru]Peru.
            


            
              	13S

              	Part of the border between [image: Flag of Zambia]Zambia.
            


            
              	22S

              	A short section of the border between [image: Flag of Argentina]Argentina.
            


            
              	26S

              	In [image: Flag of Australia]Australia, the border between South Australia and the Northern Territory, and part of the border between South Australia and Queensland.
            


            
              	29S

              	In [image: Flag of Australia]Australia, much of the border between Queensland and New South Wales.
            


            
              	35S

              	In [image: Flag of Argentina]Argentina, part of the border between Crdoba Province and La Pampa Province.
            


            
              	36S

              	In [image: Flag of Argentina]Argentina, part of the border between Mendoza Province and La Pampa Province.
            


            
              	42S

              	In [image: Flag of Argentina]Argentina, the border between Ro Negro Province and Chubut Province.
            


            
              	45S

              	The theoretical halfway point between the Equator and the South Pole.
            


            
              	46S

              	In [image: Flag of Argentina]Argentina, the border between Chubut Province and Santa Cruz Province.
            


            
              	52S

              	Part of the border between [image: Flag of Chile]Chile.
            


            
              	60S

              	The northern boundary of Antarctica for the purposes of the Antarctic Treaty System (see map). The northern boundary of the Southern Ocean.
            

          


          


          Altitude


          
            [image: Note that the features of the spheroid cross-section (orange) in this image are exaggerated with respect to the Earth.]

            
              Note that the features of the spheroid cross-section (orange) in this image are exaggerated with respect to the Earth.
            

          


          Altitude has an effect on a location's position relative to the plane formed by a circle of latitude. Since latitude is determined by the normal to the Earth's surface, locations sharing the same latitude, but of varying elevation (e.g., lying along this normal), no longer lie within this plane. Rather, all points sharing the same latitude and of varying elevation occupy a cone formed by the rotation of this normal around the Earth's axis.


          
            Retrieved from " http://en.wikipedia.org/wiki/Circle_of_latitude"
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          CITES (the Convention on International Trade in Endangered Species of Wild Fauna and Flora) is an international agreement between governments, drafted as a result of a resolution adopted in 1973 at a meeting of members of the World Conservation Union (IUCN). Its aim is to ensure that international trade in specimens of wild animals and plants does not threaten their survival and it accords varying degrees of protection to more than 33,000 species of animals and plants.


          Only one species protected by CITES has become extinct in the wild as a result of trade since the Convention entered into force in 1975 (but see case studies in and Stiles 2004 for more nuanced discussions of the role CITES has played in the fate of particular species).


          


          The Convention: background and operation


          CITES is one of the largest conservation agreements in existence. Participation is voluntary, and countries that have agreed to be bound by the Convention are known as Parties. Although CITES is legally binding on the Parties, it does not take the place of national laws. Rather it provides a framework to be respected by each Party, which has to adopt its own domestic legislation to make sure that CITES is implemented at the national level. Often, domestic legislation is either non-existent (especially in Parties that have not ratified it), or with penalties incommensurate with the gravity of the crime and insufficient deterrents to wildlife traders . As of 2002, 50% of Parties lacked one or more of the four major requirements for a Party: designation of Management and Scientific Authorities (see below); laws prohibiting the trade in violation of CITES; penalties for such trade; laws providing for the confiscation of specimens


          The text of the Convention was concluded at a meeting of representatives of 80 countries in Washington, D.C., United States, on 3 March 1973. It was then open for signature until 31 December 1974. It entered into force after the 10th ratification by a signatory State, on 1 July 1975. States that signed the Convention become Parties by ratifying, accepting or approving it. By the end of 2003, all signatory States had become Parties. States that were not signatories may become Parties by acceding to the Convention. As of September 2007, 172 States had become Parties to the Convention.


          Funding for the activities of the Secretariat and COP meetings comes from a Trust Fund derived from Party contributions. Trust Fund money is not available to Parties to improve implementation or compliance. These activities, and all those outside Secretariat activities (training, species specific programs such as Monitoring the Illegal Killing of Elephants - MIKE) must find external funding (often from NGOs and bilateral aid)


          Although the Convention itself does not provide for arbitration or dispute in the case of noncompliance, 30 years of CITES in practice has resulted in several strategies to deal with infractions by Parties. The Secretariat, when informed of an infraction by a Party, will notify all other parties. The Secretariat will give the Party time to respond to the allegations and may provide technical assistance to prevent further infractions. Other actions (not provided for in the Convention itself, but derived from subsequent COP 11 resolutions) which may be taken against the offending Party include: mandatory confirmation of all permits by the Secretariat; suspension of cooperation from the Secretariat; a formal warning; a visit by the Secretariat to verify capacity; recommendations to all Parties to suspend CITES related trade with offending party (see ); the dictation of corrective measures to be taken by offending Party before Secretariat will resume cooperation/recommend resumption of trade. Bilateral sanctions have been imposed on the basis of national legislation (e.g. the USA used certification under the Pelly Amendment to get Japan to revoke its reservation to hawksbill turtle products in 1991, thus reducing the volume of its exports).


          Infractions may include negligence with respect to permit issuing, excessive trade, lax enforcement, and failing to produce annual reports (the most common)


          


          CITES Appendices


          CITES works by subjecting international trade in specimens of selected species to certain controls. These require that all import, export, re-export and introduction of species covered by the Convention has to be authorized through a permitting system.


          Each Party to the Convention must designate one or more Management Authorities in charge of administering the licensing system and one or more Scientific Authorities to make judgements about the effects of trade on the status of the species. Species are proposed for listing at Conferences of the Parties (COPs), the next of which will be held in Qatar in 2009. Species may be proposed for listing by Parties other than range States and may be listed despite objections by range state nations if there is sufficient (2/3 majority) support for the listing. These discussions are usually among the most contentious at COP meetings.


          Roughly 5,000 species of animals and 28,000 species of plants are protected by CITES against over-exploitation through international trade. The endangered species are grouped in the Appendices according to how threatened they are by international trade and the measures that apply to their trade. Species may be split-listed meaning that some populations of a species are on one Appendix, while some are on another. Some people argue that this is risky as specimens from a more protected population could be laundered through the borders of a Party whose population is not as strictly protected. The African elephant (Loxodonta africana) is currently split-listed, with all populations except those of Botswana, Namibia, South Africa and Zimbabwe listed in Appendix I. Those of Botswana, Namibia, South Africa and Zimbabwe are listed in Appendix II. Listing the species over the whole of its range would prevent such laundering but also restricts trade in wildlife products by range states with good management practices.


          There has been increasing willingness within the Parties to allow for trade in products from well-managed populations. In particular, sales of the South African white rhino have been able to generate revenues which were later applied to conservation. While listing the species on Appendix I not only increased the price of rhino horn (which fueled more poaching) in South Africa, where there was adequate on-the-ground protection, the species survived. The survival of the white rhino is attributed more to increased levels of field protection than exclusively to CITES listing, but it is likely that field protection might not have increased without CITES protection.


          


          Appendix I - about 800 species


          These species are threatened with extinction and are or may be affected by trade. Trade in wild-caught specimens of these species is illegal (permitted only in exceptional licenced circumstances). Trade of captive bred animals or cultivated plants of Appendix I species are considered Appendix II specimens, with concomitant requirements (see below and Article VII). The management authority of the exporting country must make a non-detriment finding, assuring that export of the individuals will not adversely affect the wild population. Any trade in these species requires export and import permits; the Management Authority of the exporting state is expected to check that an import permit has been secured and that the importing state will be able to care for the specimen adequately. Notable animal species include the gorilla (Gorilla gorilla), the chimpanzee species (Pan spp.), tigers (Panthera tigris subspecies), Asiatic lion (Panthera leo persica), leopards (Panthera pardus), Jaguar (Panthera onca), Cheetah (Acinonyx jubatus), Asian elephant (Elephas maximus), some populations of African Elephant (Loxodonta africana), the dugong and manatees ( Sirenia), and all Rhinoceros species (except some Southern African subspecies populations) .


          


          Appendix II - about 32,500 species


          These species are not necessarily threatened with extinction, but may become so unless trade in specimens of such species is subject to strict regulation in order to avoid utilization incompatible with their survival. In addition, Appendix II can include species similar in appearance to species already listed in the Appendices. International trade in specimens of Appendix II species may be authorized by the granting of an export permit or re-export certificate. In practice, many hundreds of thousands of Appendix II animals are traded on an annual basis. No import permit is necessary for these species under CITES. A non-detriment finding and export permit are required by the exporting Party.


          Examples of species listed on Appendix II are the American black bear (Ursus americanus), Hartmann's mountain zebra (Equus hartmannae), African grey parrot (Psittacus erithacus), green iguana (Iguana iguana), and bigleaf mahogany ( Swietenia macrophylla).


          


          Appendix III - about 170 species


          These are species listed after one member country has asked other CITES Parties for assistance in controlling trade in a species. The species are not necessarily threatened with extinction globally. In all member countries trade in these species is only permitted with an appropriate export permit and a certificate of origin.


          Examples of species listed on Appendix III and the countries that listed them are the two-toed sloth (Choloepus hoffmanni) by Costa Rica, African civet (Civettictis civetta) by Botswana, and the alligator snapping turtle (Macrochelys temminckii) by the USA.


          


          Amendments and Reservations


          Amendments to the Convention must be supported by a two-thirds majority and can be made during an extraordinary meeting of the COP if one-third of the Parties are interested in such a meeting. The Gaborone Amendment (1983) allows regional economic blocs to accede to the treaty. Reservations (Article XXIII) can be made by any Party with respect to any species, which considerably weakens the treaty (see for current reservations). Trade with non-Party states is allowed, although permits and certificates are recommended to be issued by exporters and sought by importers.


          


          Shortcomings of and Concerns with CITES


          General limitations about the structure and philosophy of CITES include: by design and intent it focuses on trade at the species level and does not address habitat loss, ecosystem approaches to conservation, or poverty; it seeks to prevent use which is unsustainable, rather than to promote the controversial approach of use which is sustainable (which generally conflicts with the Convention on Biological Diversity), although this has been changing (see e.g. Nile Crocodile, African elephant, South African white rhino case studies in Hutton and Dickinson 2000); it does not explicitly address market demand ; and funding does not provide for increased on the ground enforcement (must apply for bilateral aid for most projects of this nature.


          By design, CITES regulates and monitors trade in the manner of a "negative list" such that trade in all species is permitted and unregulated unless the species in question appears on the Appendices or looks very much like one of those taxa ... then and only then, trade is regulated or constrained. Because the remit of the Convention covers millions of species of plants and animals, and tens of thousands of these taxa are potentially of economic value, in practice this negative list approach effectively forces CITES signatories to expend limited resources on just a select few, leaving many species to be traded with neither constraint nor review. For example, recently several bird species which are classified as threatened with extinction appeared in the legal wild bird trade because their status had never been considered by the CITES process. If a "positive list" approach were taken, only species which have been evaluated and approved for the positive list would be permitted in trade, thus lightening the review burden for both member states and the Secretariat, and also preventing poorly known species from being inadvertently threatened by legal trade.


          Whilst many developing countries have been eager to join CITES, the annual costs of staffing and maintaining a CITES office and an effective presence at the biennial CoP gatherings remain unaffordable for many signatory nations. In practice, these offices and staff are nearly always the same as those which license, permit, and collect fees for the hunting, trade, and protection of wild plants and animals. Because these fees collected from wildlife traders often represent a significant source of these CITES offices operational budgets, the structure of CITES creates a direct conflict of interest between these offices and the resources they are tasked with managing. Moreover, the CITES Secretariat itself is largely dependent on signatories' offices for determinations on whether the trade in a given species is "non-detrimental." Consequently, this structure for information gathering and decision making at both the national and Secretariat level is inherently biased in favour of trade over protection.


          Specific weaknesses in the text include: it does not stipulate guidelines for the 'non-detriment' finding required of national Scientific Authorities; non-detriment findings require copious amounts of information; the 'household effects' clause is often not rigid enough/specific enough to prevent CITES violations by means of this Article (VII); non-reporting from Parties means Secretariat monitoring is incomplete; and it has no capacity to address domestic trade in listed species.


          Suggestions for improvement in the operation of CITES include: more regular missions by the Secretariat (not reserved just for high profile species); improvement of national legislation and enforcement; better reporting by Parties (and the consolidation of information from all sources-NGOs, TRAFFIC, the wildlife trade monitoring network and Parties); more emphasis on enforcement-including a technical committee enforcement officer; the development of CITES Action Plans (akin to Biodiversity Action Plans related to the Convention on Biological Diversity) including: designation of Scientific/Management Authorities and national enforcement strategies; incentives for reporting and timelines for both Action Plans and reporting. CITES would benefit from access to GEF funds-although this is difficult given the GEFs more ecosystem approach-or other more regular funds. Development of a funding mechanism similar to that of the Montreal Protocol (developed nations contribute to a fund for developing nations) could allow more funds for non-Secretariat activities.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/CITES"
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          Citizen Kane is a 1941 mystery/ drama film released by RKO Pictures and directed by Orson Welles, his first feature film. The story traces the life and career of Charles Foster Kane, a man whose career in the publishing world was born of idealistic social service, but gradually evolved into a ruthless pursuit of power and ego at any cost. Narrated principally through flashbacks, the story is revealed through the research of a newspaper reporter seeking to solve the mystery of the newspaper magnate's dying word, "Rosebud."


          Citizen Kane is often cited as being one of the most innovative works in the history of film, and in 1998 the American Film Institute placed it at number one in its list of the 100 greatest U.S. movies of all time. In a recent poll of film directors conducted by the British Film Institute, Citizen Kane was ranked number one best film of all time.


          The film's main character, Charles Foster Kane, was inspired by newspaper magnate William Randolph Hearst. Upon its release, the film was conspicuously absent from Hearst's newspapers.
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          Synopsis


          When wealthy media magnate Charles Foster Kane (Orson Welles) dies, he utters the enigmatic word "Rosebud". This is in the famous first scene, starting with a view of a metal "No Trespassing" sign on a chain link fence. The camera slowly cuts to an iron fence, with the letter "K" on top. In the background looms the large, gloomy palace of Xanadu. There is only one window lit, making it look all the more eerie. The film slowly cuts through a series of shots of the building coming closer and closer, displaying signs of Kane's immense wealth. When it gets to the lit window, the light inexplicably goes out. It then cuts inside the window, where it starts snowing. It quickly pans out of a snow globe containing a little wood house. There is a hand holding it. Kane's mouth is shown uttering the word that anchors the movie - "Rosebud." He drops the globe, which falls on the floor and breaks. The glass reflects a maidservant entering the room. She slowly covers Kane's dead body with a blanket.


          An obituary newsreel documents the events in his public life. The producer of the newsreel asks a reporter, Thompson ( William Alland), to find out about Kane's private life and personality, in particular to discover the meaning behind his last word. The reporter interviews the great man's friends and associates, and Kane's story unfolds as a series of flashbacks.


          First, Thompson approaches Kane's second wife, Susan Alexander ( Dorothy Comingore), who refuses to tell him anything. Then Thompson goes to the library of Mr. Thatcher ( George Coulouris). It is there that Thompson learns about Kane's childhood. In the first flashback, Kane as a young child is abandoned by his mother ( Agnes Moorehead) when he becomes suddenly wealthy, and sent to live with his banker, Mr Thatcher, despite the misgivings of Kane's father.


          Other flashbacks show Kane's entry into the newspaper business and his profit-seeking with low-quality " yellow journalism". These show that he is not a man to be pushed around. He takes over the newspaper and hires all the best journalists (which he gets from the Inquirer's rival, The Chronicle). His attempted rise to power is documented, including his first marriage to a President's niece and his campaign for the office of governor. A "love nest" scandal ends both his marriage and his political aspirations. Kane remarries, but his domineering personality destroys his relationships and pushes away his loved ones.


          Despite Thompson's numerous interviews with the people in Kane's life, he is unable to solve the mystery; he concludes that "Rosebud" will remain an enigma. However, the camera pans over workers burning some of Kane's many possessions. One throws an old sled, with the word "Rosebud" painted on it, into the fire. This was the sled Kane was riding as a child the day his mother sent him away. There is a shot of a chimney with black smoke coming out. After this twist ending, the film ends as it began, with the "No Trespassing" sign. The closing shot shows the "K" on top of the iron fence.


          


          Overview


          
            Image:Citizen Kane jigsaw.jpg

            
              Susan with a symbolic jigsaw puzzle
            

          


          Citizen Kane has inspired myriad interpretations over the decades. In Orson Welles: Hello Americans, Simon Callow argued that Citizen Kane should not just be understood as a fictional work but also as a post-fictional piece: a piece where the audience is drawn in to view themselves in the process of watching the film. In a 1941 review, Jorge Luis Borges called Citizen Kane a "metaphysical detective story," in that "... [its] subject (both psychological and allegorical) is the investigation of a man's inner self, through the works he has wrought, the words he has spoken, the many lives he has ruined..." Borges noted that "Overwhelmingly, endlessly, Orson Welles shows fragments of the life of the man, Charles Foster Kane, and invites us to combine them and reconstruct him." As well, "Forms of multiplicity and incongruity abound in the film: the first scenes record the treasures amassed by Kane; in one of the last, a poor woman, luxuriant and suffering, plays with an enormous jigsaw puzzle on the floor of a palace that is also a museum." Borges points out that "... At the end we realize that the fragments are not governed by a secret unity: the detested Charles Foster Kane is a simulacrum, a chaos of appearances."


          The film combines revolutionary cinematography (by Gregg Toland, with whom Welles shared a title card, which was a gesture of Welles' appreciation for Toland's overall contribution to the film, much like John Ford previously shared credit with Toland for The Long Voyage Home) with an Oscar-winning screenplay (by Welles and Herman J. Mankiewicz  though most film history circles consider Mankiewicz's contribution to the screenplay to be far greater than that of Welles), and a lineup of first time film actors, associates of Mr. Welles from his stint at the Mercury Theatre, such as Joseph Cotten and Agnes Moorehead.


          


          Themes


          The journalist's mission of retrieving the meaning of Kane's final word leads him in the end to conclude that a man's life cannot be summed up in one word and, as he picks up pieces of a jigsaw puzzle, that Rosebud is a "missing piece" in his life. The movie is made up of fragments of Kane's life, shown in non-chronological order, for the viewer to put together.


          When his second wife abandons him, Kane begins destroying her room. He grabs a snow globe and is about to throw it when he sees the falling snowflakes inside. The image of falling snow evokes involuntary memories in Kane. He remembers being sent away by his mother when it was snowing, making him utter "Rosebud"  another memory of the occasion.


          Debate over authorship


          One of the long standing academic debates of Citizen Kane has been the nature of the authorship of the original screenplay, which the opening credits attributes to both Welles and Herman J. Mankiewicz.


          Most famously, film critic Pauline Kael, in an essay entitled "Raising Kane" (originally published in The New Yorker in 1971 and later reprinted in The Citizen Kane Book and in her omnibus collection For Keeps) claims that Welles downplayed veteran screenwriter Herman J. Mankiewicz's contribution. Kael argues that Mankiewicz was the true author of the screenplay and therefore responsible for much of what made the movie great. This angered many critics of the day, most notably critic-turned-filmmaker (and close friend of Welles) Peter Bogdanovich, who rebutted many of Kael's claims.


          Subsequently, Robert L. Carringer, in a 1978 essay entitled "The Scripts of Citizen Kane", and in his 1985 book The Making of Citizen Kane, refutes Kael's claim that Mankiewicz was the sole author of the screenplay. After thorough analysis of the seven script revisions of the film, Carringer found the film's dual credit for both Welles and Mankiewicz to be accurate. The script revisions clearly indicate the different contributions and the author of each of those contributions and prove definitively that Mankiewicz did not write the script entirely on his own and that Welles contributed to it significantly.


          Welles scholar James Naremore, in his book The Magic World of Orson Welles states:


          
            	"Carringer, who has researched the RKO archives, examined all seven revisions of the script, and spoken to most of the people concerned, has found documentary proof that Welles was one of the principal authors of the screenplay. In other words, the credits as they appear on the screen are fairly accurate: Kane was produced by Welles company, co-authored by Herman Mankiewicz and Welles ( John Houseman was offered screenplay credit, but declined), and directed by Welles, who also played the leading character."

          


          


          Production


          During production, Citizen Kane was referred to as RKO 281. Filming took place between June 29 and October 23, 1940. Welles prevented studio executives of RKO from visiting the set. He understood their desire to control projects and he knew they were expecting him to do an exciting film that would correspond to his The War of the Worlds radio broadcast. Welles' RKO contract had given him complete control over the production of the film when he signed on with the studio, something that he never again was allowed to exercise when making motion pictures.


          


          Filmmaking innovations


          Film scholars and historians view Citizen Kane as Welles' attempt to create a new style of filmmaking by studying various forms of movie making, and combining them all into one (much like D. W. Griffith's The Birth of a Nation did in 1915). Welles' acting style can also be seen as an early example of method acting. For example, the scene where Kane vents his anger from the top of a staircase, at his political opponent Jim Gettys. Welles tripped and chipped his anklebone during the filming of the scene, but the cameras continued to roll and the shot made it into the final print of the film. Some view this as an example of Welles' workhorse ethic. As a director, Welles disliked actors who subscribed to method acting, considering them unreliable. In particular he dismissed the practice of internalizing as being a hindrance rather than contributing to the production as a whole. He liked to work with actors who were malleable to his vision and always prepared to change a delivery at the drop of a hat without too much worry over motivation. Welles, as an actor, frequently practiced cold reading and spent more time memorizing lines (which never took him long) than doing any mental prep work. It is commonly agreed, however, that there are instances in Citizen Kane where Welles became consumed with his role. In one famous scene in the movie, Kane destroys his second wife's bedroom with his bare hands after she has left him. According to biographers, after Welles destroyed the room and shooting finished he stumbled off the set with bloody hands muttering to himself, "I felt it. I felt it."


          


          The most innovative technical aspect of Citizen Kane is the unprecedented use of deep focus. In nearly every scene in the film, the foreground, background and everything in between are all in sharp focus. This was done by renowned cinematographer Gregg Toland through his experimentation with lenses and lighting. Specifically, Toland often used telephoto lenses to shoot close-up scenes. Anytime deep focus was impossible  for example in the scene when Kane finishes a bad review of Alexander's opera while at the same time firing the person who started the review  Toland used an optical printer to make the whole screen appear in focus (one piece of film is printed onto another piece of film). However, many deep focus shots were the result of in-camera effects, as in the famous example of the scene where Kane breaks into Susan Alexander's room after her suicide attempt. In the background, Kane and another man break into the room, while simultaneously the medicine bottle and a glass with a spoon in it are in closeup in the foreground. The shot was an in-camera matte shot. The foreground was shot first, with the background dark. Then the background was lit, the foreground darkened, the film rewound, and the scene reshot with the background action.


          Another unorthodox method used in the film was the way low-angle shots were used to display a point of view facing upwards, thus allowing ceilings to be shown in the background of several scenes. Since movies were primarily filmed on sound stages and not on location during the era of the Hollywood studio system, it was impossible to film at an angle that showed ceilings because the stages had none. Welles' crew used muslin draped above the set to produce the illusion of a regular room with a ceiling, while the boom mikes were hidden above the cloth.
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              Ruth Warrick as Emily Monroe Norton Kane in a publicity still from Citizen Kane.
            

          


          One of the story-telling techniques introduced in this film was using an episodic sequence on the same set while the characters changed costume and make-up between cuts so that the scene following each cut would look as if it took place in the same location, but at a time long after the previous cut. In this way, Welles chronicled the breakdown of Kane's first marriage, which took years of story time, in a matter of minutes. Prior to this technique, filmmakers often had to use a long period of screen time to explain the character's changed circumstances. For example, in Erich von Stroheim's masterpiece Greed, the breakdown of the marriage of the main characters takes almost an hour of screen time, even in the most abbreviated cut.


          Welles also pioneered several visual effects in order to cheaply shoot things like crowd scenes and large interior spaces. For example, the scene where the camera in the opera house rises dramatically to the rafters to show the workmen showing a lack of appreciation for the second Mrs. Kane's performance was shot by panning a camera upwards over the performance scene, then a curtain wipe to a miniature of the upper regions of the house, and then another curtain wipe matching it again with the scene of the workmen. Other scenes effectively employed miniatures to make the film look much more expensive than it truly was, such as various shots of Xanadu.


          The film broke new ground with its use of special effects makeup, believably ageing the cast many decades over the course of the story. The details extended down to hazy contact lenses to make Cotten's eyes look rheumy as an old man. Welles later claimed that his own dashing appearance as a young man also involved a lot of makeup (including some strategically applied tape to give him a mini- facelift).


          Welles brought his experience with sound from radio along to filmmaking, producing a layered and complex soundtrack. In one famous scene the elderly Kane strikes Susan in a tent on the beach, and as the two characters silently glower at each other a woman at the nearby party can be heard hysterically laughing in the background, her giddiness in grotesque counterpoint to the misery of Susan and Kane. Elsewhere, Welles skillfully employed sound effects to create a moodsuch as the chilly echo of the monumental library, where the reporter is confronted by an intimidating, officious librarian.


          In addition to expanding on the potential of sound as a creator of moods and emotions, Welles pioneered a new aural technique, known as the "lightning-mix." Welles used this technique to link complex montage sequences via a series of related sounds or phrases. In offering a continuous sound track, Welles was able to join what would otherwise be extremely rough cuts together into a smooth narrative. For example, the audience witnesses Kane grow from a child into a young man in just two shots. As Kane's guardian hands him his sled and wishes him a "Merry Christmas" we are suddenly taken to a shot of Kane fifteen years later, only to have the phrase completed for us: "and a Happy New Year." In this case, the continuity of the soundtrack, not the screen, is what makes for a seamless narrative structure. (Cook, 330)


          Welles also carried over techniques from radio not yet popular in the movies (though they would become staples). Using a number of voices, each saying a sentence or sometimes merely a fragment of a sentence, and splicing the dialogue together in quick succession, the result gave the impression of a whole town talking--and, equally important, what the town was talking about. Welles also favored the overlapping of dialogue, considering it more realistic than the stage and movie tradition of characters not stepping on each other's sentences. He also pioneered the technique of putting the audio ahead of the visual in scene transitions; as a scene would come to a close, the audio would transition to the next scene before the visual did.


          


          Aftermath


          Despite numerous positive reviews from critics at the time, the film was a box office failure which resulted in Welles' career suffering a crippling blow, he spent the rest of his life struggling to make films on his own terms. He lived long enough to see his debut film acknowledged as a classic, and late in life he famously remarked that he'd started at the top and spent the rest of his life working his way down.


          Citizen Kane was little seen and virtually forgotten until its release in Europe in 1946, where it garnered considerable acclaim, particularly from French film critics such as Andre Bazin. In the United States, it was neglected and forgotten until its revival in the late 1950s, and its critical fortunes have skyrocketed since. Critics worldwide began listing it among the best films ever made. For Welles, however, this was too late. Hearst had been successful in blacklisting Welles in Hollywood so that no studio would agree to work with him.


          


          Worldwide release dates


          
            	Argentina: August 27, 1941


            	Portugal: October 27, 1941


            	Australia: January 15, 1942


            	U.K.: January 24, 1942


            	Greece: January 26, 1942


            	Sweden: January 26, 1942


            	Spain: February 11, 1946


            	France: July 3, 1946


            	Norway: October 23, 1946


            	Finland: July 18, 1947


            	Netherlands: February 5, 1948


            	Belgium: February 5, 1948


            	Denmark: May 12, 1948


            	Austria: September 2, 1949


            	Hong Kong: February 24, 1950


            	Italy: April 14, 1950


            	West Germany: June 29, 1962


            	Japan: June 4, 1966


            	Czech Republic: January 25, 2001

          


          


          Prints


          Welles' original master film negative of Citizen Kane was destroyed in a fire in the 1970s at his villa in Madrid, Spain, along with the only known print of Welles' 1938 short film Too Much Johnston. Until 1991, all existing theatrical prints of the film were made from copies of the original. When the film was purchased by Ted Turner's Turner Entertainment (which bought the rights to the MGM and RKO film libraries), film restoration techniques were used to produce a pristine print for a 50th Anniversary theatrical revival reissue in 1991 (released by Paramount Pictures). The 2003 British DVD edition is taken from an interpositive held by the British Film Institute. The current US DVD version (released by Warner Home Video) is taken from another digital restoration, supervised by Turner. The transfer to Region 1 DVD has been criticised by some film experts for being too bright. Also, in the scene in Bernstein's office (chapter 10) rain falling outside the window has been digitally erased, probably because it was thought to be excessive film grain. These alterations are not present in the UK Region 2, which is also considered to be more accurate in terms of contrast and brightness.


          In 2003, Orson Welles' daughter Beatrice sued Turner Entertainment and RKO Pictures, claiming that the Welles estate is the legal owner of the film. Her attorney said that Orson Welles had left RKO with an exit deal terminating his contracts with the studio, meaning that Welles still had an interest in the film and his previous contract giving the studio the ownership of the film was null and void. Beatrice Welles also claimed that, if the courts did not uphold her claim of ownership, RKO nevertheless owes the estate 20% of the profits, from a previous contract which has not been lived up to.


          In the 1980s, this film became the catalyst in the controversy over the colorization of black and white films. When Ted Turner told members of the press that he was considering colorizing Citizen Kane, his comments led to an immediate public outcry. The uproar was for naught, as Turner Pictures had never actually announced that this was an upcoming planned project. Turner later claimed that this was a joke designed to needle colorization critics, and that he had never had any intention of colorizing the film.


          


          Awards and recognition


          


          Academy Awards


          Wins:


          
            	Best Original Screenplay - Orson Welles and Herman J. Mankiewicz

          


          Nominations:


          
            	Best Picture - Orson Welles


            	Best Director - Orson Welles


            	Best Actor - Orson Welles


            	Best Film Editing - Robert Wise


            	Best Art Direction - Perry Ferguson, A. Roland Fields, Van Nest Polglase, Darrell Silvera


            	Best Cinematography (black and white) - Gregg Toland


            	Best Sound Mixing - John Aalberg


            	Best Music Score - Bernard Herrmann

          


          Boos were heard almost every time Citizen Kane was referred to during the Oscars ceremony that year. Most of Hollywood did not want the film to see the light of day considering the threats that William Randolph Hearst had made if it did.


          The American Film Institute put the film at the top of its " 100 Greatest Movies" list; it has been selected for preservation in the United States National Film Registry; and it is consistently in the top 30 on the Internet Movie Database. Beginning in 1962, and every ten years since, it has been voted the best film ever made by the Sight and Sound critics' poll. The quote, "Rosebud," was listed as no.17 on the American Film Institute's AFI's 100 Years... 100 Movie Quotes. The film has also ranked number one in the following film "best of" lists: Editorial Jaguar, FIAF Centenary List, France Critics Top 10, Kinovedcheskie Russia Top 10, Romanian Critics Top 10, Time Out Magazine Greatest Films, and Village Voice 100 Greatest Films.


          Other Awards


          
            	NYFCC Best Picture for 1941

          


          


          Criticism


          Despite its status, Citizen Kane is not entirely without its critics. Boston University film scholar Ray Carney, although noting its technical achievements, criticized what he saw as the film's lack of emotional depth, shallow characterization and empty metaphors. Listing it amongst the most overrated works within the film community, he accused the film of being, "an all-American triumph of style over substance... indistinguishable from the opera production within it: attempting to conceal the banality of its performances by wrapping them in a thousand layers of acoustic and visual processing." Of its director, he went on to state, "Welles is Kane  in a sense he couldn't have intended  substituting razzle-dazzle for truth and hoping no one notices the sleight of hand." He also criticized critics and scholars of allowing themselves to be pandered to, stating "critics obviously enjoy being told what to think or they'd never sit still for the hammy acting, cartoon characterizations, tendentious photography, editorializing blockings, and absurdly grandiose (and annoyingly insistent) metaphors... When will film studies grow up? Even Jedediah Leland, the opera reviewer in the film, knew better than to be taken in by Salammbo's empty reverberations."


          On the movie's release, Jorge Luis Borges opined, "It suffers from grossness, pedantry, dullness. It is not intelligent," and predicted "Citizen Kane will endure in the same way certain films of Griffith or Pudovkin endure: no one denies their historical value but no one sees them again."


          Similarly James Agate wrote, "I thought the photography quite good, but nothing to write to Moscow about, the acting middling, and the whole thing a little dull... Mr. Welles's high-brow direction is of that super-clever order which prevents you from seeing what that which is being directed is all about."


          


          Mistakes


          According to Roger Ebert, there are several technical mistakes in the film. In the scene in which the young Charles Foster Kane is sent away from his parents, the camera dollies backwards revealing a top hat on a table; the top hat is teetering back and forth, because the table on which it is sitting had just been moved into place to allow the camera to dolly between the two halves. Later in the scene, as the camera moves with Mrs. Kane to the window in the background, a chair can be seen to be yanked out of the picture by a stagehand to clear the way for the moving camera. Late in the film, a white cockatoo links one scene with the next, but the cockatoo is clearly superimposed because the background can be seen through its eye. The "beach party" scene was shot in a studio against a blank grey screen, and the background was matted in later, but the background is stock footage from an earlier RKO Pictures jungle movie and in one shot, pteranodon-like creatures can be seen flying through the trees.
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          A Citizens Advice Bureau (CAB) is one of a network of independent charities throughout the UK that give free, confidential information and advice to help people sort out their money, legal, consumer and other problems. The aims of the CAB service is to ensure that individuals do not suffer through lack of knowledge of their rights and responsibilities, the services which are available to them, or through an inability to express their needs effectively. Trained advisers can help write letters, make phone calls, negotiate with creditors and take cases to tribunals and court.


          The CAB is not a department of central or local government, but a local charitable organisation staffed mainly by volunteers. It is totally non-selective in its clients and impartial in dealing with all sorts of persons and problems and is totally free. Its primary aim is helping people by investigating their problems, exploring and explaining their options, and where appropriate helping to contact and deal with the relevant officials and organisations.


          


          History


          The first 200 bureaux opened on 4th September 1939, the day after World War II started. By 1942 there were 1074 bureaux, but in the 1950s the funding was cut and in the 1960s there were only 416 bureaux. In 1973 the government funded NACAB, the National Association of Citizens Advice Bureaux, to enlarge the network. In 2003 this changed its name to Citizens Advice (in England and Northern Ireland) and Cyngor ar Bopeth or "Advice on everything" (in Wales).


          In 2006 there were 462 bureaux offering advice from over 3000 locations.


          A 1984 afternoon television drama series Miracles Take Longer depicted the type of cases that a 1980s branch would have to deal with.


          


          The 12 principles of the CAB service


          The CAB service in Scotland, England, Wales and Northern Ireland is guided by 12 principles. All CABs and workers for the CAB must adhere to these principles, and bureaux must demonstrate that they adhere to these principles in order to retain membership of the national umbrella bodies.


          
            	A free service


            	Confidentiality


            	Impartiality


            	Independence


            	Accessibility


            	Effectiveness


            	Community accountability


            	The clients right to decide


            	A voluntary service


            	Empowerment


            	Information retrieval


            	A generalist service

          


          


          Work


          A lot of the CAB's work involves issues such as debt management and welfare benefits, housing, immigration and asylum, employment issues, consumer complaints and landlord/tenant disputes. Advice is available in the bureaux, but also in community venues, in people's homes, by phone, by email and at www.adviceguide.org.uk.


          The Citizens Advice service, both locally and nationally, also uses CAB clients' problems as evidence to influence policy makers to review laws or administrative practices which cause undue difficulties to clients.


          The twin aims of the Citizens Advice service are:


          To ensure that individuals do not suffer through lack of knowledge of their rights and responsibilities or of the services available to them, or through an inability to express their needs effectively.


          To exercise a responsible influence on the development of social policies and services both locally and nationally.


          


          Organisation and funding


          The Citizens Advice service is one of the largest volunteer organisations in the UK with over 20,000 volunteers. The majority of these are part time volunteer advisers with varying levels of training, but the figure also includes trustees and administrators. Typically there will be a paid bureau manager, advice session supervisors and in some cases some paid advisers. With the ever-increasing complexity of queries many CABx are having to resort to employing more staff to cope with constantly changing legislation.


          Each local CAB or group is a separate independent charity with independent trustees. Many bureaux are also limited companies and may have a board of directors, who will also be the organisation's trustees. Bureaux throughout the UK have varying community needs and very different resources, and consequently offer different styles and levels of service.


          They often receive significant funding by local authorities, sometimes under service level agreements and local solicitors may agree to provide limited legal advice pro bono. Some staff may be qualified to give specialist legal advice or to advise on immigration. The umbrella bodies of the service in the UK (Citizens Advice and Citizens Advice Scotland) provide access to training courses for all volunteers and employees.


          All CABs try to ensure their services are accessible to all sections of the community, so that provision can be made for the housebound, immigrant communities, rural inhabitants, elderly and disabled as appropriate.


          All Citizens Advice Bureaux in England, Wales and Northern Ireland are members of Citizens Advice (CitA), an operating name of The National Association of Citizens Advice Bureaux. CABx in Scotland are members of Citizens Advice Scotland (CAS), part of the Scottish Association of Citizens Advice Bureaux. Both CitA and CAS are registered charities and are financed partly by the Department of Trade and Industry (although both organisations are completely independent of central government); member bureaux also pay heavily-subsidised subscriptions for the services offered. CitA and CAS provide bureaux with information, training and consultancy services, and regularly audit individual bureaux against the requirements of their respective membership standards.


          


          New initiatives


          Despite the large number of volunteers working for the organisation, level of demand for the service often far outstrips resources. The National Association has recently begun looking at ways to reach all members of the community through new mediums such as email advice and DigiTV.


          Another initiative has been allowing university students to train as advisers to gain credits toward their degree. This was pioneered by a partnership between the University of Portsmouth and Portsmouth Citizens Advice Bureau and is due to roll out to the University of Reading and the University of Northampton by July 2007
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          Citizenship is membership in a political community (originally a city or town but now usually a country) and carries with it rights to political participation; a person having such membership is a citizen. It is largely coterminous with nationality, although it is possible to have a nationality without being a citizen (i.e., be legally subject to a state and entitled to its protection without having rights of political participation in it); it is also possible to have political rights without being a national of a state. In most nations, a non-citzen is a non-national and called either a foreigner or an alien. In the United States, because there is state citizenship, foreign is the legal term for someone not a citizen of the state, and alien is reserved for someone not a citizen of the United States. Thus New York insurance companies are foreign in New Jersey, while a Dutch insurer is alien.


          See nationality for further discussion of the properties of national citizenship and how it can be acquired.


          Citizenship, which is explained above, is the political rights of an individual within a society. Thus, you can have a citizenship from one country and be a national of another country. One example might be as follows: A Cuban-American might be considered a national of Cuba due to his being born there, but he could also become an American citizen through naturalization. Nationality most often derives from place of birth (i.e. jus soli) and, in some cases, ethnicity (i.e. jus sanguinis). Citizenship derives from a legal relationship with a state. Citizenship can be lost, as in denaturalization, and gained, as in naturalization.


          Citizenship often also implies working towards the betterment of one's community through participation, volunteer work, and efforts to improve life for all citizens. This is often referred to as active citizenship. In this vein, schools in England provide lessons in citizenship; in Wales the model used is Personal and Social Education.
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          In recent years, some intergovernmental organizations have extended the concept and terminology associated with citizenship to the international level, where it is applied to the totality of the citizens of their constituent countries combined. Two examples are given below, of citizenship in the European Union, and also of citizenship within the Commonwealth of Nations. As of 2005, citizenship at this level is a secondary concept, with a weaker status than national citizenship.


          The ultimate version of supranational citizenship would be some sort of global citizenship; the United Nations does not represent this concept directly, however, being more of an international forum than a structure for expressing individual rights and responsibilities.


          


          European Union (EU) citizenship


          The Maastricht Treaty introduced the concept of citizenship of the European Union. This citizenship flows from national citizenship  one holds the nationality of an EU member state and as a result becomes a "citizen of the Union" in addition.


          EU citizenship offers certain rights and privileges within the EU; in many areas EU citizens have the same or similar rights as native citizens in member states. Such rights granted to EU citizens include:


          
            	freedom of movement and the right of residence within the territory of the Member States;


            	right to vote and stand as a candidate at elections to the European Parliament and at municipal elections in the Member State of residence;


            	right to diplomatic and consular protection;


            	right of petition to the European Parliament; and


            	right to refer to the Ombudsman.

          


          The right of residence connotes not only the right of abode, but also the right to apply to work in any position (including national civil services with the exception of sensitive positions such as defence).


          EU member states also use a common passport design, burgundy coloured, with the name of the member state, national seal, and the title "European Union" (or its translation), and most also use a common format for their driving licences in order to simplify their use within the whole EU.


          


          Commonwealth citizenship


          The concept of " Commonwealth Citizenship" has been in place ever since the establishment of the Commonwealth of Nations. As with the EU, one holds Commonwealth citizenship only by being a citizen of a Commonwealth member state. This form of citizenship offers certain privileges within some Commonwealth countries:


          
            	Some such countries do not require tourist visas of citizens of other Commonwealth countries.


            	In some Commonwealth countries resident citizens of other Commonwealth countries are entitled to political rights, e.g., the right to vote in local and national elections and in some cases even the right to stand for election.


            	In some instances the right to work in any position (including the civil service) is granted, except for certain specific positions (e.g. defence, Governor-General or President, Prime Minister).

          


          Whilst Commonwealth citizenship is sometimes enshrined in the written constitutions (where applicable) of Commonwealth states and is considered by some to be a form of multiple citizenship, there have never been, nor are there any plans for a common passport.


          Although the Republic of Ireland left the Commonwealth in 1949, it is often treated as if it were a member, with references being made in legal documents to 'the Commonwealth and the Republic of Ireland', and its citizens are not classified as foreign nationals, particularly in the United Kingdom.


          Canada departed from the principle of nationality being defined in terms of allegiance in 1921. In 1935 the Irish Free State was the first to introduce its own citizenship (However, Irish citizens were still treated as subjects of the Crown, and they are still not regarded as foreign, even though Ireland is not a member of the Commonwealth; Murray v Parkes [1942] All ER 123).


          The Canadian Citizenship Act which came into effect on January 1, 1947 provided for a distinct Canadian Citizenship, automatically conferred upon most individuals born in Canada (with certain exceptions) and defined the conditions under which one could become a naturalized citizen. The concept of Commonwealth citizenship was introduced in 1948 in the British Nationality Act 1948. Other Dominions adopted this principle, in New Zealand, in the British Nationality and New Zealand Citizenship Act 1948. Citizenship has replaced allegiance, a more than symbolic change.
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          Subnational citizenship


          Citizenship most usually relates to membership of the nation state, but the term can also apply at subnational level. Subnational entities may impose requirements, of residency or otherwise, which permit citizens to participate in the political life of that entity, or to enjoy benefits provided by the government of that entity. But in such cases, those eligible are also sometimes seen as "citizens" of the relevant state, province, or region. An example of this is how the fundamental basis of Swiss citizenship is citizenship of an individual commune, and thus of a canton and of the Confederation.


          


          Honorary citizenship


          Some countries extend "honorary citizenship" to those whom they consider to be especially admirable or worthy of the distinction.


          By act of United States Congress and presidential assent, honorary United States citizenship has been awarded to only six individuals.


          Honorary Canadian citizenship requires the unanimous approval of parliament. The only three people to ever receive honorary Canadian citizenship are Raoul Wallenberg posthumously in 1985, Nelson Mandela in 2001 and the 14th Dalai Lama, Tenzin Gyatso on June 22, 2006.


          In 2002 South Korea awarded honorary citizenship to Dutch football (soccer) coach Guus Hiddink who successfully and unexpectedly took the national team to the semi-finals of the 2002 FIFA World Cup. Honourary citizenship was also awarded to Hines Ward, a black Korean American football player, in 2006 for his efforts to minimise discrimination in Korea against half-Koreans.


          American actress Angelina Jolie received an honorary Cambodian citizenship in 2005 due to her humanitarian efforts.


          Cricketers Matthew Hayden and Herschelle Gibbs were awarded honorary citizenship of St. Kitts and Nevis in March 2007 due to their record-breaking innings' in the 2007 Cricket World Cup.


          


          Historical citizenship


          Historically, many states limited citizenship to only a proportion of their population, thereby creating a citizen class with political rights superior to other sections of the population, but equal with each other. The classical example of a limited citizenry was Athens where slaves, women, and resident foreigners (called metics) were excluded from political rights. The Roman Republic forms another example (see Roman citizenship), and, more recently, the szlachta of the Polish-Lithuanian Commonwealth had some of the same characteristics.


          


          Polis citizenship


          The first form of citizenship is based on the way people lived in the ancient Greek times, in small-scale organic communities of the polis. In these days citizenship could not be seen as a public matter, separated from the private life of the individual person. The obligations of citizenship where deeply connected into ones everyday life in the polis. To be truly human, one had to be an active citizen to the community, which Aristotle has famously expressed: To take no part in the running of the community's affairs is to be either a beast or a god! This form of citizenship was based on obligations of citizens towards the community, rather than rights given to the citizens of the community. This was not a problem because they all had such a strong affinity with the polis; their own destiny and the destiny of the community were strongly linked. This was not all; citizens of the polis saw the obligations of the community as an opportunity to be virtuous, it was their primary source of honour and respect. In Athens, citizens were both ruler and ruled, important political and judicial offices were rotated and all citizens had the right to speak and vote in the political assembly. An important aspect of polis citizenship was however; the exclusivity. The citizenship in ancient Greece and Rome, as well as in cities that practiced citizenship in the Middle Ages, was very exclusive and inequality of status was widely accepted. Those who were citizens had a much higher status than those who could not obtain the status of a citizen, such as women, slaves or barbarians. Women were considered not to be rationally capable of political participation for example (although some, most prominently Plato, disagreed). There were also other methods used to determine whether someone could be a citizen or not, at certain times this had to do with wealth (the amount of taxes one paid), political participation, heritage (both parents had to be born in the polis). In the times of the Roman Empire the polis citizenship changed its form: the reach of citizenship was expanded from the small scale communities throughout the empire. The Romans found that granting citizenship to people from all over the empire was legitimating for Roman rule over conquered areas. They also found that taxes were more easily collected and the need for expensive military power in those areas with citizenship was reduced. Citizenship during the Roman era was no longer a status of political agency; it had been reduced to a judicial safeguard and the expression of rule and law. After the collapse of the Roman Empire the importance of citizenship became even smaller. During the Middle Ages, the search for personal salvation had replaced the pursuit of honour through the exercise of citizenship. The church has replaced the political community as focus for moral guidance and loyalty.


          


          School Subject


          Citizenship education is taught as a major subject of the National Curriculum in English schools. It is compulsory in all state schools. Some state schools offer an examination in this subject, all state schools have a statutory requirement to report student's progress in Citizenship.


          Citizenship is not taught as a subject in Scottish schools, however they do teach a subject called "Modern Studies" which covers the same material as Citizenship Studies in the equivalent key stages.


          


          Responsibilities of Citizenship


          The duties of responsible citizenship depending on one's country include:


          
            	paying taxes


            	serving in the country's armed forces when called upon


            	obeying laws enacted by one's government


            	demonstrating commitment and loyalty to the democratic political community and state


            	constructively criticizing the conditions of political and civic life


            	participating to improve the quality of political and civic life


            	respecting the rights of others


            	defending one's own rights and the rights of others against those who would abuse them


            	exercising one's rights

          

          


          


          Requirements for Obtaining American Citizenship


          US rules for American citizenship dictate that to become a naturalized citizen of the United States, the following specific requirements be satisfied:


          
            	Age


            	The applicant must be at least 18 years old.


            	Residency


            	The applicant must be a permanent resident. The applicant must reside in the US continuously in the past three months, for at least 30 months in the past five years, without a 12 month absence.


            	Good Moral Character


            	The applicant must disclose all relevant facts, including his or her entire criminal history, regardless of whether the criminal history disqualifies the applicant. There are a number of immigration waivers available for individuals who have committed fraud or other crimes.


            	Attachment to the Constitution


            	The applicant must show that he or she respects and follows the principles of the US Constitution.


            	Language


            	Applicants for naturalization must be able to read, write, speak, and understand words in ordinary usage in the English language. (Some exemptions apply.)


            	United States Government and History Knowledge


            	Knowledge of the US government is examined by the Immigration test provided during the naturalization (citizenship) interview. The new US immigration test was developed to test an applicants knowledge of US government and history and the English language through an English sentences test Sample English Sentence List. At minimum, an applicant for naturalization is required by the rules for American citizenship to demonstrate a knowledge and understanding of the fundamentals of the history and of the principles and form of government of the United States. (Some exemptions apply.)


            	Oath of Allegiance


            	
              The applicant swears to

              
                	support the Constitution and obey the laws of the U.S.;


                	renounce any foreign allegiance and/or foreign title; and


                	bear arms for the Armed Forces of the U.S. or perform services for the government of the U.S. when required.

              

            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Citizenship"
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                  Mandarin Orange (Citrus reticulata cultivar)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Subclass:

                    	Rosidae

                  


                  
                    	(unranked)

                    	Eurosids I

                  


                  
                    	Order:

                    	Sapindales

                  


                  
                    	Family:

                    	Rutaceae

                  


                  
                    	Subfamily:

                    	Aurantioideae

                  


                  
                    	Tribe:

                    	Citreae

                  


                  
                    	Genus:

                    	Citrus

                    L.
                  

                

              
            


            
              	Species and hybrids
            


            
              	
                Important species:


                
                  	Citrus aurantifolia  Key Lime


                  	Citrus maxima  Pomelo


                  	Citrus medica  Citron


                  	Citrus reticulata  Mandarin Orange & Tangerine

                

                


                Important hybrids:


                
                  	Citrus  aurantium  Bitter Orange


                  	Citrus  latifolia  Persian Lime


                  	Citrus  limon  Lemon


                  	Citrus  limonia  Rangpur


                  	Citrus  paradisi  Grapefruit


                  	Citrus  sinensis  Sweet Orange

                


                See also below for other species and hybrids.

              
            


            
              	Synonyms
            


            
              	
                Eremocitrus

                Microcitrus

                and see text

              
            

          


          Citrus is a common term and genus of flowering plants in the family Rutaceae, originating in tropical and subtropical southeast Asia. The Latin word citrus was borrowed from ancient Greek kedros "cedar, juniper" probably through Etruscan. The Romans applied the word to several different trees with fragrant foliage or wood (compare the completely unrelated cedars). The taxonomy and systematics of the genus are complex and the precise number of natural species is unclear, as many of the named species are clonally-propagated hybrids, and there is genetic evidence that even some wild, true-breeding species are of hybrid origin. Cultivated Citrus may be derived from as few as four ancestral species. Natural and cultivated origin hybrids include commercially important fruit such as the oranges, grapefruit, lemons, some limes, and some tangerines.


          Recent research has suggested that the closely related genus Fortunella (kumquats), and perhaps also Poncirus and the Australian Microcitrus and Eremocitrus, should be included in Citrus. In fact, most botanists now classify Microcitrus and Eremocitrus as part of the genus Citrus.


          


          Description


          
            [image: Slices of various citrus fruits]

            
              Slices of various citrus fruits
            

          


          These plants are large shrubs or small trees, reaching 515 m tall, with spiny shoots and alternately arranged evergreen leaves with an entire margin. The flowers are solitary or in small corymbs, each flower 24 cm diameter, with five (rarely four) white petals and numerous stamens; they are often very strongly scented. The fruit is a hesperidium, a specialised berry, globose to elongated, 430 cm long and 420 cm diameter, with a leathery rind surrounding segments or "liths" filled with pulp vesicles. The genus is commercially important as many species are cultivated for their fruit, which is eaten fresh, pressed for juice, or preserved in marmalades.


          Citrus fruits are notable for their fragrance, partly due to flavonoids and limonoids (which in turn are terpenes) contained in the rind, and most are juice-laden. The juice contains a high quantity of citric acid giving them their characteristic sharp flavour. They are also good sources of vitamin C and flavonoids.


          


          Cultivation


          
            [image: Persian Limes in a grocery store.]

            
              Persian Limes in a grocery store.
            

          


          Citrus trees hybridise very readily - depending on the pollen source, plants grown from a Persian Lime's seeds can produce fruit similar to grapefruit. Thus all commercial citrus cultivation uses trees produced by grafting the desired fruiting cultivars onto rootstocks selected for disease resistance and hardiness.


          The colour of citrus fruits only develops in climates with a ( diurnal) cool winter. In tropical regions with no winter, citrus fruits remain green until maturity, hence the tropical "green oranges". The Persian Lime in particular is extremely sensitive to cool conditions, thus it is usually never exposed to cool enough conditions to develop a mature colour. If they are left in a cool place over winter, the fruits will actually change to a yellow colour. Many citrus fruits are picked while still green, and ripened while in transit to supermarkets.


          Citrus trees are not generally frost hardy. Mandarin Oranges (C. reticulata) tend to be the hardiest of the common Citrus species and can withstand short periods down to as cold as 10 C, but realistically temperatures not falling below 2 C are required for successful cultivation. Tangerines, tangors and yuzu can be grown outside even in regions with more marked sub-zero degrees in winter, although this may affect fruit quality. A few hardy hybrids can withstand temperatures well below freezing, but do not produce quality fruit. Lemons can be commercially grown in cooler-summer/moderate-winter coastal Southern California, because sweetness is neither attained nor expected in retail lemon fruit. The related Trifoliate Orange (Poncirus trifoliata) can survive below 20 C; its fruit are astringent and inedible unless cooked but a few better-tasting cultivars and hybrids have been developed (see citranges).


          The trees do best in a consistently sunny, humid environment with fertile soil and adequate rainfall or irrigation. Older 'abandoned' Citrus in low valleyland may suffer, yet survive, the dry summer of Central California's Inner Coast Ranges. At any age Citrus grows well enough with infrequent irrigation in partial/understory shade, but the fruit crop is smaller. Though broadleaved, they are evergreen and do not drop leaves except when stressed. The stems of many varieties have large sharp thorns. The trees flower in the spring, and fruit is set shortly afterward. Fruit begins to ripen in fall or early winter months, depending on cultivar, and develops increasing sweetness afterward. Some cultivars of tangerines ripen by winter. Some, such as the grapefruit, may take up to eighteen months to ripen.


          Major commercial citrus growing areas include southern China, the Mediterranean Basin (including southern Spain), South Africa, Australia, the southernmost United States, and parts of South America. In the U.S., Florida, California, Arizona, and Texas are major producers, while smaller plantings are present in other Sun Belt states.


          


          As ornamental plants


          Citrus trees grown in tubs and wintered under cover were a feature of Renaissance gardens, once glass-making technology enabled sufficient expanses of clear glass to be produced. An orangery was a feature of royal and aristocratic residences through the 17th and 18th centuries. The Orangerie at the Palace of the Louvre, 1617, inspired imitations that were not eclipsed until the development of the modern greenhouse in the 1840s. In the United States the earliest surviving orangery is at the Tayloe House, Mount Airy, Virginia. George Washington had an orangery at Mount Vernon.


          Some modern hobbyists still grow dwarf citrus in containers or greenhouses in areas where it is too cold to grow it outdoors. Consistent climate, sufficient sunlight, and proper watering are crucial if the trees are to thrive and produce fruit. Compared to many of the usual "green shrubs", citrus trees better tolerate poor container care. For cooler winter areas, limes and lemons should not be grown, since they are more sensitive to winter cold than other citrus fruits. Hybrids with kumquats ( Citrofortunella) have good cold resistance.


          


          Pests and diseases


          Citrus plants are very liable to infestation by aphids, whitefly and scale insects (e.g. California red scale). Also rather important are the viral infections to which some of these ectoparasites serve as vectors such as the aphid-transmitted Citrus tristeza virus which when unchecked by proper methods of control is devastating to citrine plantations.


          European brown snails ( Helix aspersa) can be a problem in California, though laying female Khaki Campbell and other Mallard-based ducks can be used for control.


          The foliage is also used as a food plant by the larvae of Lepidoptera ( butterfly and moth) species such as the Geometridae Hemithea aestivaria ( Common Emerald) and Gymnoscelis rufifasciata ( Double-striped Pug), or the Arctiidae Hypercompe scribonia ( Giant Leopard Moth), H. eridanus, H. icasia and H. indecisa.


          


          Production


          
            
              	Top Ten Citrus Producers  2005
            


            
              	Country

              	Production (Int $1000)

              	Footnote

              	Production (MT)

              	Footnote
            


            
              	[image: Flag of Nigeria]Nigeria

              	1,167,400

              	C

              	3,250,000

              	F
            


            
              	[image: Flag of the People's Republic of China]People's Republic of China

              	387,936

              	C

              	1,135,000

              	F
            


            
              	[image: Flag of Guinea]Guinea

              	75,432

              	C

              	210,000

              	F
            


            
              	[image: Flag of Syria]Syria

              	71,840

              	C

              	200,000

              	F
            


            
              	[image: Flag of Japan]Japan

              	64,656

              	C

              	180,000

              	F
            


            
              	[image: Flag of Saudi Arabia]Saudi Arabia

              	50,288

              	C

              	140,000

              	F
            


            
              	[image: Flag of Kenya]Kenya

              	46,696

              	C

              	130,000

              	F
            


            
              	[image: Flag of India]India

              	31,610

              	C

              	88,000

              	F
            


            
              	[image: Flag of Sierra Leone]Sierra Leone

              	30,532

              	C

              	85,000

              	F
            


            
              	[image: Flag of Angola]Angola

              	28,018

              	C

              	78,000

              	F
            


            
              	
                No symbol = official figure,F = FAO estimate, * = Unofficial figure, C = Calculated figure;


                Production in Int $1000 have been calculated based on 1999-2001 international prices

                Source: Food And Agricultural Organization of United Nations: Economic And Social Department: The Statistical Devision

              
            

          


          



          


          Uses


          


          Culinary
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              Slices of pink grapefruit, lime, lemon and orange (clockwise from top)
            

          


          Many citrus fruits, such as oranges, tangerines, grapefruits, and clementines, are generally eaten fresh. They are typically peeled and can be easily split into segments. Grapefruit is more commonly halved and eaten out of the skin with a spoon. There are special spoons ( grapefruit spoons) with serrated tips designed for this purpose. Orange and grapefruit juices are also very popular breakfast beverages. More astringent citrus, such as lemons and limes are generally not eaten on their own. Meyer Lemons can be eaten 'out of hand' with the fragant skin; they are both sweet and sour. Lemonade or limeade are popular beverages prepared by diluting the juices of these fruits and adding sugar. Lemons and limes are also used as garnishes or in cooked dishes. Their juice is used as an ingredient in a variety of dishes; it can commonly be found in salad dressings and squeezed over cooked meat or vegetables. A variety of flavours can be derived from different parts and treatments of citrus fruits. The rind and oil of the fruit is generally very bitter, especially when cooked. The fruit pulp can vary from sweet and tart to extremely sour. Marmalade, a condiment derived from cooked orange and lemon, can be especially bitter. Lemon or lime is commonly used as a garnish for water, soft drinks, or cocktails. Citrus juices, rinds, or slices are used in a variety of mixed drinks. The colourful outer skin of some citrus fruits, known as zest, is used as a flavouring in cooking; the white inner portion of the peel, the pith, is usually avoided due to its bitterness. The zest of a citrus fruit, typically lemon or an orange, can also be soaked in water in a coffee filter, and drunk.


          


          Medical


          Citrus juice also has medical uses; lemon juice is used to relieve the pain of bee stings. The orange is also used in vitamin C pills, which prevents scurvy. Scurvy is caused by vitamin C deficiency, and can be prevented by having 10 milligrams of vitamin C a day. An early sign of scurvy is fatigue. If ignored, later symptoms are bleeding and bruising easily. After consumption, the peel is sometimes used as a facial cleanser. Before the development of fermentation-based processes, lemons were the primary commercial source of citric acid.


          


          List of citrus fruits
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              Citrons for sale in Germany.
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              Red Finger Lime, a rare delicacy from Australia.
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              Sweetie or Oroblanco.
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              Clementines have thinner skins than oranges.
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              Mikan, also known as satsumas.
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          The genus Citrus has been suggested to originate in Southeast Asia. Prior to human cultivation, it consisted of just a few species:


          
            	Papedas

              
                	Citrus aurantifolia  Key Lime, from India


                	Citrus halimii, from Thailand and Malaya


                	Citrus maxima  Pomelo (pummelo, shaddock), from the Malay Archipelago


                	Citrus medica  Citron, from India


                	Citrus reticulata  Mandarin oranges, from China

              

            


            	Australian limes

              
                	Citrus australasica  Finger Lime - sometimes separated in Microcitrus


                	Citrus australis  Australian Round Lime - sometimes separated in Microcitrus


                	Citrus glauca  Desert Lime - sometimes separated in Eremocitrus

              

            

          


          
            	and 3 other Microcitrus

          


          


          Hybrids and cultivars


          Sorted by parentage. As each is the product of (at least) two parent species, they are listed mutliple times.


          
            	
              Citrus maxima-based

              
                	Amanatsu, natsumikan  Citrus  natsudaidai (C. maxima  unknown)


                	limequat


                	fortunella margareta


                	Grapefruit, Citrus  paradisi (C. maxima  C.  sinensis)


                	Imperial Lemon (C.  limon  C.  paradisi)


                	Minneola Tangelo (C. reticulata  C.  paradisi)


                	Orangelo, Chironja (C.  paradisi  C.  sinensis)


                	Oroblanco, Sweetie (C. maxima  C.  paradisi)


                	Sweet Orange  Citrus  sinensis (probably C. maxima  C.  reticulata)


                	Tangelo  Citrus  tangelo (C. reticulata  C. maxima or C.  paradisi)


                	Tangor  Citrus  nobilis (C. reticulata  C.  sinensis)


                	Ugli (C. reticulata  C. maxima or C.  paradisi)


                	Wilking (C.  nobilis  C.  deliciosa)

              

            

          


          
            	
              Citrus medica-based

              
                	Buddha's Hand  Citrus medica var. sarcodactylus


                	Etrog


                	Fernandina  Citrus  limonimedica (probably C. medica  C.  limon)


                	Ponderosa Lemon (probably C. medica  C.  limon)

              

            

          


          
            	
              Citrus reticulata-based

              
                	Bergamot Orange, Seville Orange  Citrus  aurantium ssp. bergamia or Citrus  bergamia


                	Bitter Orange  Citrus  aurantium


                	Blood Orange  Citrus  sinensis cultivars


                	Cam snh (C. reticulata  C.  sinensis)


                	Chinotto  Citrus  aurantium var. myrtifolia or Citrus  myrtifolia


                	ChungGyun


                	Clementine  Citrus  clementina


                	Cleopatra Mandarin  Citrus  reshni


                	Dekopon  Citrus reticulata cv. 'Siranui' (Kiyomi  Ponkan)


                	Daidai  Citrus  aurantium var. daidai or Citrus  daidai


                	Grapefruit, Citrus  paradisi (C. maxima  C.  sinensis)


                	Hermandina


                	Imperial Lemon (C.  limon  C.  paradisi)


                	Kinnow


                	Meyer Lemon, Valley Lemon  Citrus  meyeri (C.  limon  C.  paradisi or C.  sinensis)


                	Michal Mandarin


                	Mikan, satsuma  Citrus  unshiu


                	Minneola Tangelo (C. reticulata  C.  paradisi)


                	Nova Mandarin


                	Orangelo, Chironja (C.  paradisi  C.  sinensis)


                	Oroblanco, Sweetie (C. maxima  C.  paradisi)


                	Ponkan


                	Rangpur, Lemanderin, Mandarin Lime  Citrus  limonia (C. reticulata  C.  limon)


                	Sweet Orange  Citrus  sinensis (probably C. maxima  C.  reticulata)


                	Tangelo  Citrus  tangelo (C. reticulata  C. maxima or C.  paradisi)


                	Tangerine


                	Tangor  Citrus  nobilis (C. reticulata  C.  sinensis)


                	Ugli (C. reticulata  C. maxima or C.  paradisi)


                	Wilking (C.  nobilis  C.  deliciosa)


                	Willow Leaf  Citrus  deliciosa


                	Yuzu  Citrus  junos (C. reticulata  C.  ichangensis)

              

            

          


          
            	Unresolved

              
                	Alemow, Colo  Citrus  macrophylla


                	Djeruk limau  Citrus  amblycarpa


                	Gajanimma, Carabao Lime  Citrus  pennivesiculata


                	Ichang Lemon, Ichang papeda  Citrus  ichangensis


                	Imperial Lemon (C.  limon  C.  paradisi)


                	Iyokan, anadomikan


                	Kabosu  Citrus  sphaerocarpa


                	Kaffir Lime, makrut  Citrus  hystrix


                	Khasi Papeda  Citrus  latipes


                	Lemon  Citrus  limon


                	Limetta, Sweet Lemon, Sweet Lime, mosambi  Citrus  limetta


                	Omani Lime


                	Palestine Sweet Lime  Citrus  limettioides


                	Persian lime, Tahiti Lime  Citrus  latifolia


                	Rough Lemon  Citrus  jambhiri


                	Shekwasha, Hirami Lemon, Taiwan Tangerine  Citrus  depressa


                	Sudachi  Citrus  sudachi


                	Sunki, Suenkat  Citrus  sunki


                	Tachibana Orange


                	Volkamer Lemon  Citrus  volkameriana

              

            

          


          For hybrids with kumquats, see  Citrofortunella. For hybrids with the Trifoliate Orange, see citrange.
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              An aerial view of the city of Chicago.
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              Tokyo, the largest metropolis on Earth, at street level.
            

          


          A city is an urban area with a large population and a particular administrative, legal, or historical status.


          Large industrialized cities generally have advanced systems for sanitation, utilities, land usage, housing, and transportation and more. This close proximity greatly facilitates interaction between people and firms, benefiting both parties in the process. However, there is debate now whether the age of technology and instantaneous communication with the use of the Internet are making cities obsolete.


          A big city, or metropolis, may have suburbs. Such cities are usually associated with metropolitan areas and urban sprawl, creating large amounts of business commuters. Once a city sprawls far enough to reach another city, this region can be deemed a conurbation or megalopolis.


          


          The birth of cities


          There is insufficient evidence to assert what conditions in world history spawned the first cities. Theorists, however, have offered arguments for what the right conditions might have been and have identified some basic mechanisms that might have been the important driving forces.


          


          Cities or agriculture first?


          The conventional view holds that cities first formed after the Neolithic revolution. The Neolithic revolution brought agriculture, which made denser human populations possible, thereby supporting city development (Bairoch 1988, p.3-4). The advent of farming encouraged hunter-gatherers to abandon nomadic lifestyles and to choose to settle near others who lived off of agricultural production. The increased population density encouraged by farming and the increased output of food per unit of land, created conditions that seem more suitable for city-like activities. In his book, Cities and Economic Development, Paul Bairoch takes up this position as he provides a seemingly straightforward argument, which makes agricultural activity appear necessary before true cities can form.


          According to Vere Gordon Childe, for a settlement to qualify as a city, it must have enough surplus of raw materials to support trade (Pacione 2001, p.16). Bairoch points out that, due to sparse population densities that would have persisted in pre-Neolithic, hunter-gatherer societies, the amount of land that would be required to produce enough food for subsistence and trade for a large population would make it impossible to control the flow of trade. To illustrate this point, Bairoch offers Western Europe during the pre-Neolithic, [where] the density must have been less than 0.1 person per square kilometer, (Bairoch 1988, p.13) as an example. Using this population density as a base for calculation, and allotting 10% of food towards surplus for trade and assuming that there is no farming taking place among the city dwellers, he calculates that in order to maintain a city with a population of 1,000, and without taking the cost of transportation into account, an area of 100,000 square kilometers would have been required. When the cost of transportation is taken into account, the figure rises to 200,000 square kilometers..." (Bairoch 1988, p.13). Bairoch noted that 200,000 square kilometers is roughly the size of Great Britain.


          In her book The Economy of Cities, Jane Jacobs makes the controversial claim that city-formation preceded the birth of agriculture. Jacobs does not lend her theory to any strict definition of a city, but her account suggestively contrasts what could only be thought of as primitive city-like activity to the activity occurring in neighboring hunter-gatherer settlements.


          To argue that cities came first, Jacobs offers a fictitious scenario where a valued natural resource leads to primitive economic activity that eventually creates conditions for the discovery of grain culture. Jacobs calls the imaginary city New Obsidian, where a stock of obsidian is controlled and traded with neighboring hunting groups. Those that do not control the stock demand the obsidian, so hunters travel great distances to barter what they have. Hunters value obsidian because [o]bsidian makes the sharpest tools to be had" (Jacobs 1969, p.23). Hunters arrive with live animals and produce, providing New Obsidian with food imports. When New Obsidians want goods that they do not have access to at their settlement, they take the obsidian as a currency to other settlements for trade. This basic economic activity turns the little city into a sort of depot where, in addition to exporting obsidian, a service of obtaining, handling and trading of goods that are brought in from elsewhere are made available for secondary customers. This activity brings more people to the centre as jobs are created and goods are being traded. Among the goods traded are seeds of all different sorts and they are stored in unprecedented combinations. In various ways, some accidental, the seeds are sown, and the variation in yields among the different types of seeds are readily observed, more readily than they would in the wild. The seeds that yield the most grain are noticed and trading them begins to occur within the city. Owing to this local dealing, New Obsidians find that their grain yields are the best and for the first time the selection becomes deliberate and conscious. The choices made now are purposeful, and they are made among various strains of already cultivated crosses, and their crosses, mutants and hybrids (Jacobs 1969, p.23). The new way of producing food allows for food surplus and the surplus is offset by the population increase that results from an increase in labor that the new production method has created. The new source of food allows New Obsidian to switch its imports from mostly food, to mostly other materials that neighboring settlements are rich in, but could not barter with before. The craftsman that develop in New Obsidian make good use of the explosion of the new material imports and the work to be done increases rapidly along with the population as neighboring settlements are absorbed by the city activities.


          


          Why do cities form?


          Theorists have suggested many possible reasons for why people would have originally decided to come together to form dense populations. In his book City Economics, Brendan OFlaherty asserts Cities could persistas they have for thousands of yearsonly if their advantages offset the disadvantages" (O'Flaherty 2005, p.12). OFlaherty illustrates two similar attracting advantages known as increasing returns to scale and economies of scale, which are concepts normally associated with firms, but their applications are seen in more basic economic systems as well. Increasing returns to scale occurs when doubling all inputs more than doubles the output [and] an activity has economies of scale if doubling output less than doubles cost (O'Flaherty 2005, p.572-573). To offer an example of these concepts, OFlaherty makes use of one of the oldest reasons why cities were built: military protection (O'Flaherty 2005, p.13). In this example, the inputs are anything that would be used for protection (i.e.: a wall) and the output is the area protected and everything of value contained in it. OFlaherty then asks that we suppose that the area to be protected is square and each hectare inside it has the same value of protection. The advantage is expressed as: (O'Flaherty 2005, p.13).


          (1) O = s2, where O is the output (area protected) and s stands for the length of a side. This equation shows that output is proportional to the square of the length of a side.


          The inputs depend on the length of the perimeter:


          (2) I = 4s, where I stands for the quantity of inputs. This equation shows that the perimeter is proportional to the length of a side.


          So there are increasing returns to scale:


          (3) O = I2 / 16. This equation (algebraically, combining (1) and (2)) shows that with twice the inputs, you produce quadruple the output.


          Also, economies of scale:


          (4) I = 4O1 / 2. This equation (combining (1) and (2)) shows that the same output requires less input.


          Cities, then, economize on protection, and so protection against marauding barbarian armies is one reason why people have come together to live in cities (O'Flaherty 2005, p.13).


          Similarly, Are Cities Dying? by Edward L. Glaeser, delves into similar reasons for city formation: reduced transport costs for goods, people, and ideas. An interesting piece from Glaesers article is his argument about the benefits of proximity. He claims that if you double a city size, workers have a ten percent increase in earnings. Glaeser furthers his argument by logically stating that bigger cities dont pay more for equal productivity in a smaller city, so it is reasonable then to assume that workers actually become more productive if you move them to a city twice the size than they initially worked in. However, the workers dont really benefit from the ten percent wage increase because it is recycled back into the higher cost of living in a bigger city.


          


          Geography
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          Modern city planning has seen many different schemes for how a city should look. The most commonly seen pattern is the grid, favoured by the Romans, almost a rule in parts of the New World, and used for thousands of years in China. Derry was the first ever planned city in Ireland, begun in 1613, with the walls being completed five years later. The central diamond within a walled city with four gates was thought to be a good design for defence. The grid pattern chosen was widely copied in the colonies of British North America. However, the grid has been around for far longer than the British Empire. The Ancient Greeks often gave their colonies around the Mediterranean a grid plan. One of the best examples is the city of Priene. This city even had its different districts, much like modern city planning today. Fifteen centuries earlier the Indus Valley Civilization was using grids in such cities as Mohenjo-Daro. Grid plans were popular among planners in the 19th century; such plans were typical in the American West, in places such as Salt Lake City and San Francisco. Also in Medieval times we see a preference for linear planning. Good examples are the cities established in the south of France by various rulers and city expansions in old Dutch and Flemish cities.


          Other forms may include a radial structure in which main roads converge on a central point, often the effect of successive growth over long time with concentric traces of town walls and citadels - recently supplemented by ring-roads that take traffic around the edge of a town. Many Dutch cities are structured this way: a central square surrounded by concentric canals. Every city expansion would imply a new circle (canals + town walls). In cities like Amsterdam and Haarlem, and elsewhere, such as in Moscow, this pattern is still clearly visible.


          


          History


          Towns and cities have a long history, although opinions vary on whether any particular ancient settlement can be considered to be a city. A city formed as central places of trade for the benefit of the members living in close proximity to others facilitates interaction of all kinds. These interactions generate both positive and negative externalities between others actions. Benefits include reduced transport costs, exchange of ideas, sharing of natural resources, large local markets, and later in their development, amenities such as running water and sewage disposal. Possible costs would include higher rate of crime, higher mortality rates, higher cost of living, worse pollution, traffic and high commuting times. Cities will grow when the benefits of proximity between people and firms are higher than the cost. The first true towns are sometimes considered to be large settlements where the inhabitants were no longer simply farmers of the surrounding area, but began to take on specialized occupations, and where trade, food storage and power was centralized. In 1950 Gordon Childe attempted to define a historic city with 10 general metrics. These are:


          
            	Size and density of the population should be above normal.


            	Differentiation of the population. Not all residents grow their own food leading to specialists.


            	Payment of taxes to a deity or king.


            	Monumental public buildings.


            	Those not producing their own food are supported by the king.


            	Systems of recording and practical science.


            	A system of writing.


            	Development of symbolic art.


            	Trade and import of raw materials.


            	Specialist craftsmen from outside the kin-group.

          


          This categorisation is descriptive, and not all ancients cities fit into this well, but it is used as a general touchstone when considering ancient cities.


          One characteristic that can be used to distinguish a small city from a large town is organized government. A town accomplishes common goals through informal agreements between neighbors or the leadership of a chief. A city has professional administrators, regulations, and some form of taxation (food and other necessities or means to trade for them) to feed the government workers. The governments may be based on heredity, religion, military power, work projects (such as canal building), food distribution, land ownership, agriculture, commerce, manufacturing, finance, or a combination of those. Societies that live in cities are often called civilizations. A city can also be defined as an absence of physical space between people and firms.


          


          Ancient times


          Early cities developed in a number of regions of the ancient world. Mesopotamia can claim the earliest cities, particularly Eridu, Uruk, and Ur. Although it has sometimes been claimed that ancient Egypt lacked urbanism, in fact several types of urban settlements were found in ancient times. The Indus Valley Civilization and China are two other areas of the Old World with major indigenous urban traditions. Among the early Old World cities, Mohenjo-daro of the Indus Valley Civilization in present-day Pakistan was one of the largest, with an estimated population of 40,000 or more. Mohenjo-daro and Harappa, the large Indus capitals, were among the first cities to use grid plans, drainage, flush toilets, urban sanitation systems, and sewage systems. At a somewhat later time, a distinctive urban tradition developed in the Khmer region of Cambodia, where Angkor grew into one of the largest cities (in area) the world has ever seen.


          In the ancient New World, early urban traditions developed in Mesoamerica and the Andes. Mesoamerica saw the rise of early urbanism in several cultural regions, including the Classic Maya, the Zapotec of Oaxaca, and Teotihuacan in central Mexico. Later cultures such as the Aztec drew on these earlier urban traditions. In the Andes, the first urban centers developed in the Chavin and Moche cultures, followed by major cities in the Huari, Chimu and Inca cultures.


          This roster of early urban traditions is notable for its diversity. Excavations at early urban sites show that some cities were sparsely-populated political capitals, others were trade centers, and still other cities had a primarily religious focus. Some cities had large dense populations whereas others carried out urban activities in the realms of politics or religion without having large associated populations. Theories that attempt to explain ancient urbanism by a single factor such as economic benefit fail to capture the range of variation documented by archaeologists (Smith 2002).


          The growth of the population of ancient civilizations, the formation of ancient empires concentrating political power, and the growth in commerce and manufacturing led to ever greater capital cities and centres of commerce and industry, with Alexandria, Antioch and Seleucia of the Hellenistic civilization, Pataliputra (now Patna) in India, Chang'an (now Xi'an) in China, Carthage, ancient Rome, its eastern successor Constantinople (later Istanbul), and successive Chinese, Indian and Muslim capitals approaching or exceeding the half-million population level.


          It is estimated that ancient Rome had a population of about a million people by the end of the first century BC, after growing continually during the 3rd, 2nd, and 1st centuries BCE. And it is generally considered the largest city before 19th century London. Alexandria's population was also close to Rome's population at around the same time, the historian Rostovtzeff estimates a total population close to a million based on a census dated from 32 CE that counted 180,000 adult male citizens in Alexandria. Similar administrative, commercial, industrial and ceremonial centres emerged in other areas, most notably Baghdad, which to some urban historians, later became the first city to exceed a population of one million by the 8th century instead of Rome.


          Agriculture was practiced in sub-Saharan Africa since the third millennium BCE. Because of this, cities were able to develop as centers of non-agricultural activity. Exactly when this first happened is still a topic of archeological and historical investigation. Western scholarship has tended to focus on cities in Europe and Mesopotamia, but emerging archeological evidence indicates that urbanization occurred south of the Sahara in well before the influence of Arab urban culture. The oldest sites documented thus far are from around 500 CE including Awdaghust, Kumbi-Saleh the ancient capital of Ghana, and Maranda a centre located on a trade rout between Egypt and Gao.


          


          Middle Ages


          During the European Middle Ages, a town was as much a political entity as a collection of houses. City residence brought freedom from customary rural obligations to lord and community: "Stadtluft macht frei" ("City air makes you free") was a saying in Germany. In Continental Europe cities with a legislature of their own were not unheard of, the laws for towns as a rule other than for the countryside, the lord of a town often being another than for surrounding land. In the Holy Roman Empire some cities had no other lord than the emperor. In Italy, Medieval communes had quite a statelike power.


          In exceptional cases like Venice, Genoa or Lbeck, cities themselves became powerful states, sometimes taking surrounding areas under their control or establishing extensive maritime empires. Similar phenomena existed elsewhere, as in the case of Sakai, which enjoyed a considerable autonomy in late medieval Japan.


          


          Early Modern


          While the city-states, or poleis, of the Mediterranean and Baltic Sea languished from the 16th century, Europe's larger capitals benefited from the growth of commerce following the emergence of an Atlantic trade. By the late 18th century, London had become the largest city in the world with a population of over a million, while Paris rivaled the well-developed regionally-traditional capital cities of Baghdad, Beijing, Istanbul and Kyoto. During the Spanish colonization of the Americas the old Roman city concept was extensively used. Cities were founded in the middle of the newly conquered territories, and were bound to several laws about administration, finances and urbanism.


          Most towns remained far smaller places, so that in 1500 only some two dozen places in the world contained more than 100,000 inhabitants: as late as 1700 there were fewer than forty, a figure which would rise thereafter to 300 in 1900. A small city of the early modern period might contain as few as 10,000 inhabitants, a town far fewer still.


          


          Industrial Age


          The growth of modern industry from the late 18th century onward led to massive urbanization and the rise of new great cities, first in Europe and then in other regions, as new opportunities brought huge numbers of migrants from rural communities into urban areas. In the United States from 1860 to 1910, the invention of railroads reduced transportation costs, and large manufacturing centers began to emerge, thus allowing migration from rural to city areas. However, cities during those periods of time were deadly places to live in, due to health problems resulting from contaminated water and air, and communicable diseases. In the Great Depression of the 1930s cities were hard hit by unemployment, especially those with a base in heavy industry. In the U.S. urbanization rate increased forty to eighty percent during 1900-1990. Today the world's population is slightly over half urban, with millions still streaming annually into the growing cities of Asia, Africa and Latin America. There has also been a shift to suburbs, perhaps to avoid crime and traffic, which are two costs of living in an urban area.


          


          External effects


          Modern cities are known for creating their own microclimates. This is due to the large clustering of heat absorbent surfaces that heat up in sunlight and that channel rainwater into underground ducts.


          Waste and sewage are two major problems for cities, as is air pollution coming from internal combustion engines. The impact of cities on places elsewhere, be it hinterlands or places far away, is considered in the notion of city footprinting (ecological footprint). Other negative external effects include health consequences such as communicable diseases, crime, and high traffic and commuting times. Cities cause more interaction with more people than rural areas, thus a higher probability to contracting contagious diseases. However, many inventions such as inoculations, vaccines, and water filtration systems have also lowered health concerns. Crime is also a concern in the cities. Studies have shown that crime rates in cities are higher and the chance of punishment after getting caught is lower. In cases such as burglary, the higher concentration of people in cities create more items of higher value worth the risk of crime. The high concentration of people also makes using automobiles inconvienint and pedestrin traffic is more prominent in metropolitan areas than a rural or suburban one.


          Cities also generate positive external effects. The close physical proximity facilitates knowledge spillovers, helping people and firms exchange information and generate new ideas. A thicker labor market allows for better skill matching between firms and individuals. Another positive externality of cities comes from the diverse social opportunities created when people of different backgrounds are brought together. Larger cities typically offer a wider variety of social interests and activities, letting people of all backgrounds find something they can be involved in.


          Cities may however also have a positive influence on the environment. UN Habitat stated in its reports that if these that city living can be the best solution for dealing with the rising population numbers (and thus still be a good approach on dealing with overpopulation). This is because cities concentrate human activity into one place, making the environmental damage on other places smaller. Letting the cities have a positive influence however, can only be achieved if urban planning is improved and if the city services are properly maintained.


          


          The difference between towns and cities


          The difference between towns and cities is differently understood in different parts of the world. Indeed, languages other than English often use a single word for both concepts (French ville, German Stadt, etc.). Even within the English-speaking world there is no one standard definition of a city: the term may be used either for a town possessing city status; for an urban locality exceeding an arbitrary population size; for a town dominating other towns with particular regional economic or administrative significance. Although city can refer to an agglomeration including suburban and satellite areas, the term is not usually applied to a conurbation (cluster) of distinct urban places, nor for a wider metropolitan area including more than one city, each acting as a focus for parts of the area. And the word "town" (also "downtown") may mean the centre of the city.


          


          Australia and New Zealand


          In Australia, city in its broadest terms refers simply to any large enough town. Narrower usage can refer to a local government area, or colloquially to the central business district of a large urban area. For instance the City of South Perth is a local government area within the wider urban area known as Perth, commonly called Australia's fourth largest city. Residents of Perth might speak of travelling to the CBD as "going to the city".


          In New Zealand, according to Statistics New Zealand (the government statistics agency), "A city [...] must have a minimum population of 50,000, be predominantly urban in character, be a distinct entity and a major centre of activity within the region.". For example Gisborne, purported to be the first city to see the sun, has a population of only 44,500 (2006) and is therefore administered by a district council, not a city council. At the other extreme, Auckland, although it is usually referred to as a single city, is actually four cities: Auckland City, Waitakere City, North Shore City, and Manukau City.


          


          Belgium


          


          Canada


          In Canada the granting of city status is handled by the individual provinces and territories, so that the definitions and criteria vary widely across the country. In British Columbia and Saskatchewan towns can become cities after they reach a population of 5,000 people, but in Alberta the requirement is 10,000. Ontario sometimes confers city status on primarily rural areas, while Quebec and Nova Scotia have abolished the title of city altogether.


          


          China


          There is a formal definition of city in China provided by the Chinese government. For an urban area that can be defined as a city, there should be at least 100,000 non-agricultural population. City with less than 200,000 non-agricultural population refers to a Small city, 200,000-500,000 non-agricultural population is a Medium city, 500,000-1,000,000 non-agricultural population is a Large city and >1,000,000 non-agricultural population is an Extra-large city. Also, there is an administrative definition based on the city boundary too and a city has its legal city limits. In 1998, there were 668 cities in China - China has the largest urban population in the world.


          


          Chile


          Chile's Department of National Statistics defines a city (ciudad in Spanish) as an urban entity with more than 5,000 inhabitants. A town (pueblo), is an urban entity with 2,001 to 5,000 persons, however, if the area has some economic activity, the designation may include populations as small as 1,001. The department also defines Major Cities as provincial or regional capitals with populations of 100,001 to 500,000; Great Urban Areas which comprise several entities without any appreciable limit between them and populations which total between 500,001 and 1,000,000. A Metropolis is the largest urban area in the country where there are more than one million inhabitants. The "urban entity" is defined as a concentration of habitations with more than 2,000 persons living in them, or more than 1,000 persons if more than half of those persons are in some way gainfully employed. Tourist and recreation areas with more than 250 living units may be considered as urban areas.


          


          Germany


          The German word for both "town" and "city" is Stadt, while a town with more than 100,000 inhabitants is called a Grostadt (major city), which is the most adequate equivalence for city (in terms of differentiating it from a town). On the other hand, most towns are communities belonging to a Landkreis (county), but there are some cities, usually with at least 50,000 inhabitants, that are counties by themselves (kreisfreie Stdte).


          


          Italy


          In Italy a city is called citt, an uncount noun derived from the latin civitas. The status of "city" is granted by the President of the Republic with Presidential Decree Law. The largest and most important cities in the country, such as Rome, Milan, Naples and Turin, are called aree metropolitane (metropolitan areas) because they include several minor cities and towns in their areas. There is no population limit for a city. In the coat of arms, a golden crown tower stands for a city.


          


          Norway


          In Norway a city is called by and is derived from the Norse word br meaning "a place with many buildings". Both cities and towns are referred to as by. The status of "city" is granted by the local authorities if a request for city status has been made and the area has a population of at least 5000. Since 1997, cities no longer have special administrative functions. If the area has not been granted the status of a city it is called tettsted or bygd. The terms differ in that a tettsted has more concentrated population than a bygd. A bygd is in many ways similar to a village, but the Norwegian term for village, landsby, is not used for places in Norway.


          Main article List of cities in Norway


          


          Poland


          In Poland the word miasto serves for both town and city. There are formal distinctions which generally differentiate larger towns from smaller ones (such as status as a separate powiat or county, or the conferring of the title prezydent on the mayor rather than burmistrz), but none of these is universally recognized as equivalent to the English city/town distinction.


          


          Portugal


          In Portugal an urban area is called "cidade" ou "vila". There is also a the notion of "Grande rea Metropolitana" and "Comunidade Urbana". In general, a "cidade" is a place with more than 8.000 electors (more or less 10.000 inhabitants) and at least half of the following services: hospital, pharmacy, fire department, theatre/cultural house, museum, library, hostel services, basic and secondary schools, public transport and gardens/urban parks. A cidade's coat of arms has five towers, while a vila's has only four. A Grande rea Metropolitana is a wide urban area with at least 350.000 inhabitants and is composed by at least 9 municipalities. A Comunidade Urbana must have more than 150.000 inhabitants.


          


          South Korea


          South Korea has a system of dividing into metropolitan cities, provinces, a special city (Seoul) and one specially self-governing province ( Jeju). In South Korea, cities should have a population of more than 150,000, and if a city has more than 500,000, it would be divided into 2 districts and then sub-communities follow as a name of dong with similar system of normal cities. Additionally, if a city's population is over 1,000,000, then it would be promoted to metropolitan city.


          


          Ukraine


          There is no difference in the Ukrainian language between the notions of "town" and "city". Both these words are translated into Ukrainian as "місто" ("misto"). In articles of Wikipedia only the term "city" is used for every Ukrainian locality named "місто". The smallest population of a city of Ukraine can be about 10,000. For towns which officially are not named "місто" it is used a name "urban-type settlement" ("селище міського типу", "selyshche mis'koho typu") and also (informal) "містечко" ("mistechko"), the latter Ukrainian word is related to the word "місто" and can be translated as "small town".


          


          United Kingdom


          In the United Kingdom (UK), a city is a town which has been known as a city since time immemorial, or which has received city status by letters patent  which is normally granted on the basis of size, importance or royal connection (the traditional test was whether the town had a cathedral) to gain city status. For example the small town of Ripon was granted city status in 1836 to coincide with the creation of the Diocese of Ripon, but also in recognition of its long-standing role as a supplier of spurs to royalty. In the United Kingdom, when people talk about cities, they generally include the suburbs in that. Some cathedral cities, such as St David's in Wales and Wells in England, are quite small, and may not be known as cities in common parlance. Preston became England's newest city in the year 2002 to mark the Queen's jubilee, as did Newport in Wales, Stirling in Scotland, and Lisburn and Newry in Northern Ireland.


          A Review of Scotland's Cities led to the Fair City of Perth, Scotland, losing city status.


          By both legal and traditional definition, a town may be of any size, but must contain a market place. A village must contain a church. A small village without a church is called a hamlet.


          


          United States


          In the United States (USA), the definition of cities (and town, villages, townships, etc.) is a matter of state laws and the definitions vary widely by state. A city may, in some places, be run by an elected mayor and city council, while a town is governed by people, select board (or board of trustees), or open town meeting. There are some very large towns (such as Hempstead, New York, with a population of 755,785 in 2004) and some very small cities (such as Lake Angelus, Michigan, with a population of 326 in 2000), and the line between town and city, if it exists at all, varies from state to state. Cities in the United States do have many oddities, like Maza, North Dakota, the smallest city in the country, has only 5 inhabitants, but is still incorporated. It does not have an active government, and the mayoral hand changes frequently (due to the lack of city laws). California has both towns and cities but the terms "town" and "city" are considered synonymous.


          In some U.S. states, any incorporated town is also called a city. If a distinction is being made between towns and cities, exactly what that distinction is often depends on the context. The context will differ depending on whether the issue is the legal authority it possesses, the availability of shopping and entertainment, and the scope of the group of places under consideration. Intensifiers such as "small town" and "big city" are also common, though the flip side of each is rarely used.


          Some states make a distinction between villages and other forms of municipalities. In some cases, villages combine with larger other communities to form larger towns; a well-known example of an urban village is New York City's famed Greenwich Village, which started as a quiet country settlement but was absorbed by the growing city. The word has often been co-opted by enterprising developers to make their projects sound welcoming and friendly.


          In Illinois, cities must have a minimum population of 2,500 but in Nebraska, cities must have a minimum of only 800 residents. In Idaho, all incorporated municipalities are cities. In Ohio, a municipality automatically becomes a city if it has 5,000 residents counted in a federal census but it reverts to a village if its population drops below 5,000. In Nebraska, 5,000 residents is the minimum for a city of the first class while 800 is the minimum for a city of the second class.


          In all the New England states, city status is conferred by the form of government, not population. Town government has a board of selectmen for the executive branch, and a town meeting for the legislative branch. New England cities, on the other hand, have a mayor for the executive, and a legislature referred to as either the city council or the board of aldermen.


          In Virginia, all incorporated municipalities designated as cities are independent of the adjacent or surrounding county while a town is an incorporated municipality which remains a part of an adjacent or surrounding county. The largest incorporated municipalities by population are all cities, although some smaller cities have a smaller population than some towns. For example, the smallest city of Norton has a population of 3,904 and the largest town of Blacksburg has a population of 39,573. Independent cities in other states include Baltimore, Maryland and Carson City, Nevada.


          In Pennsylvania any municipality with more than 10 persons can incorporate as a Borough. Any Township or Borough with at least 10,000 population can ask the legislature to charter as a city. In Pennsylvania a village is simply an unincorporated community within a township.


          


          Global cities
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          A global city, also known as a world city, is a prominent centre of trade, banking, finance, innovations, and markets. The term "global city", as opposed to megacity, was coined by Saskia Sassen in a seminal 1991 work. Whereas "megacity" refers to any city of enormous size, a global city is one of enormous power or influence. Global cities, according to Sassen, have more in common with each other than with other cities in their host nations. Examples of such cities include London, New York City, Paris and Tokyo. The notion of global cities is rooted in the concentration of power and capabilities within all cities. The city is seen as a container where skills and resources are concentrated: the better able a city is to concentrate its skills and resources, the more successful and powerful the city. This makes the city itself more powerful in the sense that it can influence what is happening around the world. Following this view of cities, it is possible to rank the world's cities hierarchically. Other global cities include Singapore which is a city-state, Chicago, Los Angeles, Frankfurt, Milan and Hong Kong which are all classed as "Alpha World Cities" and San Francisco, Sydney, Toronto, Zrich, Madrid, Sao Paulo, Mexico City, Brussels, Moscow and Seoul which are "Beta World Cities". A third tier containing Barcelona, Taipei, Lisbon, Osaka, Buenos Aires, Melbourne, Montreal, Manila, Rome, Washington, Berlin, and Santiago, among others is called "Gamma world cities" .
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          Critics of the notion point to the different realms of power. The term global city is heavily influenced by economic factors and, thus, may not account for places that are otherwise significant. For example, cities like Rome, Delhi, Mumbai, Istanbul, Mecca, Mashhad, Karbala, Jerusalem and Lisbon are powerful in religious and historical terms but would not be considered "global cities." Additionally, it has been questioned whether the city itself can be regarded as an actor.


          In 1995, Kanter argued that successful cities can be identified by three elements. To be successful, a city needs to have good thinkers (concepts), good makers (competence) or good traders ( connections). The interplay of these three elements, Kanter argued, means that good cities are not planned but managed.


          


          Inner city


          In the United States, United Kingdom and Ireland, the term "inner city" is sometimes used with the connotation of being an area, perhaps a ghetto, where people are less wealthy and where there is more crime. These connotations are less common in other Western countries, as deprived areas are located in varying parts of other Western cities. In fact, with the gentrification of some formerly run-down central city areas the reverse connotation can apply. In Australia, for example, the term "outer suburban" applied to a person implies a lack of sophistication. In Paris, the inner city is the richest part of the metropolitan area, where housing is the most expensive, and where elites and high-income individuals dwell. In the developing world, economic modernization brings poor newcomers from the countryside to build haphazardly at the edge of current settlement (see favelas, shacks and shanty towns).


          The United States, in particular, has a culture of anti-urbanism that dates back to colonial times. The American City Beautiful architecture movement of the late 1800s was a reaction to perceived urban decay and sought to provide stately civic buildings and boulevards to inspire civic pride in the motley residents of the urban core. Modern anti-urban attitudes are to be found in America in the form of a planning profession that continues to develop land on a low-density suburban basis, where access to amenities, work and shopping is provided almost exclusively by car rather than on foot.


          However, there is a growing movement in North America called " New Urbanism" that calls for a return to traditional city planning methods where mixed-use zoning allows people to walk from one type of land-use to another. The idea is that housing, shopping, office space, and leisure facilities are all provided within walking distance of each other, thus reducing the demand for road-space and also improving the efficiency and effectiveness of mass transit.
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              	Sovereign state

              	United Kingdom
            


            
              	Constituent country

              	England
            


            
              	Region

              	London
            


            
              	Status

              	sui generis; City and Ceremonial County
            


            
              	Admin HQ

              	Guildhall
            


            
              	Roman settlement

              	c. 50 AD

              ( Londinium)
            


            
              	Wessex resettlement

              	886 AD

              ( Lundenburgh)
            


            
              	Government
            


            
              	- Local authority

              	City of London Corporation
            


            
              	- Lord Mayor

              	David Lewis
            


            
              	- Member of Parliament

              	Mark Field
            


            
              	- London Assembly

              	John Biggs
            


            
              	Area
            


            
              	-Total

              	1.0 sqmi(2.6 km)
            


            
              	Elevation

              	20-59 ft (6-18 m)
            


            
              	Population (2006 est)
            


            
              	-Total

              	7,800
            


            
              	- Density

              	7,800/sqmi(3,000/km)
            


            
              	- Ethnicity

              	84.4% White

              (68.3% British

              12.8% non-British

              3.3% Irish)

              6.8% South Asian

              2.6% African-Caribbean

              2.0% Chinese
            


            
              	- ONS code

              	00AA
            


            
              	

              	Population Ranked 353rd
            


            
              	Time zone

              	GMT ( UTC0)
            


            
              	-Summer( DST)

              	BST ( UTC+1)
            


            
              	Postcode

              ( Royal Mail)

              	EC & WC
            


            
              	Area code (phone)

              	020
            


            
              	Patron saint

              	St Paul
            


            
              	Website: http://www.cityoflondon.gov.uk
            

          


          The City of London is a geographically small city within Greater London, England. It is the historic core of London around which, along with Westminster, the modern conurbation grew. The City's boundaries have remained almost constant since the Middle Ages, and hence it is now only a tiny part of the much larger London metropolis. It is often referred to as just the City or as the Square Mile, as it is almost exactly one square mile (2.6km) in area.


          These terms are also often used as metonyms for the United Kingdom's financial services industry, which is principally based there. It should be noted that the City is not one of the 32 London boroughs.


          In the medieval period the City was the full extent of London, and distinct from the nearby, but then separate, settlement of Westminster, which became the City of Westminster. The term London now refers to a much larger conurbation containing both 'cities'. The City of London is still part of London's city centre, but apart from financial services, most of London's metropolitan functions are centred on the West End. The City is today a major business and financial centre, ranking on a par with New York City as the leading centre of global finance. The City has a resident population of under 10,000, whilst the City employs 340,000 professional workers, mainly in the financial sector, who commute on a daily basis - making the area's transport system extremely busy during certain peak times.


          The City is governed by the City of London Corporation, which has some unusual responsibilities for a local authority, such as being the police authority for the City. It also has numerous responsibilities and ownerships which lie beyond the City's boundaries.


          The Latin motto of the City of London is "Domine dirige nos", which translates as "Lord, guide us".


          


          Extent


          The City of London is England's smallest ceremonial county by both population and area covered and is the second smallest British city in both population and size, after St David's in Wales.


          


          Changes over time
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          The size of the City was originally constrained by a defensive perimeter wall, known as London Wall, which was built by the Romans to protect their strategic port city. However, the boundaries of the City of London are no longer the old city wall as the City has expanded its jurisdiction slightly over time. During the medieval era, the City's juristiction expanded westwards along Fleet Street to Temple Bar and also took in the other "City bars" such as at Holborn, Aldersgate, Bishopsgate and Aldgate. These were the important entrances to the City and their control was vital in maintaining the City's special privileges over certain trades.


          The walls have long since disappeared, although several sections remain visible above ground. A section near the Museum of London was revealed after the devastation of an air-raid on 29 December 1940 at the height of the Blitz. Other visible sections are at St Alphage, and there are two sections near the Tower of London.


          The boundary of the City remained fixed until boundary changes made in 1993, in which the City expanded slightly to the west, north and east, taking small parcels of land from the London Boroughs of Westminster, Camden, Islington, Hackney and Tower Hamlets. The 1993 boundary changes were done primarily to tidy up the boundary in places where over the centuries the urban landscape had changed so dramatically that the old boundary was meaningless. In the process the City also lost small parcels of land, though there was an overall net gain of land to the City. Most notably the boundary changes placed the (then recently developed) Broadgate estate entirely in the City.


          Southwark, to the south of the City on the other side of the Thames, came within the City's extent between 1550 and 1899 (as the Ward of Bridge Without). Today it forms part of the London Borough of Southwark. The Tower of London has always been beyond the boundary of the City and today comes under Tower Hamlets.


          


          Today's boundary
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          Beginning in the west, where the City borders Westminster, the border cuts across the Victoria Embankment from the Thames, passing to the west of Middle Temple, then going east along Strand and Fleet Street, north up Chancery Lane, where it becomes instead the border with Camden. It continues north to Holborn, turns east, continues to Holborn Circus, and then goes northeast to Charterhouse Street. As it crosses Farringdon Road it becomes the border with Islington. It continues to Aldersgate, goes north, and turns east into some back streets soon after Aldersgate becomes Goswell Road. Here, at Baltic Street West, is the most northerly extent of the City. The border includes all of the Barbican Estate and ends up on Ropemaker Street which, as it continues east past Moorgate, becomes South Place. It goes north, becomes the border with Hackney, then east, north, east on back streets, with Worship Street as the most northerly extent before the border turns south at Norton Folgate and becomes the border with Tower Hamlets. It continues south into Bishopsgate, and takes some backstreets to Middlesex Street where it continues south-east then south. It makes a divergence to the west at the end of Middlesex Street to allow the Tower of London to be in Tower Hamlets, and then reaches the river.


          The City's boundary runs down the centre of the Thames, though unusually the City controls the full spans of London Bridge and Blackfriars Bridge, but only half of the river underneath them. The boundaries of the City are marked by black bollards bearing the City's emblem, though at major entrances to the City (such as at Temple Bar on Fleet Street) a grander monument, with a dragon facing outwards, marks the boundary.


          Official boundary map with wards.
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          In some places the financial district extends slightly beyond the political boundaries of the City, notably to the north and east, into the London Boroughs of Tower Hamlets, Hackney and Islington, and informally these locations are seen as part of the "Square Mile". Since the 1990s the eastern fringe of the City, extending into Hackney and Tower Hamlets, has increasingly been a focus for large office developments due to the relatively easy availability of large sites there compared to within the City itself.


          


          History


          The area of the City of London has been administered separately since 886, when Alfred the Great appointed his son-in-law Earl thelred of Mercia as Governor of London. Alfred made sure that there was suitable accommodation for merchants from northwest Europe, which was then extended to traders from the Baltic and Italy.


          The City developed its own code of law for the mercantile classes, developing such autonomy that Sir Laurence Gomme regarded the City as a separate Kingdom making its own laws. The City was composed of wards governed by Aldermen, who chaired the Wardmotes. There was a folkmoot for the whole of the city held in the shadows of St Paul's Cathedral. In the tenth century, Athelstan permitted eight mints to be established, compared with six in his capital, Winchester, indicating the wealth of the city.


          Following the Battle of Hastings, William the Conqueror marched on London, to Southwark and failed to get across London Bridge or to defeat the Londoners. He eventually crossed the River Thames at Wallingford, pillaging the land as he went. Rather than continuing the war Edgar theling, Edwin of Mercia and Morcar of Northumbria surrendered at Berkhamsted. William rewarded London in granting the citizens a charter in 1075; the City of London was one of the few institutions where the English retained some authority.


          However, William ensured against attack by building three castles nearby so as to keep the Londoners subdued:


          
            	Tower of London


            	Baynard's Castle


            	Montfichet's Castle
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          In 1132, Henry I recognised full County status for the City, and by 1141 the whole body of the citizenry was considered to constitute a single community. This was the origin of the City of London Corporation.


          The City burned nearly to the ground twice, first in 1212 and then again (and more famously) in the Great Fire of London in 1666. Both of these fires were referred to as the Great Fire.


          The City elected four members to the unreformed House of Commons, which it retained after the Reform Act 1832 and into the 20th century. Today it is included wholly in the Cities of London and Westminster constituency, and statute requires that it not be divided between two neighbouring areas. An attempt was made in 1894 to amalgamate the City and the surrounding County of London, but it did not succeed.


          The City's population fell rapidly in the 19th century and through most of the 20th century as people moved outwards to London's vast suburbs and many houses were demolished to make way for modern office blocks. The largest residential section of the City today is the Barbican Estate, constructed between 1965 and 1976. Here a major proportion of the City's population now live. The Museum of London is located here, as are a number of other services provided by the Corporation.


          The 1970s saw the construction of many tall office buildings including the 600ft, 42-storey Natwest Tower, which became the first skyscraper in the UK. Office space development has intensified especially in the central, northern and eastern parts of the City, with a second ( 30 St Mary Axe) and most recently a third skyscraper ( Broadgate Tower) being built.


          


          Present day developments


          The trend for purely office development is beginning to reverse as the Corporation is encouraging residential use, although the resident population is not expected to exceed 10,000 people. Some of the extra accommodation is in small pre-World War II commercial buildings, which are not suitable for occupation by the large companies which now provide much of the City's employment.


          Since the 1990s, the City has diversified away from near exclusive office use in some other ways as well. For example, several hotels have opened and also the City's first department store. A shopping mall is presently being built at New Change, very near to St Paul's Cathedral. However, large sections of the City remain very quiet at weekends, especially those areas in the eastern section of the City, and it is quite common to find pubs and cafes closed on these days.


          In the east and northeast parts of the City, a number of additional skyscrapers are also being planned as the financial services industry continues to expand. These will include the 63-storey Bishopsgate Tower, the 48-storey Leadenhall Building, the 46-storey Heron Tower and several other major landmark buildings that will dramatically alter the skyline.


          


          Population


          
            
              	Year

              	Population

              	Notes
            


            
              	1700

              	208,000

              	(of which 139,000 within the walls) (estimates)
            


            
              	1750

              	144,000

              	(of which 87,000 within the walls) (estimates)
            


            
              	1801

              	128,129

              	(census figure)
            


            
              	1841

              	123,563

              	(census figure)
            


            
              	1881

              	50,569

              	(census figure)
            


            
              	1901

              	26,846

              	(census figure)
            


            
              	1911

              	19,657

              	(census figure)
            


            
              	1921

              	13,709

              	(census figure)
            


            
              	1931

              	10,999

              	(census figure)
            


            
              	1951

              	5,324

              	(census figure)
            


            
              	1961

              	4,767

              	(census figure)
            


            
              	1971

              	4,234

              	(census figure)
            


            
              	1981

              	6,700

              	(mid-year estimate)1
            


            
              	1991

              	5,400

              	(mid-year estimate)
            


            
              	2001

              	7,400

              	(mid-year estimate)
            


            
              	2004

              	8,600

              	(mid-year estimate)
            


            
              	2006

              	7,800

              	(mid-year estimate)
            


            
              	1. figure not strictly comparable with the 1971 figure
            

          


          


          Financial industry


          The City of London houses the London Stock Exchange ( shares and bonds), Lloyd's of London ( insurance), and the Bank of England. The Docklands began development in the 1980s as an alternative financial centre for London and is now home to the Financial Services Authority, as well as several important financial institutions such as Barclays Bank, Bank of America, Citigroup and HSBC. There are now over 500 banks with offices in the City and Docklands, with the majority of business in London being conducted on an international basis, with established leads in areas such as Eurobonds, Foreign exchange markets, energy futures and global insurance. The Alternative Investments Market has acted a growth market over the past decade, allowing London to also expand as an international equity centre for smaller firms.


          Since 1991 Canary Wharf a few miles east of the City, in Tower Hamlets, has become a second centre for London's financial services industry and now houses a number of banks and other institutions formerly located in the Square Mile. However, fears that the City would be damaged by this development appear to have been unfounded with growth occurring in both locations. Indeed Canary Wharf may have been of great service to the Square Mile by providing large floorplate office buildings at a time when this was difficult within the City boundary, and therefore preventing strategically important companies such as HSBC from relocating abroad.


          
            	Big Bang (financial markets)


            	The Wimbledon Effect


            	London's Place in the UK Economy, 2006-07 PDF(748 KiB), report by Corporation of London & Oxford Economic Forecasting, November 2006


            	The Competitive Position of London as a Global Financial Centre PDF(1.80 MiB), report by Corporation of London & Z/Yen, November 2005

          


          


          Local government
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          The City of London has a unique political status ( sui generis), a legacy of its uninterrupted integrity as a corporate city since the Anglo Saxon period and its singular relationship with the Crown. Historically its system of government was not unusual, but it was not reformed by the Municipal Reform Act 1835 and little changed by later reforms.


          It is administered by the City of London Corporation, headed by the Lord Mayor of London (not the same post as the more recently created position of London Mayor). The City is a ceremonial county too, although instead of having its own Lord-Lieutenant, the City of London has a Commission, headed by the Lord Mayor, exercising this function.


          The City itself contains two independent enclaves  Inner Temple and Middle Temple. These form part of the City and ceremonial county, but are not governed by the City of London Corporation. The Corporation governs the rest of the City and is responsible for a number of functions and owns a number of locations beyond the City's boundaries.


          The City is made up of 25 Wards which have recently had their boundaries changed (though the number of wards and their names was not changed).


          


          Elections


          The City has a unique electoral system, which follows very few of the usual forms and standards of democracy. Most of its voters are representatives of businesses and other bodies which occupy premises in the City. Its ancient wards also have very unequal numbers of voters.


          The principal justification put forward for the non-resident vote is that about 450,000 non-residents constitute the city's day-time population and use most of its services, far outnumbering the City's residents, who are fewer than 10,000. Nevertheless, the system has long been the cause of controversy. The business vote was abolished in all other UK local authority elections in 1969 and was retained only in the City of London.


          A private act of Parliament in 2002 reformed the voting system for electing Members to the Corporation of London and received the Royal Assent on 7 November 2002. Under the new system, the number of non-resident voters has doubled from 16,000 to 32,000. Previously disfranchised firms (and other organizations) are entitled to nominate voters, in addition to those already represented, and all such bodies are now required to choose their voters in a representative fashion.


          Bodies employing fewer than ten people may appoint one voter, those employing ten to fifty people may appoint one voter for every five employees; those employing more than fifty people may appoint ten voters and one additional voter for each fifty employees beyond the first fifty.


          The Act also removed other anomalies which had developed over time within the City's system, which had been unchanged since the 1850s.


          


          Proposals for further change


          The present system is widely seen as undemocratic, but adopting a more conventional system would place the 7,800 actual residents of the City of London in control of the local planning and other functions of a major financial capital which provides most of its services to hundreds of thousands of non-residents.


          Proposals to annex the City of London to one of the neighbouring London boroughs, possibly the City of Westminster, have not widely been taken seriously. However, one proposal floated as a possible further reform is to allow those who work in the City to each have a direct individual vote, rather than businesses being represented by appointed voters.


          In May 2006, the Lord Chancellor stated to Parliament that the government was minded to examine the issue of City of London elections at a later date, probably after 2009, in order to assess how the new system has bedded down.


          


          Other functions


          The Corporation owns and is responsible for a number of locations beyond the boundaries of the City. These include various open spaces (parks, forests and commons) in and around London, including most of Epping Forest and Hampstead Heath. Within the City, the Corporation owns and runs the Smithfield Market, but it also owns Old Spitalfields Market and Billingsgate Fish Market, both of which are within the neighbouring London Borough of Tower Hamlets. The Corporation also own and help fund the Old Bailey criminal court, despite its use as a central criminal court for England and Wales.


          The City has its own independent police force, the City of London Police. The Corporation is the police authority. The rest of Greater London is policed by the Metropolitan Police Service, based at New Scotland Yard.


          The City of London houses one hospital - St Bartholomew's Hospital. Founded in 1123 and fondly known as 'Barts', the hospital is situated at Smithfield, and is about to undergo a much publicised, controversial but long awaited regeneration.


          The City is a major patron of the arts. It oversees the Barbican Centre and subsidises several important performing arts companies.


          The Port of London's health authority is also the responsibility of the Corporation, which includes the handling of imported cargo at London Heathrow airport. The Corporation oversees the running of the Bridge House Trust, which maintains five key bridges in central London, including London Bridge and Tower Bridge.


          


          Education
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          The City of London has only one directly maintained primary school , sited at Aldgate. The school is called the Sir John Cass's Foundation Primary School (ages 4 to 11). It is a voluntary-aided Church of England school, maintained by the Education Service of the City of London.


          City of London residents may send their children to schools in neighbouring Local Education Authorities (LEAs).


          For secondary schools children enrol in schools in neighbouring LEAs, such as Islington, Tower Hamlets, Westminster and Southwark. Children who have permanent residence in the City are eligible for transfer to the City of London Academy, an independent secondary school sponsored by the City of London that is located in Southwark.


          The City of London controls three other independent schools. Two are located in the City, City of London School (all male) and City of London School for Girls (all female); the third, City of London Freemen's School (co-educational), is located in Ashtead, Surrey. The City of London School for Girls has its own preparatory department for entrance at age seven.


          The City is also home to The Maughan Library, which serves King's College London's Strand Campus and to the Cass Business School.


          


          Gardens
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          A number of gardens are maintained by the Corporation within the City of London. These range through formal gardens such as the one found in Finsbury Circus (it contains a bowling green and bandstand) to churchyards such as one belonging to the church of St Olave Hart Street which may be entered from Seething Lane.


          Gardens etc. include


          
            	Barber-Surgeon's Hall Garden - London Wall


            	Cleary Garden - Queen Victoria Street


            	Finsbury Circus - Blomfeld Street or London Wall or Moorgate


            	Jubilee Garden - Houndsditch


            	Portsoken Street Garden - Portsoken Street or Goodman's Yard


            	Postman's Park - Aldersgate or King Edward Street


            	Seething Lane Garden - Seething Lane


            	St Dunstan-in-the-East - St Dunstan's Hill or Idol Lane


            	St Mary Aldermanbury - Aldermanbury


            	the churchyard of St Olave Hart Street - Seething Lane


            	St Paul's Churchyard - St Paul's Cathedral


            	West Smithfield Garden - West Smithfield


            	Whittington Gardens - College Street or Upper Thames Street

          


          


          Security


          The City's position as the United Kingdom's financial centre and a critical part of the country's economy, contributing about 2.5% of the UK's gross national product, has resulted in it becoming a target for political violence. The Provisional IRA exploded several bombs in the City in the early 1990s, including the 1993 Bishopsgate bombing.


          The area is also spoken of as a possible target for al-Qaeda. For instance, when in May 2004 the BBC's Panorama programme examined the preparedness of Britain's emergency services for a terrorist attack on the scale of September 11, 2001 attacks, they simulated a chemical explosion on Bishopsgate in the east of the City.


          See also City of London's "Ring of Steel" for measures that have been taken against these threats.


          
            Retrieved from " http://en.wikipedia.org/wiki/City_of_London"
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        City status in the United Kingdom
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          City status in the United Kingdom is granted by the British monarch to a select group of communities. The holding of city status gives a settlement no special rights other than that of calling itself a "city". Nonetheless, this appellation carries its own prestige and, consequently, competitions for the status are hard fought. The status does not apply automatically on the basis of any particular criteria, although in England and Wales it was traditionally given to towns with diocesan cathedrals. This association between having a cathedral and being called a city was established in the early 1540s when King Henry VIII founded dioceses (and therefore cathedrals) in six English towns and also granted them all city status by issuing letters patent.


          City status in Ireland was granted to far fewer communities than in England and Wales, and there are only two pre-nineteenth-century cities in present-day Northern Ireland. In Scotland, city status did not explicitly receive any recognition by the state until the nineteenth century. At that time, a revival of grants of city status took place, first in England, where the grants were accompanied by the establishment of new cathedrals, and later in Scotland and Ireland.


          In the twentieth century, it was explicitly recognised that the status of city in England and Wales would no longer be bound to the presence of a cathedral, and grants made since have been awarded to communities on a variety of criteria, including population size.


          The abolition of some corporate bodies as part of successive local-government reforms, beginning with the Municipal Corporations (Ireland) Act 1840, has deprived some ancient cities of their status; however, letters patent have been issued for most of the affected cities in order to ensure the continuation or restoration of their status. At present, Rochester, Perth and Elgin are the only former cities in the United Kingdom.


          


          History


          


          England and Wales


          


          Ancient cities


          Until the 16th century, a town was recognised as a city by the English Crown if it had a diocesan cathedral within its limits. This means some cities today are very small, because they were unaffected by population growth during the Industrial Revolutionnotably Wells (population about 10,000) and St David's (population about 2,000) (see Smallest cities in the United Kingdom). After the 16th century, no new dioceses (and no new cities) were created until the 19th century.


          [bookmark: 1836.E2.80.931888]


          18361888


          In 1836, Ripon was the first of a number of new dioceses to be created. Ripon Town Council assumed that this had elevated the town to the rank of a city, and started referring to itself as the City and Borough of Ripon. The next diocese to be created was Manchester, and the Borough Council began to informally use the title city. When Queen Victoria visited Manchester in 1851, the doubts surrounding the status of the town were raised. The situation was resolved when the borough petitioned for city status, which was granted by letters patent in 1854. This eventually forced Ripon to regularise its position, with its city status being recognised by a local Act of Parliament in 1865. The Manchester case established a precedent that any municipal borough in which an Anglican see was established was entitled to petition for city status. Accordingly, Truro, St Albans, Liverpool, Newcastle-upon-Tyne and Wakefield were all officially designated as cities between 1877 and 1888. This was not without opposition from the Home Office, who dismissed St Albans as "a fourth or fifth rate market town" and objected to Wakefield's elevation on grounds of population. In one new diocese, Southwell, a city was not created, because Southwell was a village without a borough corporation and therefore could not petition the Queen. The diocese covered the counties of Derbyshire and Nottinghamshire, and the boroughs of Derby and Nottingham were both disappointed that they would not be able to claim the title of city.


          [bookmark: 1889.E2.80.931907]


          18891907
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          The link with Anglican dioceses was broken in 1889 when Birmingham successfully petitioned for city status on the grounds of its large population and history of good local government. At the time of the grant, Birmingham lacked a cathedral, although the parish church later became a cathedral in 1905. This new precedent was followed by other large municipalities, with Leeds and Sheffield both becoming cities in 1893, and Bradford, Kingston upon Hull and Nottingham being honoured on the occasion of Queen Victoria's Diamond Jubilee in 1897. The last three had been the largest county boroughs outside the London area without city status.


          Between 1897 and 1914, applications were received from a number of other boroughs, but only one was successful. In 1905, Cardiff was designated a city and granted a lord mayoralty as "the Metropolis of Wales".


          [bookmark: 1907.E2.80.931953]


          19071953


          In 1907, the Home Office and King Edward VII agreed on a policy that future applicants would have to meet certain criteria. This policy, which was not at the time made public, had the effect of stemming the number of city creations.


          The 1907 policy contained three criteria:


          
            	A minimum population of 300,000.


            	A "local metropolitan character"this implied that the town had a distinct identity of its own and was the centre of a wider area.


            	A good record of local government.

          


          However, well into the twentieth century it was often assumed that the presence of a cathedral was sufficient to elevate a town to city status, and that for cathedral cities the city charters were recognising its city status rather than granting it. On this basis, the 1911 Encyclopdia Britannica incorrectly said that Southwell and St Asaph were cities.


          The policy laid down by Edward VII was continued by his successor, George V, who ascended the throne in 1910. In 1911, an application for city status by Portsmouth was refused. Explaining the Home Secretary's reason for not recommending the King to approve the petition, the Lord Advocate stated:


          
            ...during the reign of his late Majesty it was found necessary, in order to maintain the value of the distinction, to lay down a rule as to the minimum population which should ordinarily, in connexion with other considerations, be regarded as qualifying a borough for that higher status.

          


          Following the First World War, the King made an official visit to Leicester in 1919 to commemorate its contributions to the military victory. The borough council had made several applications for city status since 1889, and took the opportunity of the visit to renew its request. Leicester had a population of approximately 230,000 at the previous census, but its petition was granted as an exception to the policy, as it was officially a restoration of a dignity lost in the past. When the county borough of Stoke on Trent applied for city status in 1925, it was initially refused as it had only 294,000 inhabitants. The decision was overturned, however, as it was felt to have outstanding importance as the centre of the pottery industry. The effective relaxation of the population rule led to applications from Portsmouth and Salford. The civil servants in the Home Office were minded to refuse both applications. In particular, Salford was felt to be "merely a scratch collection of 240,000 people cut off from Manchester by the river". Salford's case, however, was considered favourably by the Home Secretary, William Joynson-Hicks, MP for a neighbouring constituency of Manchester. Following protests from Portsmouth, which felt it had better credentials as a larger town and as the "first Naval Port of the kingdom", both applications were approved in 1926.


          In 1927, a Royal Commission on Local Government was examining local-authority areas and functions in England and Wales. The question arose as to which towns were entitled to be called cities, and the chairman, the Earl of Onslow, wrote to the Home Office to seek clarification. The Home Office replied with a memorandum which read:


          
            The title of a city which is borne by certain boroughs is a purely titular distinction. It has no connexion with the status of the borough in respect of local government and confers no powers or privileges. At the present time and for several centuries past the title has been obtained only by an express grant from the Sovereign effected by letters patent; but a certain number of cities possess the title by very ancient prescriptive right. There is no necessary connexion between the title of a city and the seat of a bishopric, and the creation of a new see neither constitutes the town concerned a city nor gives it any claim to the grant of letters patent creating it a city.

          


          In 1928, Plymouth submitted an application for city status. As the borough was larger than Portsmouth, and had recently absorbed Devonport and East Stonehouse, the King agreed to the request. However, he indicated that he had "come to an end of city making", and Southampton's application in the following year was turned down.


          The next city to be created was Lancaster as part of the coronation celebrations of King George VI. With a population of a little over 50,000, Lancaster was stated to be an exception due to the town's "long association with the crown" and because it was "the county town of the King's Duchy of Lancaster". Following the Second World War, members of Cambridge Borough Council made contact with Lancaster officials for assistance in their application. Cambridge became a city in 1951, again for "exceptional" reasons, as the only ancient seat of learning in the kingdom not a city or royal burgh and to coincide with the 750th anniversary of the borough's first charter of incorporation. Croydon also applied in 1951, but failed as it was felt not to have a sufficient identity apart from Greater London, and reports on the conduct of local government in the town were unfavourable.


          [bookmark: 1953.E2.80.931974]


          19531974


          It was anticipated that the coronation of Elizabeth II in 1953 would lead to the creation of a city, and Preston and Southampton made approaches. In the event, the only civic honour given was that of a lord mayoralty to Coventry. Derby and Southwark made unsuccessful applications in 1955.


          The planned reorganisations by the Local Government Commissions for England and Wales from 1958 effectively blocked new city grants. Southampton lodged a petition in 1958. Initially refused in 1959, pending the decision of the Commission, it was eventually allowed in 1964.


          With the establishment of the Royal Commission on Local Government in England in 1966, city grants were again in abeyance in England. Attempts by Derby, Teesside and Wolverhampton to become cities were not proceeded with.


          In Wales, Swansea campaigned for city status throughout the 1960s. The campaign came to a successful conclusion in 1969, in conjunction with the investiture of Charles, Prince of Wales.


          [bookmark: 1974_reorganisation.2C_and_new_cities]


          1974 reorganisation, and new cities


          The Local Government Act 1972 abolished all existing local authorities (other than parish councils) in England and Wales. This meant that the various local authorities that held city status ceased to exist on 1 April 1974. In order to preserve city status, new letters patent were issued to the metropolitan-borough, non-metropolitan-district or successor-parish councils created by the 1972 Act. There were two exceptions: charter trustees were established for the City of New Sarum (or Salisbury), and special letters patent preserved the City of Rochester as part of the new Borough of Medway.


          In 1977, as part of the celebrations of the Silver Jubilee of Elizabeth II, Derby received city status. In 1992, on the fortieth anniversary of the monarch's accession, it was announced that another town would be elevated to a city. An innovation on this occasion was that a competition was to be held, with communities being required to submit applications. Sunderland was the successful applicant.


          This was followed in 1994 by the restoration of the dignity to St David's, historic see of a bishop.


          Since 2000, city status has been awarded to four towns by competition on special occasions (see Modern practice of granting city status below). Three successful applicants in England have become cities, as well as one in Wales; these were Brighton and Hove and Wolverhampton in 2000, and Preston and Newport in 2002.


          


          Scotland


          Scotland had no cities by royal charter or letters patent prior to 1889. The term city was not always consistently applied, and there were doubts over the number of officially designated cities. The royal burghs of Edinburgh and Perth anciently used the title civitas, but the term city does not seem to have been used prior to the fifteenth century. Unlike the situation in England, in Scotland there was no link between the presence of a cathedral and the title of city. Aberdeen, Glasgow and Edinburgh were accepted as cities by ancient usage by the eighteenth century, while Perth and Elgin also used the title. In 1856, the burgh of Dunfermline resolved to use the title of city in all official documents in the future, based on long usage and its former status as a royal capital. The status was never officially recognised.


          In 1889, Dundee was granted city status by letters patent. The grant by formal document led to doubts about the use of the title city by other burghs. In 1891, the city status of Aberdeen was confirmed when the burgh was enlarged by local Act of Parliament. The Royal Burgh of Inverness applied for promotion to a city as part of the jubilee honours in 1897. The request was not granted, partly because it would draw attention to the lack of any charter granting the title to existing cities. Aberdeen, Dundee, Edinburgh and Glasgow were constituted "counties of cities" by the Local Government (Scotland) Act 1929. The Act made no statement on the title city for any other burgh. In 1969, the Home Secretary, James Callaghan stated that there were six cities in Scotland (without naming them) and Aberdeen, Dundee, Edinburgh, Elgin, Glasgow and Perth were the only burghs listed as cities in 1972.


          The Local Government (Scotland) Act 1973 completely reorganised Scotland's local administration in 1975. All burghs were abolished, and a system of districts created. The four districts of Aberdeen, Edinburgh, Dundee and Glasgow had City included in their titles by the Act. The 1975 districts were replaced with the present council areas by the Local Government etc. (Scotland) Act 1994 in 1996, and the same four cities were designated.


          Since the 1996 reorganisation, two more Scottish cities have been designated: Inverness as part of the millennium celebrations, and Stirling in 2002, to commemorate Queen Elizabeth II's Golden Jubilee. In the case of both these cities, there are no city councils and no formal boundaries, and the letters patent simply state that the "town" has the status. In January 2008, a petition to matriculate armorial bearings for the City of Inverness was refused by Lord Lyon King of Arms on the grounds that there is no corporate body or legal persona to whom arms can be granted.


          


          Northern Ireland


          City status in Ireland tended historically to be granted by royal charter. There are many towns in Ireland with Church of Ireland cathedrals which have never been called cities. In spite of this, Armagh was considered a city, by virtue of its being the seat of the Primate of All Ireland, until the abolition of Armagh's city corporation by the Municipal Corporations (Ireland) Act 1840. The only historic city with a charter in present-day Northern Ireland is Derry, created a city in 1604, and renamed "Londonderry" by a subsequent charter of 1613.


          In 1887, the Golden Jubilee of Queen Victoria was celebrated, and the Borough of Belfast submitted a memorial to the Lord Lieutenant of Ireland seeking city status. Belfast based its claim on its similarity to two English boroughs that had received the honourthe seaport of Liverpool and the textile centre of Manchesterand the fact that it had (at the time) a larger population than the City of Dublin. Following some legal debate, city status was conferred in 1888. The grant of the honour on the grounds of being a large industrial town, rather than a diocesan centre, was unprecedented. Belfast's example was soon followed by Birmingham and Dundee in England and Scotland respectively.


          In 1994, Armagh's city status was restored. In 2002, Lisburn and Newry were two of the five towns in the UK that were granted city status by Queen Elizabeth II to mark her Golden Jubilee. In the case of Lisburn, the status extends to the entire local-government district. Newry, like Inverness and Stirling in Scotland, has no formal boundaries or city council. The letters patent were presented to representatives of Newry and Mourne District Council on behalf of the city.


          


          Modern practice of granting city status


          According to a Memorandum from the Home Office issued in 1927,


          
            If a town wishes to obtain the title of a city the proper method of procedure is to address a petition to the King through the Home Office. It is the duty of the Home Secretary to submit such petitions to his Majesty and to advise his Majesty to the reply to be returned. It is a well-established principle that the grant of the title is only recommended in the case of towns of the first rank in population, size and importance, and having a distinctive character and identity of their own. At the present day, therefore, it is only rarely and in exceptional circumstances that the title is given.

          


          In fact, a town can now apply for city status by submitting an application to the Lord Chancellor, who makes recommendations to the sovereign. Competitions for new grants of city status have been held to mark special events, such as coronations, royal jubilees or the Millennium.


          


          Lord Mayors


          Some cities in England, Wales and Northern Ireland have the further distinction of having a Lord Mayor rather than a simple Mayorin Scotland, the equivalent is the Lord Provost. Lord Mayors have the right to be styled "The Right Worshipful The Lord Mayor". The Lord Mayors and Provosts of Belfast, Cardiff, Edinburgh, Glasgow, City of London and York all have the further right to be styled " The Right Honourable the Lord Mayor" (or Provost), although they are not members of the Privy Council as this style usually indicates. The style is associated with the office, not the person holding it, so "The Right Worshipful Joe Bloggs" would be incorrect.


          There are currently 66 recognised cities (including 30 Lord Mayoralties or Lord Provostships) in the UK: 50 cities (23 Lord Mayoralties) in England, five cities (two Lord Mayoralties) in Wales, six cities (four Lord Provostships) in Scotland and five cities (one Lord Mayoralty) in Northern Ireland.


          In Ireland, as a historical result of English rule, the head of local government of Dublin is also the Lord Mayor of Dublin. While previously retaining the formal title of Right Honourable, this was repealed in 2001. In addition, there is also a Lord Mayor of Cork.


          


          The former City of Rochester


          Rochester was recognised as a city from 1211 to 1998. On 1 April 1974, the city council was abolished, becoming part of the Borough of Medway, a local-government district in the county of Kent. However, under letters patent the former city-council area was to continue to be styled the "City of Rochester" to "perpetuate the ancient name" and to recall "the long history and proud heritage of the said city". The city was unique, as it had no council or charter trustees and no mayor or civic head. In 1979, the Borough of Medway was renamed as Rochester-upon-Medway, and in 1982 further letters patent transferred the city status to the entire borough. On 1 April 1998, the existing local-government districts of Rochester-upon-Medway and Gillingham were abolished and became the new unitary authority of Medway. Since it was the local-government district that officially held city status under the 1982 letters patent, when it was abolished, it also ceased to be a city. The other local-government districts with city status that were abolished around this time (Bath and Hereford) had decided to appoint Charter Trustees to maintain the existence of the city and the mayoralty. However, Rochester-upon-Medway City Council had decided not to. Medway Council apparently only became aware of this when, in 2002, they discovered that Rochester was not on the Lord Chancellor's Office's list of cities.


          


          Pretenders


          
            	After its unsuccessful attempt to gain city status, the town of Reading, Berkshire, started using the phrase "City Centre" on its buses and car-park signs. Reading's immediate urban area has in excess of 230,000 inhabitants, making it one of the 20 largest settlements in the UK and larger than many sizeable cities including Southampton, Portsmouth, and Derby.


            	In its planning, the government of the day intended Milton Keynes to be a "new city" in scale, and it was referred to as such in contemporary supporting papers, but was gazetted in 1967 as a New Town. It has used the term "City Centre" on its buses and road signs for many years, mainly to avoid confusion with the centres of its pre-existing constituent towns.


            	Chelmsford's cathedral dates only from 1914 (although the building is much older) and the town does not have city status; nevertheless, its local football team calls itself Chelmsford City F.C.


            	Dunfermline styles itself "A Twinned City" on the signs welcoming visitors to the town.


            	Ballymena in Northern Ireland has been known informally as "The City of the Seven Towers" since the nineteenth century.


            	Elgin and Perth both include city in the names of their council wards despite not having city status.

          


          


          City councils


          The holding of city status gives a settlement no special rights other than that of calling itself a "city". Nonetheless, this appellation carries its own prestige and, consequently, competitions for the status are hard fought.


          Most cities have "city councils", which have varying powers depending upon the type of settlement. There are unitary authorities (including metropolitan and London boroughs) that are responsible for all local-government services within their area. (The only London borough having city status is the City of Westminster). Many cities have ordinary district councils, which share power with county councils. At the bottom end of the scale, some cities have civil-parish councils, with no more power than a village.


          Some cities have no council at all. Where they used to have a city council but it has been abolished they may have Charter Trustees, drawn from the local district council, who appoint the mayor and look after the city's traditions.


          Most "cities" are not, in fact, cities in the traditional sense of the word (that is, a large urban area) but are local-government districts which have city status and which often encompass large rural areas. Examples are the City of Canterbury and City of Wakefield. The largest "city" district in terms of area is the City of Carlisle, which covers some 400squaremiles (1040km) of mostly rural landscape in the north of England, and is larger than smaller counties such as Merseyside or Rutland. The City of Sheffield contains part of the Peak District National Park. This is, however, merely a curiosity and has had no impact on the general usage of the word city in the UK, which has unambiguously retained its urban meaning in British English. Residents of the rural parts of the "City of Carlisle" and the like might be aware of the name of their local council, but would not consider themselves to be inhabitants of a city with a small c.


          Equally, there are some cities where the local-government district is in fact smaller than the historical or natural boundaries of the city. Five examples of this are Manchester (where the traditional area associated includes areas of the neighbouring authorities of Trafford, Tameside, Oldham, Bury and the City of Salford), Kingston upon Hull (where surrounding areas and villages that are effectively suburbs, such as Cottingham, come under East Riding of Yorkshire Council), Glasgow (where suburban areas of the city are located in East Dunbartonshire, East Renfrewshire, North Lanarkshire, Renfrewshire, South Lanarkshire and West Dunbartonshire), Wolverhampton (areas of the neighbouring authorities of Walsall, Dudley and South Staffordshire) and, most obviously, London (Greater London outside the City of London).


          This contrasts with the situation in the United States, where the primary meaning of the word city is any area contained within city limits, completely disregarding whether or not that area is recognisable as a traditional "city".


          At each census the government produces a report called "Key Statistics for Urban Areas", which separates the population of the actual town or city from the population of the area controlled by the council bearing its name.


          


          Applications for city status


          City-status grants have been used to mark special royal and other occasions. The first competition was held in 1992, to mark the fortieth anniversary of the Queen's reign. Sunderland was the winner. In 1994, two historic seats of Bishoprics St David's and Armaghwere granted city status. They had been considered cities historically, but this status had lapsed.


          For the city applications in 2000, held to celebrate the millennium, the following towns and boroughs requested city status:


          
            	England: Blackburn, Blackpool, Bolton, Brighton and Hove, Chelmsford, Colchester, Croydon, Doncaster, Dover, Guildford, Ipswich, Luton, Maidstone, Medway, Middlesbrough, Milton Keynes, Northampton, Preston, Reading, Shrewsbury and Atcham, Southend-on-Sea, Southwark, Stockport, Swindon, Telford and Wrekin, Warrington, Wolverhampton.


            	Scotland: Ayr, Inverness, Paisley, Stirling.


            	Wales: Aberystwyth, Machynlleth, Newport, Newtown, St Asaph, Wrexham.


            	Northern Ireland: Ballymena, Lisburn.

          


          The three winners were Brighton and Hove, Wolverhampton and Inverness, which were subsequently dubbed "Millennium Cities".


          For the 2002 applications, held to celebrate the Queen's Golden Jubilee, the entrants included all of the above towns except Southwark, together with Greenwich and Wirral in England, Dumfries in Scotland and Carrickfergus, Coleraine, Craigavon and Newry in Northern Ireland. There was controversy in the rest of the UKespecially in Walesover the fact that two of the three winners of the 2000 competition were English towns, so 2002 was run as four separate competitions. The winners in Great Britain were Preston in England, Newport in Wales, and Stirling in Scotland. In Northern Ireland it was decided to award city status to two entrants: Lisburn (predominantly unionist) and Newry (predominantly nationalist) so that offence would not be caused to either community. Exeter was awarded Lord Mayoralty status in a separate application.


          


          City status conferment


          City status is conferred by letters patent and not by a royal charter (except historically in Ireland). There are twenty towns in England and Wales that were recognised as cities by "ancient prescriptive right"; none of these communities had been formally declared a city, but they had all used the title since " time immemorial", that is, prior to 3 September 1189.


          The holding of city status brings no especial benefits other than the right to be called a city. All cities where a local-government unit that holds that status is abolished have to be re-issued with letters patent reconfirming city status following local-government reorganisation where that holder has been abolished. This process was followed by a number of cities since 1974, and York and Hereford's status was confirmed twice, in 1974 and again in the 1990s. Failure to do so leads to the loss of city status as happened at Rochester in 1998 (see above), and also previously in St David's and Armagh, although both of these latter have regained city status since losing it. All three of these had been cities since time immemorial before the loss of city status.


          Charters originated as charters of incorporation, allowing a town to become an incorporated borough, or to hold markets. Some of these charters recognised officially that the town involved was a city. Apart from that recognition, it became accepted that such a charter could make a town into a city. The earliest examples of these are Hereford and Worcester, both of which received charters in 1189.


          The formal definition of a city has been disputed, in particular by inhabitants of towns that have been regarded as cities in the past but are not generally considered cities today. Additionally, although the Crown clearly has the right to bestow "official" city status, some have doubted the right of the Crown to define the word city in the United Kingdom. In informal usage, city can be used for large towns or conurbations that are not formally cities. The best-known example of this is London, which contains two cities (the City of London and the City of Westminster) but is not itself a city.


          


          Officially designated cities


          There are currently 66 officially designated cities in the UK, of which eight have been created since 2000 in competitions to celebrate the new millennium and Queen Elizabeth II's Golden Jubilee in 2002. The designation is highly sought after, with over 40 communities submitting bids at recent competitions.


          


          List of officially designated cities


          


          England


          
            
              	
                
                  	Bath


                  	Birmingham


                  	Bradford


                  	Brighton and Hove


                  	Bristol


                  	Cambridge


                  	Canterbury


                  	Carlisle


                  	Chester


                  	Chichester


                  	Coventry


                  	Derby


                  	Durham


                  	Ely


                  	Exeter


                  	Gloucester


                  	Hereford

                

              

              	
                
                  	Kingston upon Hull


                  	Lancaster


                  	Leeds


                  	Leicester


                  	Lichfield


                  	Lincoln


                  	Liverpool


                  	City of London


                  	Manchester


                  	Newcastle upon Tyne


                  	Norwich


                  	Nottingham


                  	Oxford


                  	Peterborough


                  	Plymouth


                  	Portsmouth


                  	Preston

                

              

              	
                
                  	Ripon


                  	Salford


                  	Salisbury


                  	Sheffield


                  	Southampton


                  	St Albans


                  	Stoke-on-Trent


                  	Sunderland


                  	Truro


                  	Wakefield


                  	Wells


                  	Westminster


                  	Winchester


                  	Wolverhampton


                  	Worcester


                  	York

                

              
            

          


          



          
            
              	
                

                Scotland


                
                  	Aberdeen


                  	Dundee


                  	Edinburgh


                  	Glasgow


                  	Inverness


                  	Stirling

                

              

              	
                

                Wales


                
                  	Bangor


                  	Cardiff


                  	Newport


                  	St David's


                  	Swansea

                

              

              	
                

                Northern Ireland


                
                  	Armagh


                  	Belfast


                  	Lisburn


                  	Londonderry (also known as Derry)


                  	Newry

                

              
            

          


          


          Cathedral towns


          


          England and Wales


          In relation to the fact that being the seat of a Church of England diocese is no longer sufficient or necessary to gain city status, a number of cathedral towns exist. Towns with cathedrals may nevertheless be referred to as "cities" by their inhabitantsparticularly in the case of St Asaph and Rochester.


          
            
              	Place

              	Cathedral

              	Diocese established
            


            
              	Blackburn

              	Blackburn Cathedral

              	1926
            


            
              	Brecon

              	Brecon Cathedral

              	1923
            


            
              	Bury St Edmunds

              	St Edmundsbury Cathedral

              	1914
            


            
              	Chelmsford

              	Chelmsford Cathedral

              	1914
            


            
              	Guildford

              	Guildford Cathedral

              	1927
            


            
              	Rochester

              	Rochester Cathedral

              	historic;

              previously a city (vide supra)
            


            
              	Southwark

              	Southwark Cathedral

              	1905
            


            
              	Southwell

              	Southwell Minster

              	1884
            


            
              	St Asaph

              	St Asaph Cathedral

              	historic
            

          


          Additionally, Llandaff, which is now part of the City of Cardiff local-government district, is home to Llandaff Cathedral.


          The 1911 Encyclopedia Britannica refers to Llandaff, Southwell and St Asaph as cities.


          In total there are 16 English and Welsh towns that have city status but do not have Anglican cathedrals within their bordersBath (a former cathedral), Brighton and Hove, Cambridge, Hull, Lancaster, Leeds, Nottingham, Plymouth, Preston, Salford, Southampton, Stoke-on-Trent, Sunderland, Swansea, Westminster (although Westminster Abbey was a cathedral briefly during the reign of Henry VIII) and Wolverhampton.


          


          Scotland


          The national church of Scotland, the Church of Scotland, is presbyterian in governance with no bishops or dioceses, and thus has high kirks rather than cathedrals. However, the pre- Reformation dioceses do have extant cathedrals.


          As noted above, both Perth and Elgin were recognised as cities prior to 1975. Additionally, five other pre-Reformation sees Brechin, Dunblane, Dunkeld, Kirkwall and St Andrewsare often referred to as cities. Dornoch, Fortrose and Whithorn also possess pre-Reformation cathedrals.


          Stirling, which was awarded city status in 2002, has never had a cathedral.


          


          Northern Ireland


          In Ireland, as noted above, possession of a diocesan cathedral has never (except in the anomalous case of Armagh) been sufficient to attain this status.


          In spite of this, the 1911 Encyclopedia Britannica refers to Armagh (Armagh had lost city status in 1840) and Lisburn as cities. Armagh subsequently regained city status formally in 1994 and Lisburn achieved city status in 2002.


          There are four towns in Northern Ireland with Church of Ireland Cathedrals that do not have city status Clogher, Downpatrick, Dromore and Enniskillen.


          Newry is the only city in Northern Ireland that does not have a Church of Ireland cathedral within its borders.


          


          Large towns


          As noted above, in ordinary discourse, city can refer to any large settlement, with no fixed limit.


          There are certain towns which have large urban areas, which could qualify for city status on the grounds of their population size. Some have applied for city status and had the application turned down. Northampton is one of the most populous urban districts not to be a London Borough, metropolitan borough, unitary authority or city; on this basis, the council claims that it is the largest town in England.


          The government-published "Key Statistics for Urban Areas 2001" show that the following are the ten largest urban sub-areas outside London not a part of a city or having a city as a component:


          
            	Reading  232,662


            	Dudley  194,919


            	Northampton  189,474


            	Luton  185,543


            	Milton Keynes (urban area)  184,506


            	Walsall  174,994


            	Bournemouth  167,527


            	Southend-on-Sea  160,257


            	Swindon  155,432


            	Huddersfield  146,234

          


          See List of towns and cities in England by population for further examples.


          City status in modern times is sometimes granted to urban areas, and sometimes to local-government areas such as civil parishes and boroughs, the boundaries, and hence populations, of which are not necessarily the same.


          The cities of Stirling and Inverness provide examples here. Stirling Council's application for city status was specifically for the urban area of the (now former) Royal Burgh of Stirlingproposed city boundaries were included, and so not all of the council area has city status. Equally, the granting of city status to Newport is granted to the "Town of Newport in the County Borough of Newport", while Birmingham's is granted to the "Borough of Birmingham".


          This leads to the oddity whereby city status can be granted to areas which include more than one town. "Federal" cities of this type include Stoke-on-Trent, Sunderland and Brighton and Hove; in all these cases a borough was formed to govern an area covering several towns and then city status was granted to the borough afterwards.


          The largest local authorities to have applied for city status in the recent competitions are:


          
            	London Borough of Croydon  330,587


            	Metropolitan Borough of Wirral  312,293


            	Metropolitan Borough of Doncaster  286,866


            	Metropolitan Borough of Stockport  284,528


            	Metropolitan Borough of Bolton  261,037


            	Borough of Medway  249,488


            	London Borough of Southwark  244,866


            	London Borough of Greenwich  214,403


            	Borough of Milton Keynes  207,057


            	Borough of Northampton  194,458


            	Borough of Warrington  191,084


            	Borough of Luton  184,371


            	Borough of Swindon  180,051


            	Borough of Telford and Wrekin  161,600


            	Borough of Southend-on-Sea  159,600

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/City_status_in_the_United_Kingdom"
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          Civil engineering is a professional engineering discipline that deals with the design, construction and maintenance of the physical and natural built environment, including works such as bridges, roads, canals, dams and buildings. Civil engineering is the oldest engineering discipline after military engineering, and it was defined to distinguish it from military engineering. It is traditionally broken into several sub-disciplines including environmental engineering, geotechnical engineering, structural engineering, transportation engineering, water resources engineering, materials engineering, coastal engineering, surveying, and construction engineering. Civil engineering takes place on all levels: in the public sector from municipal through to federal levels, and in the private sector from individual homeowners through to international companies.


          


          History of the civil engineering profession


          Engineering has been an aspect of life since the beginnings of human existence. Civil engineering might be considered properly commencing between 4000 and 2000 BC in Ancient Egypt and Mesopotamia when humans started to abandon a nomadic existence, thus causing a need for the construction of shelter. During this time, transportation became increasingly important leading to the development of the wheel and sailing. The construction of Pyramids in Egypt (circa 2700-2500 BC) might be considered the first instances of large structure constructions. Other ancient historic civil engineering constructions include the Parthenon by Iktinos in Ancient Greece (447-438 BC), the Appian Way by Roman engineers (c. 312 BC), and the Great Wall of China by General Meng T'ien under orders from Ch'in Emperor Shih Huang Ti (c. 220 BC). The Romans developed civil structures throughout their empire, including especially aqueducts, insulae, harbours, bridges, dams and roads.
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          Until modern times there was no clear distinction between civil engineering and architecture, and the term engineer and architect were mainly geographical variations referring to the same person, often used interchangeably. In the 18th century, the term civil engineering began to be used to and exchange, and in the construction of ports, harbours, moles, breakwaters and lighthouses, and in the art of distinguish it from military engineering.


          The first self-proclaimed civil engineer was John Smeaton who constructed the Eddystone Lighthouse. In 1771 Smeaton and some of his colleagues formed the Smeatonian Society of Civil Engineers, a group of leaders of the profession who met informally over dinner. Though there was evidence of some technical meetings, it was little more than a social society.


          In 1818 the Institution of Civil Engineers was founded in London, and in 1820 the eminent engineer Thomas Telford became its first president. The institution received a Royal Charter in 1828, formally recognising civil engineering as a profession. Its charter defined civil engineering as:


          
            
              	

              	"...the art of directing the great sources of power in nature for the use and convenience of man, as the means of production and of traffic in states, both for external and internal trade, as applied in the construction of roads, bridges, aqueducts, canals, river navigation and docks for internal intercourse navigation by artificial power for the purposes of commerce, and in the construction and application of machinery, and in the drainage of cities and towns."

              	
            

          


          The first degree in Civil Engineering in the United States was awarded by Rensselaer Polytechnic Institute in 1835.


          


          History of the science of civil engineering
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          Civil engineering is the application of physical and scientific principles, and its history is intricately linked to advances in understanding of physics and mathematics throughout history. Because civil engineering is a wide ranging profession, including several separate specialized sub-disciplines, its history is linked to knowledge of structures, materials science, geology, soils, hydrology, environment, mechanics and other fields.


          Throughout ancient and medieval history most architectural design and construction was carried out by artisans, such as stone masons and carpenters, rising to the role of master builder. Knowledge was retained in guilds and seldom supplanted by advances. Structures, roads and infrastructure that existed were repetitive, and increases in scale were incremental.


          One of the earliest examples of a scientific approach to physical and mathematical problems applicable to civil engineering is the work of Archimedes in the 3rd century BC, including Archimedes Principle, which underpins our understanding of buoyancy, and practical solutions such as Archimedes' screw.


          


          The civil engineer
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          Education and licensure


          Civil engineers typically possess an academic degree with a major in civil engineering. The length of study for such a degree is usually four or five years and the completed degree is usually designated as a Bachelor of Engineering, though some universities designate the degree as a Bachelor of Science. The degree generally includes units covering physics, mathematics, project management, design and specific topics in civil engineering. Initially such topics cover most, if not all, of the sub-disciplines of civil engineering. Students then choose to specialize in one or more sub-disciplines towards the end of the degree.


          Graduates can choose to pursue a postgraduate degree such as a Master of Engineering, Master of Science, or a Doctor of Philosophy in Engineering. The Master of Engineering degree may consist of either research, coursework or a mixture of the two. The Doctor of Philosophy consists of a significant research component and is often viewed as the entry point to academia. In the United Kingdom and various other European countries, the Master of Engineering is the minimum acceptable qualification for accreditation by the relevant professional bodies, and is often included as an extra year on the undergraduate engineering degree.


          In most countries, a Bachelor's degree in engineering represents the first step towards professional certification and the degree program itself is certified by a professional body. After completing a certified degree program the engineer must satisfy a range of requirements (including work experience and exam requirements) before being certified. Once certified, the engineer is designated the title of Professional Engineer (in the United States, Canada and South Africa), Chartered Engineer (in most Commonwealth countries), Chartered Professional Engineer (in Australia and New Zealand), or European Engineer (in much of the European Union). There are international engineering agreements between relevant pressional bodies which are designed to allow engineers to practice across international borders.


          The advantages of certification vary depending upon location. For example, in the United States and Canada "only a licensed engineer may prepare, sign and seal, and submit engineering plans and drawings to a public authority for approval, or seal engineering work for public and private clients.". This requirement is enforced by state and provincial legislation such as Quebec's Engineers Act. In other countries, no such legislation exists. In Australia, state licensing of engineers is limited to the state of Queensland. Practically all certifying bodies maintain a code of ethics that they expect all members to abide by or risk expulsion. In this way, these organizations play an important role in maintaining ethical standards for the profession. Even in jurisdictions where certification has little or no legal bearing on work, engineers are subject to contract law. In cases where an engineer's work fails he or she may be subject to the tort of negligence and, in extreme cases, the charge of criminal negligence. An engineer's work must also comply with numerous other rules and regulations such as building codes and legislation pertaining to environmental law.


          


          Careers


          There is no one typical career path for civil engineers. Most engineering graduates start with jobs of low responsibility, and as they prove their competence, they are given more and more responsible tasks, but within each subfield of civil engineering, and even within different segments of the market within each branch, the details of a career path can vary. In some fields and firms, entry-level engineers are put to work primarily monitoring construction in the field, serving as the "eyes and ears" of more senior design engineers; while in other areas, entry-level engineers end up performing the more routine tasks of analysis or design and interpretation. More senior engineers can move into doing more complex analysis or design work, or management of more complex design projects, or management of other engineers, or into specialized consulting, including forensic engineering.


          Engineers are in high demand at banks, financial institutions and management consultancies because of their analytical skills.


          


          Sub-disciplines


          In general, civil engineering is concerned with the overall interface of human created fixed projects with the greater world. General civil engineers work closely with surveyors and specialized civil engineers to fit and serve fixed projects within their given site, community and terrain by designing grading, drainage, pavement, water supply, sewer service, electric and communications supply, and land divisions. General engineers spend much of their time visiting project sites, developing community consensus, and preparing construction plans. General civil engineering is also referred to as site engineering, a branch of civil engineering that primarily focuses on converting a tract of land from one usage to another. Civil engineers typically apply the principles of geotechnical engineering, structural engineering, environmental engineering, transportation engineering and construction engineering to residential, commercial, industrial and public works projects of all sizes and levels of construction.


          


          Costal engineering


          Coastal engineering is concerned with managing coastal areas.
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          Construction engineering


          Construction engineering involves planning and execution of the designs from transportation, site development, hydraulic, environmental, structural and geotechnical engineers. As construction firms tend to have higher business risk than other types of civil engineering firms, many construction engineers tend to take on a role that is more business-like in nature: drafting and reviewing contracts, evaluating logistical operations, and closely-monitoring prices of necessary supplies.


          


          Environmental engineering
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          Environmental engineering deals with the treatment of chemical, biological, and/or thermal waste, the purification of water and air, and the remediation of contaminated sites, due to prior waste disposal or accidental contamination. Among the topics covered by environmental engineering are pollutant transport, water purification, waste water treatment, air pollution, solid waste treatment and hazardous waste management. Environmental engineers can be involved with pollution reduction, green engineering, and industrial ecology. Environmental engineering also deals with the gathering of information on the environmental consequences of proposed actions and the assessment of effects of proposed actions for the purpose of assisting society and policy makers in the decision making process.


          Environmental engineering is the contemporary term for sanitary engineering, though sanitary engineering traditionally had not included much of the hazardous waste management and environmental remediation work covered by the term environmental engineering. Some other terms in use are public health engineering and environmental health engineering.


          


          Geotechnical engineering
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          Geotechnical engineering is an area of civil engineering concerned with the rock and soil that civil engineering systems are supported by. Knowledge from the fields of geology, material science and testing, mechanics, and hydraulics are applied by geotechnical engineers to safely and economically design foundations, retaining walls, and similar structures. Environmental concerns in relation to groundwater and waste disposal have spawned a new area of study called geoenvironmental engineering where biology and chemistry are important.


          Some of the unique difficulties of geotechnical engineering are the result of the variability and properties of soil. Boundary conditions are often well defined in other branches of civil engineering, but with soil, clearly defining these conditions can be impossible. The material properties and behaviour of soil are also difficult to predict due to the variability of soil and limited investigation. This contrasts with the relatively well defined material properties of steel and concrete used in other areas of civil engineering. Soil mechanics, which define the behaviour of soil, is complex due to stress-dependent material properties such as volume change, stressstrain relationship, and strength.


          


          Materials engineering


          Civil engineering also includes elements of materials engineering, also known as materials science. Construction materials with broad applications in civil engineering include ceramics such as Portland cement concrete (PCC) and hot mix asphalt concrete, metals such as aluminium and steel, and polymers such as polymethylmethacrylate (PMMA) and carbon fibers. Current research in these areas focus around increased strength, durability, workability, and reduced cost.


          


          Structural engineering
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          Structural engineering is concerned with the structural design and structural analysis of buildings, bridges, towers, flyovers, tunnels, off shore structures like oil and gas fields in the sea and other structures. This involves identifying the loads which act upon a structure and the forces and stresses which arise within that structure due to those loads, and then designing the structure to successfully support and resist those loads. The loads can be self weight of the structures, other dead load, live loads, moving (wheel) load, wind load, earthquake load, load from temperature change etc. The structural engineer must design structures to be safe for their users and to successfully fulfil the function they are designed for (to be serviceable). Due to the nature of some loading conditions, sub-disciplines within structural engineering have emerged, including wind engineering and earthquake engineering.


          Design considerations will include strength, stiffness and stability of the structure when subjected to loads which may be static, such as furniture or self-weight, or dynamic, such as wind, seismic, crowd or vehicle loads, or transitory, such as temporary construction loads or impact. Other considerations include cost, constructability, safety, aesthetics and sustainability.


          


          Surveying
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          Surveying is the process by which a surveyor measures certain dimensions that generally occur on the surface of the Earth. Modern surveying equipment, such as electronic distance measurement (EDM), total stations, GPS surveying and laser scanning, allow for accurate measurement of angular deviation, horizontal, vertical and slope distances. This information is crucial to convert the data into a graphical representation of the Earth's surface, in the form of a map. This information is then used by civil engineers, contractors and even realtors to design from, build on, and trade, respectively. Elements of a building or structure must be correctly sized and positioned in relation to each other and to site boundaries and adjacent structures. Civil Engineers are trained in the basics of surveying and mapping, as well as geographic information systems.


          


          Transportation engineering


          Transportation engineering is concerned with moving people and goods efficiently, safely, and in a manner conducive to a vibrant community. This involves specifying, designing, constructing, and maintaining transportation infrastructure which includes streets, canals, highways, rail systems, airports, ports, and mass transit. It includes areas such as transportation design, transportation planning, traffic engineering, urban engineering, queueing theory, pavement engineering, Intelligent Transportation System (ITS), and infrastructure management.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Civil_engineering"
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          Civilization or civilisation is a kind of human society or culture; specifically, a civilization is usually understood to be a complex society characterized by the process of state formation, the practice of agriculture and settlement in cities. Compared with less complex cultures, members of a civilization are organized into a diverse division of labour and an intricate social hierarchy. The term civilization is often used as a synonym for culture in both popular and academic circles. Every human being participates in a culture, defined as "the arts, customs, habits... beliefs, values, behaviour and material habits that constitute a people's way of life". Civilizations can be distinguished from other cultures by their high level of social complexity and organization, and by their diverse economic and cultural activities.


          The term civilization has been defined and understood in a number of ways different from the standard definition. Sometimes it is used synonymously with the broader term culture. Civilization can also refer to society as a whole. To nineteenth-century English anthropologist Edward Burnett Tylor, for example, civilization was "the total social heredity of mankind;" in other words, civilization was the totality of human knowledge and culture as represented by the most "advanced" society at a given time. Civilization can be used in a normative sense as well: if complex and urban cultures are assumed to be superior to other "savage" or " barbarian" cultures, then "civilization" is used as a synonym for "superiority of certain groups." In a similar sense, civilization can mean "refinement of thought, manners, or taste". However, in its most widely used definition, civilization is a descriptive term for a relatively complex agricultural and urban culture.


          


          Etymology


          The word Civilization comes from the Latin word civilis, the adjective form of civis, meaning a "citizen" or "townsman" governed by the law of his city.


          In the 6th century, the Roman Emperor Justinian oversaw the consolidation of Roman civil law. The resulting collection is called the Corpus Juris Civilis. In the 11th century, professors at the University of Bologna, Western Europe's first university, rediscovered Corpus Juris Civilis, and its influence began to be felt across Western Europe. In 1388, the word civil appeared in English meaning "of or related to citizens". In 1704, civilisation began to mean "a law which makes a criminal process into a civil case." Civilization was not used in its modern sense to mean "the opposite of barbarism"  as contrasted to civility, meaning politeness or civil virtue  until the 18th century.


          According to Emile Benveniste (1954), the first occurrence in English of civilization in its modern sense may be found in Adam Ferguson's An Essay on the History of Civil Society (Edinburg, 1767 - p.2):


          
            
              	

              	Not only the individual advances from infancy to manhood, but the species itself from rudeness to civilization.

              	
            

          


          Before Benveniste's inquiries, the New English Dictionary quoted James Boswell's conversation with Samuel Johnson concerning the inclusion of Civilization in Johnson's dictionary:


          
            
              	

              	On Monday, March 23 (1772), I found him busy, preparing a fourth edition of his folio Dictionary... He would not admit civilization, but only civility. With great deference to him I thought civilization, from to civilise, better in the sense opposed to barbarity than civility, as it is better to have a distinct word for each sense, than one word with two senses, which civility is, in his way of using it.

              	
            

          


          Benveniste demonstrated that previous occurrences could be found, which explained the quick adoption of Johnson's definition. In 1775 the dictionary of Ast defined civilization as "the state of being civilized; the act of civilising", and the term was frequently used by Adam Smith in An Inquiry into the Nature and Causes of the Wealth of Nations (1776). Beside Smith and Ferguson, John Millar also used it in 1771 in his Observations concerning the distinction of ranks in society.


          As the first occurrence of civilization in French was found by Benveniste in the Marquis de Mirabeau's L'Ami des hommes ou trait de la population (written in 1756 but published in 1757), Benveniste's query was to know if the English word derived from the French, or if both evolved independently  a question which needed more researches. According to him, the word civilization may in fact have been used by Ferguson as soon as 1759.


          Furthermore, Benveniste notes that, contrasted to civility, a static term, civilization conveys a sense of dynamism. He thus writes that...


          
            
              	

              	It was not only a historical view of society; it was also an optimist and resolutely non theological interpretation of its evolution which asserted itself, sometimes at the insu of those who proclaimed it, and even if some of them, and first of all Mirabeau, still counted religion as the first factor of 'civilization.

              	
            

          


          


          Characterizing civilization
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          Social scientists such as V. Gordon Childe have named a number of traits that distinguish a civilization from other kinds of society. Civilizations have been distinguished by their means of subsistence, types of livelihood, settlement patterns, forms of government, social stratification, economic systems, literacy, and other cultural traits.


          All human civilizations have depended on agriculture for subsistence. Growing food on farms results in a surplus of food, particularly when people use intensive agricultural techniques such as irrigation and crop rotation. Grain surpluses have been especially important because they can be stored for a long time. A surplus of food permits some people to do things besides produce food for a living: early civilizations included artisans, priests and priestesses, and other people with specialized careers. A surplus of food results in a division of labour and a more diverse range of human activity, a defining trait of civilizations.


          Civilizations have distinctly different settlement patterns from other societies. The word civilization is sometimes defined as "a word that simply means 'living in cities'". Non-farmers gather in cities to work and to trade.


          Compared with other societies, civilizations have a more complex political structure, namely the state. State societies are more stratified than other societies; there is a greater difference among the social classes. The ruling class, normally concentrated in the cities, has control over much of the surplus and exercises its will through the actions of a government or bureaucracy. Morton Fried, a conflict theorist, and Elman Service, an integration theorist, have classified human cultures based on political systems and social inequality. This system of classification contains four categories:


          
            	Hunter-gatherer bands, which are generally egalitarian.


            	Horticultural/ pastoral societies in which there are generally two inherited social classes;chief and commoner.


            	Highly stratified structures, or chiefdoms, with several inherited social classes: king, noble, freemen, serf and slave.


            	Civilizations, with complex social hierarchies and organized, institutional governments.

          


          Economically, civilizations display more complex patterns of ownership and exchange than less organized societies. Living in one place allows people to accumulate more personal possessions than nomadic people. Some people also acquire landed property, or private ownership of the land. Because many people in civilizations do not grow their own food, they must trade their goods and services for food in a market system. Early civilizations developed money as a universal medium of exchange for these increasingly complex transactions.
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          Writing, developed first by people in Sumer, is considered a hallmark of civilization and "appears to accompany the rise of complex administrative bureaucracies or the conquest state." Traders and bureaucrats relied on writing to keep accurate records. Aided by their division of labor and central government planning, civilizations have developed many other diverse cultural traits. These include organized religion, development in the arts, and countless new advances in science and technology.


          


          Civilization as a cultural identity


          "Civilization" can also describe the culture of a complex society, not just the society itself. Every society, civilization or not, has a specific set of ideas and customs, and a certain set of items and arts, that make it unique. Civilizations have even more intricate cultures, including literature, professional art, architecture, organized religion, and complex customs associated with the elite. Civilization is such in nature that it seeks to spread, to have more, to expand, and the means by which to do this.


          Nevertheless, some tribes or peoples remained uncivilized even to this day (2007). These cultures are called by some " primitive," a term that is regarded by others as pejorative. "Primitive" implies in some way that a culture is "first" (Latin = primus), and as all cultures are contemporaries today's so called primitive cultures are in no way antecedent to those we consider civilized. Many anthropologists use the term " non-literate" to describe these peoples. In the USA and Canada, where people of such cultures were the original inhabitants before being displaced by European settlers, they use the term " First Nations." Generally, these people do not have hierarchical governments, organized religion, writing systems or money. The little hierarchy that exists, for example respect for the elderly, is mutual and not instituted by force, rather by a mutual reciprocal and customary agreement. A specialized monopolizing government does not exist, or at least the civilized version of government which most of us are familiar with.


          The civilized world has been spread by invasion, conversion and trade, and by introducing agriculture, writing and religion to non-literate tribes. Some tribes may willingly adapt to civilized behaviour. But civilization is also spread by force: if a tribe does not wish to use agriculture or accept a certain religion it is often forced to do so by the civilized people, and they usually succeed due to their more advanced technology, and higher population densities. Civilization often uses religion to justify its actions, claiming for example that the uncivilized are "primitive," savages, barbarians or the like, which should be subjugated by civilization.


          It has been difficult for the uncivilized world to mount any counter-assault on civilization since that would mean complying to civilization's standards and concepts of advanced violence (war). Guerilla struggles have been waged, and American Indians fought a long and bitter struggle against Anglo-American invaders of their lands, who successively violated treaties signed with them, supposedly protecting their territories from European invaders. In other cases they have needed to become civilized in order to engage in any sort of war.


          Thus, the intricate culture associated with civilization has a tendency to spread to and influence other cultures, sometimes assimilating them into the civilization (a classic example being Chinese civilization and its influence on Korea, Japan, Vietnam, and so forth), all of them sharing the fact that they belong to an East Asian civilization, sharing Confucianism, Mahayana Buddhism, a " Mandarin" class an educated understanding of Chinese ideograms and much else. Many civilizations are actually large cultural spheres containing many nations and regions. The civilization in which someone lives is that person's broadest cultural identity. A female of African descent living in the United States has many roles that she identifies with. However, she is above all a member of " Western civilization (or not, she would belong to a mix between her own African Civilization blended with Western Civilization)." In the same way, a male of Kurdish ancestry living in Iran is above all a member of " Islamic civilization."


          Whereas the etiology of civilization is Latin or Roman, defined above as the application of justice by "civil" means, one must also examine and reflect upon Jewish or Hebrew civilization - the history of a people running separate but parallel to, Egyptian, Greek and Roman "civilizations." To the contrary, a Hebrew "civilization" is defined not as an expression or extension of the subjective trappings of culture and society, but rather as a human society and/or culture being an expression of objective moral and ethical moorings as they are known, understood and applied in accordance with the Mosaic Covenant. A "human" civilization, in Hebrew terms for instance, may contrast sharply with conventional notions about "civilization." A "human" civilization, therein, would be an expression and extension of the two most basic pillars of human "civilization." These two pillars are, honest standardized weights and measures and a moral and healthy constitution. Everything else, whether technology, science, art, music, etc., is by this definition considered as commentary. Indeed, to the degree the surface terrain of a human society, i.e., culture is "civilized," is to the degree the internal terrain (characteristics, personality or substance) of the people and leadership must also have been inoculated by, and inculcated with a moral foundation. The Biblically described Sodom, for instance, while being a society comprised of people with a culture, would by Jewish or Biblical standards of "civility" have been uncivilized. And while the Roman sentiment is largely focused upon how justice must "appear" to be done in a "civil" manner, the Hebrew or Biblical approach to justice, in principle, is never limited to subjective pretenses or appearance, but more importantly, justice must be predicated upon objective principles. Ultimately, there is no true or lasting "civility" for any man in the absence of moral composure.


          Many historians have focused on these broad cultural spheres and have treated civilizations as single units. One example is early twentieth-century philosopher Oswald Spengler, even though he uses the German word "Kultur," "culture," for what we here call a "civilization." He said that a civilization's coherence is based around a single primary cultural symbol. Civilizations experience cycles of birth, life, decline and death, often supplanted by a new civilization with a potent new culture, formed around a compelling new cultural symbol.


          This "unified culture" concept of civilization also influenced the theories of historian Arnold J. Toynbee in the mid-twentieth century. Toynbee explored civilization processes in his multi-volume A Study of History, which traced the rise and, in most cases, the decline of 21 civilizations and five "arrested civilizations." Civilizations generally declined and fell, according to Toynbee, because of moral or religious decline, rather than economic or environmental causes.


          Samuel P. Huntington similarly defines a civilization as "the highest cultural grouping of people and the broadest level of cultural identity people have short of that which distinguishes humans from other species." Besides giving a definition of a civilization, Huntington has also proposed several theories about civilizations, discussed below.


          


          Civilizations as complex systems


          Another group of theorists, making use of systems theory, look at civilizations as complex systems or networks of cities that emerge from pre-urban cultures, and are defined by the economic, political, military, diplomatic, and cultural interactions between them.


          For example, urbanist Jane Jacobs defines cities as the economic engines that work to create large networks of people. The main process that creates these city networks, she says, is "import replacement". Import replacement is the process by which peripheral cities begin to replace goods and services that were formerly imported from more advanced cities. Successful import replacement creates economic growth in these peripheral cities, and allows these cities to then export their goods to less developed cities in their own hinterlands, creating new economic networks. So Jacobs explores economic development across wide networks instead of treating each society as an isolated cultural sphere.


          Systems theorists look at many types of relations between cities, including economic relations, cultural exchanges, and political/diplomatic/military relations. These spheres often occur on different scales. For example, trade networks were, until the nineteenth century, much larger than either cultural spheres or political spheres. Extensive trade routes, including the Silk Road through Central Asia and Indian Ocean sea routes linking the Roman Empire, Persian Empire, India, and China, were well established 2000 years ago, when these civilizations scarcely shared any political, diplomatic, military, or cultural relations. The first evidence of such long distance trade is in the ancient world. During the Uruk phase Guillermo Algaze has argued that trade relations connected Egypt, Mesopotamia, Iran and Afghanistan. Resin found later in the Royal Tombs of Ur it is suggested was traded northwards from Mozambique.


          Many theorists argue that the entire world has already become integrated into a single " world system", a process known as globalization. Different civilizations and societies all over the globe are economically, politically, and even culturally interdependent in many ways. There is debate over when this integration began, and what sort of integration  cultural, technological, economic, political, or military-diplomatic  is the key indicator in determining the extent of a civilization. David Wilkinson has proposed that economic and military-diplomatic integration of the Mesopotamian and Egyptian civilizations resulted in the creation of what he calls the "Central Civilization" around 1500 BC. Central Civilization later expanded to include the entire Middle East and Europe, and then expanded to a global scale with European colonization, integrating the Americas, Australia, China and Japan by the nineteenth century. According to Wilkinson, civilizations can be culturally heterogeneous, like the Central Civilization, or relatively homogeneous, like the Japanese civilization. What Huntington calls the "clash of civilizations" might be characterized by Wilkinson as a clash of cultural spheres within a single global civilization. Others point to the Crusades as the first step in globalization. The more conventional viewpoint is that networks of societies have expanded and shrunk since ancient times, and that the current globalized economy and culture is a product of recent European colonialism.


          


          The future of civilizations


          Political scientist Samuel Huntington has argued that the defining characteristic of the 21st century will be a clash of civilizations. According to Huntington, conflicts between civilizations will supplant the conflicts between nation-states and ideologies that characterized the 19th and 20th centuries.


          Currently, world civilization is in a stage that has created what may be characterized as an industrial society, superseding the agrarian society that preceded it. Some futurists believe that civilization is undergoing another transformation, and that world society will become an informational society.


          Some environmental scientists see the world entering a Planetary Phase of Civilization, characterized by a shift away from independent, disconnected nation-states to a world of increased global connectivity with worldwide institutions, environmental challenges, economic systems, and consciousness. In an attempt to better understand what a Planetary Phase of Civilization might look like in the current context of declining natural resources and increasing consumption, the Global scenario group used scenario analysis to arrive at three archetypal futures: Barbarization, in which increasing conflicts result in either a fortress world or complete societal breakdown; Conventional Worlds, in which market forces or Policy reform slowly precipitate more sustainable practices; and a Great Transition, in which either the sum of fragmented Eco-Communalism movements add up to a sustainable world or globally coordinated efforts and initiatives result in a new sustainability paradigm.


          The Kardashev scale classifies civilizations based on their level of technological advancement, specifically measured by the amount of energy a civilization is able to harness. The Kardashev scale makes provisions for civilizations far more technologically advanced than any currently known to exist. (see also: Civilizations and the Future, Space civilization)


          


          The Dialogue among Civilizations


          The term first was widely used by Mohammad Khatami, Iranian president (1997-2005) suggesting an opposition approach to those who believe in "clashes among civilizations". The idea was welcomed by the United Nations in order to make solidarity among nations and help the global community choose peace and dialogue over clashes and war. Hence, the year 2001 was named 'the year of Dialogue among Civilizations' and annually lots of conferences and meetings are held around the world to promote the level of understanding and tolerance among peoples.


          


          The fall of civilizations


          There have been many explanations put forward for the collapse of civilization.


          Edward Gibbon's massive work " The Decline and Fall of the Roman Empire" began an interest in the Fall of Civilizations, that had begun with the historical divisions of Petrarch between the Classical period of Ancient Greece and Rome, the succeeding Medieval Ages, and the Renaissance. For Gibbon:-


          "The decline of Rome was the natural and inevitable effect of immoderate greatness. Prosperity ripened the principle of decay; the cause of the destruction multiplied with the extent of conquest; and, as soon as time or accident had removed the artificial supports, the stupendous fabric yielded to the pressure of its own weight. The story of the ruin is simple and obvious; and instead of inquiring why the Roman Empire was destroyed, we should rather be surprised that it has subsisted for so long."[Gibbon, Decline and Fall of the Roman Empire, 2nd ed., vol. 4, ed. by J. B. Bury (London, 1909), pp. 173-174.] Gibbon suggested the final act of the collapse of Rome was the fall of Constantinople to the Ottoman Turks in 1453 AD.


          Theodor Mommsen in his " History of Rome", suggested Rome collapsed with the collapse of the Western Roman Empire in 476 AD and he also tended towards a biological analogy of "genesis," "growth," "senescence," "collapse" and "decay."


          Oswald Spengler, in his " Decline of the West" rejected Petrarch's chronological division, and suggested that there had been only eight "mature civilizations." Growing cultures, he argued, tend to develop into imperialistic civilizations which expand and ultimately collapse, with democratic forms of government ushering in plutocracy and ultimately imperialism.


          Arnold J. Toynbee in his " A Study of History" suggested that there had been a much larger number of civilizations, including a small number of arrested civilizations, and that all civilizations tended to go through the cycle identified by Mommsen. The cause of the fall of a civilization occurred when a cultural elite became a parasitic elite, leading to the rise of internal and external proletariats.


          Joseph Tainter in " The Collapse of Complex Societies" suggested that there were diminishing returns to complexity, due to which, as states achieved a maximum permissible complexity, they would decline when further increases actually produced a negative return. Tainter suggested that Rome achieved this figure in the 2nd Century AD.


          Jared Diamond in his recent book " Collapse: How Societies Choose to Fail or Succeed" suggests five major reasons for the collapse of 41 studied cultures.


          
            	Environmental damage, such as deforestation and soil erosion


            	Climate change


            	Dependence upon long-distance trade for needed resources


            	Increasing levels of internal and external violence, such as war or invasion


            	Societal responses to internal and environmental problems

          


          Peter Turchin in his Historical Dynamics and Andrey Korotayev et al. in their Introduction to Social Macrodynamics, Secular Cycles, and Millennial Trends suggest a number of mathematical models describing collapse of agrarian civilizations. For example, the basic logic of Turchin's "fiscal-demographic" model can be outlined as follows: during the initial phase of a sociodemographic cycle we observe relatively high levels of per capita production and consumption, which leads not only to relatively high population growth rates, but also to relatively high rates of surplus production. As a result, during this phase the population can afford to pay taxes without great problems, the taxes are quite easily collectible, and the population growth is accompanied by the growth of state revenues. During the intermediate phase, the increasing overpopulation leads to the decrease of per capita production and consumption levels, it becomes more and more difficult to collect taxes, and state revenues stop growing, whereas the state expenditures grow due to the growth of the population controlled by the state. As a result, during this phase the state starts experiencing considerable fiscal problems. During the final pre-collapse phases the overpopulation leads to further decrease of per capita production, the surplus production further decreases, state revenues shrink, but the state needs more and more resources to control the growing (though with lower and lower rates) population. Eventually this leads to famines, epidemics, state breakdown, and demographic and civilization collapse (Peter Turchin. Historical Dynamics. Princeton University Press, 2003:121127).


          Peter Heather argues in his book The Fall of the Roman Empire: A New History of Rome and the Barbarians that this civilization did not end for moral or economic reasons, but because centuries of contact with barbarians across the frontier generated its own nemesis by making them a much more sophisticated and dangerous adversary. The fact that Rome needed to generate ever greater revenues to equip and re-equip armies that were for the first time repeatedly defeated in the field, led to the dismemberment of the Empire. Although this argument is specific to Rome, it can also be applied to the Asiatic Empire of the Egyptians, to the Han and Tang dynasties of China, to the Muslim Abbasid Caliphate, and others.


          Bryan Ward-Perkins, in his book The Fall of Rome and the End of Civilization shows the real horrors associated with the collapse of a civilization for the people who suffer its effects, unlike many revisionist historians who downplay this. The collapse of complex society meant that even basic plumbing disappeared from the continent for 1,000 years. Similar Dark Age collapses are seen with the Late Bronze Age collapse in the Eastern Mediterranean, the collapse of the Maya, on Easter Island and elsewhere.


          Arthur Demarest argues in Ancient Maya: The Rise and Fall of a Rainforest Civilization, using a holistic perspective to the most recent evidence from archaeology, paleoecology, and epigraphy, that no one explanation is sufficient but that a series of erratic, complex events, including loss of soil fertility, drought and rising levels of internal and external violence led to the disintegration of the courts of Mayan kingdoms which began a spiral of decline and decay. He argues that the collapse of the Maya has lessons for civilization today.


          Jeffrey A. McNeely has recently suggested that "A review of historical evidence shows that past civilizations have tended to over-exploit their forests, and that such abuse of important resources has been a significant factor in the decline of the over-exploiting society."


          Thomas Homer-Dixon in " The Upside of Down: Catastrophe, Creativity, and the Renewal of Civilization", considers that the fall in the energy return on investments; the energy expended to energy yield ratio, is central to limiting the survival of civilizations. The degree of social complexity is closely linked, he suggests, to the amount of disposable energy environmental, economic and technological systems allow. When this amount falls civilizations either have to access new high energy sources or they will collapse.


          


          Negative views of civilization


          Civilization has been criticized from a variety of viewpoints and for a variety of reasons. Some critics have objected to all aspects of civilization; others have argued that civilization brings a mixture of good and bad effects.


          The best known opponents of civilization are people who have voluntarily chosen to live outside it. These include hermits and religious ascetics who, in many different times and places, have attempted to eliminate the influence of civilization over their lives in order to concentrate on spiritual matters. Monasteries represent an effort by these ascetics to create a life somewhat apart from their mainstream civilizations. In the 19th century, Transcendentalists believed civilization was shallow and materialistic, so they wanted to build a completely agrarian society, free from the oppression of the city.


          Civilizations have shown an inclination towards conquest and expansion. When civilizations were formed, more food was produced and the society's material possessions increased, but wealth also became concentrated in the hands of the powerful. Depletion of local resources also increased dependence upon more distant resources so compelling expansion, by either invasion or trade with neighbouring peoples. The communal way of life among tribal people gave way to aristocracy and hierarchy. As hierarchies are able to generate sufficient resources and food surpluses capable of supplying standing armies, civilizations were capable of conquering neighbouring cultures that made their livings in different ways. In this manner, civilizations began to spread outward from Eurasia across the world some 10,000 years ago - and are finishing the job today in the remote jungles of the Amazon and New Guinea.


          Many environmentalists criticize civilizations for their exploitation of the environment. Through intensive agriculture and urban growth, civilizations tend to destroy natural settings and habitats. This is sometimes referred to as "dominator culture". Proponents of this view believe that traditional societies live in greater harmony with nature than civilizations; people work with nature rather than try to subdue it. The sustainable living movement is a push from some members of civilization to regain that harmony with nature.


          Primitivism is a modern philosophy totally opposed to civilization. Primitivists accuse civilizations of restricting human potential, oppressing the weak, and damaging the environment. They wish to return to a more primitive way of life which they consider to be in the best interests of both nature and human beings. Leading proponents are John Zerzan and Derrick Jensen, whereas a critic is Roger Sandall.


          However, not all critics of past and present civilization believe that a primitive way of life is better. Some have argued that a third alternative exists, which is neither primitive nor "civilized" in the current sense of the word. This may be described as a radically different form of civilization. Karl Marx, for instance, argued that the beginning of civilization was the beginning of oppression and exploitation, but also believed that these things would eventually be overcome and communism would be established throughout the world. He envisioned communism not as a return to any sort of idyllic past, but as a leap forward to a new stage of civilization. Conflict theory in the social sciences also views present civilization as being based on the domination of some people by others, but makes no moral judgements on the issue.


          Among Eastern schools of thought, Taoism was one of the first to reject the Confucian concern for civilization.


          Given the current problems with the sustainability of industrial civilization, some, like Derrick Jensen, who posits civilization to be inherently unsustainable, argue that we need to move towards a social form of "post-civilization" as different from civilization as the latter was with pre-civilized peoples.


          


          Problems with the term "civilization"


          As discussed above, "civilization" has a number of meanings, and its use can lead to confusion and misunderstanding.


          However, "civilization" can be a highly connotative word. It might bring to mind qualities such as superiority, humaneness, and refinement. Indeed, many members of civilized societies have seen themselves as superior to the " barbarians" outside their civilization.


          Many anthropologists backed a theory called unilineal evolution. They believed that people naturally progress from a simple state to a superior, civilized state. John Wesley Powell, for example, classified all societies as Savage, Barbarian, and Civilized; the first two of his terms would shock most anthropologists today. The early 20th century saw the first cracks in this world view within Western Civilization: Joseph Conrad's 1902 novel " Heart of Darkness," for example, told a story set in the Congo Free State, in which the most savage and uncivilized behaviour was initiated by a white European. This hierarchical world view was dealt further serious blows by the atrocities of World War I and World War II and so on.


          Today, multilinial views of cultural evolution are the norm within the social sciences, as is a greater level cultural relativism, the view that complex societies are not by nature superior, more humane, or more sophisticated than less complex or technologically advanced groups. This view of relativism has its roots in the writings of Franz Boas.


          A minority of scholars reject the relativism of Boas and mainstream social science. English biologist John Baker, in his 1974 book Race, gives about 20 criteria that make civilizations superior to non-civilizations. Baker tries to show a relation between the cultures of civilizations and the biological disposition of their creators.


          Many postmodernists, and a considerable proportion of the wider public, argue that the division of societies into 'civilized' and 'uncivilized' is arbitrary and meaningless. On a fundamental level, they say there is no difference between civilizations and tribal societies; that each simply does what it can with the resources it has. In this view, the concept of "civilization" has merely been the justification for colonialism, imperialism, genocide, and coercive acculturation.


          On the other hand, critics of this view argue that there are real differences between civilizations and tribal or hunter-gatherer societies. The modes of social organization, they say, are fundamentally altered in complex, urban societies that gather large amounts of unrelated people together into cities. Additionally, it is argued that the complex division of labor and specialized economic activities that characterize civilizations produce better standards of living for their inhabitants.


          For all of the above reasons, many scholars today avoid using the term "civilization" as a stand-alone term; they prefer to use urban society or intensive agricultural society, which are much less ambiguous, more neutral-sounding terms. "Civilization" however remains in common academic use when describing specific societies, such as "Mayan Civilization."


          


          Development of early civilizations


          


          African and Eurasian civilizations of the "Old World"
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          The earliest known civilizations (as defined in the traditional sense) developed from proto-civilized cultures in Mesopotamia between the Tigris and Euphrates rivers in modern-day Iraq, the Nile valley of Egypt, while other civilizations arose in Elam in modern-day Iran (especially those parts considered to be the "Fertile Crescent"), the Mehrgarh and Sindhu Valley region of modern-day Pakistan and Northwest India, and the parallel development of Chinese civilizations in the Huang He River (Yellow River) and Yangtze River valleys of China, and on the island of Crete and in Mycenaean Greece in the Aegean Sea, Persia in modern-day Iran, as well as the Olmec civilization and the Caral civilization in modern day Mexico and Peru. The inhabitants of these areas built cities, created writing systems, learned to make pottery and use metals, domesticated animals, and created complex social structures with class systems. Proto-civilized cultures developed as a late stage of the Neolithic Revolution, and pioneered many of the features later associated with civilizations. The oldest granary yet found, for instance, dates back to 9500 BC and is located in the Jordan Valley. The earliest known settlement in Jericho ( 9th millennium BC) was a Pre-Pottery Neolithic A culture that eventually gave way to more developed settlements later, which included in one early settlement ( 8th millennium BC) mud-brick houses surrounded by a stone wall, having a stone tower built into the wall. In this time there is evidence of domesticated emmer wheat, barley and pulses and hunting of wild animals. However, there are no indications of attempts to form communities (early civilizations) with surrounding peoples. Nevertheless, by the 6th millennium BC we find what appears to be an ancient shrine and cult, which would likely indicate intercommunal religious practices in this era. Findings include a collective burial (with not all the skeletons completely articulated, jaws removed, faces covered with plaster, cowries used for eyes). Other finds from this era include stone and bone tools, clay figurines and shell and malachite beads. Despite considerable urban development in the Early and Middle Bronze Ages, these sites only became part of the fully civilized world around 1500 to 1200 BC when the pre-literate sites of Jericho and other cities of Canaan had become vassals of the Egyptian empire.


          In Anatolia, the first urban complex has been identified at atalhyk, having many of the characteristics found in later cities and towns in the Near East. It has been hypothesized that this culture came to an end when nearby forests were depleted of timber, a fate similar to that of the Anasazi in America. At Mersin, an early fortress has been identified guarding the Cicilian Gates trade route through the Taurus Mountains. At Hamoukar in Syria, evidence of an early battle has been found circa 4,500 BC, with those benefiting from the struggle being members of the Uruk culture from Southern Iraq. From Uruk comes the Epic of Gilgamesh, one of the earliest known literary works, which pairs the beastial Enkidu with the demigod king Gilgamesh in a story reflecting civilization's advent. Whilst civilization at Hamoukar and nearby Tell Brak previously had been independent from Southern Iraq, henceforth Southern Iraq developed more rapidly with a higher population density.


          Various literate and pre-literate civilizations and proto-civilizations also developed in southern Sahel, Sudan and East African regions prior to European contact (for example, the Ghana Empire, the Mali Empire, the Songhai Empire, and the Empire of Great Zimbabwe).


          


          Sumer (4000-3500 BC)


          The Mesopotamian civilization of Sumer is officially believed to have begun around 4000-3500 BC, and although some claim it ended in 2334 BC with the rise of Akkad, the following Ur III period saw a Sumerian renaissance. This period came to an end with Amorite and Elamite invasions, after which Sumerian retained its importance only as a written language (similar to Latin in the Middle Ages). It is generally recognized that Sumer, in what is now Iraq, was the world's first civilization.


          Eridu was the oldest Sumerian site, settled during the proto-civilized Ubaid period. Situated several miles southwest of Ur, Eridu was the southernmost of a conglomeration of early temple-cities, in Sumer, southern Mesopotamia, with the earliest of these settlements carbon dating to around 5000 BC. By the 4th millennium BC, in Nippur we find, in connection with a sort of ziggurat and shrine, a conduit built of bricks, in the form of an arch. Sumerian inscriptions written on clay also appear in Nippur. By 4000 BC an ancient Elamite city of Susa, in Mesopotamia, also seems to emerge from earlier villages. Whilst Elam originally adopted their own script from an early age they adapted the Sumerian cuneiform script to their own language. The earliest recognizable cuneiform dates to no later than about 3500 BC. Other villages that began to spring up around this time in the Ancient Near East (Middle East) were greatly impacted and shifted rapidly from a proto-civilized to a fully civilized state (eg. Ebla, Mari and Assur).


          


          Indus Valley and the Indian subcontinent (3500 BC-Present)


          


          An early farming culture developed in India. These people domesticated wheat, barley, cow, sheep, goat and other cattle. Pottery was in use by the 8th millennium BC. The oldest granary yet found in this region was the Mehrgarh in the Indus Valley, which dates from 7000 BC.


          Their settlement consisted of mud buildings that housed four internal subdivisions. Burials included elaborate goods such as baskets, stone and bone tools, beads, bangles and pendants. Figurines and ornaments of sea shell, limestone, turquoise, lapis lazuli, sandstone and polished copper have been found. By the 4th millennium BC, technologies included stone and copper drills, updraft kilns, large pit kilns and copper melting crucibles. Button seals included geometric designs.


          By 4000 BC, a pre- Harappan culture emerged, with trade networks including lapis lazuli and other raw materials. The Indus civilization is known to have comprised two large cities, Harappa and Mohenjo-daro, and more than 100 towns and villages, often of relatively small size. The two cities were perhaps originally about a mile square in overall dimensions, and their outstanding magnitude suggests political centralization, either in two large states or in a single great empire with alternative capitals. Or it may be that Harappa succeeded Mohenjo-daro, which is known to have been devastated more than once by exceptional floods . The southern region of the civilization in Kathiawar and beyond appears to be of later origin than the major Indus sites. Villagers also grew numerous other crops, including peas, sesame seed, dates, and cotton. The Indus valley civilization is credited for high level mathematics, astrology, astronomy, geometry and regular and consistent use of decimal fractions in a uniform system of ancient weights and measures.


          Major cities of the civilization included Harappa (3300 BCE), Dholavira (2900 BCE), Mohenjo-Daro (2500 BCE), Lothal (2400 BCE) and Rakhigarhi. Streets were laid out in grid patterns along with the development of sewage and water systems. This civilization of planned cities came to an end around 1700 BC perhaps due to drying of rivers flowing from the Himalayas to the Arabian sea and geological/climatic changes in the Indus valley civilization area which resulted in the formation of the Thar desert. As a result, the cities were abandoned and populations reduced and people moved to the more fertile Ganga-Yamuna river area. The Indus script remains un-deciphered. The theory proposed is the Out of India theory, according to which there was no Aryan invasion into India, but a continuity between the Indus Valley Civilization and the Vedic Age and that the decline of the Indus Valley Civilization was related to geological events. Besides, the theory postulates that there was a migration of Indo-Aryans culture out of India rather than the reverse as is the case with the Aryan Invasion Theory, reviving the obsolete Urheimat theories of 18th and 19th century linguists.


          The early Vedic period (from ca. 1500 BCE) is the period in the history of India when the sacred Vedic Sanskrit texts such as the Vedas were documented from their oral tradition. Some of these religious texts describe the gradual settlement and consolidation of Aryan tribes into a series of minor kingdoms on the Indo-Gangetic Plain. Hindu, Buddhist, Jain, Sikh culture began to emerge around this time.


          In the late Vedic period (from ca. 700 BCE), it saw the rise of the Mahajanapadas, or the Great kingdoms, and was succeeded by the golden age of Hinduism and classical Sanskrit literature, the Maurya Empire (from ca. 320 BCE) and the Middle kingdoms of India.


          In modern India, around 85% of the population practices Hinduism and associated Dharmic religions while the rest of the populace practices Abrahamic religions. Most modern Indian languages, except Tamil, derive heavily from Sanskrit, the language of devas according to some Hindus.


          


          Ancient Egypt (3200343 BC)


          The rise of dynastic Egypt in the Nile Valley occurred with the unification of Upper and Lower Egypt in approximately 3200 BC, and ended at around 343 BC, at the start of the Achaemenid dynasty's control of Egypt. It is one of the three oldest civilizations in the world. Anthropological and archaeological evidence both indicate that the Kubbaniya culture was a grain- grinding culture farming along the Nile before the 10th millennium BC using sickle blades. But another culture of hunters, fishers and gathering peoples using stone tools replaced them. Evidence also indicates human habitation in the southwestern corner of Egypt, near the Sudan border, before 8000 BC. From around 7000 BC to 3000 BC the climate of the Sahara was much moister, offering good grazing land even in areas that are now very arid. Natural climate change after 3000 BC led to progressive arification of the region. It has been suggested that as a result of these changes, around 2500 BC early tribes from the Sahara were forced to concentrate along the Nile river where they developed a settled agricultural economy and more centralized society. However it should be borne in mind that indigenous tribes would always have been present in the fertile Nile Valley and may have developed complex societies by themselves. Domesticated animals had already been imported from Asia between 7500 BC and 4000 BC (see Sahara: History, Cattle period), and there is evidence of pastoralism and cultivation of cereals in the East Sahara in the 7th millennium BC. The earliest known artwork of ships in ancient Egypt dates to 6th millennium BC.


          By 6000 BC predynastic Egyptians in the southwestern corner of Egypt were herding cattle. Symbols on Gerzean pottery, c. 4th millennium BC, resemble traditional hieroglyph writing. In ancient Egypt mortar was in use by 4000 BC, and ancient Egyptians were producing ceramic faience as early as 3500 BC. There is evidence that ancient Egypt acquired lapis lazuli from Badakhshan, Afghanistan. Medical institutions are known to have been established in Egypt since as early as circa 3000 BC. Ancient Egypt gains credit for the tallest ancient pyramids and early forms of surgery, mathematics, and barge transport.


          


          Elamite (Iran) (2700539 BC)


          The Elamite Kingdom is one of the oldest civilizations on record, beginning around 2700 BC and discovered and acknowledged very recently. This civilization was a hub of activity in the Middle East and would probably have been in contact with the civilizations of Sumer. There is evidence of an even older civilization called the Jiroft Kingdom, but not everybody acknowledges this civilization. There are records of numerous ancient and technologically advanced civilizations on the Iranian plateau before the arrival of Aryan tribes from the north, many of whom are still unknown to historians today. Archaeological findings place knowledge of Persian prehistory at middle palaeolithic times (100,000 years ago). The earliest sedentary cultures date from 18,000-14,000 years ago. In 6000 BC the world saw a fairly sophisticated agricultural society and proto-urban population centers. 7000 year old jars of wine excavated in the Zagros Mountains (now on display at The University of Pennsylvania) are further testament to this. Scholars and archaeologists are only beginning to discover the scope of the independent, non-Semitic Elamite Empire and Jiroft civilizations (2) that flourished 5000 years ago].


          


          Canaan (2350 BC-100 AD)


          The Canaanite civilization of the Early Levant, associated with the small city states and regional nations that existed in the region from the end of the Early Bronze Age, down to the final disappearance of the Canaanite script and language in the 1st century AD, was a specific civilization that tied Mediterranean trade into the larger regional states of the fertile crescent. It had its roots in the Chaclolithic Ghassulian culture of the Syro-Palestinian region, which pioneered a destinctive Mediterranean economy comprising subsistence horticulture, extensive grain agriculture, commercial production of wine, pistaccios and olives, and transhumance pastoralism. At periods of desiccation and climate change, Canaanite civilization was impacted by nomadic pastoralists (eg. Amorites, Aramaeans, Arabs)normally confined to the semi-desert circum-Arabian zone.


          The area received its name from the Akkadian Kanahhu, or perhaps the Hurrian knaa, meaning "purple", the colour of the dye produced from the local murex mollusc, that provided a distinctive and expensive coloured textile. Canaanite culture is known to the Greeks as Phoenician (from the same source). Incorporated into the Egyptian Empire in the New Empire period, as maritime traders in the Early Iron Age, Canaanites were responsible for establishing colonies in North Africa, Sicily, Sardinia, Spain and the Balerics. They may even have circumnavigated Africa.


          Incorporated into Assyrian, Babylonian, Persian, Greek and Roman Empires, in the Levant, Canaanite Carthaginians managed to maintain their independence until the Punic Wars with the Roman Empire.


          


          China (2200 BCPresent)
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          China is one of the world's oldest civilizations and one of the oldest continuous civilizations. The oldest pre-civilized Neolithic cultures found in China to date are the Pengtoushan, the Jiahu, and the Peiligang, all dated to about 7000 BC. Pengtoushan has been difficult to date and has a date variance from 9000 BC to 5500 BC, but it was at this site that remains of domesticated rice dated at about 7000 BC were found. At Jiahu, some of the earliest evidence of rice cultivation was found. Another notable discovery at Jiahu was playable tonal flutes, dated around 7000 BC to 6600 BC. Peiligang was one of the earliest cultures in China to make pottery. Both Jiahu and Peiligang developed millet farming, animal husbandry, storage and redistribution of crops. Evidence also indicates specialized craftsmenship and administrators in these Neolithic cultures (see History of China: Prehistoric times).


          Longshan culture ( traditional Chinese: 龍山文化; simplified Chinese: 龙山文化; pinyin: Lngshān wnhu) was a late Neolithic culture centered on the central and lower Yellow River in China. Longshan culture is named after Longshan, Shandong Province, the first excavated site of this culture. It is dated from about 3000 BC to 2000 BC.


          The Erlitou culture ( traditional Chinese: 二里頭文化; simplified Chinese: 二里头文化; pinyin: Erlitou wnhu ) ( 2200 BC to 1500 BC) is a name given by archaeologists to an Early Bronze Age society that existed in China. The culture was named after the site discovered at Erlitou in Yanshi, Henan Province. The culture was widely spread throughout Henan and Shanxi Province, and later appeared in Shaanxi and Hubei Province. Most Chinese archaeologists identify the Erlitou culture as the site of the Xia Dynasty, while most Western archaeologists remain unconvinced of the connection between the Erlitou culture and the Xia Dynasty since there are no extant written records linking Erlitou with the official history.


          The Yellow River was irrigated around 2205 BC, reputedly by an Emperor named Yu the Great, starting the semi-mythical Xia Dynasty. Archaeologists disagree whether or not there is archaeological evidence to support the existence of the Xia Dynasty, with some suggesting that the Bronze Age society, the Erlitou culture, was the site of this ancient, first recorded dynasty of China.


          The earliest archaeologically verifiable dynasty in recorded Chinese history, the Shang Dynasty, emerged around 1750 BC. The Shang Dynasty is attributed for bronze artifacts and oracle bones, which were turtle shells or cattle scapula on which are written the first recorded Chinese characters and found in the Huang He valley in Yinxu, a capital of the Shang Dynasty.


          Another source of ancient Chinese civilization is Sanxingdui, which demonstrated astonishing bronze craftwork, but suddenly disappeared around 1000 BC leaving no historical records.


          


          Greece (2000 BC146 BC)
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          The first signs of civilization in Greece are on the island of Crete from around 2600 BC, and by 1600 BC it had risen to become a larger civilization across much of Greece. Aegean civilization is the general term for the prehistoric civilizations in Greece, mostly throughout the Aegean Sea. It was formerly called "Mycenaean" because its existence was first brought to popular notice by Heinrich Schliemann's excavations at Mycenae starting in 1876. It is more usual now to use the more general geographical title. The Mycenaean civilization is now known to have succeeded the earlier Minoan, which flourished on the Greek island of Crete, for which the most representative site explored up to now is Knossos. The site of Knossos has yielded valuable and the most various and continuous evidence from the Neolithic age to the twilight of classical civilization. Human habitation at the site began with the founding of the first Neolithic settlement in ca 7000 BC. Remains of food producing societies in Greece have also been found at the Franchthi Cave, and a number of sites in Thessaly, carbon-dated to ca 6500 BC. The list of significant archaeological sites includes Akrotiri on the island of Santorini. The oldest signs of human settlement there are Late Neolithic ( 4th millennium BC or earlier), but from ca. 2000  1650 BC Akrotiri developed into one of the Aegean's major Bronze Age ports , with recovered objects that had come not just from Crete but also from Anatolia, Cyprus, Syria and Egypt, from the Dodecanese islands and the Greek mainland.


          The language of the Minoans may have been written in the Cretan hieroglyphs and the Linear A script, but both remain un-deciphered. Approximately 3,000 tablets bearing the writing have been discovered so far, many apparently being inventories of goods or resources. In the Mycenean period, Linear A was replaced by Linear B. The latter was successfully deciphered by Michael Ventris in the 1950s, proving to be a very archaic version of the Greek language.


          Regarding Aegean art, many items have been excavated. One Aegean sculpture (a face figure) has been greatly popularized due to its appearance in the Athens 2004 opening ceremony. Another one was the idea behind the game's mascots. Aegean figures are intriguing, since they bear a high resemblance to modern sculptures (e.g. Henry Moore's works).


          


          Korea (900 BC-Present)


          Korea started developing an important culture in the first millennium BC, making it one of the oldest continuous civilizations in the world. Limited linguistic evidence suggests possible Altaic origins of these people, whose northern Mongolian Steppe culture later absorbed refugees and cultural influence from northern China.


          Agriculture and more complex societies developed during the Mumun pottery period (c. 1500-300 BC), and the Bronze Age began around 1000 BC, with its distinct Liaoning bronze dagger culture. An archaeologist and an agricultural specialist have suggested that rice cultivation may have reached Korea from southern China in the first century AD. Around 900 BC, evidence emerges of a walled-city political structure and labor-intensive dolmen burial sites. The Korean civilization taught Japan wet-rice farming, iron and bronze-making and a new style of pottery. However, the contributions of the Korean civilization to the evolution of Japanese culture were downplayed during the Japanese occupation for political reasons.


          


          Etruscans and Ancient Rome (900 BC-500 AD)
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          Ancient Rome was a civilization that grew from an Etruscan city-state founded on the Italian Peninsula circa the 9th century BC to an empire straddling the Mediterranean. The Etruscan civilization developing from Piombino throughout Tuscany as a series of independent city states was eclipsed by its Latin speaking Roman neighbour, and incorporated within its republic. In its twelve-century existence, the Roman civilization shifted from a monarchy to an oligarchic republic to an empire. It came to dominate Western Europe and the entire area surrounding the Mediterranean Sea through conquest and assimilation. Nonetheless, a number of factors led to the eventual decline of the Roman Empire. The western half of the empire, including Hispania, Gaul, and Italy, eventually broke into independent kingdoms in the 5th century; the eastern empire, governed from Constantinople, is usually referred to as the Byzantine Empire after 476, the traditional date for the " fall of Rome" and for the subsequent onset of the Early Middle Ages, also known as the Dark Ages.


          


          Persia (550 B.C-650 A.D.)


          The Achaemenid Empire (559BC330BC), founded by Cyrus the Great, was the first of the Persian Empires to rule over significant portions of Greater Iran. It also eventually incorporated the following territories: in the east modern Afghanistan and beyond into central Asia, and portions of Baluchistan; in the north and west all of Asia Minor (modern Turkey), the upper Balkans peninsula ( Thrace), and most of the Black Sea coastal regions; in the west and southwest the territories of modern Iraq, northern Saudi-Arabia, Jordan, Israel, Lebanon, Syria, all significant population centers of ancient Egypt and as far west as portions of Libya. Encompassing approximately 7.5 million square kilometers, the Achaemenid Empire was territorially the largest empire of classical antiquity. When Alexander the Great conquered the Persian Empire in 330 BC, Persian civilization experienced fundamental changes. Along his route of conquest and destroying the Persepolis, Alexander founded many colony cities, that he often named "Alexandria". For the next several centuries, these cities served to greatly extend Greek, or Hellenistic, culture in Persia. The recovery of Persian civilization under the Parthians and Sassanid Empires saw a renaissance of the Iranian Zoroastrian religion and the Persian monarchy and bureaucracy down to Muslim times.


          


          American Civilizations of the "New World"


          


          Norte Chico (30001600 BC)
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          The oldest known civilization in South America, as well as in the Western Hemisphere as a whole, the Norte Chico civilization comprised several interconnected settlements leading to the Peruvian coast, including the urban centers at Aspero and Caral. The presence of Quipu (an Andean recording medium) at Caral indicates its potential influence on later Andean societies, as well as the antiquity of this unique recording system. The stone pyramids on the sites are thought to be contemporary to the great pyramids of Giza. Unusually among Andean cities, no evidence of fortifications, or of other signs of warfare, have yet been found in the Norte Chico.


          


          Olmec (1200450 BC)


          The Olmec civilization was the first Mesoamerican civilization, beginning around 1200 BC and ending around 400 BC. By 2700 BC, settlers in the Americas had begun to grow their first crop, maize, and a number of cities were built. Around 1200 BC, these small cities coalesced into this civilization. A prominent civilization thus emerged. The centers of these cities were ceremonial complexes with pyramids and walled plazas. The first of these centers was at San Lorenzo, with another one following it at La Venta. Olmec artisans sculpted jade and clay figurines of Jaguars and humans, and giant heads of the emperor stood in every major city. The domestication of maize is thought to have begun around 7,500 to 12,000 years ago (corrected for solar variations).. The earliest record of lowland maize cultivation dates to around 5,100 calendar years BC. The ruling families, however, eventually lost their grip on the surrounding regions, and the civilization ended in 400 BC, with the defacing and destruction of San Lorenzo and La Venta, two of the major cities. This civilization is considered the mother culture of the Mesoamerican civilizations. It spawned the Mayan civilization whose first constructions began around 600 BC and continued to influence future civilizations.


          


          Alleged prehistoric civilizations


          Since the days of Plato there has been the suggestion at different times that there were in fact a number of additional ancient civilizations that disappeared as a result of major catastrophes, including Atlantis, Lemuria and Mu. No evidence for any of these so-called civilizations exists.


          


          Subsequent Developments of Civilizations


          Karl Jaspers, the German historical philosopher, proposed that the ancient civilisations were greatly affected by an Axial Age during which a series of historical developments in the period between 600 BCE-400 BCE during which a series of male sages, prophets, religious reformers and philosophers, from China, India, Iran, Israel and Greece, changed the direction of civilizations forever. Julian Jaynes proposed that this was associated with the "collapse of the bicameral mind", during which the voice of the subconscious was recognized as subjective, rather than being seen as a voice of a divinity or disembodied spirit. William H. McNeill proposed that this period of history was one in which culture contact between previously separate civilisations saw the "closure of the oecumene", and led to accelerated social change from China to the Mediterranean, associated with the spread of coinage, larger empires and new religions. This view has recently been championed by Christopher Chase-Dunn and other world systems theorists.


          Civilisations affected by these developments include


          
            	Mediterranean Civilisations of the Classical Period

          


          
            	
              
                	Ancient Greece and Hellenic civilization


                	The Roman Empire


                	Second Temple Judaism

              

            

          


          
            	Middle Eastern Civilisations

          


          
            	
              
                	Iranian Civilization since the Archaemenids


                	Islamic Civilisations


                	Georgian and Armenian Civilisations

              

            

          


          
            	Indian Hindu and Buddhist Civilisations

          


          
            	
              
                	Mauryan and Post-Mauryan Indian Civilization


                	Gupta Empire in North India


                	Chola Empire in South India


                	Civilisations of ancient Ceylon

              

            

          


          
            	East Asian Civilisations

          


          
            	
              
                	Chinese Civilization


                	Korean Civilization


                	Vietnamese Civilization


                	Japanese Civilization

              

            

          


          
            	The Civilisations of South East Asia

          


          
            	
              
                	Funan and Chen-la


                	Angkor Cambodia


                	Sri Vijaya, Shailendra and Majapahit Civilisations


                	Burmese, Thai and Lao Civilisations

              

            

          


          
            	Central Asian Civilization

          


          
            	
              
                	Tibetan Civilization


                	Turkic and Mongol Civilisations

              

            

          


          
            	European Civilisations

          


          
            	
              
                	Western Christendom


                	Byzantium and Eastern Orthodox Christendom


                	Russian Civilization

              

            

          


          Since the voyages of discovery by European explorers of the 15th and 16th century, another development has occurred whereby which European forms of government, industry, commerce and culture have spread from Western Europe, to the Americas, South Africa, Australia, and through colonial empires, to the rest of the planet. Today it would appear that we are all parts of a planetary industrializing world civilization, divided between many nations and languages.
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              	Sid Meier's Civilization
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              	Developer(s)

              	MicroProse
            


            
              	Publisher(s)

              	MicroProse, Koei (SNES)
            


            
              	Designer(s)

              	Sid Meier
            


            
              	Platform(s)

              	MS-DOS, Windows, Macintosh, Amiga, Atari ST, Super NES
            


            
              	Release date

              	1991
            


            
              	Genre(s)

              	Turn-based strategy
            


            
              	Mode(s)

              	Single-player
            


            
              	Rating(s)

              	ESRB: Kids to Adults (KA)
            


            
              	Media

              	Floppy disk, CD-ROM
            


            
              	Input methods

              	Keyboard, Mouse
            

          


          Sid Meier's Civilization is a turn based strategy computer game created by Sid Meier for MicroProse in 1991. The game's objective is "...to build an empire that would stand the test of time". The game begins in 4000 BC, and the players attempt to expand and develop their empires through the ages until modern and near-future times. It is also known simply as Civilization, or abbreviated to Civ or Civ I. It is a pioneer in the genre of turn-based strategy games.


          


          Gameplay


          Civilization is a single-player game. The player takes on the role of the ruler of a civilization starting with nothing but a single Settler unit (sometimes two of them). The player attempts to build an empire in competition with 2-6 other civilizations. The game is turn-based and requires a fair amount of micromanagement (although less than any of the simulation games).


          Along with the larger tasks of exploration, war and diplomacy, the player has to make decisions about where to build new cities, which improvements or units to build in each city, which advances in knowledge should be sought (and at what rate), and how to transform the land surrounding the cities for maximum benefit. From time to time the player's towns may be harassed by barbarians, units with no specific nationality and no named leader. These threats only come from unclaimed land or sea, so that over time there are fewer and fewer places barbarians will emanate from.


          


          Before the game begins, the player chooses which historical civilization to play. In contrast to later games in the Civilization series, in Civ I, this is largely a cosmetic choice, affecting titles, city names, musical heralds, colour, and their starting position on the Earth map. The only differences in gameplay are that some civilizations start with additional units, and some with pre-researched technologies. The player's choice of civilization does prevent the computer from being able to play as that civilization; computer-controlled opponents display certain traits of their civilizations. The Aztecs are both fiercely expansionistic and generally extremely wealthy, for example. Other civilizations include the Americans, the Mongols, and the Romans. Each civilization is led by a historical figure, such as Mahatma Gandhi (Indians) and Joseph Stalin (Russians).


          The scope of the game is huge  larger than most other computer games. The game begins in 4000 BC, before the Bronze Age, and can last through to 2100 AD (on the easiest setting) with Space Age and 'future technologies'. At the start of the game there are no cities anywhere in the world: the player controls one or two Settler units, which can be used to found new cities in appropriate sites (and those cities may build other settler units, which can go out and found new cities, thus expanding the empire). Settlers can also alter terrain, build improvements such as mines and irrigation, build roads to connect cities, and later in the game they can construct railroads which offer unlimited movement.


          


          As time advances, new technologies are developed; these technologies are the primary way in which the game changes and grows. At the start, players choose from advances such as Pottery, the Wheel, and the Alphabet to, near the end of the game, Nuclear fission and Spaceflight. Players can gain a large advantage if their civilization is the first to learn a particular technology (the secrets of flight, for example) and put it to use in a military or other context. Most advances give access to new units, city improvements or derivative technologies: for example, the Chariot unit becomes available after the Wheel is developed, and the Granary building becomes available to build after Pottery is developed. The whole system of advancements from beginning to end is called the Technology tree, or simply the Tech tree; this concept has been adopted in many other strategy games. Since only one tech may be "researched" at any given time, the order in which technologies are chosen makes a considerable difference in the outcome of the game and generally reflects the player's preferred style of gameplay.


          Players can also build Wonders of the World in each of the epochs of the game, subject only to obtaining the prerequisite knowledge. These wonders are important achievements of society, science, culture and defense, ranging from the Pyramids and the Great Wall in the Ancient age, to Copernicus' Observatory and Magellan's Expedition in the middle period, up to the Apollo program, the United Nations, and the Manhattan Project in the modern era. Each wonder can only be built once in the world, and requires a lot of resources to build, far more than most other city buildings or units. Wonders provide unique benefits to the controlling civilization. For example, Magellan's Expedition increases the movement rate of naval units. Wonders typically affect either the city in which they are built (e.g., the Colossus), every city on the continent (e.g., the Hanging Gardens), or the civilization as a whole (e.g., Darwin's Voyage). Also, some wonders are made obsolete by new technologies.


          The game can be won by destroying all other civilizations, reaching the end of the modern era with the highest score or by winning the space race by reaching the star system of Alpha Centauri.


          


          Development


          Meier admits to "borrowing" many of the technology tree ideas from a board game also called Civilization (published in the United Kingdom in 1980 by Hartland Trefoil (later by Gibson Games), and in the United States in 1981 by Avalon Hill). The early versions of the game even included a flier of information and ordering materials for the board game. There is now a board game based on the computer game version of Civilization.


          Meier was the third major designer to plan a computer version of Civilization, but the first to actually carry out that plan. Danielle Bunten Berry planned to start work on the game after completing M.U.L.E. in 1983, and again in 1985, after completing The Seven Cities of Gold at Electronic Arts. In 1983 Bunten and producer Joe Ybarra opted to first do Seven Cities of Gold. The success of Seven Cities in 1985 in turn led to a sequel, Heart of Africa. Bunten never returned to the idea of Civilization. Meier's designs of Pirates and Colonization both contain elements of Bunten's The Seven Cities of Gold. Don Daglow, designer of Utopia, the first simulation game, began work programming a version of Civilization in 1987. He dropped the project, however, when he was offered an executive position at Brderbund, and never returned to the game.


          When the first version of Civilization was being developed, it was designed to run on an IBM PC computer, which at the time was transitioning from 16 colour EGA to VGA, which could use 256 different colors. The decision to limit the number of different civilizations to 16 was made to make Civilization compatible with both display standards: 16 civilizations for the 16 colors available to EGA.


          


          Intellectual property status


          As of late 2004, Atari, the latest publisher of a Civilization game, sold the intellectual property of the Civilization brand to Take 2 Interactive Software, who will distribute Civilization games under the 2K Games label. Take 2 went public with news of the sale on January 26, 2005.


          


          Sequels and clones


          There have been several sequels to Civilization, including Civilization II, Civilization III, Civilization IV and Civilization Revolution. An open source clone of Civilization has been developed under the name of Freeciv, with the slogan "'Cause civilization should be free". Currently it can be configured to match the rules of both Civilization and Civilization II.


          


          Similar games


          In 1994 Meier produced a similar game called Colonization. Colonization, while very similar to Civilization, never became as popular. It has been criticized on several theoretical grounds, particularly because winning the game seems to necessitate the extermination of native tribes and because it ignores slavery and other historically important features in the creation of many nations and empires. Civilization III, however, recognized slavery in the game play.


          The game Sid Meier's Alpha Centauri is also by Meier and is in the same genre, but with a futuristic/space theme. Many of the interface and gameplay innovations in this game eventually made their way into Civilization III and IV. Alpha Centauri essentially picks up where Civilization left off, with your space ship arriving at Sol's closest neighbour.


          In 1993 MicroProse published Master of Magic, a similar game but embedded in a medieval-fantasy setting where instead of technologies the player (a powerful wizard) develops spells, among other things. The game also shared many things with the popular fantasy card-trading game Magic: The Gathering.


          In 1994 Stardock released Galactic Civilizations, a similar turn-based strategy game for OS/2 which became one of the best-selling games for that platform. They released a reprogrammed Windows version in 2003, and a sequel in 2006.


          The designers of the historical strategy 1997 game Age of Empires received much inspiration from Civilization, with many similar features (e.g. technologies, wonders). The main difference here is that Age of Empires is not turn-based, but plays in real-time.


          In 1999 Activision released Civilization: Call to Power, a sequel of sorts to Civilization II but by a completely different design team. Gamers that year had a choice between a new game with the Civilization name but no involvement of Sid Meier; and a "space"-themed civilization game without the name but clearly designed by the same team ( Sid Meier's Alpha Centauri). Call to Power spawned a sequel in 2000, but by then Activision had lost the rights to the Civilization name and could only call it Call to Power II.


          


          Platforms


          


          Civilization was originally developed for MS-DOS running on a PC. It has undergone numerous revisions for various platforms (including Windows, Macintosh, Amiga, Atari ST, PlayStation, N-Gage and Super Nintendo) and now exists in several versions.


          


          Points of controversy


          A contentious aspect of the game occurs in combat when a modern unit is fighting an obsolete or ancient unit. The ancient unit can sometimes win what most players consider to be an impossible battle. The most notorious of this is the infamous "phalanx defeats tank" phenomenon in which ancient combat units could defeat modern ones (such as tanks and, amazingly, aircraft) due to status modifiers such as terrain, fortifications, and veteran status.


          "Veteran players of Civilization were occasionally disconcerted when a veteran phalanx unit fortified behind city walls on a mountain would defeat an attacking battleship. Mathematically it was possible but the image just didn't sit right. How could ancient spearmen destroy a modern steel warship?"


          The problem plagued all versions of the game  including Alpha Centauri  even Civilization IV in 2006, despite claiming that the new combat system was developed to avoid such situations.


          The historian and anthropologist Matthew Kapell has published an essay critical of the Civilization series. It suggests that the game uses unique American myths of progress and the frontier in culturally elitist fashion. (Civilization and its Discontents: American Monomythic Structure as Historical Simulacrum. Popular Culture Review Vol. XIII, No. 2 (Summer): 129-136.)


          


          Reception


          This game has been one of the most popular strategy games of all time, and has a loyal following of fans. The game (by means of all its versions and updates) has endured for over a decade and a half, with product being offered for sale the entire time in retail stores. This high level of interest has spawned a number of free software versions, such as Freeciv and C-evo, and inspired similar games by other commercial developers, as well.


          CivNet was released in 1995 and was a remake of the original game with added multiplayer, improved graphics and sound, and Windows 95 support. Gameplay was almost identical to the original game. There were several methods of multiplayer, including LAN, primitive Internet play, hotseat, modem, and direct serial link.


          In 1992, Civilization won the Origins Award for Best Military or Strategy Computer Game of 1991.


          In November 1996 Computer Gaming World's Anniversary Edition, Civilization was chosen the #1 of the 150 Best Games of All Time, and it was described as follows:


          
            While some games might be equally addictive, none have sustained quite the level of rich, satisfying gameplay quite like Sid Meier's magnum opus. The blend of exploration, economics, conquest and diplomacy is augmented by the quintessential research and development model, as you struggle to erect the Pyramids, discover gunpowder, and launch a colonization spacecraft to Alpha Centauri. For its day, Civilization had the toughest computer opponents around - even taking into account the "cheats," that in most instances added rather than detracted from the game. Just when you think the game might bog down, you discover a new land, a new technology, another tough foe - and you tell yourself, "just one more game," even as the first rays of the new sun creep into your room... the most acute case of game-lock we've ever felt.
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        Civil law (legal system)


        
          

          Civil law or Continental law or Romano-Germanic law is the predominant system of law in the world. Civil law as a legal system is often compared with common law. The main difference that is usually drawn between the two systems is that common law draws abstract rules from specific cases, whereas civil law starts with abstract rules, which judges must then apply to the various cases before them.


          Civil law has its roots in Roman law, Canon law and the Enlightenment. The legal systems in many civil law countries are based around one or several codes of law, which set out the main principles that guide the law. The most famous example is perhaps the French Civil Code, although the German Brgerliches Gesetzbuch (or BGB) and the Swiss Civil Code are also landmark events in legal history. The civil law systems of Scotland and South Africa are uncodified, and the civil law systems of Scandinavian countries remain largely uncodified.


          


          History
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          The civil law system is based on Roman law, especially the Corpus Juris Civilis of Emperor Justinian, as later developed by medieval legal scholars.


          The acceptance of Roman law had different characteristics in different countries. In some of them its effect resulted from legislative act, i.e. it became positive law, whereas in other ones it became accepted by way of its processing by legal theorists.


          Consequently, Roman law did not completely dominate in Europe. Roman law was a secondary source, that was applied only as long as local customs and local laws lacked a pertinent provision on a particular matter. However, local rules too were interpreted primarily according to Roman law (it being a common European legal tradition of sorts), resulting in its influencing the main source of law also.


          A second characteristic, beyond Roman law foundations, is the extended codification of the adopted Roman law, i.e. its inclusion into civil codes.


          The concept of codification developed especially during the 17th and 18th century, as an expression of both Natural Law and the ideas of the Enlightenment. The political ideal of that era was expressed by the concepts of democracy, protection of property and the rule of law. That ideal required the creation of certainty of law, through the recording of law and through its uniformity. So, the aforementioned mix of Roman law and customary and local law ceased to exist, and the road opened for law codification, which could contribute to the aims of the above mentioned political ideal.


          Another reason that contributed to codification was that the notion of the nation state, which was born during the 19th century, required the recording of the law that would be applicable to that state.


          Certainly, there was also reaction to the aim of law codification. The proponents of codification regarded it as conducive to certainty, unity and systematic recording of the law; whereas its opponents claimed that codification would result in the ossification of the law.


          At the end, despite whatever resistance to codification, the codification of European private laws moved forward. The French Napoleonic Code (code civil) of 1804, the German civil code ( Brgerliches Gesetzbuch) of 1900 and the Swiss codes were the most influential national civil codes.


          Because Germany was a rising power in the late 19th century and its legal system was well organized, when many Asian nations were developing, the German Civil Code became the basis for the legal systems of Japan and South Korea. In China, the German Civil Code was introduced in the later years of the Qing Dynasty and formed the basis of the law of the Republic of China, which remains in force in Taiwan.


          Some authors consider civil law to have served as the foundation for socialist law used in Communist countries, which in this view would basically be civil law with the addition of MarxistLeninist ideas.


          


          Civil versus common law


          Civil law is primarily contrasted against common law, which is the legal system developed among Anglo-Saxon people, especially in Britain.


          The original difference is that, historically, common law was law developed by custom, beginning before there were any written laws and continuing to be applied by courts after there were written laws, too, whereas civil law developed out of the Roman law of Justinian's Corpus Juris Civilis (Body of Civil Law).


          In later times, civil law became codified as droit coutumier or customary law that were local compilations of legal principles recognized as normative. Sparked by the age of enlightenment, attempts to codify private law began during the second half of the 18th century (see civil code), but civil codes with a lasting influence were promulgated only after the French Revolution, in jurisdictions such as France (with its Napoleonic Code), Austria (see ABGB), Quebec (see Civil Code of Quebec), Italy (Codice Civile), Spain ( Cdigo Civil), the Netherlands and Germany (see Brgerliches Gesetzbuch). However, codification is by no means a defining characteristic of a civil law system, as e.g. the civil law systems of Scandinavian countries remain largely uncodified, whereas common law jurisdictions have frequently codified parts of their laws, e.g. in the U.S. Uniform Commercial Code. There are also mixed systems, such as the laws of Scotland, Louisiana, Quebec, the Philippines, Namibia and South Africa.


          Thus, the difference between civil law and common law lies not just in the mere fact of codification, but in the methodological approach to codes and statutes. In civil law countries, legislation is seen as the primary source of law. By default, courts thus base their judgments on the provisions of codes and statutes, from which solutions in particular cases are to be derived. Courts thus have to reason extensively on the basis of general rules and principles of the code, often drawing analogies from statutory provisions to fill lacunae and to achieve coherence. By contrast, in the common law system, cases are the primary source of law, while statutes are only seen as incursions into the common law and thus interpreted narrowly.


          The underlying principle of separation of powers is seen somewhat differently in civil law and common law countries. In some common law countries, especially the United States, judges are seen as balancing the power of the other branches of government. By contrast, the original idea of separation of powers in France was to assign different roles to legislation and to judges, with the latter only applying the law (the judge as la bouche de la loi; 'the mouth of the law'). This translates into the fact that many civil law jurisdictions reject the formalistic notion of binding precedent (although paying due consideration to settled case-law), or restrict the power to set precedents to a competent Supreme Court.


          There are other notable differences between the legal methodologies of various civil law countries. For example, it is often said that common law opinions are much longer and contain elaborate reasoning, whereas legal opinions in civil law countries are usually very short and formal in nature. This is in principle true in France, where judges cite only legislation, but not prior case law. (However, this does not mean that judges do not consider it when drafting opinions.) By contrast, court opinions in German-speaking countries can be as long as English ones, and normally discuss prior cases and academic writing extensively.


          There are, however, certain sociological differences. In some Civil law countries judges are trained and promoted separately from attorneys, whereas common law judges are usually selected from accomplished and reputable attorneys. In the Scandinavian countries judges are attorneys who have applied for the position, whereas France has a specialized graduate school for judges.


          With respect to criminal procedure, certain civil law systems are based upon a variant of the inquisitorial system rather than the adversarial system. In common law countries, this kind of judicial organization is sometimes criticized as lacking a presumption of innocence. Most European countries, however, are parties to the European Convention on Human Rights and Article 6 guarantees "the right to a fair trial" and the presumption of innocence. The Convention is ratified by all the members and as such part of their national legislation. Some Civil law nations also have legislation that predates the Convention and secures the defendant the presumption of innocence. Amongst them Norway where the presumption is guaranteed by uncodified customary law and validated theory recognized by the Supreme Court in plenary (effectively forming a precedent).


          While the presumption of innocence is present, what distinguishes the more inquisitorial system is the frequent lack of a jury of peers, which is guaranteed in many common law jurisdictions. Inquisitorial systems tend to have something akin to a "bench" trial made up of a single judge or a tribunal. Some Scandinavian nations have a tribunal that consists of one civilian and two trained legal professionals. One result of the inquisitorial system's lack of jury trial is a significant difference in the rules of trial evidence. Common law rules of evidence are founded on a concern that juries will misuse, or give inappropriate weight to unreliable evidence. In inquisitorial systems the rules of evidence are sometimes less complicated because legal professionals are considered capable of identifying reliable evidence. Most noteworthy of these is the lack of a hearsay rule. The common law hearsay rule has roughly 32 exceptions to its ban on the use of out-of-court statements.


          


          Subgroups
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          The term "civil law" as applied to a legal tradition actually originates in English-speaking countries, where it was used to lump all non-English legal traditions together and contrast them to the English common law. However, since continental European traditions are by no means uniform, scholars of comparative law and economists promoting the legal origins theory usually subdivide civil law into four distinct groups:


          
            	French civil law: in France, the Benelux countries, the Canadian Province of Quebec, Italy, Spain and former colonies of those countries;


            	German civil law: in Germany, Austria, Switzerland, Greece, Portugal, Turkey, Japan, South Korea and the Republic of China (Taiwan);


            	Scandinavian civil law: in Denmark, Finland, Iceland, Norway and Sweden.


            	Chinese law is a mixture of civil law and socialist law.

          


          Portugal, Brazil and Italy have evolved from French to German influence, as their 19th century civil codes were close to the Napoleonic Code and their 20th century civil codes are much closer to the German Brgerliches Gesetzbuch. Legal culture and law schools have also come near to the German system. The other law in these countries is often said to be of a hybrid nature.


          The Dutch law, or at least the Dutch civil code (called the Burgerlijk Wetboek) cannot be easily placed in one of the mentioned groups either, and it has itself influenced the modern private law of other countries. The present Russian civil code is in part a translation of the Dutch one.
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          Civil rights refers to two related but different terms. In civil law jurisdictions, a civil right is a right or power which can be exercised under civil law, which includes things such as the ability to contract. In civil law jurisdictions, lawsuits between private parties for things such as breach of contract or a tort are usually expressed in terms of infringement of a civil right. For example, Article 2 of the Contract Law of the People's Republic of China defines a contract as "an agreement establishing, modifying and terminating the civil rights and obligations between subjects of equal footing".


          In common law jurisdiction, the term civil right is distinguished from "human rights" or " natural rights". Civil rights are rights that are bestowed by nations on those within their territorial boundaries, while natural or human rights are rights that many scholars claim that individuals have by nature of being born. For example, the philosopher John Locke ( 1632 1704) argued that the natural rights of life, liberty and property should be converted into civil rights and protected by the sovereign state as an aspect of the social contract. Others have argued that people acquire rights as an inalienable gift from a deity (such as God) or at a time of nature before governments were formed.


          Laws guaranteeing civil rights may be written down,or falsely stated; derived from custom or implied. In the United States and most continental European countries, civil rights laws are most often written. Examples of civil rights and liberties include the right to get redress if injured by another, the right to privacy, the right of peaceful protest, the right to a fair investigation and trial if suspected of a crime, and more generally-based constitutional rights such as the right to vote, the right to personal freedom, the right to freedom of movement and the right of equal protection. As civilizations emerged and formalized through written constitutions, some of the more important civil rights were granted to citizens. When those grants were later found inadequate, civil rights movements emerged as the vehicle for claiming more equal protection for all citizens and advocating new laws to restrict the effect of current discriminations.


          


          Theoretical background: The concept of rights


          Wesley Newcomb Hohfeld (18791918) maintained that analysis of legal issues is frequently muddled and inconsistent because the legal concepts are improperly understood. The first question, therefore, is to understand what the rights are in "civil rights". There are two major schools of thought:


          
            	Nozick and Rawls approached the concept of rights from the perspectives of libertarian and Logical belief.

          


          


          Implied rights


          "Implied" rights are rights that a court may find to exist even though not expressly guaranteed by written law or custom, on the theory that a written or customary right must necessarily include the implied right. One famous (and controversial) example of a right implied from the U.S. Constitution is the "right to privacy", which the U.S. Supreme Court found to exist in the 1965 case of Griswold v. Connecticut. In the 1973 case of Roe v. Wade, the court found that state legislation prohibiting or limiting abortion violated this right to privacy. As a rule, state governments can expand civil rights beyond the U.S. Constitution, but they cannot diminish Constitutional rights.


          


          By region


          


          United States


          Civil rights can refer to protection against public (government) and or private sector discrimination. In the United States, the Fourteenth Amendment to the United States Constitution protects citizens against many forms of State discrimination, with its due process and equal protection requirements. Civil rights can also refer to protection against private actors or entities. The U.S. Congress subsequently addressed the issue through the Civil Rights Act of 1964 Sec. 201. which states: (a) All persons shall be entitled to the full and equal enjoyment of the goods, services, facilities, privileges, advantages, and accommodations of any place of public accommodation, as defined in this section, without discrimination or segregation on the ground of race, colour, religion, or national origin or sex. This legislation and the Americans with Disabilities Act of 1990 are constitutional under the Commerce Clause, as the Supreme Court has ruled that the Fourteenth Amendment only applies to the State. States generally have the power to enact similar legislation, provided that they meet the federal mininuim standard, under the doctrine of police powers.


          The terms civil rights and civil liberties are often used interchangeably in the United States. Thomas Jefferson wrote, "a free people [claim] their rights as derived from the laws of nature, and not as the gift of their chief magistrate."


          

          The United States Constitution recognizes different civil rights than do most other national constitutions. Two examples of civil rights found in the US but rarely (if ever) elsewhere are the right to bear arms ( Second Amendment to the United States Constitution) and the right to a jury trial ( Sixth Amendment to the United States Constitution). Few nations, not even including a world organization body such as the United Nations, have recognized either of these civil rights. Many nations recognize an individual's civil right to not be executed for crimes, a civil right not recognized within the US.
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          Civil society is composed of the totality of voluntary civic and social organizations and institutions that form the basis of a functioning society as opposed to the force-backed structures of a state (regardless of that state's political system) and commercial institutions.


          


          Origin


          The term is often traced to Adam Ferguson, who saw the development of a "commercial state" as a way to change the corrupt feudal order and strengthen the liberty of the individual. While Ferguson did not draw a line between the state and the society, Georg Wilhelm Friedrich Hegel, a German philosopher, made this distinction in his Elements of the Philosophy of Right . In this work, civil society (Hegel used the term "buergerliche Gesellschaft" though it is now referred to as Zivilgesellschaft in German to emphasize a more inclusive community) was a stage on the dialectical relationship between Hegel's perceived opposites, the macro-community of the state and the micro-community of the family . Broadly speaking, the term was split, like Hegel's followers, to the political left and right. On the left, it became the foundation for Karl Marx's bourgeois society ; to the right it became a description for all non-state aspects of society, expanding out of the economic rigidity of Marxism into culture, society and politics


          


          Definition


          There are myriad definitions of civil society. The London School of Economics Centre for Civil Society working definition is illustrative:


          
            Civil society refers to the arena of uncoerced collective action around shared interests, purposes and values. In theory, its institutional forms are distinct from those of the state, family and market, though in practice, the boundaries between state, civil society, family and market are often complex, blurred and negotiated. Civil society commonly embraces a diversity of spaces, actors and institutional forms, varying in their degree of formality, autonomy and power. Civil societies are often populated by organisations such as registered charities, development non-governmental organisations, community groups, women's organisations, faith-based organisations, professional associations, trade unions, self-help groups, social movements, business associations, coalitions and advocacy groups.

          


          


          Civil society and democracy


          The literature on links between civil society and democracy have their root in early liberal writings like those of Tocqueville. However they were developed in significant ways by 20th century theorists like Gabriel Almond and Sidney Verba, who identified the role of civil society in a democratic order as vital .


          They argued that the political element of many civil society organisations facilitates better awareness and a more informed citizenry, who make better voting choices, participate in politics, and hold government more accountable as a result . The statutes of these organizations have often been considered micro-constitutions because they accustom participants to the formalities of democratic decision making.


          More recently, Robert Putnam has argued that even non-political organisations in civil society are vital for democracy. This is because they build social capital, trust and shared values, which are transferred into the political sphere and help to hold society together, facilitating an understanding of the interconnectedness of society and interests within it .


          Others, however, have questioned how democratic civil society actually is. Some have noted that the civil society actors have now obtained a remarkable amount of political power without anyone directly electing or appointing them . Finally, other scholars have argued that, since the concept of civil society is closely related to democracy and representation, it should in turn be linked with ideas of nationality and nationalism .


          


          Civil society and globalization: Global Civil Society


          The term civil society is currently often used by critics and activists as a reference to sources of resistance to and the domain of social life which needs to be protected against globalization. This is because it is seen as acting beyond boundaries and across different territories . However, as civil society can, under many definitions, include those businesses and institutions who support globalization, this is a contested use .


          On the other hand others see globalization as a social phenomenon bringing classical liberal values which inevitably lead to a larger role for civil society at the expense of politically derived state institutions.


          



          


          Examples of civil society institutions


          
            	non-governmental organizations (NGOs)


            	private voluntary organizations (PVOs)


            	non-profit organizations (NPOs)

          


          
            	community-based organizations


            	Intermediary organizations for the voluntary and non-profit sector


            	community foundations


            	Community leadership development programs


            	civic clubs


            	trade unions


            	gender, cultural, and religious groups


            	charities


            	social and sports clubs


            	cooperatives


            	environmental groups


            	professional associations


            	academia


            	businesses


            	policy institutions


            	consumers/consumer organizations


            	the media


            	citizens' militia


            	religious organizations


            	civic groups


            	community organizations


            	clubs

          


          Whether all of these institutions are by definition part of civil society is up for debate. Neera Chandhoke, a scientist from India, thinks not. She concludes that only institutions that are critical of the state are the real thing, while the rest are merely not governmental. The key here is that not every institution is a 'countervailing power' to the state. In developing countries, civil society is popular with aid donors because it can make government behave in a better way. But mock civil society organisations can exist that serve only to gain access to development aid.


          


          Some noted scholars of civil society


          
            	Daniel Bell


            	Robert N. Bellah


            	Don E. Eberly


            	Michael Edwards


            	Jean Bethke Elshtain


            	Amitai Etzioni


            	Francis Fukuyama


            	Antonio Gramsci


            	Juergen Habermas


            	Patrick Hunout


            	Peter Dobkin Hall


            	Barry Dean Karl


            	John Keane


            	David Korten


            	Kathleen McCarthy


            	Frank Moulaert


            	Michael O'Neill


            	Elinor Ostrom


            	Robert Pekkanen


            	Robert Putnam


            	Nancy L. Rosenblum


            	Lester M. Salamon


            	Michael Sandel
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              Major flashpoints of the conflict
            


            
              	
                
                  
                    	Date

                    	December 18, 2005  ongoing
                  


                  
                    	Location

                    	Chad
                  


                  
                    	Status

                    	Ongoing
                  

                

              
            


            
              	Belligerents
            


            
              	United Front for Democratic Change (FUC) (2005-2006)

              United Forces for Development and Democracy (UFDD)

              Gathering of Forces for Change (RFC)

              National Accord of Chad (CNT)

              Janjaweed

              Allegedly supported by:

              [image: Flag of Sudan]Sudan

              	[image: Flag of France]France
            


            
              	Commanders
            


            
              	Mohammed Nouri

              Timane Erdimi

              Abdelwahid Aboud Mackaye

              Mohammed Nour

              	Idriss Dby
            


            
              	Strength
            


            
              	UFDD 3,000-6,000

              RFC 500-1,000

              UFDD-F 500

              CNT 1,000

              	~23,000 est.
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          The current civil war in Chad began in December 2005. The conflict involved Chadian government forces and several Chadian rebel groups. These include the United Front for Democratic Change, United Forces for Development and Democracy, Gathering of Forces for Change and the National Accord of Chad. The conflict has also involved the Janjaweed, while Sudan allegedly supported the rebels, while Libya mediated the conflict, as well as diplomats from other countries.


          The Government of Chad estimated in January 2006 that 614 Chadian citizens had been killed in cross-border raids. On February 8, 2006 the Tripoli Agreement was signed, which stopped the fighting for approximately two months.


          However, fighting persisted after that, leading to several new agreement attempts. In 2007, a rift between the main Zaghawa and Tama tribes of Chad emerged. The Zaghawa tribe, to which Chad's President Idriss Dby belongs, accuses the Sudanese government of supporting members of the rival Tama tribe.


          The civil war had deep connections to the War in Darfur and the Central African Republic Bush War.


          


          Background


          In 2005, Chadian President Idriss Dby changed the constitution so that he could run for a third term in office, which sparked mass desertions from the army. The large-scale desertions from the army in 2004 and 2005, which forced Deby to disband his presidential guard and form a new elite military force, weakened the president's position and encouraged the growth of armed opposition groups. The Rally for Democracy and Liberation (RDL) was formed in August 2005, and the Platform for Unity, Democracy and Change (SCUD), two months later, to overthrow the current government, accusing it of being corrupt and totalitarian. Later that year, the RDL and SCUD joined six other groups to form the United Front for Democracy and Change (FUCD).


          The situation was made worse by the alleged accumulation of oil wealth by Dby and his entourage.


          


          Timeline


          


          Precipitating events
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          Since 2004, Janjaweed militants involved in the Darfur conflict have been attacking villages and towns in eastern Chad, stealing cattle, murdering citizens, and burning houses. Over 200,000 refugees from the Darfur region of northwestern Sudan currently claim asylum in eastern Chad. Refugees from the Central African Republic are also entering southern Chad under UN supervision. Chadian President Idriss Dby accuses Sudanese President Omar Hassan Ahmad al-Bashir of trying to "destabilize our country, to drive our people into misery, to create disorder and export the war from Darfur to Chad."


          The RDL rebel group was formed in August 2005, and SCUD, two months later, to overthrow the current government of Chad, which the allied rebel groups say is corrupt and totalitarian. Now there are over 4,000 rebels in the border region between Chad and Sudan. On December 28 the Sudanese Minister for Foreign Affairs al-Samani Wasiylah stated, "This is nonsense  he is just trying to draw attention away from the internal problems he is having. This is a mutiny in the army, everyone knows that, and we don't want to be involved in that."


          Chad has denied reports that its air force conducted reconnaissance missions over Sudanese airspace.


          


          Battle of Adr


          An attack on Chadian troops in the town of Adr, near the Sudanese border, by RDL and SCUD militants, on December 18, 2005, led to the deaths of between 100 and 300 rebels, five soldiers, and three civilians. The attack was the second in the region in three days. Sudanese Foreign Ministry Spokesman Jamal Mohammed Ibrahim denied that Sudan encouraged the rebels.


          Chadian Communications Minister Hourmadji Moussa Doumgor announced that Chad holds the Sudanese government responsible for the attacks, since they occurred from within Sudan's borders.


          On December 26 Chadian Foreign Affairs Minister Ahmad Allam-Mi told foreign ambassadors in the capital N'Djamena, "The attacks were repulsed by the Chadian army which, using its right to pursuit, destroyed a few rebel bases implanted in Sudanese territory."


          


          Border town raids in January 2006
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          On January 6, 2006, Janjaweed militants crossed the border from Sudan into Chad and attacked the cities of Borota, Ade, and Moudaina. Nine civilians were killed and three were seriously injured.


          The Chadian government stated, "The Sudanese militias attacked the settlements of Borota, Ade, Moudaina yesterday killing nine and injuring three among the civilian population The Chadian government once again warns the Sudanese government against any hasty action because aggression by Sudanese militias will not go unpunished for much longer."


          


          Tripoli Agreement


          On February 8, 2006, Chadian President Idriss Dby, Sudanese President Omar Hassan al-Bashir, and Libyan leader Muammar al-Gaddafi signed the Tripoli Agreement, effectively ending the conflict.


          The agreement was reached after a mini-summit in Tripoli, Libya, hosted by al-Qaddafi. Then Chairperson of the African Union and President of Congo Denis Sassou-Nguesso, Central African Republic President Franois Boziz, and African Union Chairperson of the Commission Alpha Oumar Konar also attended the summit.


          UFDC rebels regard the treaty as "a piece of paper with signatures on it. It means nothing."


          Nour's original demands, for Dby to relinquish power, a two year interim period, and fair and free national elections, have been modified. Nour now wants a national forum, before the end of June, for opposition parties and organizations to discuss how the country should move forward politically.


          The African ministerial committee, made up of the foreign ministers of Chad, Sudan, Libya, Central African Republic, Congo Brazzaville, and Burkina Faso and the chairman of the executive council of the Community of the Sahel-Saharan States (CEN-SAD), met in Tripoli on March 6 and Libyan Foreign Minister Abderrahman Chalgham described the results. African Union (AU) Commissioner for peace and security Said Djinnit delivered his report on the conflict and the committee agreed to set up surveillance groups on the Chadian-Sudanese border. The other groups proposed in the Tripoli Agreement are expected to be implemented after the committees next meeting, sometime before the end of March. The committee identified 10 positions along the border for surveillance, five on each side of the border, and the states expected to form the control groups and the mechanisms for their operation.


          Chalgam said the meeting was "constructive, sincere and detailed," and said the results were "practical."


          


          Continuing rebel activity


          Nour said, "A delegation will arrive tomorrow in Libya to present our demands to [Libyan leader] al-Qaddafi. We will have a transitional period, the length of which the forum will decide, and then we will have free and transparent democratic elections. I guess after a week or more we will know what Dby's reaction to this proposal is. If he refuses, then we will attack using force to remove him No one wants a war, but if that's the only way, we will go to Chad."


          Smaller rebel groups and members of the Chadian army continue to pledge allegiance to the UFDC. Another rebel group joined the UFDC on February 13, and Nour says the UFDC is "eight times stronger" than it was when it attacked the city of Adr on December 18.


          Colonel Bishara Moussa Farid acted as a peacekeeper in Rwanda and the Democratic Republic of Congo, later helping both Dby and his predecessor Hissne Habr seize control of the Government of Chad. He recently defected, and said the UFDC is "much better off than the previous resistances. We didn't have equipment and heavy weapons as we do now."


          On February 20 two high level generals, Sedi Aguid and Issaka Diar, without authorization from the Government of Chad. President Dby said it was "up to Sudan to explain what the officers are doing in their territory." Mohammed Nour said the generals are "in one of our camps on the border".


          


          Events in 2006


          On March 6 the Tripoli Accord was violated when the Janjaweed crossed the Sudanese border and attacked the Chadian town of Amdjereme. Chad accused them of stealing hundreds and in some cases thousands of farm animals from the Chadian citizens. The Chadian military chased the Janjaweed back across the border and returned the livestock.


          On April 13, 2006 several hundred militiamen attacked the capital of Chad. The attack was repulsed by the regular army and many militiamen were arrested.


          President Dby blamed the attack on the government of neighboring Sudan, claiming that many of the rebels were either Sudanese backed by their government or residents of Chad conscripted by the Sudanese. The battle occurred just months after the Chadian-Sudanese conflict had ended with the signing of the Tripoli Agreement. Dby broke off relations with the government of Sudan as a result, expelling its diplomats and threatened to stop sheltering thousands of Sudanese refugees from the Darfur region.


          A massacre took place on April 13, 2006 in the eastern Chadian village of Djawara. Approximately 100 civilians were shot or hacked to death by Sudanese Janjaweed militia and local Chadian rebels.


          Human Rights Watch has reported that between April 12 and 13, Janjaweed also killed a total of 43 people in three other villages in the vicinity -- Gimeze, Singatao, and Korkosanyo.


          Presidential elections were held on May 3, 2006. Opposition parties boycotted the poll, which Deby won.


          In November 2006 the government imposed a state of emergency in the capital and north, east and southern regions. International aid agencies evacuated non-essential staff from the eastern town of Abeche, following an escalation of rebel activity.


          In December, heavy fighting broke out between the army and rebels in the east. FUC rebel leader Mahamat Nour Abdelkerim, signed a peace deal with President Deby.


          [bookmark: 2007]


          2007


          On February 2007, a coalition of four rebel groups claimed to have taken the eastern border town of Adre. Chad rejected a plan to have U.N. troops along its eastern border. Victims from this attack were documented in the film Google Darfur.


          In March Former rebel Mahamat Nour Abdelkerim became defence minister.


          Government said Sudanese Janjaweed militia attacked and destroyed two villages in east Chad.


          


          October 2007 flareup


          Leaders of the four main rebel groups agreed in early October to enter into peace negotiations with the government. However, during the same month, violence erupted in eastern Chad, with Arab horsemen raiding and torching villages whose inhabitants are mostly of black African descent, killing around 300 people.


          Also, violence between the Tama and the Zaghawa communities broke out after an armed group of Tama fighters, who had served under Defence Minister Mahamat Nour, abandoned the eastern town of Guereda and moved close to the Sudanese border.


          The clashes followed separate fighting in the same region, putting Government troops against a newly-merged alliance of rebels that briefly seized two towns in October. On October 16, Chad's government declared a state of emergency covering much of the country. These regions include Ouaddai, Wadi Fira and Salamat. As a precaution, the state of emergency was extended to most other parts of the north-central African nation, including the capital and the mountainous Borkou, Ennedi and Tibesti region bordering on Libya.


          The violence between the Tama and the Zaghawa communities broke out after an armed group of Tama fighters, who had served under Defence Minister Mahamat Nour, abandoned the eastern town of Guereda and moved close to the Sudanese border. On October 19, soldiers and fighters of the United Front for Democratic Change clashed in Goz Beida town.


          


          October 26, 2007  peace agreement


          On 26 October 2007, a peace agreement was signed between the government of Chad and four rebel groups: the Movement for Resistance and Change, the National Accord of Chad and two factions of the United Forces for Development and Democracy.


          


          November 2007 flareup


          In late November 2007, the rebel leader Mahamat Nouri accused Idriss Deby of ordering an attack on his fighters in the east of Chad. The army said on public radio there were "several hundred dead" and "several injured" among the Union of Forces for Democracy and Development (UFDD) fighters. Abakar Tollimi, secretary-general of the UFDD, disputed the army toll, saying only 17 rebels were killed. "We have killed more than 100 from among the army ranks," he said after the clashes.


          On November 30, 2007, the UFDD declared a "state of war" against French and foreign military forces in an apparent warning to EUFOR Chad/CAR, comprising European Union 3,700 peacekeeping troops, who should deploy in eastern Chad on a U.N. mission to protect camps housing more than 400,000 Chadian and Sudanese refugees.


          


          January-February 2008


          On January 31, 2008 rebels said they seized a strategically important town in the central region of Batha, about 400km (248 miles) from the capital, N'Djamena. A spokesman for several rebel groups who have joined forces said Oum Hadjer had been captured on January 30. Army patrols were subsequently increased in N'Djamena in case the rebels try to move on the capital. "We are moving towards N'Djamena," rebel spokesman Abderaman Koulamallah confirmed to AFP.


          On February 2, Chadian rebels reportedly entered the capital N'Djamena and were heading for the presidential palace. Thousands of rebels have entered Chad's capital N'Djamena and say they have surrounded the presidential palace.


          According to BBC, Chad's ambassador to Ethiopia has said that the capital has not fallen and that President Idriss Deby is "fine" in his palace.


          There was intense gunfire in the city centre, and a witness said army tanks were burning in the streets.


          The French Foreign Ministry condemned the attempt to "seize power by force", blaming "armed forces from outside".


          After the rebel withdrawal from N'Djamena, the rebels stated they had seized the towns of Mongo and Bitkine and were waiting for the army to follow them from the capital so that they could battle them outside the city. They stated on 10 February 2008 that they had also captured Am Timan. On 11 February 2008, they reportedly withdrew from Mongo to the southeastern border.


          A state of emergency was declared on 15 February 2008 to fight the rebels, while the rebel groups stated they were discussing how to agree upon a single leader before attacking again.


          


          Alleged Sudanese support for Chadian rebels


          Members of the Chadian government repeatedly accused Sudan of supporting the United Front for Democratic Change rebel alliance financially, territorially, and by providing weapons. On December 30, the Chadian government broadened their accusation, alleging that rebels had been given airtime on Sudanese State television and that after the second attack on Adr, Sudanese citizens were among the rebels taken prisoner.


          Chadian Deputy Foreign Minister Lucienne Dillah told the Chadian parliament in Ndjamena, which then voted to back President Idriss Dby's anti-rebel activities, "It seems clear that Sudan is arming, financing and equipping Chadian rebels on its territory to destabilise Chad. The presence of Sudanese among the attackers taken prisoner (after the December 18 attack on Adr) is a blatant example. Khartoum warmly welcomed the desertion of some elements of the Chadian army and the defection of some senior officials in December."


          Dillah went on to say that Chadian rebel leaders "made several appearances on Sudanese television before satellite channel Al-Jazeera showed the Chadian rebel base on Sudanese soil on December 11."


          Dillah showed the Parliament several photographs of Mohammed Nour posing next to Sudanese President Omar al-Bashir. After Dillah's speech the Parliament called on Khartoum not to jeopardize "the historic links" between Sudan and Chad.


          Dby also alleges that the Sudanese-sponsored Janjaweed militia killed 55 shepherds in Madioun village before Chad's army killed 17 of "the horse-men who were wearing the military uniform". Three Chadian soldiers were killed.


          The African Union will set up a commission of enquiry to investigate Chad's evidence.


          Peter Takirambudde, the Africa director of Human Rights Watch said in a statement in February 2006, "You may have thought the terrible situation in Darfur couldn't get worse, but it has. Sudan's policy of arming militias and letting them loose is spilling over the border, and civilians have no protection from their attacks, in Darfur or in Chad."


          


          Alleged foreign support for Sudanese rebels


          U.N. experts working in Darfur reported on January 9 that rebels were getting "financial, political and other material support from neighbouring countries including Libya, Chad and Eritrea". On January 12 Chadian Information Minister Doumgor said, "This lying information attributed to a supposed report by United Nations experts has no other aim than to justify the Sudanese aggression which Chad is a victim of."


          On January 20, 2006, representatives from the Justice and Equality Movement and the Sudan Liberation Movement met in the Chadian capital N'Djamena, and decided to combine the two groups into the Alliance of Revolutionary Forces of West Sudan, the largest rebel alliance in the Sudanese region of Darfur.


          ARFWS issued a press statement in French and Arabic stating that "The two movements have agreed to join and coordinate all political, military and social forces, their international relations and to double their combat capacity in a collective body under the name, the Alliance of Revolutionary Forces of West Sudan. This union will strengthen the solidarity, cohesion and unity of the people of Sudan in general and that of the west in particular. It will further strengthen the position of the armed movements in (peace) negotiations" currently under way in Abuja in Nigeria."


          JEM president and doctor Ibrahim Khalil told reporters, "We have set up this union in the interests of the people of Darfur. To lose time without uniting our efforts means extending the days of the (Khartoum) regime which has become a factor in the disintegration of the regime."


          The press statement was also signed by SLM leader Mina Arko Minawi.


          ARFWS and the Government of Chad are united in opposition to Sudan heading the African Union at the upcoming summit on January 23.


          



          Internally displaced persons


          Refugees from the Central African Republic have fled north into Chad to try to escape a civil war and attacks from bandits known as coupeurs de route, rebels, and government troops who have allegedly recklessly killed civilians as part of a wider operation, throughout the Chadian-Sudanese conflict. On February 17 2,800 refugees crossed the border after fifty villagers were killed in attacks in the previous week. 4,300 refugees came from C.A.R. this year and 45,000 C.A.R. refugees seek political asylum. See also: People's Army for the Restoration of the Republic and Democracy


          U.N. High Commissioner for Refugees spokesperson Ron Redmond said, "Some refugees told the UNHCR that they had been attacked by bandits, while others say they were victims of violent attacks by armed rebels and-or the army. The new influx is creating an enormous strain on the already limited financial resources available for our operation in southern Chad."


          Refugees typically go to the Chadian village of Bkoninga, where they are registered, and are then taken to Gondj refugee camp.


          On average 200 refugees cross the border per day. 4,000 refugees have fled to southern Chad in February as of February 21. UNHCR spokesperson Jennifer Pagonis told journalists in Geneva during a briefing, "Many refugees report they fled attacks by government forces on civilians who CAR troops suspected of supporting various rebel groups. Refugees also mention raids by rebel groups who attack their villages to loot food and cattle, as well as forcibly recruit young men. Some refugees have told UNHCR they have been victims of all three groups  rebels, government soldiers and bandits."


          UNHCR representative in Chad Ana Liria-Franch said, "The situation in CAR needs to be addressed urgently by the international community, before it is too late. Abuses against civilians do not appear to be confined to any one side  rebel groups, bandits and government forces are all mentioned by the refugees. It is credible that they are indeed terrifying these helpless populations."


          On February 22, UNHCR will move 300 refugees from Bkoninga to Gondj refugee camp.


          300,000 Sudanese refugees from Darfur have fled west into eastern Chad, 3,600 in Gaga refugee camp, and 100 to 125 refugees arrive everyday, but harassment from rebel groups is so harsh that some Chadian civilians have begun to flee east into western Sudan. Most of these civilians are women and children.


          UNHCR spokesman Ron Redmond said in a press briefing in Geneva, "So now we've got refugees going in both directions in this increasingly volatile region."


          UN refugee agency spokeswoman Jennifer Pagonis told journalists at the regular Tuesday press briefing in Geneva, "In addition to the more than 200,000 Sudanese refugees from Darfur who have sought refuge in eastern Chad in the past three years, we're now seeing indications that some Chadians are themselves fleeing in the opposite direction, to Darfur. Initial assessments by UNHCR and its partners indicate the spontaneous sites have grown over the past two months following a bloody attack on the Chadian border town of Adr last December. Any Chadians among this group are of concern to UNHCR and would be considered asylum seekers pending determination of their status. But there are also many Sudanese nationals among the group, who have possibly been drawn to the settlements in the hope of receiving international assistance."


          UNHCR legal officer in West Darfur said, "Some of the Chadians we interviewed told us that they fled directly to the Galu area, where some have relatives. Others wandered in border areas for some time before getting word of the spontaneous sites and then walking to Galu and Azaza."


          Women and children make up 75 percent of the camp population.


          In New York Secretary-General Kofi Annan discussed the Darfur conflict with non-governmental organizations. A read-out of the meeting released by a spokesman for Mr. Annan said, "The Secretary-General expressed his concern about continuing insecurity and the increasing number of direct threats to relief workers. The Secretary-General thanked the NGOs for their courageous work in assisting those affected by the conflict and, as strategic allies, in working together to protect civilians and provide vitally needed humanitarian assistance." UNHCR is working with the Chadian Government, the World Food Programme, and other organizations at Gaga camp.


          "You may have thought the terrible situation in Darfur couldn't get worse, but it has," Peter Takirambudde, Africa director of Human Rights Watch, said last month in a statement. "Sudan's policy of arming militias and letting them loose is spilling over the border, and civilians have no protection from their attacks, in Darfur or in Chad."
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          Civil War tokens are token coins that were privately minted and distributed in the United States between 1862 and 1864. They were used mainly in the Northeast and Midwest. The widespread use of the tokens was a result of the scarcity of government-issued cents during the Civil War.


          Civil War tokens became illegal after the United States Congress passed a law on April 22, 1864 prohibiting the issue of any one or two-cent coins, tokens or devices for use as currency. On June 8, 1864 an additional law was passed that forbade all private coinage.


          Civil War tokens are divided into three typesstore cards, patriotic tokens, and sutler tokens. All three types were utilized as currency, and are differentiated by their designs. The collectible value of the tokens is determined chiefly by their rarity.


          


          History


          By 1862, the second year of the Civil War, government-issued coinage began vanishing from circulation. American citizens hoarded all coins with gold and silver, and eventually began hoarding copper-nickel cents as well. This made it extremely difficult for businesses to conduct transactions. In response, many merchants turned to private minters to fill the void left by the hoarded coins. The first of these privately minted tokens appeared in the autumn of 1862, in Cincinnati, Ohio. It is estimated that by 1864, there were 25,000,000 Civil War tokens (nearly all redeemable for one cent) in circulation, consisting of approximately 7,0008,000 varieties.
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          One of the best-known and commonly struck types were store cards known as "Lindenmueller tokens," named for New York barkeep Gustavus Lindenmueller. In 1863, Lindenmueller had more than one million of his one-cent tokens struck and placed into circulation. One of the common uses for the token was for streetcar fare. The Third Avenue Railroad company of New York, which had willingly accepted a large quantity of the Lindenmueller tokens in lieu of actual currency, asked Lindenmueller to redeem them. He refused, and the railroad had no legal recourse. Incidents such as these eventually forced the government to intervene.


          On April 22, 1864, Congress enacted the Coinage Act of 1864. While the act is most remembered for the introduction of the phrase " In God We Trust" on the newly created two-cent piece, it also effectively ended the usage of Civil War tokens. In addition to authorizing the minting of the two-cent piece, the act changed the composition of the one-cent piece from a copper-nickel alloy (weighing 4.67 grams) to a lighter, less thick piece composed of 95% copper (weighing 3.11 grams). The new one-cent piece was much closer in weight to the Civil War tokens, and found greater acceptance among the public.


          While the Coinage Act made Civil War tokens impractical, the issue of their legality was decided on June 8, 1864, when Congress enacted , which made the minting and usage of non-government issued coins punishable by a fine of up to $2,000, a prison term of up to five years, or both. (Chapter 25 of Title 18 deals specifically with counterfeit and forgery). It did not make it illegal to own Civil War tokens, however, and evidence exists that the tokens were viewed as collectibles as early as 1863, when the first known listings of Civil War tokens were published.


          


          Types


          


          Patriotic tokens


          


          Patriotic Civil War tokens typically displayed a patriotic slogan or image on one or both sides. Since the majority of these tokens were minted in Union states, the slogans and images were decidedly pro-Union. Some common examples of slogans found on patriotic tokens are "The Union Must and Shall Be Preserved," "Union For Ever," and "Old Glory". Some of the images found on patriotic tokens were the flag of the United States, a 19th-century cannon, and the USS Monitor.


          Among the best-known varieties of patriotic tokens are the so-called "Dix tokens." They are named for John Adams Dix, who served as Secretary of the Treasury in 1861. In a letter from Dix to a revenue cutter captain, Lieutenant Caldwell, he orders Caldwell to relieve another cutter captain of his command for refusing an order to transfer from New Orleans to New York. The letter ends with the following sentence: "If any one attempts to haul down the American flag, shoot him on the spot." The quote found its way to a number of patriotic tokens, albeit with a slightly modified wording ("haul down" is usually replaced by "tear it down").


          


          Store cards


          Civil War store cards differ from patriotic tokens in that one or both sides displays the name and/or location of a privately owned business. Businesses that could afford it had two custom dies made, with both advertising the business. Otherwise, only one side displayed the business's information.


          


          Sutler tokens


          Sutler tokens are similar to store cards. Rather than listing the name of a private business, however, these tokens bore the name of a particular army unit (usually a regiment) and the name of the sutler who conducted transactions with the regiment. Of the three types of Civil War tokens, sutler tokens are by far the rarest.


          


          Collectible value


          There are several factors that determine the collectible value of Civil War tokens. The main factor is rarity, which is measured on a scale from 1 to 10 (1 being the most common type). The scale was developed by noted numismatic dealer and writer George Fuld.


          The material used to mint Civil War tokens can also affect collectibility. Civil war tokens were minted using a variety of materials, copper being a common choice (often actually bronze). Other materials used for minting were nickel, tin, German silver, white metal, and silver. Examples of tokens minted using rubber are also known to exist.


          


          Fuld rarity scale


          
            	R-1: Greater than 5,000


            	R-2: Between 2,000 and 5,000


            	R-3: Between 500 and 2,000


            	R-4: Between 200 and 500


            	R-5: Between 75 and 200


            	R-6: Between 20 and 75


            	R-7: Between 10 and 20


            	R-8: Between 5 and 10


            	R-9: Between 2 and 4


            	R-10: Unique (one known example)
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          The clarinet is a musical instrument in the woodwind family. The name derives from adding the suffix -et meaning little to the Italian word clarino meaning a particular type of trumpet, as the first clarinets had a strident tone similar to that of a trumpet. The instrument has an approximately cylindrical bore, and uses a single reed.


          Clarinets actually comprise a family of instruments of differing sizes and pitches. It is the largest such instrument family, with more than a dozen types. Of these many are rare or obsolete, and music written for them is usually played on one of the more common size instruments. The unmodified word clarinet usually refers to the B♭ soprano clarinet, by far the most common clarinet. (See " Clarinet family").


          A person who plays the clarinet is called a clarinetist or clarinettist.


          



          


          Characteristics of the instrument


          


          Tone


          The cylindrical bore is largely responsible for the clarinet's distinctive timbre, which varies between its three main registers. It can play over 4 octaves depending on the ability of the musician. The tone quality can vary greatly with the musician, the music, the style of clarinet, and the reed. The German ( Oehler system) clarinet generally has a darker tone quality than the French ( Boehm system), which typically has a lighter, brighter quality. The differences in instruments and geographical isolation of players in different countries led to the development, from the last part of the 18th century on, of several different schools of clarinet playing. The most prominent of these schools were the German/Viennese traditions and the French school, centered around the clarinetists of the Conservatoire de Paris. Increasingly, through the proliferation of recorded music, examples of many different styles of clarinet playing have become available to developing clarinetists. The modern clarinetist has an eclectic palette of "acceptable" tone qualities to choose from.


          The A clarinet and B♭ clarinet have nearly the same bore, and use the same mouthpiece. Orchestral players often use both A and B♭ instruments in the same concert, but use only one mouthpiece (and often the same barrel), which they swap between the two as needed (see 'usage' below). The A and the B♭ instruments have nearly identical tonal quality, although the A will generally have a slightly warmer sound.


          The tone of the E♭ clarinet is brighter than that of the lower clarinets and can be heard even through loud orchestral textures.


          The bass clarinet has a characteristically deep, mellow sound. The alto clarinet is similar in sound to the bass, and the basset horn has a tone quality similar to the A clarinet.


          


          Range


          Clarinets have the largest pitch range of any common woodwind, rivalled only by the bassoon. The intricate key organization that makes this range possible can make playability of some passages awkward. The bottom of the clarinets written range is defined by the keywork on each particular instrument; standard keywork schemes allow a low E, E♭, or C. The actual lowest concert pitch depends on the transposition of the instrument in question.


          Nearly all soprano and piccolo clarinets have keywork enabling them to play the E below middle C (E3 in scientific pitch notation) as their lowest written note, though some B♭ clarinets go down to E♭3 to enable them to match the range of the A clarinet. In the case of the B♭ soprano clarinet, the concert pitch of the lowest note is D3, a whole tone lower than the written pitch. Most alto and bass clarinets have an additional key to allow a (written) E♭3. Modern professional-quality bass clarinets generally have additional keywork to written C3. Among the less commonly encountered members of the clarinet family, contra-alto and contrabass clarinets may have keywork to E♭3, D3, or C3; the basset clarinet and basset horn generally go to low C3.


          Defining the top end of a clarinets range is difficult, since many advanced players can produce notes well above the highest notes commonly found in method books. The high G two octaves plus a perfect fifth above middle C (G6) is routinely encountered in the standard soprano clarinet literature through the nineteenth century. The C above that (C7) is attainable by most advanced players and is shown on many fingering charts.


          The range of a clarinet can be divided into three distinct registers. The lowest register, consisting of the notes up to the written B♭ above middle C (B♭4), is known as the chalumeau register (named after the instrument that was the clarinet's immediate ancestor). This register is the easiest to play and is the first learned by beginning players. The top four notes of this register are known as the throat tones.


          The middle register is termed the clarino (sometimes clarion) register and spans just over an octave (from written B above middle C (B4) to the C two octaves above middle C (C6)); it is the dominant range for most members of the clarinet family and is audible above the brass while playing forte. The top or altissimo register consists of the notes above the written C two octaves above middle C (C6).


          Unlike other woodwinds, all three registers have characteristically different sounds. The chalumeau register is rich and relatively quiet. The clarino register is bright and sweet, like a trumpet heard from afar ("clarino" means trumpet and is the root word for "clarinet"). The altissimo register can be piercing and sometimes shrill.


          


          Construction and acoustics
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          Materials


          Clarinet bodies have been made from a variety of materials including wood, plastic, hard rubber, metal, resin, and ivory. The vast majority of clarinets used by professional musicians are made from African hardwood, often grenadilla, rarely (because of diminishing supplies) Honduran rosewood and sometimes even cocobolo. Historically other woods, notably boxwood, were used.


          Most modern inexpensive instruments are made of plastic resin, such as ABS. These materials are sometimes called "resonite", which is Selmer's trademark name for its particular type of plastic.


          Metal soprano clarinets were popular in the early twentieth century, until plastic instruments supplanted them; metal construction is still used for the bodies of some contra-alto and contrabass clarinets, and for the necks and bells of nearly all alto and larger clarinets.


          Ivory was used for a few 18th century clarinets, but it tends to crack and does not keep its shape well.


          Buffet Crampon's Greenline clarinets are made from a composite of wood powder and carbon fibre. Such instruments are less affected by humidity than wooden instruments, but are heavier. Hard rubber, such as ebonite, has been used for clarinets since the 1860s, although few modern clarinets are made of it. Clarinet designers Alastair Hanson and Tom Ridenour are strong advocates of hard rubber. Hanson Clarinets of England manufactures clarinets using a grenadilla compound reinforced with ebonite, known as 'BTR' (bithermal reinforced) grenadilla. This material is also not affected by humidity, and the weight is the same as that of a wood clarinet.


          Mouthpieces are generally made of ebonite, although some inexpensive mouthpieces may be made of plastic. Other materials such as wood, ivory, metal, and glass have also been used.


          


          Reed


          The instrument uses a single reed made from the cane of Arundo donax, a type of grass. Reeds may also be manufactured from synthetic materials. The ligature fastens the reed to the mouthpiece. When air is blown through the opening between the reed and the mouthpiece facing, the reed vibrates and produces the instrument's sound.


          While a few clarinetists make their own reeds, most buy manufactured reeds, though many players make adjustments to these reeds to improve playability. Clarinet reeds come in varying degrees of hardness, generally indicated on a scale from one (soft) through five (hard). This numbering system is not standardized, varying between reed manufacturers. Reed hardness and mouthpiece characteristics work together to determine ease of playability, pitch stability, and tonal characteristics.


          


          Acoustics


          The body of a modern soprano clarinet is equipped with numerous tone holes of which seven (six front, one back) are covered by the fingertips and the rest are opened or closed using a complicated set of keys. These tone holes allow every note of the chromatic scale to be produced. (On alto and larger clarinets, and a few soprano clarinets, some or all of the finger holes are replaced by key-covered holes.) The most common system of keys was named the Boehm System by its designer Hyacinthe Klos in honour of the flute designer Theobald Boehm, but is not the same as the Boehm System used on flutes. The other main system of keys is called the Oehler system and is used mostly in Germany and Austria (see History). Related is the Albert system used by some jazz, klezmer, and eastern European folk musicians. The Albert and Oehler systems are both based on the earlier Mueller system.


          The bore of the instrument is basically cylindrical for most of the tube, but there is a subtle hourglass shape, with the thinnest part below the junction between the upper and lower joint. This hourglass shape, although not visible to the naked eye, helps the intonation between the chalumeau and clarinet registers. The diameter of the bore affects characteristics such as stability of pitch (and therefore the extent to which a note can be 'bent' in the manner required in jazz and other styles of music). The bell at the bottom of the instrument flares out to improve the tone of the lowest notes.


          Most modern clarinets have "undercut" tone holes to further improve intonation and the sound. Undercutting simply means chamfering the bottom edge of tone holes inside the bore. Acoustically, this makes the tone hole function as if it were larger.


          The fixed reed and fairly uniform diameter of the clarinet give the instrument an acoustical behaviour approximating that of a cylindrical stopped pipe. Covering or uncovering the tone holes varies the effective length of the pipe, changing the resonant frequencies of the enclosed air column and hence the pitch of the sound that is produced. A clarinetist moves between the chalumeau and clarino registers through use of the register key, or speaker key: clarinetists call the change from chalumeau register to clarino register "the break". The register key, when pressed, causes the clarinet to produce the note a twelfth higher, corresponding to the instrument's third harmonic. The clarinet is therefore said to overblow at the twelfth. (By contrast, nearly all other woodwind instruments overblow at the octave, or do not overblow at all; the rackett is the next most common Western instrument that overblows at the twelfth like the clarinet.) A clarinet must therefore have holes and keys for nineteen notes (an octave and a half, from bottom E to B♭) in its lowest register to play a chromatic scale. This overblowing behaviour explains both the clarinet's great range and its complex fingering system. The fifth and seventh harmonics are also available, sounding a further sixth and fourth (actually a very flat diminished fifth) higher respectively; these are the notes of the altissimo register.


          The highest notes on a clarinet can have a piercing quality and can be difficult to tune precisely. Different individual instruments can be expected to play differently in this respect. This becomes critical if a number of instruments are required to play a high part in unison. Fortunately for audiences, disciplined players can use a variety of fingerings to introduce slight variations into the pitch of these higher notes. It is also common for high melody parts to be split into close harmony to avoid this issue.


          Since approximately 1850, clarinets have been nominally tuned according to 12-tone equal-temperament. Older clarinets were nominally tuned to meantone, and a skilled performer can use his or her embouchure to considerably alter the tuning of individual notes. Special fingerings may be used to play quarter tones and other microtonal intervals. (Fritz Schller of Markneukirchen, Germany built a quarter tone clarinet, with two parallel bores of slightly different whose tone holes are operated using the same keywork and a valve to switch from one bore to the other.)


          


          Components of a modern soprano clarinet


          A Boehm system soprano clarinet is shown in the photos illustrating this section. However, all modern clarinets have similar components.
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          The reed is attached to the mouthpiece by the ligature; and the top half-inch or so of this assembly is held in the players mouth. (German clarinetists often wind a string around the mouthpiece and reed instead of using a ligature.) The formation of the mouth around the mouthpiece and reed is called the embouchure.


          The reed is on the underside of the mouthpiece, pressing against the player's bottom lip, while the top teeth normally contact the top of the mouthpiece (some players roll the upper lip under the top teeth to form what is called a double-lip embouchure). Adjustments in the strength and configuration of the embouchure change the tone and intonation (tuning). It is not uncommon for clarinetists to employ methods to soften the pressure on both the upper teeth and inner lower lip by attaching pads to the top of the mouthpiece or putting (temporary) padding on the front lower teeth, commonly from folded paper.
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          Next is the short barrel; this part of the instrument may be extended in order to fine-tune the clarinet. As the pitch of the clarinet is fairly temperature sensitive some instruments have interchangeable barrels whose lengths vary slightly. Additional compensation for pitch variation and tuning can be made by increasing the length of the instrument by pulling out the barrel, particularly common in group playing in which clarinets are tuned to other instruments (such as in an orchestra). Some performers employ a plastic barrel with a thumbwheel that enables the barrel length to be altered. On basset horns and lower clarinets, the barrel is usually replaced by a curved metal neck.
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          The main body of most clarinets is divided into the upper joint whose holes and most keys are operated by the left hand, and the lower joint with holes and most keys operated by the right hand. (Some clarinets have a single joint. On some basset horns and larger clarinets the two joints are held together with a screw clamp and are usually not disassembled for storage.) The left thumb operates both a tone hole and the register key. Interestingly, on some models of clarinet, such as many Albert system clarinets, and increasingly some higher-end Boehm system clarinets, the register key is a 'wraparound' key, with the key on the back of the clarinet and the pad on the front. As well as the slightly exotic look this lends to the clarinet, advocates of the wraparound register key advocate improved sound, as well as the benefit that it is harder for condensation to accumulate in the tube beneath the pad.
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          The cluster of keys at the bottom of the upper joint (protruding slightly beyond the cork of the joint) are known as the trill keys and are operated by the right hand. These give the player alternative fingerings which make it easy to play ornaments and trills that would otherwise be awkward. The entire weight of the smaller clarinets is supported by the right thumb behind the lower joint on what is called the thumb-rest. Basset horns and larger clarinets are supported with a neck strap or a floor peg.


          Finally, the flared end is known as the bell. Contrary to popular belief, the bell does not amplify the sound; rather, it improves the uniformity of the instrument's tone for the lowest notes in each register.


          
            [image: Bell of a B♭ soprano clarinet]

            
              Bell of a B♭ soprano clarinet
            

          


          For the other notes the sound is produced almost entirely at the tone holes and the bell is irrelevant.


          On basset horns and larger clarinets, the bell curves up and forward, and is usually made of metal.


          


          Usage and repertoire of the clarinet


          


          Use of multiple clarinets


          The modern orchestral standard of using soprano clarinets in both B♭ and A has to do partly with the history of the instrument, and partly with acoustics, aesthetics and economics. Before about 1800, due to the lack of airtight pads (see History), practical woodwinds could have only a few keys to control accidentals (notes outside their diatonic home scales). Because clarinets overblow at the twelfth rather than the octave, they need keys to control more notes in each register than oboes, flutes, or bassoons do. Clarinets with few keys cannot easily play chromatically, limiting any such instrument to a few closely related key signatures. For example, an eighteenthcentury clarinet in C could be played in F, C, G, (and their relative minors) with good intonation, but with progressive difficulty as the key moved away from this range. In contrast, for octave-overblowing instruments, a single instrument in C with few keys could much more readily be played in any key.


          Therefore by using three clarinets  in A, B♭ and C  early 19th century music, which rarely strayed into the remote keys (five or six sharps or flats), could be played as follows: music in 5 to 2 sharps (B major to D major concert pitch) on A clarinet (D major to F major for the player), music in 1 sharp to 1 flat (G to F) on C clarinet, and music in 2 flats to 4 flats (B♭ to A♭) on the B♭ clarinet (C to B♭). Difficult key signatures and numerous accidentals were thus largely avoided.


          With the invention of the airtight pad, and as key technology improved and more keys were added to woodwinds, the need for clarinets in multiple musical keys was reduced. However, the use of more than one instrument in different keys persisted, with the three instruments in C, B♭ and A all used as specified by the composer.


          The lower-pitched clarinets sound more "mellow" (less bright), and the C clarinet  being the highest and therefore brightest of the three  eventually fell out of favour as the other two clarinets could cover its range and their sound was considered better. While the clarinet in C began to fall out of general use around 1850, some composers continued to write C parts, e.g. Bizet Symphony in C (1855), Tchaikovsky 2nd Symphony (1872), Smetana Vltava (1874), Brahms 4th Symphony (1885), and Richard Strauss deliberately reintroduced it to take advantage of its brighter tone, e.g. Der Rosenkavalier (1911) et seq.


          While technical improvements and an equal-tempered scale reduced the need for two clarinets, the technical difficulty of playing in remote keys remains and the A has remained a standard orchestral instrument. In addition, by the late 19th century the orchestral clarinet repertoire contained so much music for clarinet in A that the disuse of this instrument was not practical. Attempts were made to standardise to the B♭ instrument between 1930 and 1950 (e.g. tutors of the period recommended, with examples and studies, learning the routine transposition of orchestral A parts on the B♭ clarinet, including famous solos written for A clarinet, and some manufacturers provided a low E♭ on the B♭ instrument to match the range of the A clarinet.), but this did not succeed in the orchestral sphere.


          Similarly there have been E♭ and D instruments in the upper soprano range, B♭, A, and C instruments in the bass range, and so forth; but over time the E♭ and B♭ instruments have become predominant.


          


          Classical music
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          In classical music, clarinets are part of standard orchestral instrumentation, which frequently includes two clarinetists playing individual parts  each player usually equipped with a pair of standard clarinets in B♭ and A (see above) and it is quite common for clarinet parts to alternate between B♭ and A instruments several times over the course of a piece or even, less commonly, of a movement (e.g. 1st movement Brahms 3rd symphony). Clarinet sections grew larger during the last few decades of the 19th century, often employing a third clarinetist, an E♭ or a bass clarinet. In the 20th century, composers such as Igor Stravinsky, Richard Strauss, Gustav Mahler and Olivier Messiaen enlarged the clarinet section on occasion to up to nine players, employing many different clarinets including the E♭ or D soprano clarinets, basset horn, alto clarinet, bass clarinet and/or contrabass clarinet.


          This practice of using a variety of clarinets to achieve colouristic variety was common in 20th century music and continues today. However, many clarinetists and conductors prefer to play parts originally written for obscure instruments such as the C or D clarinets on B♭ or E♭ clarinets, which are often of better quality and more prevalent and accessible.


          The clarinet is widely used as a solo instrument. The relatively late evolution of the clarinet (when compared to other orchestral woodwinds) has left a considerable amount of solo repertoire from the Classical, Romantic and Modern periods but few works from the Baroque era. A number of clarinet concertos have been written to showcase the instrument, with the concerti by Mozart, Copland and Weber being particularly well known.


          Many works of chamber music have also been written for the clarinet. Particularly common combinations are:


          
            
              	
                
                  	Clarinet and piano (including clarinet sonatas)


                  	Clarinet, piano and another instrument (for example, string instrument or voice)


                  	Clarinet quartet, either 4 B♭ clarinets or 3 B♭ clarinets and bass clarinet, sometimes with parts for alto clarinet.


                  	Clarinet quintet, generally made up of a clarinet plus a string quartet.


                  	Wind quintet, consists of flute, oboe, clarinet, bassoon, and horn.

                

              

              	
                
                  	Trio d'anches, or trio of reeds consists of oboe, clarinet, and bassoon.


                  	Wind octet, consists of pairs of oboes, clarinets, bassoons, and horns.


                  	Clarinet, violin, piano


                  	Clarinet, viola, piano


                  	Clarinet, violoncello, piano

                

              
            

          


          


          Concert bands


          In wind bands, clarinets are a particularly central part of the instrumentation, occupying the same space (and often playing the same parts) in bands that the strings do in orchestras. Bands usually include several B♭ clarinets, divided into sections each consisting of two or three clarinetists playing the same part. There is almost always an E♭ clarinet part and a bass clarinet part, usually doubled. Alto, contra-alto, and contrabass clarinets are sometimes used as well, and very rarely a piccolo A♭ clarinet.


          


          Jazz
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          The clarinet was a central instrument in early jazz starting in the 1910s and remaining popular in the United States through the big band era into the 1940s. Larry Shields, Ted Lewis, Jimmie Noone and Sidney Bechet were influential in early jazz. The B♭ soprano was the most common instrument, but a few early jazz musicians such as Louis Nelson Delisle and Alcide Nunez preferred the C soprano, and many New Orleans jazz brass bands have used E♭ soprano.


          Swing clarinetists such as Benny Goodman, Artie Shaw, and Woody Herman led successful and popular big bands and smaller groups from the 1930s onward. With the decline of the big bands' popularity in the late 1940s, the clarinet faded from its prominent position in jazz, though a few players ( Buddy DeFranco, Eric Dolphy, Jimmy Giuffre, Perry Robinson, Theo Jorgensmann and others) used clarinet in bebop and free jazz.


          During the 1950s and 1960s, Britain underwent a surge in the popularity of traditional jazz. During this period, a British clarinetist named Acker Bilk became popular, founding his own ensemble in 1956. Bilk had a string of successful records including the most popular, Stranger on the Shore, a tune now synonymous with Acker Bilk himself.


          Back in the U.S., the instrument has seen something of a resurgence since the 1980s, with Eddie Daniels, Don Byron, and others playing the clarinet in more contemporary contexts. The instrument remains common in Dixieland music; Pete Fountain is one of the best known performers in this genre. Bob Wilber, active since the 1950s, is a more eclectic jazz clarinetist, playing in a number of classic jazz styles.


          Filmmaker Woody Allen is a notable jazz clarinet enthusiast, and performs New Orleans-style jazz regularly with his quartet in New York.


          


          Rock and pop


          In Rock and Pop music, the clarinet is used very rarely. Some examples are:


          The Beatles used a clarinet trio on their song " When I'm Sixty-Four", from the album Sgt. Pepper's Lonely Hearts Club Band.


          Jerry Martini plays clarinet on Sly and the Family Stone's " Dance to the Music".


          John Helliwell with the band Supertramp sometimes uses the clarinet.


          Patti Smith uses clarinet on her albums Twelve, Trampin' and Peace and Noise (song " Spell").


          Radiohead employed a clarinet for " Life in a Glasshouse" from the album Amnesiac.


          


          Other genres


          Clarinets also feature prominently in much Klezmer music, which requires a very distinctive style of playing. This folk genre makes much use of quarter-tones, making a different embouchure (mouth position) necessary. Some klezmer musicians prefer Albert system clarinets.


          The popular Brazilian music style choro often uses a clarinet. Prominent contemporary players include Paquito D'Rivera.


          The famous clarinet player from Republic of Macedonia, Tale Ognenovski played the clarinet as a Macedonian folk instrument and became famous world-wide with his work.


          The clarinet is prominent in Bulgarian wedding music, an offshoot of Roma/Romani traditional music. Ivo Papazov is a well-known clarinetist in this genre.


          In Greece the clarinet (usually referred to as "ί" - "clarino") is prominent in the traditional music of the country, especially central and northwest Greece ( Thessaly and Epirus). It has a unique sound due to the integration of it with zurna, the dominant (double-reed) woodwind before clarinet arrived to the country. Many Greeks regard the clarinet as a native instrument. Traditional dance music, wedding music and laments include a clarinet soloist and quite often improvisations. Petroloukas Chalkias is a famous clarinetist in this genre.


          The instrument is equally famous in Turkey, especially the soprano clarinet in G. The soprano clarinet crossed via Turkey to Arabic music, where it is widely used in Arabic pop, especially if the intention of the arranger is to imitate the Turkish style or if the arranger is himself a Turk.


          


          Groups of clarinets


          Groups of clarinets playing together have become increasingly popular among clarinet enthusiasts in recent years. Common forms are:


          
            	Clarinet choir, which features a large number of clarinets playing together, usually involves a range of different members of the clarinet family (see Extended family of clarinets). The homogeneity of tone across the different members of the clarinet family produces an effect with some similarities to a human choir.


            	Clarinet quartet, usually three B♭ sopranos and one B♭ bass, but also sometimes four B♭ sopranos.

          


          Clarinet choirs and quartets often play arrangements of both classical and popular music, in addition to a body of literature specially written for a combination of clarinets by composers such as Arnold Cooke, Alfred Uhl, Lucien Caillet and Vclav Nelhbel.


          


          Extended family of clarinets


          There is a family of many differently-pitched clarinet types, some of which are very rare. The following are the most important sizes:


          
            	Piccolo clarinet in A♭.


            	Soprano clarinets in E♭, D, C, B♭, A and G.


            	Basset clarinet in A.


            	Basset horn in F.


            	Alto clarinet in E♭.


            	Bass clarinet in B♭.


            	Contra-alto clarinet in EE♭.


            	Contrabass clarinet in BB♭.

          


          Experimental EEE♭ and BBB♭ Octocontra-alto and Octocontrabass clarinets have also been built.


          Clarinets other than the standard B♭ and A soprano clarinets are sometimes known as harmony clarinets.


          There have also been soprano clarinets in C, A, and B♭ with curved barrels and bells marketed under the names Saxonette, Claribel, and Clariphon.


          


          History
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          The clarinet developed from a Baroque instrument called the chalumeau. This instrument was similar to a recorder, but with a single reed mouthpiece similar to that of the modern clarinet and a cylindrical bore. Lacking a register key, it was played mainly in its fundamental register, with a limited range of about one and a half octaves. It had eight finger holes, like a recorder, plus two keys for its two highest notes. At this time contrary to modern practice the reed was placed in contact with the upper lip.


          Around the turn of the 18th century the chalumeau was modified by converting one of its keys into a register key to produce the first clarinet. This development is usually attributed to a German instrument maker named Johann Christoph Denner, though some have suggested his son Jacob Denner was the inventor. This instrument played well in the middle register with a loud, strident tone, so it was given the name clarinetto meaning "little trumpet" (from clarino + -etto). Early clarinets did not play well in the lower register, so chalumeaux continued to be made to play the low notes and these notes became known as the chalumeau register. As clarinets improved, the chalumeau fell into disuse.


          The original Denner clarinets had two keys, and could play a chromatic scale, but various makers added more keys to get improved notes, easier fingerings, and a slightly larger range. The classical clarinet of Mozart's day typically had eight finger holes and five keys.


          Clarinets were soon accepted into orchestras. Later models had a mellower tone than the originals. Mozart (d. 1791) liked the sound of the clarinet (he considered its tone the closest in quality to the human voice) and wrote much music for it, and by the time of Beethoven (c. 18001820), the clarinet was a standard fixture in the orchestra.


          The next major development in the history of clarinet was the invention of the modern pad. Early clarinets covered the tone holes with felt pads. Because these leaked air, the number of pads had to be kept to a minimum, so the clarinet was severely restricted in what notes could be played with a good tone. In 1812, Ivan Mueller, a Russian-born clarinetist and inventor, developed a new type of pad which was covered in leather or fish bladder. This was completely airtight, so the number of keys could be increased enormously. He designed a new type of clarinet with seven finger holes and thirteen keys. This allowed the clarinet to play in any key with near equal ease. Over the course of the 19th century, many enhancements were made to Mueller's clarinet, such as the Albert system and the Baermann system, all keeping the same basic design. The Mueller clarinet and its derivatives were popular throughout the world.


          The final development in the modern design of the clarinet used in most of the world today was introduced by Hyacinthe Klos in 1839. He devised a different arrangement of keys and finger holes which allow simpler fingering. It was inspired by the Boehm System developed by Theobald Boehm, a flute maker who had invented the system for flutes. Klos was so impressed by Boehm's invention that he named his own system for clarinets the Boehm system, although it is different from the one used on flutes. This new system was slow to catch on because it meant the player had to relearn how to play the instrument. To ease this transition, Klose wrote a series of exercises for the clarinet, designed to teach his fingering system. Gradually, however, it became the standard and today the Boehm system is used everywhere in the world except Germany and Austria. These countries still use a direct descendant of the Mueller clarinet known as the Oehler system clarinet. Also, some contemporary Dixieland and Klezmer players continue to use Albert system clarinets, as the simpler fingering system can allow for easier slurring of notes. At one time the reed was held on using string, but now the practice exists primarily in Germany and Austria, where the tone is preferred over that produced with the ligatures that are more popular in the rest of the world.


          



          


          Notable clarinetists


          


          Classical


          
            	Alessandro Carbonare (Italy)


            	Alexander Bader (Germany)


            	Bla Kvacks (Hungary)


            	Frederick Thurston (England)


            	Giora Feidman (Argentina)


            	Jack Brymer (England)


            	Jean-Christian Michel (France)


            	Jon Manasse (USA)


            	Joszf Balogh (Hungary)


            	Karl Leister (Germany)


            	Larry Combs (USA)


            	Lus Afonso (Brazil)


            	Manfred Preis (Germany)


            	Margot Leveret (USA)


            	Martin Frst (Sweden)


            	Michael Collins (USA)


            	Michel Arrignon (France)


            	Ovanir Buosi (Brazil)


            	Paul Meyer (France)


            	Peter Geisler (Germany)


            	Richard Stoltzman (USA)


            	Robert Plane (England)


            	Sabine Meyer (Germany)


            	Sharon Kan (Israel)


            	Thea King (England)


            	Walter Seyfarth (Germany)


            	Wenzel Fuchs (Austria)


            	Wolfgang Meyer (Germany)

          


          


          Jazz and popular


          
            	Acker Bilk (England)


            	Artie Shaw(USA)


            	Benny Goodman(USA)


            	Don Byron (USA)


            	Eddie Daniels (USA)


            	Jimmy Giuffre (USA)


            	Naylor Azevedo (Brazil)


            	Paquito D'Rivera (Cuba)


            	Paulo Moura (Brazil)


            	Paulo Srgio dos Santos (Brazil)


            	Pete Fountain (USA)


            	Perry Robinson (USA)


            	Theo Jrgensmann (Germany)


            	Tony Scott (England)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Clarinet"
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          Classical mechanics (commonly confused with Newtonian mechanics, which is a subfield thereof) is used for describing the motion of macroscopic objects, from projectiles to parts of machinery, as well as astronomical objects, such as spacecraft, planets, stars, and galaxies. It produces very accurate results within these domains, and is one of the oldest and largest subjects in science and technology.


          Besides this, many related specialties exist, dealing with gases, liquids, and solids, and so on. Classical mechanics is enhanced by special relativity for objects moving with high velocity, approaching the speed of light. Furthermore, general relativity is employed to handle gravitation at a deeper level. In physics, classical mechanics is one of the two major sub-fields of study in the science of mechanics, which is concerned with the set of physical laws governing and mathematically describing the motions of bodies and aggregates of bodies. The other sub-field is quantum mechanics.


          The term classical mechanics was coined in the early 20th century to describe the system of mathematical physics begun by Isaac Newton and many contemporary 17th century workers, building upon the earlier astronomical theories of Johannes Kepler, which in turn were based on the precise observations of Tycho Brahe and the studies of terrestrial projectile motion of Galileo, but before the development of quantum physics and relativity. Therefore, some sources exclude so-called "relativistic physics" from that category. However, a number of modern sources do include Einstein's mechanics, which in their view represents classical mechanics in its most developed and most accurate form. The initial stage in the development of classical mechanics is often referred to as Newtonian mechanics, and is associated with the physical concepts employed by and the mathematical methods invented by Newton himself, in parallel with Leibniz, and others. This is further described in the following sections. More abstract and general methods include Lagrangian mechanics and Hamiltonian mechanics. While the terms classical mechanics and Newtonian mechanics are usually considered equivalent (if relativity is excluded), much of the content of classical mechanics was created in the 18th and 19th centuries and extends considerably beyond (particularly in its use of analytical mathematics) the work of Newton.


          


          Description of the theory


          
            [image: The analysis of projectile motion is a part of classical mechanics.]

            
              The analysis of projectile motion is a part of classical mechanics.
            

          


          The following introduces the basic concepts of classical mechanics. For simplicity, it often models real-world objects as point particles, objects with negligible size. The motion of a point particle is characterized by a small number of parameters: its position, mass, and the forces applied to it. Each of these parameters is discussed in turn.


          In reality, the kind of objects which classical mechanics can describe always have a non-zero size. (The physics of very small particles, such as the electron, is more accurately described by quantum mechanics). Objects with non-zero size have more complicated behaviour than hypothetical point particles, because of the additional degrees of freedomfor example, a baseball can spin while it is moving. However, the results for point particles can be used to study such objects by treating them as composite objects, made up of a large number of interacting point particles. The centre of mass of a composite object behaves like a point particle.


          



          


          Displacement and its derivatives


          
            
              	The SI derived units with kg, m and s
            


            
              	displacement
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              	jerk

              	ms3
            


            
              	specific energy

              	ms2
            


            
              	absorbed dose rate

              	ms3
            


            
              	moment of inertia

              	kgm
            


            
              	momentum

              	kgms1
            


            
              	angular momentum

              	kgms1
            


            
              	force

              	kgms2
            


            
              	torque

              	kgms2
            


            
              	energy

              	kgms2
            


            
              	power

              	kgms3
            


            
              	pressure

              	kgm1s2
            


            
              	surface tension

              	kgs2
            


            
              	irradiance

              	kgs3
            


            
              	kinematic viscosity

              	ms1
            


            
              	dynamic viscosity

              	kgm1s
            

          


          The displacement, or position, of a point particle is defined with respect to an arbitrary fixed reference point, O, in space, usually accompanied by a coordinate system, with the reference point located at the origin of the coordinate system. It is defined as the vector r from O to the particle. In general, the point particle need not be stationary relative to O, so r is a function of t, the time elapsed since an arbitrary initial time. In pre-Einstein relativity (known as Galilean relativity), time is considered an absolute, i.e., the time interval between any given pair of events is the same for all observers. In addition to relying on absolute time, classical mechanics assumes Euclidean geometry for the structure of space.


          


          Velocity and speed


          The velocity, or the rate of change of position with time, is defined as the derivative of the position with respect to time or


          
            	[image: \vec{v} = {\mathrm{d}\vec{r} \over \mathrm{d}t}\,\!].

          


          In classical mechanics, velocities are directly additive and subtractive. For example, if one car traveling East at 60 km/h passes another car traveling East at 50 km/h, then from the perspective of the slower car, the faster car is traveling east at 60 50 = 10 km/h. Whereas, from the perspective of the faster car, the slower car is moving 10 km/h to the West. Velocities are directly additive as vector quantities; they must be dealt with using vector analysis.


          Mathematically, if the velocity of the first object in the previous discussion is denoted by the vector [image: \vec{u} = u\vec{d}] and the velocity of the second object by the vector [image: \vec{v} = v\vec{e}] where u is the speed of the first object, v is the speed of the second object, and [image: \vec{d}] and [image: \vec{e}] are unit vectors in the directions of motion of each particle respectively, then the velocity of the first object as seen by the second object is:


          
            	[image: \vec{u'} = \vec{u} - \vec{v}\,\!]

          


          Similarly:


          
            	[image: \vec{v'}= \vec{v} - \vec{u}\,\!]

          


          When both objects are moving in the same direction, this equation can be simplified to:


          
            	[image: \vec{u'} = ( u - v ) \vec{d}\,\!]

          


          Or, by ignoring direction, the difference can be given in terms of speed only:


          
            	[image:  u' = u - v \,\!]

          


          


          Acceleration


          The acceleration, or rate of change of velocity, is the derivative of the velocity with respect to time (the second derivative of the position with respect to time) or


          
            	[image: \vec{a} = {\mathrm{d}\vec{v} \over \mathrm{d}t}].

          


          Acceleration can arise from a change with time of the magnitude of the velocity or of the direction of the velocity or both. If only the magnitude, v, of the velocity decreases, this is sometimes referred to as deceleration, but generally any change in the velocity with time, including deceleration, is simply referred to as acceleration.


          Forces; Newton's Second Law


          Newton was the first to mathematically express the relationship between force and momentum. Some physicists interpret Newton's second law of motion as a definition of force and mass, while others consider it to be a fundamental postulate, a law of nature. Either interpretation has the same mathematical consequences, historically known as "Newton's Second Law":


          
            	[image: \vec{F} = {\mathrm{d}\vec{p} \over \mathrm{d}t} = {\mathrm{d}(m \vec{v}) \over \mathrm{d}t}].

          


          The quantity [image: m\vec{v}] is called the ( canonical) momentum. The net force on a particle is, thus, equal to rate change of momentum of the particle with time. Typically, the mass m is constant in time, and Newton's law can be written in the simplified form


          
            	[image: \vec{F} = m \vec{a}]

          


          where [image: \vec{a} = \frac {\mathrm{d} \vec{v}} {\mathrm{d}t}] is the acceleration. It is not always the case that m is independent of t. For example, the mass of a rocket decreases as its propellant is ejected. Under such circumstances, the above equation is incorrect and the full form of Newton's second law must be used.


          Newton's second law is insufficient to describe the motion of a particle. In addition, it requires a value for [image: \vec{F}], obtained by considering the particular physical entities with which the particle is interacting. For example, a typical resistive force may be modelled as a function of the velocity of the particle, for example:


          
            	[image: \vec{F}_{\rm R} = - \lambda \vec{v}]

          


          with  a positive constant (although this relation is known to be incorrect for drag in dense air, for example, it is accurate enough for elementary work). Once independent relations for each force acting on a particle are available, they can be substituted into Newton's second law to obtain an ordinary differential equation, which is called the equation of motion. Continuing the example, assume that friction is the only force acting on the particle. Then the equation of motion is


          
            	[image: - \lambda \vec{v} = m \vec{a} = m {\mathrm{d}\vec{v} \over \mathrm{d}t}].

          


          This can be integrated to obtain


          
            	[image: \vec{v} = \vec{v}_0 e^{- \lambda t / m}]

          


          where [image: \vec{v}_0] is the initial velocity. This means that the velocity of this particle decays exponentially to zero as time progresses. This expression can be further integrated to obtain the position [image: \vec{r}] of the particle as a function of time.


          Important forces include the gravitational force and the Lorentz force for electromagnetism. In addition, Newton's third law can sometimes be used to deduce the forces acting on a particle: if it is known that particle A exerts a force [image: \vec{F}] on another particle B, it follows that B must exert an equal and opposite reaction force, -[image: \vec{F}], on A. The strong form of Newton's third law requires that [image: \vec{F}] and -[image: \vec{F}] act along the line connecting A and B, while the weak form does not. Illustrations of the weak form of Newton's third law are often found for magnetic forces.


          


          Energy


          If a force [image: \vec{F}] is applied to a particle that achieves a displacement [image: \Delta\vec{s}], the work done by the force is defined as the scalar product of force and displacement vectors:


          
            	[image:  W = \vec{F} \cdot \Delta \vec{s} ].

          


          If the mass of the particle is constant, and Wtotal is the total work done on the particle, obtained by summing the work done by each applied force, from Newton's second law:


          
            	[image:  W_{\rm total} = \Delta E_k \,\!],

          


          where Ek is called the kinetic energy. For a point particle, it is mathematically defined as the amount of work done to accelerate the particle from zero velocity to the given velocity v:


          
            	[image:  E_k = \begin{matrix} \frac{1}{2} \end{matrix} mv^2 ].

          


          For extended objects composed of many particles, the kinetic energy of the composite body is the sum of the kinetic energies of the particles.


          A particular class of forces, known as conservative forces, can be expressed as the gradient of a scalar function, known as the potential energy and denoted Ep:


          
            	[image: \vec{F} = - \vec{\nabla} E_p].

          


          If all the forces acting on a particle are conservative, and Ep is the total potential energy (which is defined as a work of involved forces to rearrange mutual positions of bodies), obtained by summing the potential energies corresponding to each force


          
            
              	

              	[image: \vec{F} \cdot \Delta \vec{s} = - \vec{\nabla} E_p \cdot \Delta \vec{s} = - \Delta E_p \Rightarrow - \Delta E_p = \Delta E_k \Rightarrow \Delta (E_k + E_p) = 0 \,\!].
            

          


          This result is known as conservation of energy and states that the total energy,


          
            	[image: \sum E = E_k + E_p \,\!]

          


          is constant in time. It is often useful, because many commonly encountered forces are conservative.


          


          Beyond Newton's Laws


          Classical mechanics also includes descriptions of the complex motions of extended non-pointlike objects. The concepts of angular momentum rely on the same calculus used to describe one-dimensional motion.


          There are two important alternative formulations of classical mechanics: Lagrangian mechanics and Hamiltonian mechanics. They are equivalent to Newtonian mechanics, but are often more useful for solving problems. These, and other modern formulations, usually bypass the concept of "force", instead referring to other physical quantities, such as energy, for describing mechanical systems.


          


          Classical transformations


          Consider two reference frames S and S' . For observers in each of the reference frames an event has space-time coordinates of (x,y,z,t) in frame S and (x' ,y' ,z' ,t' ) in frame S' . Assuming time is measured the same in all reference frames, and if we require x = x' when t = 0, then the relation between the space-time coordinates of the same event observed from the reference frames S' and S, which are moving at a relative velocity of u in the x direction is:


          
            	x' = x - ut


            	y' = y


            	z' = z


            	t' = t

          


          This set of formulas defines a group transformation known as the Galilean transformation (informally, the Galilean transform). This type of transformation is a limiting case of special relativity when the velocity u is very small compared to c, the speed of light.


          For some problems, it is convenient to use rotating coordinates (reference frames). Thereby one can either keep a mapping to a convenient inertial frame, or introduce additionally a fictitious centrifugal force and Coriolis force.


          


          History


          Some Greek philosophers of antiquity, among them Aristotle, may have been the first to maintain the idea that "everything happens for a reason" and that theoretical principles can assist in the understanding of nature. While, to a modern reader, many of these preserved ideas come forth as eminently reasonable, there is a conspicuous lack of both mathematical theory and controlled experiment, as we know it. These both turned out to be decisive factors in forming modern science, and they started out with classical mechanics.


          An early experimental scientific method was introduced into mechanics by al-Biruni in the 11th century, and concepts relating to Newton's laws of motion were enunciated by several Muslim physicists during the Middle Ages. Early versions of the law of inertia, known as Newton's first law of motion, and the concept relating to momentum, part of Newton's second law of motion, were described by Ibn al-Haytham (Alhacen) and Avicenna. The proportionality between force and acceleration, am important principle in classical mechanics, was first stated by Hibat Allah Abu'l-Barakat al-Baghdaadi, Ibn al-Haytham, and al-Khazini. It is known that Galileo Galilei's mathematical treatment of acceleration and his concept of impetus grew out of earlier medieval analyses of motion, especially those of Avicenna, Ibn Bajjah, and Jean Buridan.


          The first published causal explanation of the motions of planets was Johannes Kepler's Astronomia nova published in 1609. He concluded, based on Tycho Brahe's observations of the orbit of Mars, that the orbits were ellipses. This break with ancient thought was happening around the same time that Galilei was proposing abstract mathematical laws for the motion of objects. He may (or may not) have performed the famous experiment of dropping two cannon balls of different masses from the tower of Pisa, showing that they both hit the ground at the same time. The reality of this experiment is disputed, but, more importantly, he did carry out quantitative experiments by rolling balls on an inclined plane. His theory of accelerated motion derived from the results of such experiments, and forms a cornerstone of classical mechanics.


          As foundation for his principles of natural philosophy, Newton proposed three laws of motion, the law of inertia, his second law of acceleration, mentioned above, and the law of action and reaction, and hence laying the foundations for classical mechanics. Both Newtons second and third laws were given proper scientific and mathematical treatment in Newton's Philosophi Naturalis Principia Mathematica, which distinguishes them from earlier attempts at explaining similar phenomenon, which were either incomplete, incorrect, or given little accurate mathematical expression. Newton also enunciated the principles of conservation of momentum and angular momentum. In Mechanics, Newton was also the first to provide the first correct scientific and mathematical formulation of gravity in Newton's law of universal gravitation. The combination of Newton's laws of motion and gravitation provide the fullest and most accurate description of classical mechanics. He demonstrated that these laws apply to everyday objects as well as to celestial objects. In particular, he obtained a theoretical explanation of Kepler's laws of motion of the planets.


          Newton previously invented the calculus, of mathematics, and used it to perform the mathematical calculations. For acceptability, his book, the Principia, was formulated entirely in terms of the long established geometric methods, which were soon to be eclipsed by his calculus. However it was Leibniz who developed the notation of the derivative and integral preferred today.


          Newton, and most of his contemporaries, with the notable exception of Huygens, worked on the assumption that classical mechanics would be able to explain all phenomena, including light, in the form of geometric optics. Even when discovering the so-called Newton's rings (a wave interference phenomenon) his explanation remained with his own corpuscular theory of light.


          After Newton, classical mechanics became a principal field of study in mathematics as well as physics.


          Some difficulties were discovered in the late 19th century that could only be resolved by more modern physics. When combined with thermodynamics, classical mechanics leads to the Gibbs paradox of classical statistical mechanics, in which entropy is not a well-defined quantity. As experiments reached the atomic level, classical mechanics failed to explain, even approximately, such basic things as the energy levels and sizes of atoms. The effort at resolving these problems led to the development of quantum mechanics. Similarly, the different behaviour of classical electromagnetism and classical mechanics under coordinate transformations (between differently moving frames of reference), eventually led to the theory of relativity.


          Since the end of the 20th century, the place of classical mechanics in physics has been no longer that of an independent theory. Along with classical electromagnetism, it has become embedded in relativistic quantum mechanics or quantum field theory. It is the non-relativistic, non-quantum mechanical limit for massive particles.


          


          Limits of validity


          
            [image: Domain of validity for Classical Mechanics]

            
              Domain of validity for Classical Mechanics
            

          


          Many branches of classical mechanics are simplifications or approximations of more accurate forms; two of the most accurate being general relativity and relativistic statistical mechanics. Geometric optics is an approximation to the quantum theory of light, and does not have a superior "classical" form. 


          The Newtonian approximation to special relativity


          Newtonian, or non-relativistic classical momentum


          
            	p = m0v

          


          is the result of the first order Taylor approximation of the relativistic expression:


          
            	[image: p = \frac{m_0 v}{ \sqrt{1-v^2/c^2}}]

          


          when expanded about


          
            	[image: \frac{v}{c}=0]

          


          so it is only valid when the velocity is much less than the speed of light. Quantitatively speaking, the approximation is good so long as


          
            	[image: \left(\frac{v}{c}\right)^2 << \frac{v}{c} ]

          


          For example, the relativistic cyclotron frequency of a cyclotron, gyrotron, or high voltage magnetron is given by [image: f=f_c\frac{m_0}{m_0+T/c^2}], where fc is the classical frequency of an electron (or other charged particle) with kinetic energy T and (rest) mass m0 circling in a magnetic field. The (rest) mass of an electron is 511 keV. So the frequency correction is 1% for a magnetic vacuum tube with a 5.11 kV. direct current accelerating voltage.


          


          The classical approximation to quantum mechanics


          The ray approximation of classical mechanics breaks down when the de Broglie wavelength is not much smaller than other dimensions of the system. For non-relativistic particles, this wavelength is


          
            	[image: \lambda=\frac{h}{p}]

          


          where h is Planck's constant and p is the momentum.


          Again, this happens with electrons before it happens with heavier particles. For example, the electrons used by Clinton Davisson and Lester Germer in 1927, accelerated by 54 volts, had a wave length of 0.167 nm, which was long enough to exhibit a single diffraction side lobe when reflecting from the face of a nickel crystal with atomic spacing of 0.215 nm. With a larger vacuum chamber, it would seem relatively easy to increase the angular resolution from around a radian to a milliradian and see quantum diffraction from the periodic patterns of integrated circuit computer memory.


          More practical examples of the failure of classical mechanics on an engineering scale are conduction by quantum tunneling in tunnel diodes and very narrow transistor gates in integrated circuits.


          Classical mechanics is the same extreme high frequency approximation as geometric optics. It is more often accurate because it describes particles and bodies with rest mass. These have more momentum and therefore shorter De Broglie wavelengths than massless particles, such as light, with the same kinetic energies.


          
            Retrieved from " http://en.wikipedia.org/wiki/Classical_mechanics"
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              Claude Monet, photo by Nadar, 1899.
            


            
              	Birth name

              	Claude Oscar Monet
            


            
              	Born

              	November 14, 1840(1840-11-14)

              Paris, France
            


            
              	Died

              	December 5, 1926 (aged86)

              Giverny, France
            


            
              	Nationality

              	French
            


            
              	Field

              	Painter
            


            
              	Movement

              	Impressionism
            


            
              	Works

              	Impression, Sunrise

              Rouen Cathedral series

              London Parliament series

              Water Lilies

              Haystacks
            

          


          Claude Monet (French pronounced [klod mɔnɛ]) also known as Oscar-Claude Monet or Claude Oscar Monet ( November 14, 1840  December 5, 1926) was a founder of French impressionist painting, and the most consistent and prolific practitioner of the movement's philosophy of expressing one's perceptions before nature, especially as applied to plein-air landscape painting. The term Impressionism is derived from the title of his painting Impression, Sunrise.


          


          Early life


          Monet was born on November 14, 1840 on the fifth floor of 45 rue Laffitte, in the ninth arrondissement of Paris. He was the second son of Claude-Adolphe and Louise-Justine Aubre Monet, both of them second-generation Parisians. On May 20, 1841, he was baptized into the local church parish, Notre-Dame-de-Lorette as Oscar-Claude. In 1845, his family moved to Le Havre in Normandy. His father wanted him to go into the family grocery store business, but Claude Monet wanted to become an artist. His mother was a singer.


          On the first of April 1851, Monet entered the Le Havre secondary school of the arts. He first became known locally for his charcoal caricatures, which he would sell for ten to twenty francs. Monet also undertook his first drawing lessons from Jacques-Franois Ochard, a former student of Jacques-Louis David. On the beaches of Normandy in about 1856/1857 he met fellow artist Eugne Boudin who became his mentor and taught him to use oil paints. Boudin taught Monet " en plein air" (outdoor) techniques for painting.


          On 28 January 1857 his mother died. He was 16 years old when he left school, and went to live with his widowed childless aunt, Marie-Jeanne Lecadre.


          


          Paris


          
            [image: On the Bank of the Seine, Bennecourt, 1868. An early example of plein-air impressionism, in which a gestural and suggestive use of oil paint was presented as a finished work of art.]

            
              On the Bank of the Seine, Bennecourt, 1868. An early example of plein-air impressionism, in which a gestural and suggestive use of oil paint was presented as a finished work of art.
            

          


          When Monet traveled to Paris to visit The Louvre, he witnessed painters copying from the old masters. Monet, having brought his paints and other tools with him, would instead go and sit by a window and paint what he saw. Monet was in Paris for several years and met several painters who would become friends and fellow impressionists. One of those friends was douard Manet.


          In June of 1861 Monet joined the First Regiment of African Light Cavalry in Algeria for two years of a seven-year commitment, but upon his contracting typhoid his aunt Marie-Jeanne Lecadre intervened to get him out of the army if he agreed to complete an art course at a university. It is possible that the Dutch painter Johan Barthold Jongkind, whom Monet knew, may have prompted his aunt on this matter. Disillusioned with the traditional art taught at universities, in 1862 Monet became a student of Charles Gleyre in Paris, where he met Pierre-Auguste Renoir, Frdric Bazille, and Alfred Sisley. Together they shared new approaches to art, painting the effects of light en plein air with broken colour and rapid brushstrokes, in what later came to be known as Impressionism.


          Monet's Camille or The Woman in the Green Dress (La Femme  la Robe Verte), painted in 1866, brought him recognition, and was one of many works featuring his future wife, Camille Doncieux; she was the model for the figures in The Women in the Garden of the following year, as well as for On the Bank of the Seine, Bennecourt, 1868, pictured here. Shortly thereafter Doncieux became pregnant and gave birth to their first child, Jean. In 1868, due to financial reasons, Monet attempted suicide by throwing himself into the Seine.


          


          Franco-Prussian War, Impressionism, and Argenteuil


          
            [image: Impression, Sunrise (Impression, soleil levant) (1872/1873).]

            
              Impression, Sunrise (Impression, soleil levant) (1872/1873).
            

          


          After the outbreak of the Franco-Prussian War ( July 19, 1870), Monet took refuge in England in September 1870. While there, he studied the works of John Constable and Joseph Mallord William Turner, both of whose landscapes would serve to inspire Monet's innovations in the study of colour. In the Spring of 1871, Monet's works were refused to be included in the Royal Academy exhibition.


          In May 1871 he left London to live in Zaandam, where he made 25 paintings (and the police suspected him of revolutionary activities) . He also had a first visit to nearby Amsterdam. In October or November 1871 he returned to France. Monet lived from December 1871 to 1878 at Argenteuil, a village on the Seine near Paris, and here he painted some of his best known works. In 1874, he briefly returned to Holland.


          In 1872 (or 1873), he painted Impression, Sunrise (Impression: soleil levant) depicting a Le Havre landscape. It hung in the first Impressionist exhibition in 1874 and is now displayed in the Muse Marmottan-Monet, Paris. From the painting's title, art critic Louis Leroy coined the term "Impressionism", which he intended as disparagement but which the Impressionists appropriated for themselves.


          Monet and Camille Doncieux had married just before the war ( June 28, 1870) and, after their excursion to London and Zaandam, they had moved into a house in Argenteuil near the Seine River in December 1871. She became ill in 1876. They had a second son, Michel, on March 17, 1878, ( Jean was born in 1867). This second child weakened her already fading health. In that same year, he moved to the village of Vtheuil. At the age of thirty-two, Madame Monet died on 5 September 1879 of tuberculosis; Monet painted her on her death bed.


          Later life
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          After several difficult months following the death of Camille on 5 September 1879, a grief-stricken Monet (resolving never to be mired in poverty again) began in earnest to create some of his best paintings of the 19th century. During the early 1880s Monet painted several groups of landscapes and seascapes in what he considered to be campaigns to document the French countryside. His extensive campaigns evolved into his series' paintings.


          Camille Monet had become ill with tuberculosis in 1876. Pregnant with her second child she gave birth to Michel Monet in March 1878. In 1878 the Monets temporarily moved into the home of Ernest Hosched, (1837-1891), a wealthy department store owner and patron of the arts. Both families then shared a house in Vtheuil during the summer. After her husband ( Ernest Hosched) was bankrupted, and left in 1878 for Belgium, in September 1879, and while Monet continued to live in the house in Vtheuil; Alice Hosched helped Monet to raise his two sons, Jean and Michel, by taking them to Paris to live alongside her own six children. They were Blanche, Germaine, Suzanne, Marthe, Jean-Pierre, and Jacques. In the spring of 1880 Alice Hosched and all the children left Paris and rejoined Monet still living in the house in Vtheuil. In 1881 all of them moved to Poissy which Monet hated. From the doorway of the little train between Vernon and Gasny he discovered Giverny. In April 1883 they moved to Vernon, then to a house in Giverny, Eure, in Upper Normandy, where he planted a large garden where he painted for much of the rest of his life. Following the death of her estranged husband, Alice Hosched married Claude Monet in 1892.


          


          Giverny


          At the beginning of May 1883, Monet and his large family rented a house and two acres from a local landowner. The house was situated near the main road between the towns of Vernon and Gasny at Giverny. There was a barn that doubled as a painting studio, orchards and a small garden. The house was close enough to the local schools for the children to attend and the surrounding landscape offered an endless array of suitable motifs for Monet's work. The family worked and built up the gardens and Monet's fortunes began to change for the better as his dealer Paul Durand-Ruel had increasing success in selling his paintings. By November 1890 Monet was prosperous enough to buy the house, the surrounding buildings and the land for his gardens. Within a few years by 1899 Monet built a greenhouse and a second studio, a spacious building, well lit with skylights. Beginning in the 1880s and 1890s, through the end of his life in 1926, Monet worked on "series" paintings, in which a subject was depicted in varying light and weather conditions. His first series exhibited as such was of Haystacks, painted from different points of view and at different times of the day. Fifteen of the paintings were exhibited at the Galerie Durand-Ruel in 1891. He later produced several series of paintings including: Rouen Cathedral, Poplars, the Houses of Parliament, Mornings on the Seine, and the Water Lilies that were painted on his property at Giverny.


          Monet was exceptionally fond of painting controlled nature: his own gardens in Giverny, with its water lilies, pond, and bridge. He also painted up and down the banks of the Seine.


          Between 1883 and 1908, Monet traveled to the Mediterranean, where he painted landmarks, landscapes, and seascapes, such as Bordighera. He painted an important series of paintings in Venice, Italy, and in London he painted two important series  views of Parliament and views of Charing Cross Bridge. His second wife Alice died in 1911 and his oldest son Jean, who had married Alice's daughter Blanche, Monet's particular favourite, died in 1914. After his wife died, Blanche looked after and cared for him. It was during this time that Monet began to develop the first signs of cataracts.


          During World War I, in which his younger son Michel served and his friend and admirer Clemenceau led the French nation, Monet painted a series of Weeping Willow trees as homage to the French fallen soldiers. Cataracts formed on Monet's eyes, for which he underwent two surgeries in 1923. The paintings done while the cataracts affected his vision have a general reddish tone, which is characteristic of the vision of cataract victims. It may also be that after surgery he was able to see certain ultraviolet wavelengths of light that are normally excluded by the lens of the eye, this may have had an effect on the colors he perceived. After his operations he even repainted some of these paintings, with bluer water lilies than before the operation.


          Death
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          Monet died of lung cancer on December 5, 1926 at the age of 86 and is buried in the Giverny church cemetery. Monet had insisted that the occasion be simple; thus about fifty people attended the ceremony.


          His famous home and garden with its waterlily pond were bequeathed by his heirs to the French Academy of Fine Arts (part of the Institut de France) in 1966. Through the Fondation Claude Monet, the home and gardens were opened for visit in 1980, following refurbishment. In addition to souvenirs of Monet and other objects of his life, the home contains his collection of Japanese woodcut prints. The home is one of the two main attractions of Giverny, which hosts tourists from all over the world.


          


          Posthumous sales


          In 2004, London, the Parliament, Effects of Sun in the Fog (Londres, le Parlement, troue de soleil dans le brouillard) (1904), sold for U.S. $20.1 million. In 2006, the journal Proceedings of the Royal Society published a paper providing evidence that these were painted in situ at St Thomas' Hospital over the river Thames.


          Falaises prs de Dieppe (Cliffs near Dieppe) has been stolen on two separate occasions. Once in 1998 (in which the museum's curator was convicted of the theft and jailed for five years along with two accomplices) and most recently in August 2007. It has yet to be recovered.


          Monet's Le Pont du chemin de fer  Argenteuil, an 1873 painting of a railway bridge spanning the Seine near Paris was bought by an anonymous telephone bidder for a record $ 41.4 million at Christie's auction in New York on May 6, 2008. The previous record for his painting stood at $ 36.5 million.
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              	Claudius
            


            
              	Emperor of the Roman Empire
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              	Reign

              	January 24 41October 13 54
            


            
              	Full name

              	Tiberius Claudius Caesar

              Augustus Germanicus (Britannicus AD 44)
            


            
              	Born

              	August 1 10 BC
            


            
              	Birthplace

              	Lugdunum
            


            
              	Died

              	October 13, 54 (age 63)
            


            
              	Buried

              	Mausoleum of Augustus
            


            
              	Predecessor

              	Caligula
            


            
              	Successor

              	Nero, stepson by 4th wife
            


            
              	Wives

              	Failed betrothals Aemilia Lepida and Livia Medullina

              1) Plautia Urgulanilla, AD 924

              2) Aelia Paetina, AD 2831

              3) Messalina, AD 3848

              4) Agrippina the Younger, AD 4954
            


            
              	Dynasty

              	JulioClaudian
            


            
              	Father

              	Nero Claudius Drusus
            


            
              	Mother

              	Antonia Minor
            


            
              	Children

              	1) Claudius Drusus (died in adolescence)

              2) Claudia Antonia

              3) Claudia Octavia

              4) Britannicus
            

          


          Tiberius Claudius Caesar Augustus Germanicus or Claudius I ( August 1, 10 BC  October 13, AD 54) (Tiberius Claudius Drusus Nero Germanicus before his accession) was the fourth Roman Emperor of the Julio-Claudian dynasty, ruling from January 24, AD 41 to his death in AD 54. Born in Lugdunum in Gaul (modern-day Lyon, France), to Drusus and Antonia Minor, he was the first Roman Emperor to be born outside Italia.


          Claudius was considered a rather unlikely man to become emperor. He was reportedly afflicted with some type of disability, and his family had virtually excluded him from public office until his consulship with his nephew Caligula in AD 37. This infirmity may have saved him from the fate of many other Roman nobles during the purges of Tiberius' and Caligula's reigns. His very survival led to his being declared emperor after Caligula's assassination, at which point he was the last adult male of his family.


          Despite his lack of political experience, Claudius proved to be an able administrator and a great builder of public works. His reign saw an expansion of the empire, including the conquest of Britain. He took a personal interest in the law, presided at public trials, and issued up to twenty edicts a day; however, he was seen as vulnerable throughout his rule, particularly by the nobility. Claudius was constantly forced to shore up his positionresulting in the deaths of many senators. Claudius also suffered tragic setbacks in his personal life, one of which may have led to his murder. These events damaged his reputation among the ancient writers. More recent historians have revised this opinion.


          


          Claudius' affliction and personality
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          The historian Suetonius describes the physical manifestations of Claudius' affliction in relatively good detail. His knees were weak and gave way under him and his head shook. He stammered and his speech was confused. He slobbered and his nose ran when he was excited. The Stoic Seneca states in his Apocolocyntosis that Claudius' voice belonged to no land animal, and that his hands were weak as well; however, he showed no physical deformity, as Suetonius notes that when calm and seated he was a tall, well-built figure of dignitas. When angered or stressed, his symptoms became worse. Historians agree that this improved upon his accession to the throne. Claudius himself claimed that he had exaggerated his ailments to save his own life.


          The modern diagnosis has changed several times in the past century. Prior to World War II, infantile paralysis (or polio) was widely accepted as the cause. This is the diagnosis used in Robert Graves' Claudius novels, first published in the 1930s. Polio does not explain many of the described symptoms, however, and a more recent theory implicates cerebral palsy as the cause, as outlined by Ernestine Leon. Tourette syndrome is also a likely candidate for Claudius' symptoms.


          On the personal front, the ancient historians describe Claudius as generous and lowbrow, a man who cracked lame jokes, laughed uncontrollably, and lunched with the plebeians. They also paint him as bloodthirsty and cruel, overly fond of both gladiatorial combat and executions, and very quick to anger (though Claudius himself acknowledged this last trait, and apologized publicly for his temper). To them he was also overly trusting, and easily manipulated by his wives and freedmen. But at the same time they portray him as paranoid and apathetic, dull and easily confused. The extant works of Claudius present a different view, painting a picture of an intelligent, scholarly, well-read, and conscientious administrator with an eye to detail and justice. Thus, Claudius becomes an enigma. Since the discovery of his " Letter to the Alexandrians" in the last century, much work has been done to rehabilitate Claudius and determine where the truth lies.


          


          Family and early life


          Claudius was born Tiberius Claudius Drusus on August 1, 10 BC, in Lugdunum, Gaul, on the day of the dedication of an altar to Augustus. His parents were Nero Claudius Drusus and Antonia, and he had two older siblings named Germanicus and Livilla. Antonia may have had two other children who died young, as well.


          His maternal grandparents were Mark Antony and Octavia Minor, Caesar Augustus' sister. His paternal grandparents were Livia, Augustus' third wife, and Tiberius Claudius Nero. During his reign, Claudius revived the rumor that his father Drusus was actually the illegitimate son of Augustus.


          In 9 BC, Drusus unexpectedly died, possibly from an injury. Claudius was then left to be raised by his mother, who never remarried. When Claudius' afflictions became evident, the relationship with his family turned sour. Antonia referred to him as a monster, and used him as a standard for stupidity. She seems to have passed her son off on his grandmother Livia for a number of years. Livia was little kinder, and often sent him short, angry letters of reproof. He was put under the care of a "former mule-driver" to keep him disciplined, under the logic that his condition was due to laziness and a lack of will-power. However, by the time he reached his teenage years his symptoms apparently waned and his family took some notice of his scholarly interests. In AD 7, Livy was hired to tutor him in history, with the assistance of Sulpicius Flavus. He spent a lot of his time with the latter and the philosopher Athenodorus. Augustus, according to a letter, was surprised at the clarity of Claudius' oratory. Expectations about his future began to increase.


          In the end, it was his work as a budding historian that destroyed his early career. According to Vincent Scramuzza and others, Claudius began work on a history of the Civil Wars that was either too truthful or too critical of Octavian. In either case, it was far too early for such an account, and may have only served to remind Augustus that Claudius was Antony's descendant. His mother and grandmother quickly put a stop to it, and this may have proved to them that Claudius was not fit for public office. He could not be trusted to toe the existing party line. When he returned to the narrative later in life, Claudius skipped over the wars of the second triumvirate altogether. But the damage was done, and his family pushed him to the background. When the Arch of Pavia was erected to honour the imperial clan in AD 8, Claudius' name (now Tiberius Claudius Nero Germanicus after his elevation to paterfamilias of Claudii Nerones on the adoption of his brother) was inscribed on the edgepast the deceased princes, Gaius and Lucius, and Germanicus' children. There is some speculation that the inscription was added by Claudius himself decades later, and that he originally did not appear at all.
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          When Augustus died in AD 14, Claudiusthen twenty-threeappealed to his uncle Tiberius to allow him to begin the cursus honorum. Tiberius, the new emperor, responded by granting Claudius consular ornaments. Claudius requested office once more and was snubbed. Since the new emperor was not any more generous than the old, Claudius gave up hope of public office and retired to a scholarly, private life.


          Despite the disdain of the imperial family, it seems that from very early on the general public respected Claudius. At Augustus' death, the equites, or knights, chose Claudius to head their delegation. When his house burned down, the Senate demanded it be rebuilt at public expense. They also requested that Claudius be allowed to debate in the senate. Tiberius turned down both motions, but the sentiment remained. During the period immediately after the death of Tiberius' son, Drusus, Claudius was pushed by some quarters as a potential heir. This again suggests the political nature of his exclusion from public life. However, as this was also the period during which the power and terror of the Praetorian Sejanus was at its peak, Claudius chose to downplay this possibility.


          After the death of Tiberius the new emperor Caligula recognized Claudius to be of some use. He appointed Claudius his co-consul in AD 37 in order to emphasize the memory of Caligula's deceased father Germanicus. Despite this, Caligula relentlessly tormented his uncle: playing practical jokes, charging him enormous sums of money, humiliating him before the Senate, and the like. According to Cassius Dio, as well a possible surviving portrait, Claudius became very sickly and thin by the end of Caligula's reignmost likely due to stress.


          


          Reign


          


          Accession as emperor


          On January 24, AD 41, Caligula was assassinated by a broad-based conspiracy (including Praetorian commander Cassius Chaerea and several Senators). There is no evidence that Claudius had a direct hand in the assassination, although it has been argued that he knew about the plotparticularly since he left the scene of the crime shortly before the event. However, after the deaths of Caligula's wife and daughter, it became apparent that Cassius intended to go beyond the terms of the conspiracy and wipe out the imperial family. In the chaos following the murder, Claudius witnessed the German guard cut down several uninvolved noblemen, including friends of his. Concerned for his survival, he fled to the palace to hide himself. According to tradition, a Praetorian named Gratus found him hiding behind a curtain and suddenly declared him imperator. A section of the guard may have planned in advance to seek out Claudius, perhaps with his approval. They reassured him that they were not one of the battalions looking for revenge. He was spirited away to the Praetorian camp and put under their protection.


          The Senate quickly met and began debating a change of government, but this eventually devolved into an argument over which of them would be the new Princeps. When they heard of the Praetorians' claim, they demanded that Claudius be delivered to them for approval, but he refused, rightly sensing the danger that would come with complying. Some historians, particularly Josephus, claim that Claudius was directed in his actions by the Judean King Herod Agrippa. However, an earlier version of events by the same ancient author downplays Agrippa's role  so it is not known how large a hand he had in things. Eventually the Senate was forced to give in and, in return, Claudius pardoned nearly all the assassins.
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          Claudius took several steps to legitimize his rule against potential usurpers, most of them emphasizing his place within the Julio-Claudian family. He adopted the name "Caesar" as a cognomen  the name still carried great weight with the populace. In order to do so, he dropped the cognomen "Nero" which he had adopted as paterfamilias of the Claudii Nerones when his brother Germanicus was adopted out. While he had never been adopted by Augustus or his successors, he was the grandson of Octavia, and so felt he had the right. He also adopted the name "Augustus" as the two previous emperors had done at their accessions. He kept the honorific "Germanicus" in order to display the connection with his heroic brother. He deified his paternal grandmother Livia in order to highlight her position as wife of the divine Augustus. Claudius frequently used the term "filius Drusi" (son of Drusus) in his titles, in order to remind the people of his legendary father and lay claim to his reputation.


          Because he was proclaimed emperor on the initiative of the Praetorian Guard instead of the Senate  the first emperor thus proclaimed  Claudius' repute suffered at the hands of commentators (such as Seneca). Moreover, he was the first Emperor who resorted to bribery as a means to secure army loyalty. This is not entirely how it seems. Tiberius and Augustus had both left gifts to the army and guard in their wills, and on the death of Caligula the same would have been expected, even if no will existed. Claudius remained grateful to the guard, however, issuing coins with tributes to the praetorians in the early part of his reign.


          


          Expansion of the empire
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          Under Claudius, the empire underwent its first major expansion since the reign of Augustus. The provinces of Thrace, Noricum, Pamphylia, Lycia, and Judea were annexed under various circumstances during his term. The annexation of Mauretania, begun under Caligula, was completed after the defeat of rebel forces, and the official division of the former client kingdom into two imperial provinces. The most important new conquest was that of Britannia.


          In AD 43, Claudius sent Aulus Plautius with four legions to Britain (Britannia) after an appeal from an ousted tribal ally. Britain was an attractive target for Rome because of its material wealth  particularly mines and slaves. It was also a safe haven for Gallic rebels and the like, and so could not be left alone much longer. Claudius himself traveled to the island after the completion of initial offensives, bringing with him reinforcements and elephants. The latter must have made an impression on the Britons when they were used in the capture of Camulodunum. He left after 16 days, but remained in the provinces for some time. The Senate granted him a triumph for his efforts, as only members of the imperial family were allowed such honours. Claudius later lifted this restriction for some of his conquering generals. He was granted the honorific "Britannicus" but only accepted it on behalf of his son, never using the title himself. When the British general, Caractacus, was finally captured in AD 50, Claudius granted him clemency. Caractacus lived out his days on land provided by the Roman state, an unusual end for an enemy commander, but one that must have calmed the British opposition.


          Claudius conducted a census in AD 48 that found 5,984,072 Roman citizens, an increase of around a million since the census conducted at Augustus' death. He had helped increase this number through the foundation of Roman colonies that were granted blanket citizenship. These colonies were often made out of existing communities, especially those with elites who could rally the populace to the Roman cause. Several colonies were placed in new provinces or on the border of the empire in order to secure Roman holdings as quickly as possible.


          


          Judicial and legislative affairs
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          Claudius personally judged many of the legal cases tried during his reign. Ancient historians have many complaints about this, stating that his judgments were variable and sometimes did not follow the law. He was also easily swayed. Nevertheless, Claudius paid detailed attention to the operation of the judicial system. He extended the summer court session, as well as the winter term, by shortening the traditional breaks. Claudius also made a law requiring plaintiffs to remain in the city while their cases were pending, as defendants had previously been required to do. These measures had the effect of clearing out the docket. The minimum age for jurors was also raised to 25 in order to ensure a more experienced jury pool.


          Claudius also settled disputes in the provinces. He freed the island of Rhodes from Roman rule for their good faith and exempted Troy from taxes. Early in his reign, the Greeks and Jews of Alexandria sent him two embassies at once after riots broke out between the two communities. This resulted in the famous "Letter to the Alexandrians," which reaffirmed Jewish rights in the city but also forbade them to move in more families en masse. According to Josephus, he then reaffirmed the rights and freedoms of all the Jews in the empire. An investigator of Claudius' discovered that many old Roman citizens based in the modern city of Trento were not in fact citizens. The emperor issued a declaration that they would be considered to hold citizenship from then on, since to strip them of their status would cause major problems. However, in individual cases, Claudius punished false assumption of citizenship harshly, making it a capital offense. Similarly, any freedmen found to be impersonating equestrians were sold back into slavery.


          Numerous edicts were issued throughout Claudius' reign. These were on a number of topics, everything from medical advice to moral judgments. Two famous medical examples are one promoting Yew juice as a cure for snakebite, and another promoting public flatulence for good health. One of the more famous edicts concerned the status of sick slaves. Masters had been abandoning ailing slaves at the temple of Aesculapius to die, and then reclaiming them if they lived. Claudius ruled that slaves who recovered after such treatment would be free. Furthermore, masters who chose to kill slaves rather than take the risk were liable to be charged with murder.


          


          Public works
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          Claudius embarked on many public works throughout his reign, both in the capital and in the provinces. He built two aqueducts, the Aqua Claudia, begun by Caligula, and the Anio Novus. These entered the city in AD 52 and met at the famous Porta Maggiore. He also restored a third, the Aqua Virgo.


          He paid special attention to transportation. Throughout Italy and the provinces he built roads and canals. Among these was a large canal leading from the Rhine to the sea, as well as a road from Italy to Germany  both begun by his father, Drusus. Closer to Rome, he built a navigable canal on the Tiber, leading to Portus, his new port just north of Ostia. This port was constructed in a semicircle with two moles and a lighthouse at its mouth. The construction also had the effect of reducing flooding in Rome.


          The port at Ostia was part of Claudius' solution to the constant grain shortages that occurred in winter, after the Roman shipping season. The other part of his solution was to insure the ships of grain merchants who were willing to risk traveling to Egypt in the off-season. He also granted their sailors special privileges, including citizenship and exemption from the Lex Papia-Poppaea, a law that regulated marriage. In addition, he repealed the taxes that Caligula had instituted on food, and further reduced taxes on communities suffering drought or famine.


          The last part of Claudius' plan was to increase the amount of arable land in Italy. This was to be achieved by draining the Fucine lake, which would have the added benefit of making the nearby river navigable year-round . A tunnel was dug through the lake bed, but the plan was a failure. The tunnel was not large enough to carry the water, and crooked, which caused it to back up when opened. The resultant flood washed out a large gladiatorial exhibition held to commemorate the opening, causing Claudius to run for his life along with the other spectators. The draining of the lake was not a bad idea, and many other emperors and potentates considered it, including the emperors Hadrian and Trajan, and Holy Roman Emperor Frederick II in the Middle Ages. It was finally achieved by the Prince Torlonia in the 19th century, producing over 160,000 new acres of arable land. He expanded the Claudian tunnel to three times its original size.


          


          Claudius and the Senate


          Because of the circumstances of his accession, Claudius took great pains to please the Senate. During regular sessions, the emperor sat amongst the Senate body, speaking in turn. When introducing a law, he sat on a bench between the consuls in his position as Holder of the Power of Tribune (The emperor could not officially serve as a Tribune of the Plebes as he was a Patrician, but it was a power taken by previous rulers). He refused to accept all his predecessors' titles (including Imperator) at the beginning of his reign, preferring to earn them in due course. He allowed the Senate to issue its own bronze coinage for the first time since Augustus. He also put the imperial provinces of Macedonia and Achaea back under Senate control.


          Claudius set about remodeling the Senate into a more efficient, representative body. He chided the senators about their reluctance to debate bills introduced by himself, as noted in the fragments of a surviving speech:


          
            
              	

              	If you accept these proposals, Conscript Fathers, say so at once and simply, in accordance with your convictions. If you do not accept them, find alternatives, but do so here and now; or if you wish to take time for consideration, take it, provided you do not forget that you must be ready to pronounce your opinion whenever you may be summoned to meet. It ill befits the dignity of the Senate that the consul designate should repeat the phrases of the consuls word for word as his opinion, and that every one else should merely say 'I approve', and that then, after leaving, the assembly should announce 'We debated'.

              	
            

          


          It is not known whether this plea had any effect on discourse.
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          In AD 47 he assumed the office of Censor with Lucius Vitellius, which had been allowed to lapse for some time. He struck the names of many senators and equites who no longer met qualifications, but showed respect by allowing them to resign in advance. At the same time, he sought to admit eligible men from the provinces. The Lyons Tablet preserves his speech on the admittance of Gallic senators, in which he addresses the Senate with reverence but also with criticism for their disdain of these men. He also increased the number of Patricians by adding new families to the dwindling number of noble lines. Here he followed the precedent of Lucius Junius Brutus and Julius Caesar.


          Despite this, many in the Senate remained hostile to Claudius, and many plots were made on his life. This hostility carried over into the historical accounts. As a result, Claudius was forced to reduce the Senate's power for efficiency. The administration of Ostia was turned over to an imperial Procurator after construction of the port. Administration of many of the empire's financial concerns was turned over to imperial appointees and freedmen. This led to further resentment and suggestions that these same freedmen were ruling the emperor.


          Several coup attempts were made during Claudius' reign, resulting in the deaths of many senators. Appius Silanus was executed early in Claudius' reign under questionable circumstances. Shortly after, a large rebellion was undertaken by the Senator Vinicianus and Scribonianus, the governor of Dalmatia and gained quite a few senatorial supporters. It ultimately failed because of the reluctance of Scribonianus' troops, and the suicide of the main conspirators. Many other senators tried different conspiracies and were condemned. Claudius' son-in-law Pompeius Magnus was executed for his part in a conspiracy with his father Crassus Frugi. Another plot involved the consulars Lusiius Saturninus, Cornelius Lupus, and Pompeius Pedo. In AD 46, Asinius Gallus, the grandson of Asinius Pollio, and Statilius Corvinus were exiled for a plot hatched with several of Claudius' own freedmen. Valerius Asiaticus was executed without public trial for unknown reasons. The ancient sources say the charge was adultery, and that Claudius was tricked into issuing the punishment. However, Claudius singles out Asiaticus for special damnation in his speech on the Gauls, which dates over a year later, suggesting that the charge must have been much more serious. Asiaticus had been a claimant to the throne in the chaos following Caligula's death and a co-consul with the Statilius Corvinus mentioned above. Most of these conspiracies took place before Claudius' term as Censor, and may have induced him to review the Senatorial rolls. The conspiracy of Gaius Silius in the year after his Censorship, AD 48, is detailed in the section discussing Claudius's third wife, Messalina. Suetonius states that a total of 35 senators and 300 knights were executed for offenses during Claudius' reign. Needless to say, the necessary responses to these conspiracies could not have helped Senate-emperor relations.


          


          The Secretariat and centralization of powers
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          Claudius was hardly the first emperor to use freedmen to help with the day-to-day running of the empire. He was, however, forced to increase their role as the powers of the Princeps became more centralized and the burden larger. This was partly due to the ongoing hostility of the senate, as mentioned above, but also due to his respect for the senators. Claudius did not want free-born magistrates to have to serve under him, as if they were not peers.


          The secretariat was divided into bureaus, with each being placed under the leadership of one freedman. Narcissus was the secretary of correspondence. Pallas became the secretary of the treasury. Callistus became secretary of justice. There was a fourth bureau for miscellaneous issues, which was put under Polybius until his execution for treason. The freedmen could also officially speak for the emperor, as when Narcissus addressed the troops in Claudius' stead before the conquest of Britain. Since these were important positions, the senators were aghast at their being placed in the hands of former slaves. If freedmen had total control of money, letters, and law, it seemed it would not be hard for them to manipulate the emperor. This is exactly the accusation put forth by the ancient sources. However, these same sources admit that the freedmen were loyal to Claudius. He was similarly appreciative of them and gave them due credit for policies where he had used their advice. However, if they showed treasonous inclinations, the emperor did punish them with just force, as in the case of Polybius and Pallas' brother, Felix. There is no evidence that the character of Claudius' policies and edicts changed with the rise and fall of the various freedmen, suggesting that he was firmly in control throughout.


          Regardless of the extent of their political power, the freedmen did manage to amass wealth through their positions. Pliny the Elder notes that several of them were richer than Crassus, the richest man of the Republican era.


          


          Religious reforms and games


          Claudius, as the author of a treatise on Augustus' religious reforms, felt himself in a good position to institute some of his own. He had strong opinions about the proper form for state religion. He refused the request of Alexandrian Greeks to dedicate a temple to his divinity, saying that only gods may choose new gods. He restored lost days to festivals and got rid of many extraneous celebrations added by Caligula. He reinstituted old observances and archaic language. Claudius was concerned with the spread of eastern mysteries within the city and searched for more Roman replacements. He emphasized the Eleusinian mysteries which had been practiced by so many during the Republic. He expelled foreign astrologers, and at the same time rehabilitated the old Roman soothsayers (known as haruspices) as a replacement. He was especially hard on Druidism, because of its incompatibility with the Roman state religion and its proselytizing activities. It is also reported that at one time he expelled the Jews from Rome, probably because the appearance of Christianity had caused unrest within the Jewish community. Claudius opposed proselytizing in any religion, even in those regions where he allowed natives to worship freely. The results of all these efforts were recognized even by Seneca, who has an ancient Latin god defend Claudius in his satire.


          Claudius performed the Secular games, marking the 800th anniversary of the founding of Rome. Augustus had performed the same games less than a century prior. Augustus' excuse was that the interval for the games was 110 years, not 100, but his date actually did not qualify under either reasoning. Claudius also presented naval battles to mark the attempted draining of the Fucine lake, as well as many other public games and shows.


          


          Death, deification, and reputation


          The general consensus of ancient historians was that Claudius was murdered by poison  possibly contained in mushrooms or on a feather  and died in the early hours of October 13, AD 54. Accounts vary greatly. Some claim Claudius was in Rome while others claim he was in Sinuessa. Some implicate either Halotus, his taster, Xenophon, his doctor, or the infamous poisoner Locusta as the administrator of the fatal substance. Some say he died after prolonged suffering following a single dose at dinner, and some have him recovering only to be poisoned again. Nearly all implicate his final wife, Agrippina, as the instigator. Agrippina and Claudius had become more combative in the months leading up to his death. This carried on to the point where Claudius openly lamented his bad wives, and began to comment on Britannicus' approaching manhood with an eye towards restoring his status within the royal family. Agrippina had motive in ensuring the succession of Nero before Britannicus could gain power.


          In modern times, some authors have cast doubt on whether Claudius was murdered or merely succumbed to illness or old age. Some modern scholars claim the universality of the accusations in ancient texts lends credence to the crime. History in those days could not be objectively collected or written, so sometimes amounted to committing whispered gossip to parchment, often years after the events, when the writer was no longer in danger of arrest. Claudius' ashes were interred in the Mausoleum of Augustus on October 24, after a funeral in the manner of Augustus.
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          Claudius was deified by Nero and the Senate almost immediately. Those who regard this homage as cynical should note that, cynical or not, such a move would hardly have benefited those involved, had Claudius been "hated", as some commentators, both modern and historic, characterize him. Many of Claudius' less solid supporters quickly became Nero's men. Claudius' will had been changed shortly before his death to either recommend Nero and Britannicus jointly or perhaps just Britannicus, who would be considered a man in a few months.


          Agrippina had sent away Narcissus shortly before Claudius' death, and now murdered the freedman. The last act of this secretary of letters was to burn all of Claudius' correspondencemost likely so it could not be used against him and others in an already hostile new regime. Thus Claudius' private words about his own policies and motives were lost to history. Just as Claudius has criticized his predecessors in official edicts (see below), Nero often criticized the deceased emperor and many of Claudius' laws and edicts were disregarded under the reasoning that he was too stupid and senile to have meant them. This opinion of Claudius, that he was indeed an old idiot, remained the official one for the duration of Nero's reign. Eventually Nero stopped referring to his deified adoptive father at all, and realigned with his birth family. Claudius' temple was left unfinished after only some of the foundation had been laid down. Eventually the site was overtaken by Nero's Golden House.


          The Flavians, who had risen to prominence under Claudius, took a different tack. They were in a position where they needed to shore up their legitimacy, but also justify the fall of the Julio-Claudians. They reached back to Claudius in contrast with Nero, to show that they were good associated with good. Commemorative coins were issued of Claudius and his son Britannicuswho had been a friend of the emperor Titus. When Nero's Golden House was buried, the Temple of Claudius was finally completed on Caelian Hill. However, as the Flavians became established, they needed to emphasize their own credentials more, and their references to Claudius ceased. Instead, he was put down with the other emperors of the fallen dynasty.


          The main ancient historians Tacitus, Suetonius, and Cassius Dio all wrote after the last of the Flavians had gone. All three were senators or equites. They took the side of the Senate in most conflicts with the princeps, as well as the senator's views of the emperor. This resulted in biases, both conscious and unconscious. Suetonius lost access to the official archives shortly after beginning his work. He was forced to rely on second-hand accounts when it came to Claudius (with the exception of Augustus' letters which had been gathered earlier) and does not quote the emperor. Suetonius painted Claudius as a ridiculous figure, belittling many of his acts and attributing the objectively good works to his retinue. Tacitus wrote a narrative for his fellow senators and fit each of the emperors into a simple mold of his choosing. He wrote Claudius as a passive pawn and an idiotgoing so far as to hide his use of Claudius as a source and omit Claudius' character from his works. Even his version of Claudius' Lyons tablet speech is edited to be devoid of the emperor's personality. Dio was less biased, but seems to have used Suetonius and Tacitus as sources. Thus the conception of Claudius as the weak fool, controlled by those he supposedly ruled, was preserved for the ages.


          As time passed, Claudius was mostly forgotten outside of the historians' accounts. His books were lost first, as their antiquarian subjects became unfashionable. In the second century, Pertinax, who shared his birthday, became emperor, overshadowing any commemoration of Claudius. In the third century, the emperor Claudius II Gothicus usurped his name. When Claudius Gothicus died, he was also deified, replacing Claudius in the Roman pantheon.


          


          Marriages and personal life
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          Claudius' love life was unusual for an upper-class Roman of his day. As Edward Gibbon mentions, of the first fifteen emperors, "Claudius was the only one whose taste in love was entirely correct"the implication being that he was the only one not to take men or boys as lovers. Gibbon based this on Suetonius' factual statement that "He had a great passion for women, but had no interest in men." Suetonius and the other ancient authors actually used this against Claudius. They accused him of being dominated by these same women and wives, of being uxorious, and of being a womanizer.


          Claudius married four times. His first marriage, to Plautia Urgulanilla, occurred after two failed betrothals (The first was to his distant cousin Aemilia Lepida, but was broken for political reasons. The second was to Livia Medullina, which ended with the bride's sudden death on their wedding day). Urgulanilla was a relation of Livia's confidant Urgulania. During their marriage she gave birth to a son, Claudius Drusus. Unfortunately, Drusus died of asphyxiation in his early teens, shortly after becoming engaged to the daughter of Sejanus. Claudius later divorced Urgulanilla for adultery and on suspicion of murdering her sister-in-law Apronia. When Urgulanilla gave birth after the divorce, Claudius repudiated the baby girl, Claudia, as the father was one of his own freedmen. Soon after (possibly in AD 28), Claudius married Aelia Paetina, a relation of Sejanus. They had a daughter, Claudia Antonia. He later divorced her after the marriage became a political liability (although Leon (1948) suggests it may have been due to emotional and mental abuse by Aelia).


          In AD 38 or early 39, Claudius married Valeria Messalina, who was his first cousin once removed and closely allied with Caligula's circle. Shortly thereafter, she gave birth to a daughter Claudia Octavia. A son, first named Tiberius Claudius Germanicus, and later known as Britannicus, was born just after Claudius' accession. This marriage ended in tragedy. The ancient historians allege that Messalina was a nymphomaniac who was regularly unfaithful to Claudius  Tacitus states she went so far as to compete with a prostitute to see who could have the most sexual partners in a night  and manipulated his policies in order to amass wealth. In AD 48, Messalina married her lover Gaius Silius in a public ceremony while Claudius was at Ostia. Sources disagree as to whether or not she divorced the emperor first, and whether the intention was to usurp the throne. Scramuzza, in his biography, suggests that Silius may have convinced Messalina that Claudius was doomed, and the union was her only hope of retaining rank and protecting her children. The historian Tacitus suggests that Claudius's ongoing term as Censor may have prevented him from noticing the affair before it reached such a critical point. Whatever the case, the result was the execution of Silius, Messalina, and most of her circle. Claudius made the Praetorians promise to kill him if he ever married again.
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          Despite this declaration, Claudius did marry once more. The ancient sources tell that his freedmen pushed three candidates, Caligula's former wife Lollia Paulina, Claudius's divorced second wife Aelia, and Claudius's niece Agrippina the younger. According to Suetonius, Agrippina won out through her feminine wiles. The truth is likely more political. The coup attempt by Silius probably made Claudius realize the weakness of his position as a member of the Claudian but not the Julian family. This weakness was compounded by the fact that he did not have an obvious adult heir, Britannicus being just a boy. Agrippina was one of the few remaining descendants of Augustus, and her son Lucius Domitius Ahenobarbus (later known as Nero) was one of the last males of the imperial family. Future coup attempts could rally around the pair, and Agrippina was already showing such ambition. It has been suggested in recent times that the Senate may have pushed for the marriage to end the feud between the Julian and Claudian branches. This feud dated back to Agrippina's mother's actions against Tiberius after the death of her husband Germanicus, actions which Tiberius had gladly punished. In any case, Claudius accepted Agrippina, and later adopted the newly mature Nero as his son.


          Nero was made joint heir with the underage Britannicus, married to Octavia and heavily promoted. This was not as unusual as it seems to people acquainted with modern hereditary monarchies. Barbara Levick notes that Augustus had named his grandson Postumus Agrippa and his stepson Tiberius joint heirs. Tiberius named his great-nephew Caligula joint heir with his grandson Tiberius Gemellus. Adoption of adults or near adults was an old tradition in Rome when a suitable natural adult heir was unavailable. This was the case during Britannicus' minority. S.V. Oost suggests that Claudius had previously looked to adopt one of his sons-in-law to protect his own reign. Faustus Sulla, married to his daughter Antonia, was only descended from Octavia and Antony on one side  not close enough to the imperial family to prevent doubts (that didn't stop others from making him the object of a coup attempt against Nero a few years later). Besides which, he was the half brother of Messalina, and at this time those wounds were still fresh. Nero was more popular with the general public as the grandson of Germanicus and the direct descendant of Augustus.


          


          Scholarly works and their impact


          Claudius wrote copiously throughout his life. Arnaldo Momigliano states that during the reign of Tiberius  which covers the peak of Claudius' literary career  it became impolitic to speak of republican Rome. The trend among the young historians was to either write about the new empire or obscure antiquarian subjects. Claudius was the rare scholar who covered both. Besides the history of Augustus' reign that caused him so much grief, his major works included an Etruscan history and eight volumes on Carthaginian history, as well as an Etruscan Dictionary and a book on dice playing. Despite the general avoidance of the imperatorial era, he penned a defense of Cicero against the charges of Asinius Gallus. Modern historians have used this to determine both the nature of his politics and of the aborted chapters of his civil war history. He proposed a reform of the Latin alphabet by the addition of three new letters, two of which served the function of the modern letters W and Y. He officially instituted the change during his censorship, but they did not survive his reign. Claudius also tried to revive the old custom of putting dots between different words (Classical Latin was written with no spacing). Finally, he wrote an eight-volume autobiography that Suetonius describes as lacking in taste. Since Claudius (like most of the members of his dynasty) heavily criticized his predecessors and relatives in surviving speeches, it is not hard to imagine the nature of Suetonius' charge.
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          Unfortunately, none of the actual works survive. They do live on as sources for the surviving histories of the Julio-Claudian dynasty. Suetonius quotes Claudius' autobiography once, and must have used it as a source numerous times. Tacitus uses Claudius' own arguments for the orthographical innovations mentioned above, and may have used him for some of the more antiquarian passages in his annals. Claudius is the source for numerous passages of Pliny's Natural History.


          The influence of historical study on Claudius is obvious. In his speech on Gallic senators, he uses a version of the founding of Rome identical to that of Livy, his tutor in adolescence. The detail of his speech borders on the pedantic, a common mark of all his extant works, and he goes into long digressions on related matters. This indicates a deep knowledge of a variety of historical subjects that he could not help but share. Many of the public works instituted in his reign were based on plans first suggested by Julius Caesar. Levick believes this emulation of Caesar may have spread to all aspects of his policies. His censorship seems to have been based on those of his ancestors, particularly Appius Claudius Caecus, and he used the office to put into place many policies based on those of Republican times. This is when many of his religious reforms took effect and his building efforts greatly increased during his tenure. In fact, his assumption of the office of Censor may have been motivated by a desire to see his academic labors bear fruit. For example, he believed (as most Romans) that his ancestor Appius Claudius Caecus had used the censorship to introduce the letter "R" and so used his own term to introduce his new letters.


          


          In literature and film


          


          Probably the most famous fictional representation of the Emperor Claudius were the books I, Claudius and Claudius the God (released in 1934 and 1935) by Robert Graves, both written in the first-person to give the reader the impression that they are Claudius' autobiography. Graves wrote it in employed fictive artifice to suggest that they were recently discovered, genuine translations of Claudius' writings. Claudius' extant letters, speeches, and sayings were incorporated into the text (mostly in the second book, Claudius the God) in order to add authenticity.


          In 1937 director Josef von Sternberg made an unsuccessful attempt to film I, Claudius, with Charles Laughton as Claudius. Unfortunately, the lead actress Merle Oberon suffered a near-fatal accident and the movie was never finished. The surviving reels were finally shown in the documentary The Epic That Never Was in 1965, revealing some of Laughton's most accomplished acting.


          Graves's two books were later the basis for a thirteen-part British television adaptation produced by the BBC. The series starred Derek Jacobi as Claudius, and was broadcast in 1976 on BBC2. It was a substantial critical success, and won several BAFTA awards. The series was later broadcast in the United States on Masterpiece Theatre in 1977.


          Claudius has appeared on film on several other occasions, including in the 1979 motion picture Caligula, the role being performed by Giancarlo Badessi in which the character was depicted as an idiot, in complete contrast to Robert Graves' portrait of Claudius as a cunning and deeply intelligent man. On television, the actor Freddie Jones became famous for his role as Claudius in the 1968 British television series The Caesars whilst the 1985 made-for-television miniseries A.D. features actor Richard Kiley as Claudius. There is also a reference to Claudius' suppression of one of the coups against him in the movie Gladiator, though the incident is entirely fictional.


          In literature, Claudius and his contemporaries appear in the historical novel The Roman by Mika Waltari. Canadian-born science fiction writer A. E. van Vogt reimagined Robert Graves' Claudius story in his two novels Empire of the Atom and The Wizard of Linn.
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          Clay is a naturally occurring material composed primarily of fine-grained minerals, which show plasticity through a variable range of water content, and which can be hardened when dried and/or fired. Clay deposits are mostly composed of clay minerals ( phyllosilicate minerals), minerals which impart plasticity and harden when fired and/or dried, and variable amounts of water trapped in the mineral structure by polar attraction. Organic materials which do not impart plasticity may also be a part of clay deposits.


          Clay minerals are typically formed over long periods of time by the gradual chemical weathering of rocks (usually silicate-bearing) by low concentrations of carbonic acid and other diluted solvents. These solvents (usually acidic) migrate through the weathering rock after leaching through upper weathered layers. In addition to the weathering process, some clay minerals are formed by hydrothermal activity. Clay deposits may be formed in place as residual deposits, but thick deposits usually are formed as the result of a secondary sedimentary deposition process after they have been eroded and transported from their original location of formation. Clay deposits are typically associated with very low energy depositional environments such as large lake and marine deposits.


          


          Definition


          Clays are distinguished from other fine-grained soils by various differences in composition. Silts, which are fine-grained soils which do not include clay minerals, tend to have larger particle sizes than clays, but there is some overlap in both particle size and other physical properties, and there are many naturally occurring deposits which include both silts and clays. The distinction between silt and clay varies by discipline. Geologists and soil scientists usually consider the separation to occur at a particle size of 2 m (clays being finer than silts), sedimentologists often use 4-5 m, and colloid chemists use 1 m. Geotechnical engineers distinguish between silts and clays based on the plasticity properties of the soil, as measured by the soils' Atterberg Limits. ISO 14688 grades clay particles as being smaller than 0.063 mm, and silts larger.
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          Primary clays, also known as kaolins are located at the site of formation. Secondary clay deposits have been moved by erosion and water from its primary location. 


          Grouping


          Depending upon academic source, there are three or four main groups of clays: kaolinite, montmorillonite- smectite, illite, and chlorite. Chlorites are not always considered a clay, sometimes being classified as a separate group within the phyllosilicates. There are approximately thirty different types of "pure" clays in these categories, but most "natural" clays are mixtures of these different types, along with other weathered minerals.


          Varve (or varved clay) is clay with visible annual layers, formed by seasonal differences in erosion and organic content. This type of deposit is common in former glacial lakes.


          Quick clay is a unique type of marine clay indigenous to the glaciated terrains of Norway, Canada and Sweden. It is a highly sensitive clay, prone to liquefaction, which has been involved in several deadly landslides.


          


          Historical and modern uses
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          Clays exhibit plasticity when mixed with water in certain proportions. When dry, clay becomes firm and when fired in a kiln, permanent physical and chemical reactions occur which, amongst other changes, causes the clay to be converted into a ceramic material. It is because of these properties that clay is used for making pottery items, both practical and decorative. Different types of clay, when used with different minerals and firing conditions, are used to produce earthenware, stoneware and porcelain. Early humans discovered the useful properties of clay in prehistoric times, and one of the earliest artifacts ever uncovered is a drinking vessel made of sun-dried clay. Depending on the content of the soil, clay can appear in various colors, from a dull gray to a deep orange-red.


          Clay tablets were used as the first writing medium, inscribed with cuneiform script through the use of a blunt reed called a stylus.


          Clays sintered in fire were the first form of ceramic. Bricks, cooking pots, art objects, dishware and even musical instruments such as the ocarina can all be shaped from clay before being fired. Clay is also used in many industrial processes, such as paper making, cement production and chemical filtering. Clay is also often used in the manufacture of pipes for smoking tobacco and marijuana.


          Clay, being relatively impermeable to water, is also used where natural seals are needed, such as in the cores of dams, or as a barrier in landfills against toxic seepage ('lining' the landfill, preferably in combination with geotextiles).


          Recent studies have been carried out to investigate clay's adsorption capacities in various applications, such as the removal of heavy metals from waste water and air purification.


          


          Medical


          A recent article in The Journal of Antimicrobial Chemotherapy found that certain iron-rich clay was effective in killing bacteria.
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              	Queen of Egypt
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              	Reign

              	51BC 12 August 30 BC

              Ptolemy XIII (51BC47BC)

              Ptolemy XIV (47BC44BC)

              Caesarion (44BC30BC)
            


            
              	Born

              	January 69 BC
            


            
              	Birthplace

              	Alexandria
            


            
              	Died

              	12 August 30 BC
            


            
              	Place of death

              	Alexandria
            


            
              	Predecessor

              	Ptolemy XII
            


            
              	Successor

              	None ( Roman province)
            


            
              	Consort

              	Ptolemy XIII

              Julius Caesar

              Mark Antony
            


            
              	Dynasty

              	Ptolemaic
            


            
              	Father

              	Ptolemy XII
            


            
              	Mother

              	Cleopatra V of Egypt
            


            
              	Children

              	Caesarion, Alexander Helios, Cleopatra Selene II, Ptolemy Philadelphus
            

          


          Cleopatra VII Philopator (in Greek, ά ά; January 69 BC  30 BC) was a Hellenistic ruler of Egypt, originally sharing power with her father Ptolemy XII and later with her brothers/husbands Ptolemy XIII and Ptolemy XIV; eventually gaining sole rule of Egypt. As Pharaoh, she consummated a liaison with Gaius Julius Caesar that solidified her grip on the throne, and, after Caesar's assassination, aligned with Mark Antony, with whom she produced twins. In all, Cleopatra had four children, one by Caesar ( Caesarion) and three by Mark Antony ( Cleopatra Selene II, Alexander Helios, and Ptolemy Philadelphus). Her unions with her brothers produced no children. It is possible that they were never consummated; in any case, they were not close. Her reign marks the end of the Hellenistic Era and the beginning of the Roman Era in the eastern Mediterranean. She was the last Pharaoh of Ancient Egypt (her son by Julius Caesar, Caesarion, ruled in name only before Augustus had him executed).


          Though she bore the ancient Egyptian title Pharaoh, her primary language was Greek; for several centuries preceding her rule, Egyptian kings had been of Macedonian (i.e. Hellenistic) origin rather than Egyptian origin. The establishment of a Greek-speaking aristocracy in Egypt had come with Alexander the Great nearly 300 years before. Cleopatra is reputed to have been the first member of her family in their 300-year reign in Egypt to have learned the Egyptian language. Cleopatra adopted common Egyptian beliefs and deities. Her patron goddess was Isis, and thus during her reign, it was believed that she was the re-incarnation and embodiment of the goddess of wisdom.


          After Antony and Cleopatra were defeated at Actium by their rival and Caesar's legal heir, Gaius Julius Caesar Octavian (who later became the first Roman Emperor, Augustus), Cleopatra committed suicide, the traditional date being 12 August 30 BC, allegedly by means of an asp bite.


          To this day she remains popular in Western culture. Her legacy survives in numerous works of art and the many dramatizations of her story in literature, (e.g. Shakespeare's Antony and Cleopatra and Bernard Shaw's Caesar & Cleopatra) film, and television. (e.g. Elizabeth Taylor's famous depiction in Cleopatra, and the BBC/HBO co-production Rome)


          In most depictions, Cleopatra is put forward as a great beauty and her successive conquests of the world's most powerful men is taken to be proof of her aesthetic and sexual appeal. Whether or not she would have been considered beautiful by current standards is unknown, but clearly she was appealing by the standards of her time. In his Penses, philosopher Blaise Pascal contends that Cleopatra's classically beautiful profile changed world history: "Cleopatra's nose, had it been shorter, the whole face of the world would have been changed."


          


          Accession to the throne


          Cleopatra's mother was Cleopatra V of Egypt and Cleopatra, who was borne of her union with Ptolemy XII Auletes, was a direct descendant of Alexander the Great's general, Ptolemy I Soter, son of Arsinoe and Lacus, both of Macedon.


          Centralization of power and corruption led to uprising in and loss of Cyprus and of Cyrenaica, making Ptolemy's reign one of the most calamitous of the dynasty. When Ptolemy made a journey to Rome with Cleopatra, Cleopatra VI Tryphaena took the crown, but died shortly afterwards under suspicious circumstances. Some believe Berenice IV poisoned her so she could rule Egypt. She did until Auletes returned and had her executed.
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              Cleopatra VII.
            

          


          Ptolemy XII died in March 51BC, making the 17-year-old Cleopatra and her brother, the 12-year-old Ptolemy XIII joint monarchs. The first three years of their reign were difficult, due to economic difficulties, famine, deficient floods of the Nile, and political conflicts. Although Cleopatra was married to her young brother, she quickly showed indications that she had no intentions of sharing power with him.


          In August 51 BC, relations between the sovereigns completely broke down. Cleopatra dropped Ptolemy's name from official documents and her face appeared alone on coins, which went against Ptolemaic tradition of female rulers being subordinate to male co-rulers. This resulted in a cabal of courtiers, led by the eunuch Pothinus, removing Cleopatra from power and making Ptolemy sole ruler in circa 48BC (or possibly earlier, as a decree exists from 51BC with Ptolemy's name alone). She tried to raise a rebellion around Pelusium, but she was soon forced to flee Egypt with her only surviving sister, Arsino.


          


          Cleopatra and Julius Caesar


          


          Assassination of Pompey


          While Cleopatra was in exile, Pompey became embroiled in the Roman civil war. In the autumn of 48BC, Pompey fled from the forces of Julius Caesar to Alexandria, seeking sanctuary. Ptolemy, only fifteen years old at that time, had set up a throne for himself on the harbour from where he watched as on September 28 48 BC Pompey was murdered by one of his former officers, now in Ptolemaic service. He was beheaded in front of his wife and children, who were on the ship from which he had just disembarked. Ptolemy is thought to have ordered the death as a way of pleasing Julius Caesar and thus become an ally of Rome, to which Egypt was in debt. This was a catastrophic miscalculation on Ptolemy's part. When Caesar arrived in Egypt two days later, Ptolemy presented him with Pompey's severed head. Caesar was enraged. This was probably due to the fact that, although he was Caesar's political enemy, Pompey was a Consul of Rome and the widower of Caesar's only legitimate daughter, Julia (who died in childbirth with their son). Caesar seized the Egyptian capital and imposed himself as arbiter between the rival claims of Ptolemy and Cleopatra.


          


          Caesar and Caesarion
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              Bust of Cleopatra
            

          


          Eager to take advantage of Julius Caesar's anger with Ptolemy, Queen Cleopatra returned to the palace rolled into a Persian carpet and had it presented to Caesar by her servants: when it was unrolled, Cleopatra tumbled out. It is believed that Caesar was charmed by the gesture, and she became his mistress. Nine months after their first meeting, Cleopatra gave birth to their baby. It was at this point that Caesar abandoned his plans to annex Egypt, instead backing Cleopatra's claim to the throne. After a short civil war, Ptolemy XIII was drowned in the Nile and Caesar restored Cleopatra to her throne, with another younger brother Ptolemy XIV as new co-ruler.


          Despite the almost thirty year age difference, Cleopatra and Caesar became lovers during his stay in Egypt between 48BC and 47BC. They met when they were 21 (Cleopatra) and 50 (Caesar). On 23 June 47BC Cleopatra gave birth to a child, Ptolemy Caesar ( nicknamed "Caesarion" which means "little Caesar"). Cleopatra claimed Caesar was the father and wished him to name the boy his heir, but Caesar refused, choosing his grand-nephew Octavian instead. Caesarion was the intended inheritor of Egypt and Rome, uniting the East and the West.


          Cleopatra and Caesarion visited Rome between 47BC and 44BC and were probably present when Caesar was assassinated on 15 March, 44 BC. Before or just after the assassination she returned to Egypt. When Ptolemy XIV died due to deteriorating health, Cleopatra made Caesarion her co-regent and successor. To safeguard herself and Caesarion she also had her sister Arsinoe killed, a common practice of the times.


          


          Cleopatra and Mark Antony
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              Antony and Cleopatra, by Lawrence Alma-Tadema.
            

          


          In 42 BC, Mark Antony, one of the triumvirs who ruled Rome in the power vacuum following Caesar's death, summoned Cleopatra to meet him in Tarsus to answer questions about her loyalty. Cleopatra arrived in great state, and so charmed Antony that he chose to spend the winter of 41 BC40 BC with her in Alexandria. On 25 December 40 BC she gave birth to two children Alexander Helios and Cleopatra Selene II.


          Four years later in 37BC, Antony visited Alexandria again en route to make war with the Parthians. He renewed his relationship with Cleopatra, and from this point on Alexandria would be his home. He married Cleopatra according to the Egyptian rite (a letter quoted in Suetonius suggests this), although he was at the time married to Octavia Minor, sister of his fellow triumvir Octavian. He and Cleopatra had another child, Ptolemy Philadelphus.


          At the Donations of Alexandria in late 34 BC, following Antony's conquest of Armenia, Cleopatra and Caesarion were crowned co-rulers of Egypt and Cyprus; Alexander Helios was crowned ruler of Armenia, Media, and Parthia; Cleopatra Selene II was crowned ruler of Cyrenaica and Libya; and Ptolemy Philadelphus was crowned ruler of Phoenicia, Syria, and Cilicia. Cleopatra also took the title of Queen of Kings. Cleopatra "was planning a war of revenge that was to array all the East against Rome, establish herself as empress of the world at Rome and inaugurate a new universal kingdom."
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              Coin of Antony and Cleopatra.
            

          


          Antony's behaviour was considered outrageous by the Romans, and Octavian convinced the Senate to levy war against Egypt. In 31 BC Antony's forces faced the Romans in a naval action off the coast of Actium. Cleopatra was present with a fleet of her own. Popular legend states that when she saw that Antony's poorly equipped and manned ships were losing to the Romans' superior vessels, she took flight and that Antony abandoned the battle to follow her, but no contemporary evidence states this was the case.


          Following the Battle of Actium, Octavian invaded Egypt. As he approached Alexandria, Antony's armies deserted to Octavian on August 12 30 BC.


          There are a number of unverifiable but very famous stories about Cleopatra, of which one of the best known is that, at one of the lavish dinners she shared with Antony, she playfully bet him that she could spend ten million sesterces on a dinner. He accepted the bet. The next night, she had a conventional, unspectacular meal served; he was ridiculing this, when she ordered the second course  only a cup of strong vinegar. She then removed one of her priceless pearl earrings, dropped it into the vinegar, allowed it to dissolve, and drank the mixture. The earliest report of this story comes from Pliny the Elder and dates to about 100 years after the banquet described would have happened. The calcium carbonate in pearls does dissolve in vinegar, but slowly unless the pearl is first crushed.


          


          Death
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              Depiction of the death of Cleopatra VII by Reginald Arthur (circa 1914)
            

          


          The ancient sources, particularly the Roman ones, are in general agreement that Cleopatra poisoned herself by inducing an asp to bite her. The oldest source is Strabo, who was alive at the time of the event, and might even have been in Alexandria. He says that there are two stories: that she applied a toxic ointment, or that she was bitten by an asp. Several Roman poets, writing within ten years of the event, all mention bites by two asps, as does Florus, a historian, some 150 years later. Velleius, sixty years after the event, also refers to an asp.


          Plutarch, writing about 130 years after the event, provides the main source of Cleopatra's death. He states that she was found dead, her handmaiden Iras dying at her feet, and another handmaiden, Charmion, adjusting her crown before she herself falls. He then goes on to state that an asp was concealed in a basket of figs that was brought to her by a rustic, and finding it after eating a few figs, she holds out her arm for it to bite. Others stories state that it was hidden in a vase, and that she poked it with a spindle until it got angry enough to bite her on the arm. Finally, he eventually writes, in Octavian's triumphal march back in Rome, an effigy of Cleopatra that has an asp clinging to it is part of the parade.


          
            [image: The Death of Cleopatra by Guido Cagnacci, 1658]

            
              The Death of Cleopatra by Guido Cagnacci, 1658
            

          


          Suetonius, writing about the same time as Plutarch, also says Cleopatra died from an asp bite.


          Shakespeare gave us the final part of the image that has come down to us, Cleopatra clutching the snake to her breast. Before him, it was generally agreed that she was bitten on the arm.


          Plutarch tells us of the death of Antony. When his armies desert him and join with Octavian, he cries out that Cleopatra has betrayed him. She, fearing his wrath, locks herself in her monument with only her two handmaidens and sends messengers to Antony that she is dead. Believing them, Antony stabs himself in the belly with his sword, and lies on his couch to die. Instead, the blood flow stops, and he begs any and all to finish him off.


          Another messenger comes from Cleopatra with instructions to bear him to her, and he, rejoicing that Cleopatra is still alive, consents. She won't open the door, but tosses ropes out of a window. After Antony is securely trussed up, she and her handmaidens haul him up into the monument. This nearly finishes him off. After dragging him in through the window, they lay him on a couch. Cleopatra tears off her clothes and covers him with them. She raves and cries, beats her breasts and engages in self-mutilation. Antony tells her to calm down, asks for a glass of wine, and dies upon finishing it.


          Cleopatra's son by Caesar, Caesarion, was proclaimed pharaoh by the Egyptians, but Octavian had already won. Caesarion was captured and executed, his fate reportedly sealed by Octavian's famous phrase: "Two Caesars are one too many." This ended not just the Hellenistic line of Egyptian pharaohs, but the line of all Egyptian pharaohs. The three children of Cleopatra and Antony were spared and taken back to Rome where they were taken care of by Antony's wife, Octavia Minor. The daughter, Cleopatra Selene, was married by arrangements by Octavian to Juba II of Mauretania.


          


          Cultural depictions of Cleopatra VII


          


          Ancestry


          The high degree of inbreeding among the Ptolemies can be seen from the ancestry of Cleopatra VII. As the ahnentafel below shows, she only had four great-grandparents and six (out of a possible 16) great-great-grandparents (furthermore, four of those six were descended from the other two).


          
            
              Ancestors of Cleopatra VII of Egypt
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          This family tree further illustrates the point.
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              	Clifton Suspension Bridge
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              Clifton suspension bridge taken from a slip road off Brunel Way.
            


            
              	Carries

              	Cars, pedestrians and cycles
            


            
              	Crosses

              	River Avon
            


            
              	Locale

              	Bristol
            


            
              	Maintained by

              	Clifton Suspension Bridge Trust
            


            
              	Design

              	Suspension
            


            
              	Longestspan

              	702 ft (214 m)
            


            
              	Totallength

              	1,352 ft (414 m)
            


            
              	Width

              	31 ft (9.5m)
            


            
              	Clearance below

              	245 ft (75 m) above high water level
            


            
              	Openingdate

              	1864
            


            
              	Toll

              	50 pence
            


            
              	Coordinates

              	
            

          


          The Clifton Suspension Bridge is a suspension bridge, spanning the Avon Gorge and linking Clifton in Bristol to Leigh Woods in North Somerset, England. Designed by Isambard Kingdom Brunel, it is a distinctive landmark that is used as a symbol of Bristol. It is a grade I listed building.


          


          History


          The idea of building a bridge across the Avon Gorge originated in 1753, with a bequest in the will of Bristolian merchant William Vick, who left 1,000 invested with instructions that when the interest had accumulated to 10,000, it should be used for the purpose of building a stone bridge between Clifton Down (which was in Gloucestershire, outside the City of Bristol, until the 1830s) and Leigh Woods (then in Somerset).


          By 1829, Vick's bequest had reached 8,000, but it was estimated that a stone bridge would cost over ten times that amount. An Act of Parliament was passed to allow a wrought-iron suspension bridge to be built instead, and tolls levied to recoup the cost. A competition was held to find a design for the bridge; the judge, Thomas Telford, rejected all designs, and tried to insist on a design of his own, a suspension bridge supported on tall Gothic towers. Telford claimed that no suspension bridge could exceed the 600 feet (183 m) span of his own Menai Suspension Bridge. A second competition, held with new judges, was won by Brunel's design on 16 March 1831, for a suspension bridge with fashionably Egyptian-influenced towers.


          An attempt to build Brunel's design in 1831 was stopped by the Bristol Riots, which severely dented commercial confidence in Bristol. Work was not started again until 1836, and thereafter the capital from Vick's bequest and subsequent investment proved woefully inadequate. By 1843, the towers had been built in unfinished stone, but funds were exhausted. In 1851, the ironwork was sold and used to build the Brunel-designed Royal Albert Bridge on the railway between Plymouth and Saltash.


          Brunel died in 1859, without seeing the completion of the bridge. Brunel's colleagues in the Institution of Civil Engineers felt that completion of the Bridge would be a fitting memorial, and started to raise new funds. In 1860, Brunel's Hungerford suspension bridge, over the Thames in London, was demolished to make way for a new railway bridge to Charing Cross railway station, and its chains were purchased for use at Clifton. A slightly revised design was made by William Henry Barlow and Sir John Hawkshaw; it has a wider, higher and sturdier deck than Brunel intended, triple chains instead of double, and the towers were left as rough stone rather than being finished in Egyptian style. Work on the bridge was restarted in 1862, and was complete by 1864.


          The bridge is now managed by a trust set up by Act of Parliament in 1952. Tolls are levied on vehicles but no longer on cyclists or pedestrians.
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              	Shown within Bristol and the UK
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              View from the observatory on Clifton Down
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              The plaque on the bridge
            

          


          In 2003 the weight of crowds travelling to and from the Ashton Court festival and Bristol International Balloon Fiesta put such great strain on the bridge that it was decided to close the bridge to all traffic, including pedestrians, during the whole of the Ashton Court Festival and part of the Balloon Fiesta in 2004. This arrangement has continued since.


          On 26 November 2003, the last ever Concorde flight (Concorde 216) flew over the bridge before landing at Filton Airfield. It was a symbolic moment which commemorated Bristol's feats in engineering.


          In April 2006 the bridge was the centrepiece of the Brunel 200 weekend, celebrating the 200th anniversary of the birth of Isambard Kingdom Brunel. At the climax of the celebration a large firework display was launched from the bridge. The celebrations also saw the switch on of an LED-based array to illuminate the bridge.


          


          Engineering


          The towers from which the bridge is suspended are not completely identical in construction, although they are generally similar in size, Clifton has cut outs in the sides and the Leigh tower has more pointed arches. Brunel proposed that sphinxes be built on the top of the two towers, which were then fashionable, but they were never built.


          The tower on the Leigh Woods side of the gorge is 85ft (26m) high but stands on a red sandstone clad abutment 110ft (33m) high. In 2002 it was discovered that this was not a solid structure but contained 12 vaulted chambers, up to 35ft (11m) high, linked by shafts and tunnels.


          Roller mounted "saddles" are used at the top of each tower to absorb the force created by the movement of the chains when loads pass over the bridge. The total movement is about 1mm but if this mechanism were not in place the forces would damage the structure of the towers.


          The bridge has a set of three independent wrought iron chains on each side, which are made of eyebars, in numerous parallel rows, connected by bolts, from which the hangers reach down to the bridge. The chains are anchored in tunnels in the rocks 60ft (17m) below ground level at the side of the gorge. The deck or floor of the roadway is suspended from the chains by 162 wrought iron rods (81 on each side) which range from 65ft (20m) in length at the ends to 3ft (0.9m) in the centre. The deck was originally laid with wooden planking which was later covered with asphalt.


          The weight of the Bridge, including chains, rods, girders and timber deck is approximately 1,500tons.


          
            [image: One of the chains, taken from the original Hungerford Bridge on the Thames.]

            
              One of the chains, taken from the original Hungerford Bridge on the Thames.
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              Profile of a supporting tower
            

          


          


          Dimensions


          
            	Span: 702 ft (214 m)


            	Height of towers: 86 ft (26 m) above deck


            	Clearance: 245 ft (75 m) above high water level


            	Traffic: Four million vehicles per year

          


          


          Suicides and accidents


          Two men were killed during the construction of the bridge.


          The Clifton Suspension Bridge is well known as a suicide bridge. Between 1974 and 1993, 127 people fell to their deaths from the bridge. In 1998 barriers were installed on the bridge to prevent people jumping. In the 4 years after installation this reduced the suicide rate from 8 deaths per year to 4. The bridge is fitted with plaques that advertise the number of The Samaritans.


          In 1885, a 22-year-old woman named Sarah Ann Henley survived a fall from the bridge when her billowing skirts acted as a parachute, and subsequently lived into her eighties.


          Although flying under the bridge has been outlawed since 1911, in 1957 an RAF Vampire jet flew at high subsonic speed under the deck, before crashing in the Gorge, killing the pilot.


          


          Popular culture


          The bridge is a distinctive landmark that is used as a symbol of Bristol and appears on a variety of postcards and promotional material. It is used as a symbol on several Bristol web sites such as Visit Bristol.


          The bridge has featured in numerous scenes of the BBC1 hospital drama Casualty, which is filmed on location in Bristol. It was featured in the first episode, broadcast on 6 September 1986, when Charlie Fairhead (played by Derek Thompson) drove his yellow Volkswagen Beetle across the bridge on his journey to work.


          
            [image: Avon Gorge and Clifton Suspension Bridge, with Giants Cave]

            
              Avon Gorge and Clifton Suspension Bridge, with Giants Cave
            

          


          Construction of the bridge was featured in the Channel 4 television series The Worst Jobs in History, as part of an episode entitled The Worst Industrial Jobs in History, first broadcast on 7 May 2006. Presenter Tony Robinson climbs the chains over one of the towers during the sequence, tied off to a safety line, to demonstrate what the workers building the span endured. He particularly struggles with the swirling winds and states that during construction the wind blew the platform for the lines seventy feet in the air at one point, yet all the workers survived.


          
            Retrieved from " http://en.wikipedia.org/wiki/Clifton_Suspension_Bridge"
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          Climate is the average and variations of weather in a region over long periods of time. The climate of a location is affected by its latitude, terrain, persistent ice or snow cover, as well as nearby oceans and their currents. Climates can be classified using parameters such as temperature and rainfall to define specific climate types. The most commonly used classification scheme is the one originally developed by Wladimir Koeppen. The Thornthwaite system, in use since 1948, incorporates evapotranspiration in addition to temperature and precipitation information and is used in studying animal species diversity and potential impacts of climate changes. The Bergeron and Spatial Synoptic Classification systems focus on the origin of air masses defining the climate for certain areas.


          Paleoclimatology is the study and description of ancient climates using information from both non-biotic factors such as sediments found in lake beds and ice cores, and biotic factors such as tree rings and coral, and can be used to extend back the temperature or rainfall information for particular locations to a time before various weather instruments were used to monitor weather conditions. Climate models are mathematical models of past, present and future climates and can be used to describe the likely patterns of future changes.


          


          Definition


          Climate (from Ancient Greek klima) is commonly defined as the weather averaged over a long period of time. The standard averaging period is 30years, but other periods may be used depending on the purpose. Climate also includes statistics other than the average, such as the magnitudes of day-to-day or year-to-year variations. The Intergovernmental Panel on Climate Change (IPCC) glossary definition is:


          
            	Climate in a narrow sense is usually defined as the average weather, or more rigorously, as the statistical description in terms of the mean and variability of relevant quantities over a period of time ranging from months to thousands or millions of years. The classical period is 30years, as defined by the World Meteorological Organization ( WMO). These quantities are most often surface variables such as temperature, precipitation, and wind. Climate in a wider sense is the state, including a statistical description, of the climate system.

          


          The difference between climate and weather is usefully summarized by the popular phrase "Climate is what you expect, weather is what you get." Over historical time spans there are a number of static variables that determine climate, including latitude, altitude, proportion of land to water, and proximity to oceans and mountains. Other climate determinants are more dynamic: for example, the thermohaline circulation of the ocean leads to a 5C (9F) warming of the northern Atlantic ocean compared to other ocean basins. Other ocean currents redistribute heat between land and water on a more regional scale. The density and type of vegetation coverage affects solar heat absorption, water retention, and rainfall on a regional level. Alterations in the quantity of atmospheric greenhouse gases determines the amount of solar energy retained by the planet, leading to global warming or global cooling. The variables which determine climate are numerous and the interactions complex, but there is general agreement that the broad outlines are understood, at least insofar as the determinants of historical climate change are concerned.


          


          Climate classification


          There are several ways to classify climates into similar regimes. Originally, climes were defined in Ancient Greece to describe the weather depending upon a location's latitude. Modern climate classification methods can be broadly divided into genetic methods, which focus on the causes of climate, and empiric methods, which focus on the effects of climate. Examples of genetic classification include methods based on the relative frequency of different air mass types or locations within synoptic weather disturbances. Examples of empiric classifications include climate zones defined by plant hardiness, evapotranspiration, air mass origin, or more generally the Kppen climate classification which was originally designed to identify the climates associated with certain biomes. A common shortcoming of these classification schemes is that they produce distinct boundaries between the zones they define, rather than the gradual transition of climate properties more common in nature.


          


          Bergeron and Spatial Synoptic
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              Source regions of global air masses
            

          


          The most generic classification is that involving the concept of air masses. The Bergeron classification is the most widely accepted form of air mass classification. Air mass classification involves three letters. The first letter describes its moisture properties, with c used for continental air masses (dry) and m for maritime air masses (moist). The second letter describes the thermal characteristic of its source region: T for tropical, P for polar, A for Arctic or Antarctic, M for monsoon, E for equatorial, and S for superior air (dry air formed by significant downward motion in the atmosphere). The third letter is used to designate the stability of the atmosphere. If the air mass is colder than the ground below it, it is labeled k. If the air mass is warmer than the ground below it, it is labeled w. While air mass identification was originally used in weather forecasting during the 1950s, climatologists began to establish synoptic climatologies based on this idea in 1973.


          Based upon the Bergeron classification scheme is the Spatial Synoptic Classification (SSC) system. There are six categories within the SSC scheme: Dry Polar (similar to continental polar), Dry Moderate (similar to maritime superior), Dry Tropical (similar to continental tropical), Moist Polar (similar to maritime polar), Moist Moderate (a hybrid between maritime polar and maritime tropical), and Moist Tropical (similar to maritime tropical, maritime monsoon, or maritime equatorial).


          


          Kppen


          
            [image: Annual average surface temperatures from 1961–1990. This is an example of how climate varies with location.]

            
              Annual average surface temperatures from 19611990. This is an example of how climate varies with location.
            

          


          The Kppen classification includes climate regimes such as Rain forest, monsoon, tropical savanna, humid subtropical, humid continental, oceanic climate, Mediterranean climate, continental steppe, subarctic climate, tundra, polar ice cap, and desert.

          Rain forests are characterized by high rainfall, with definitions setting minimum normal annual rainfall between 1,750millimetres (69in) and 2,000millimetres (79in). Mean monthly temperatures exceed 18C (64F) during all months of the year.

          A monsoon is a seasonal prevailing wind which lasts for several months, ushering in a region's rainy season. Regions such as within North America, South America. Sub-Saharan Africa, Australia and East Asia to qualify as monsoon regimes.

          A tropical savanna is a grassland biome located in semi-arid to semi- humid climate regions of subtropical and tropical latitudes, with average temperatures remain at or above 18C (64F) year round and rainfall between 750millimetres (30in) and 1,270millimetres (50in) a year. They are widespread on Africa, and are also found in India, the northern parts of South America, Malaysia, and Australia.

          The humid subtropical climate zone where winter rainfall (and sometimes snowfall) is associated with large storms that the westerlies steer from west to east. Most summer rainfall occurs during thunderstorms and from occasional tropical cyclones. Humid subtropical climates lie on the east side continents, roughly between latitudes 20 and 40 degress away from the equator.


          
            [image: Humid continental climate worldwide]

            
              Humid continental climate worldwide
            

          


          Humid continental climate is marked by variable weather patterns and a large seasonal temperature variance. Places with a hottest monthly temperature above 10C (50F) and a coldest month temperature below 3C (26.6F) and which do not meet the criteria for an arid climate, are classified as continental.

          An oceanic climate is typically found along the west coasts at the middle latitudes of all the world's continents, and in southeastern Australia, and is accompanied by plentiful precipitation year round.

          The Mediterranean climate regime resembles the climate of the lands in the Mediterranean Basin, parts of western North America, parts of Western and South Australia, in southwestern South Africa and in parts of central Chile. The climate is characterized by hot, dry summers and cool, wet winters.

          A steppe is a dry grassland with an annual temperature range in the summer of up to 40C (104F) and during the winter down to 40C (40.0F).

          A subarctic climate has little precipitation, and monthly temperatures which are above 10C (50F) for one to three months of the year, with continuous permafrost due to the very cold winters. Winters within subarctic climates include up to six months of temperatures averaging below 0C (32F).


          


          Arctic tundra occurs in the far Northern Hemisphere, north of the taiga belt, including vast areas of northern Russia and Canada .

          A polar ice cap, or polar ice sheet, is a high-latitude region of a planet or moon that is covered in ice. Ice caps form because high-latitude regions receive less energy in the form of solar radiation from the sun than equatorial regions, resulting in lower surface temperatures.

          A desert is a landscape form or region that receives very little precipitation. Deserts usually have a large diurnal and seasonal temperature range, with high daytime temperatures (in summer up to 45 C or 113 F), and low night-time temperatures (in winter down to 0 C; 32 F) due to extremely low humidity. Many deserts are formed by rain shadows, as mountains block the path of moisture and precipitation to the desert.


          


          Thornthwaite


          This climate classification method monitors the soil water budget using the concept of evapotranspiration. It monitors the portion of total precipitation used to nourish vegetation over a certain area. It uses indices such as a humidity index and an aridity index to determine an area's moisture regime based upon its average temperature, average rainfall, and average vegetation type. The lower the value of the index is any given area, the drier the area is.


          The moisture classification includes climatic classes with descriptors such as hyperhumid, humid, subhumid, subarid, semi-arid (values of -20 to -40), and arid (values below -40). Humid regions experience more precipitation than evaporation each year, while arid regions experience greater evaporation than precipitation on an annual basis. A total of 33percent of the earth's landmass is considered either arid of semi-arid, including southwest North America, southwest South America, most of northern and a small part of southern Africa, southwest and portions of eastern Asia, as well as much of Australia. Studies suggest that precipitation effectiveness (PE) within the Thornthwaite moisture index is overestimated in the summer and underestimated in the winter. This index can be effectively used to determine the number of herbivore and mammal species numbers within a given area. The index is also used in studies of climate change.


          Thermal classifications within the Thornthwaite scheme include microthermal, mesothermal, and megathermal regimes. A mircothermal climate is one of low annual mean temperatures, generally between 0C (32F) and 14C (57F) which experiences short summers and has a potential evaporation between 14centimetres (5.5in) and 43centimetres (17in). A mesothermal climate lacks persistent heat or persistent cold, with potential evaporation between 57centimetres (22in) and 114centimetres (45in). A megathermal climate is one with persistent high temperatures and abundant rainfall, with potential evaporation in excess of 114centimetres (45in).


          


          Record


          


          Modern
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              Instrumental temperature record of the last 150 years
            

          


          Details of the modern climate record are known through the taking of measurements from such weather instruments as thermometers, barometers, and anemometers during the past few centuries. The instruments used to study weather conditions over the modern time scale, their known error, their immediate environment, and their exposure have changed over the years, which must be considered when studying the climate of centuries past.


          


          Paleoclimatology


          Paleoclimatology is the study of past climate over a great period of the Earth's history. It uses evidence from ice sheets, tree rings, sediments, coral, and rocks to determine the past state of the climate. It demonstrates periods of stability and periods of change and can indicate whether changes follow patterns such as regular cycles.


          


          Climate change
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              Variations in CO2, temperature and dust from the Vostok ice core over the past 450,000years
            

          


          Climate change refers to the variation in the Earth's global climate or in regional climates over time. It describes changes in the variability or average state of the atmosphere over time scales ranging from decades to millions of years. These changes can be caused by processes internal to the Earth, external forces (e.g. variations in sunlight intensity) or, more recently, human activities.


          In recent usage, especially in the context of environmental policy, the term "climate change" often refers only to changes in modern climate, including the rise in average surface temperature known as global warming. In some cases, the term is also used with a presumption of human causation, as in the United Nations Framework Convention on Climate Change (UNFCCC). The UNFCCC uses "climate variability" for non-human caused variations.


          Earth has undergone periodic climate shifts in the past, including four major ice ages. These consisting of glacial periods where conditions are colder than normal, separated by interglacial periods. The accumulation of snow and ice during a glacial period increases the surface albedo, reflecting more of the Sun's energy into space and maintaining a lower atmospheric temperature. Increases in greenhouse gases, such as by volcanic activity, can increase the global temperature and produce an interglacial. Suggested causes of ice age periods include the positions of the continents, variations in the Earth's orbit, changes in the solar output, and vulcanism.


          


          Climate models


          Climate models use quantitative methods to simulate the interactions of the atmosphere, oceans, land surface and ice. They are used for a variety of purposes from study of the dynamics of the weather and climate system to projections of future climate. All climate models balance, or very nearly balance, incoming energy as short wave (including visible) electromagnetic radiation to the earth with outgoing energy as long wave (infrared) electromagnetic radiation from the earth. Any imbalance results in a change in the average temperature of the earth.


          The most talked-about models of recent years have been those relating temperature to the build-up of greenhouse gases in the atmosphere, primarily carbon dioxide (see greenhouse gas). These models predict an upward trend in the global mean surface temperature, with the most rapid increase in temperature being projected for the higher latitudes of the Northern Hemisphere.


          Models can range from relatively simple to quite complex:


          
            	A simple radiant heat transfer model that treats the earth as a single point and averages outgoing energy


            	this can be expanded vertically (radiative-convective models), or horizontally


            	finally, (coupled) atmosphereoceansea ice global climate models discretise and solve the full equations for mass and energy transfer and radiant exchange.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Climate"
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          Climate change is the variation in the Earth's global climate or in regional climates over time. It involves changes in the variability or average state of the atmosphere over durations ranging from decades to millions of years. These changes can be caused by dynamic process on Earth, external forces including variations in sunlight intensity, and more recently by human activities.


          In recent usage, especially in the context of environmental policy, the term "climate change" often refers to changes in modern climate (see global warming). For information on temperature measurements over various periods, and the data sources available, see temperature record. For attribution of climate change over the past century, see attribution of recent climate change.


          


          Climate change factors


          Climate changes reflect variations within the Earth's atmosphere, processes in other parts of the Earth such as oceans and ice caps, and the effects of human activity. The external factors that can shape climate are often called climate forcings and include such processes as variations in solar radiation, the Earth's orbit, and greenhouse gas concentrations.


          


          Variations within the Earth's climate


          Weather is the day-to-day state of the atmosphere, and is a chaotic non-linear dynamical system. On the other hand, climate  the average state of weather  is fairly stable and predictable. Climate includes the average temperature, amount of precipitation, days of sunlight, and other variables that might be measured at any given site. However, there are also changes within the Earth's environment that can affect the climate.


          


          Glaciation
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              Percentage of advancing glaciers in the Alps in the last 80 years
            

          


          Glaciers are recognized as being among the most sensitive indicators of climate change, advancing substantially during climate cooling (e.g., the Little Ice Age) and retreating during climate warming on moderate time scales. Glaciers grow and collapse, both contributing to natural variability and greatly amplifying externally forced changes. For the last century, however, glaciers have been unable to regenerate enough ice during the winters to make up for the ice lost during the summer months (see glacier retreat).


          The most significant climate processes of the last several million years are the glacial and interglacial cycles of the present ice age. Though shaped by orbital variations, the internal responses involving continental ice sheets and 130 m sea-level change certainly played a key role in deciding what climate response would be observed in most regions. Other changes, including Heinrich events, DansgaardOeschger events and the Younger Dryas show the potential for glacial variations to influence climate even in the absence of specific orbital changes.


          


          Ocean variability


          
            [image: A schematic of modern thermohaline circulation]

            
              A schematic of modern thermohaline circulation
            

          


          On the scale of decades, climate changes can also result from interaction of the atmosphere and oceans. Many climate fluctuations  including not only the El Nio Southern oscillation (the best known) but also the Pacific decadal oscillation, the North Atlantic oscillation, and the Arctic oscillation  owe their existence at least in part to different ways that heat can be stored in the oceans and move between different reservoirs. On longer time scales ocean processes such as thermohaline circulation play a key role in redistributing heat, and can dramatically affect climate.


          


          The memory of climate


          More generally, most forms of internal variability in the climate system can be recognized as a form of hysteresis, meaning that the current state of climate reflects not only the inputs, but also the history of how it got there. For example, a decade of dry conditions may cause lakes to shrink, plains to dry up and deserts to expand. In turn, these conditions may lead to less rainfall in the following years. In short, climate change can be a self-perpetuating process because different aspects of the environment respond at different rates and in different ways to the fluctuations that inevitably occur.


          


          Non-climate factors driving climate change


          


          Greenhouse gases
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              Carbon dioxide variations during the last 500 million years
            

          


          Current studies indicate that radiative forcing by greenhouse gases is the primary cause of global warming. Greenhouse gases are also important in understanding Earth's climate history. According to these studies, the greenhouse effect, which is the warming produced as greenhouse gases trap heat, plays a key role in regulating Earth's temperature.


          Over the last 600 million years, carbon dioxide concentrations have varied from perhaps >5000 ppm to less than 200 ppm, due primarily to the effect of geological processes and biological innovations. It has been argued by Veizer et al., 1999, that variations in greenhouse gas concentrations over tens of millions of years have not been well correlated to climate change, with plate tectonics perhaps playing a more dominant role. More recently Royer et al. have used the CO2-climate correlation to derive a value for the climate sensitivity. There are several examples of rapid changes in the concentrations of greenhouse gases in the Earth's atmosphere that do appear to correlate to strong warming, including the PaleoceneEocene thermal maximum, the PermianTriassic extinction event, and the end of the Varangian snowball earth event.


          During the modern era, the naturally rising carbon dioxide levels are implicated as the primary cause of global warming since 1950. According to the Intergovernmental Panel on Climate Change (IPCC), 2007, the atmospheric concentration of CO2 in 2005 was 379 ppm compared to the pre-industrial levels of 280 ppm. Thermodynamics and Le Chatelier's principle explain the characteristics of the dynamic equilibrium of a gas in solution such as the vast amount of CO2 held in solution in the world's oceans moving into and returning from the atmosphere. These principles can be observed as bubbles which rise in a pot of water heated on a stove, or in a glass of cold beer allowed to sit at room temperature; gases dissolved in liquids are released under certain circumstances.


          


          Plate tectonics


          On the longest time scales, plate tectonics will reposition continents, shape oceans, build and tear down mountains and generally serve to define the stage upon which climate exists. More recently, plate motions have been implicated in the intensification of the present ice age when, approximately 3 million years ago, the North and South American plates collided to form the Isthmus of Panama and shut off direct mixing between the Atlantic and Pacific Oceans.


          


          Solar variation
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              Variations in solar activity during the last several centuries based on observations of sunspots and beryllium isotopes.
            

          


          The sun is the ultimate source of essentially all heat in the climate system. The energy output of the sun, which is converted to heat at the Earth's surface, is an integral part of shaping the Earth's climate. On the longest time scales, the sun itself is getting brighter with higher energy output; as it continues its main sequence, this slow change or evolution affects the Earth's atmosphere. It is thought that, early in Earth's history, the sun was too cold to support liquid water at the Earth's surface, leading to what is known as the Faint young sun paradox..


          On more modern time scales, there are also a variety of forms of solar variation, including the 11-year solar cycle and longer-term modulations. However, the 11-year sunspot cycle does not manifest itself clearly in the climatological data. Solar intensity variations are considered to have been influential in triggering the Little Ice Age, and for some of the warming observed from 1900 to 1950. The cyclical nature of the sun's energy output is not yet fully understood; it differs from the very slow change that is happening within the sun as it ages and evolves..


          To quote Spencer R. Weart (The discovery of Global Warming 2003) "The study of [sun spot] cycles was generally popular through the first half of the century. Governments had collected a lot of weather data to play with and inevitably people found correlations between sun spot cycles and select weather patterns. If rainfall in England didn't fit the cycle, maybe storminess in New England would. Respected scientists and enthusiastic amateurs insisted they had found patterns reliable enough to make predictions. Sooner or later though every prediction failed. An example was a highly credible forecast of a dry spell in Africa during the sunspot minimum of the early 1930s. When the period turned out to be wet, a meteorologist later recalled "the subject of sunspots and weather relationships fell into dispute, especially among British meteorologists who witnessed the discomfiture of some of their most respected superiors" Even in the 60s he said, "For a young researcher to entertain any statement of sun-weather relationships was to brand oneself a crank"


          


          Orbital variations


          In their effect on climate, orbital variations are in some sense an extension of solar variability, because slight variations in the Earth's orbit lead to changes in the distribution and abundance of sunlight reaching the Earth's surface. Such orbital variations, known as Milankovitch cycles, are a highly predictable consequence of basic physics due to the mutual interactions of the Earth, its moon, and the other planets. These variations are considered the driving factors underlying the glacial and interglacial cycles of the present ice age. Subtler variations are also present, such as the repeated advance and retreat of the Sahara desert in response to orbital precession.


          


          Volcanism


          A single eruption of the kind that occurs several times per century can affect climate, causing cooling for a period of a few years. For example, the eruption of Mount Pinatubo in 1991 affected climate substantially. Huge eruptions, known as large igneous provinces, occur only a few times every hundred million years, but can reshape climate for millions of years and cause mass extinctions. Initially, scientists thought that the dust emitted into the atmosphere from large volcanic eruptions was responsible for the cooling by partially blocking the transmission of solar radiation to the Earth's surface. However, measurements indicate that most of the dust thrown in the atmosphere returns to the Earth's surface within six months.


          Volcanoes are also part of the extended carbon cycle. Over very long (geological) time periods, they release carbon dioxide from the earth's interior, counteracting the uptake by sedimentary rocks and other geological carbon dioxide sinks. However, this contribution is insignificant compared to the current anthropogenic emissions. The US Geological Survey estimates that human activities generate more than 130 times the amount of carbon dioxide emitted by volcanoes.


          
            [image: Attribution of recent climate change]

            
              Attribution of recent climate change
            

          


          


          Human influences on climate change


          Anthropogenic factors are human activities that change the environment and influence climate. In some cases the chain of causality is direct and unambiguous (e.g., by the effects of irrigation on temperature and humidity), while in others it is less clear. Various hypotheses for human-induced climate change have been debated for many years. In the late 1800s, the " rain follows the plow" idea had many adherents in the western United States.


          The biggest factor of present concern is the increase in CO2 levels due to emissions from fossil fuel combustion, followed by aerosols (particulate matter in the atmosphere), which exert a cooling effect, and cement manufacture. Other factors, including land use, ozone depletion, animal agriculture and deforestation, also affect climate.


          


          Fossil fuels
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          Beginning with the industrial revolution in the 1850s and accelerating ever since, the human consumption of fossil fuels has elevated CO2 levels from a concentration of ~280 ppm to more than 380 ppm today. These increases are projected to reach more than 560 ppm before the end of the 21st century. It is known that carbon dioxide levels are substantially higher now than at any time in the last 750,000 years. Along with rising methane levels, these changes are anticipated to cause an increase of 1.45.6  C between 1990 and 2100 (see global warming).


          


          Aerosols


          Anthropogenic aerosols, particularly sulphate aerosols from fossil fuel combustion, exert a cooling influence. This, together with natural variability, is believed to account for the relative "plateau" in the graph of 20th-century temperatures in the middle of the century.


          


          Cement manufacture


          Cement manufacturing is the third largest cause of man-made carbon dioxide emissions. Carbon dioxide is produced when calcium carbonate (CaCO3) is heated to produce the cement ingredient calcium oxide (CaO, also called quicklime). While fossil fuel combustion and deforestation each produce significantly more carbon dioxide (CO2), cement-making is responsible for approximately 2.5% of total worldwide emissions from industrial sources (energy plus manufacturing sectors).


          


          Land use


          Prior to widespread fossil fuel use, humanity's largest effect on local climate is likely to have resulted from land use. Irrigation, deforestation, and agriculture fundamentally change the environment. For example, they change the amount of water going into and out of a given location. They also may change the local albedo by influencing the ground cover and altering the amount of sunlight that is absorbed. For example, there is evidence to suggest that the climate of Greece and other Mediterranean countries was permanently changed by widespread deforestation between 700 BC and 1 AD (the wood being used for shipbuilding, construction and fuel), with the result that the modern climate in the region is significantly hotter and drier, and the species of trees that were used for shipbuilding in the ancient world can no longer be found in the area.


          A controversial hypothesis by William Ruddiman called the early anthropocene hypothesis suggests that the rise of agriculture and the accompanying deforestation led to the increases in carbon dioxide and methane during the period 50008000 years ago. These increases, which reversed previous declines, may have been responsible for delaying the onset of the next glacial period, according to Ruddimann's overdue-glaciation hypothesis.


          In modern times, a 2007 Jet Propulsion Laboratory study found that the average temperature of California has risen about 2 degrees over the past 50 years, with a much higher increase in urban areas. The change was attributed mostly to extensive human development of the landscape.


          


          Livestock


          According to a 2006 United Nations report, Livestock's Long Shadow, livestock is responsible for 18% of the worlds greenhouse gas emissions as measured in CO2 equivalents. This however includes land usage change, meaning deforestation in order to create grazing land. In the Amazon Rainforest, 70% of deforestation is to make way for grazing land, so this is the major factor in the 2006 UN FAO report, which was the first agricultural report to include land usage change into the radiative forcing of livestock. In addition to CO2 emissions, livestock produces 65% of human-induced nitrous oxide (which has 296 times the global warming potential of CO2) and 37% of human-induced methane (which has 23 times the global warming potential of CO2).


          


          Interplay of factors


          If a certain forcing (for example, solar variation) acts to change the climate, then there may be mechanisms that act to amplify or reduce the effects. These are called positive and negative feedbacks. As far as is known, the climate system is generally stable with respect to these feedbacks: positive feedbacks do not " run away". Part of the reason for this is the existence of a powerful negative feedback between temperature and emitted radiation: radiation increases as the fourth power of absolute temperature.


          However, a number of important positive feedbacks do exist. The glacial and interglacial cycles of the present ice age provide an important example. It is believed that orbital variations provide the timing for the growth and retreat of ice sheets. However, the ice sheets themselves reflect sunlight back into space and hence promote cooling and their own growth, known as the ice-albedo feedback. Further, falling sea levels and expanding ice decrease plant growth and indirectly lead to declines in carbon dioxide and methane. This leads to further cooling. Conversely, rising temperatures caused, for example, by anthropogenic emissions of greenhouse gases could lead to decreased snow and ice cover, revealing darker ground underneath, and consequently result in more absorption of sunlight.


          Water vapor, methane, and carbon dioxide can also act as significant positive feedbacks, their levels rising in response to a warming trend, thereby accelerating that trend. Water vapor acts strictly as a feedback (excepting small amounts in the stratosphere), unlike the other major greenhouse gases, which can also act as forcings.


          More complex feedbacks involve the possibility of changing circulation patterns in the ocean or atmosphere. For example, a significant concern in the modern case is that melting glacial ice from Greenland will interfere with sinking waters in the North Atlantic and inhibit thermohaline circulation. This could affect the Gulf Stream and the distribution of heat to Europe and the east coast of the United States.


          Other potential feedbacks are not well understood and may either inhibit or promote warming. For example, it is unclear whether rising temperatures promote or inhibit vegetative growth, which could in turn draw down either more or less carbon dioxide. Similarly, increasing temperatures may lead to either more or less cloud cover. Since on balance cloud cover has a strong cooling effect, any change to the abundance of clouds also affects climate.


          


          Monitoring the current status of climate


          Scientists use "Indicator time series" that represent the many aspects of climate and ecosystem status. The time history provides a historical context. Current status of the climate is also monitored with climate indices.


          


          Evidence for climatic change


          Evidence for climatic change is taken from a variety of sources that can be used to reconstruct past climates. Most of the evidence is indirectclimatic changes are inferred from changes in indicators that reflect climate, such as vegetation, dendrochronology, ice cores, sea level change, and glacial retreat.


          


          Pollen analysis


          Palynology is the science that studies contemporary and fossil palynomorphs, including pollen. Palynology is used to infer the geographical distribution of plant species, which vary under different climate conditions. Different groups of plants have pollen with distinctive shapes and surface textures, and since the outer surface of pollen is composed of a very resilient material, they resist decay. Changes in the type of pollen found in different sedimentation levels in lakes, bogs or river deltas indicate changes in plant communities; which are dependent on climate conditions.


          


          Beetles


          Remains of beetles are common in freshwater and land sediments. Different species of beetles tend to be found under different climatic conditions. Knowledge of the present climatic range of the different species, and of the age of the sediments in which remains are found, allows past climatic conditions to be inferred.


          


          Glacial geology


          Advancing glaciers leave behind moraines and other features that often have datable material in them, recording the time when a glacier advanced and deposited a feature. Similarly, by tephrochronological techniques, the lack of glacier cover can be identified by the presence of datable soil or volcanic tephra horizons. Glaciers are considered one of the most sensitive climate indicators by the IPCC, and their recent observed variations provide a global signal of climate change. See Retreat of glaciers since 1850.


          


          Historical records


          Historical records include cave paintings, depth of grave digging in Greenland, diaries, documentary evidence of events (such as ' frost fairs' on the Thames) and evidence of areas of vine cultivation. Daily weather reports have been kept since 1873, and the Royal Society has encouraged the collection of data since the seventeenth century.


          



          


          Climate change and biodiversity


          The life cycles of many wild plants and animals are closely linked to the passing of the seasons; climatic changes can lead to interdependent pairs of species (e.g. a wild flower and its pollinating insect) losing synchronization, if, for example, one has a cycle dependent on day length and the other on temperature or precipitation. In principle, at least, this could lead to extinctions or changes in the distribution and abundance of species. One phenomenon is the movement of species northwards in Europe. A recent study by Butterfly Conservation in the UK, has shown that relatively common species with a southerly distribution have moved north, whilst scarce upland species have become rarer and lost territory towards the south. This picture has been mirrored across several invertebrate groups. Drier summers could lead to more periods of drought, potentially affecting many species of animal and plant. For example, in the UK during the drought year of 2006 significant numbers of trees died or showed dieback on light sandy soils. In Australia, since the early 90s, tens of thousands of flying foxes ( Pteropus) have died as a direct result of extreme heat. Wetter, milder winters might affect temperate mammals or insects by preventing them hibernating or entering torpor during periods when food is scarce. One predicted change is the ascendancy of 'weedy' or opportunistic species at the expense of scarcer species with narrower or more specialized ecological requirements. One example could be the expanses of bluebell seen in many woodlands in the UK. These have an early growing and flowering season before competing weeds can develop and the tree canopy closes. Milder winters can allow weeds to overwinter as adult plants or germinate sooner, whilst trees leaf earlier, reducing the length of the window for bluebells to complete their life cycle. Organisations such as Wildlife Trust, World Wide Fund for Nature, Birdlife International and the Audubon Society are actively monitoring and research the effects of climate change on biodiversity and advance policies in areas such as landscape scale conservation to promote adaptation to climate change.
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          Climate models use quantitative methods to simulate the interactions of the atmosphere, oceans, land surface, and ice. They are used for a variety of purposes from study of the dynamics of the weather and climate system to projections of future climate.


          All climate models balance, or very nearly balance, incoming energy as short wave electromagnetic radiation (which in this context means visible and ultraviolet, not to be confused with shortwave) to the earth with outgoing energy as long wave ( infrared) electromagnetic radiation from the earth. Any imbalance results in a change in the average temperature of the earth.


          The most talked-about models of recent years have been those relating temperature to emissions of carbon dioxide (see greenhouse gas). These models project an upward trend in the surface temperature record, as well as a more rapid increase in temperature at higher altitudes.


          Models can range from relatively simple to quite complex:


          
            	A simple radiant heat transfer model that treats the earth as a single point and averages outgoing energy


            	this can be expanded vertically (radiative-convective models), or horizontally


            	finally, (coupled) atmosphereoceansea ice global climate models discretise and solve the full equations for mass and energy transfer and radiant exchange.

          


          This is not a full list; for example "box models" can be written to treat flows across and within ocean basins.


          


          Zero-dimensional models


          A very simple model of the radiative equilibrium of the Earth is


          
            	(1  a)Sr2 = 4r2T4

          


          where


          
            	the left hand side represents the incoming energy from the Sun


            	the right hand side represents the outgoing energy from the Earth, calculated from the Stefan-Boltzmann law assuming a constant radiative temperature, T, that is to be found,

          


          and


          
            	S is the solar constant - the incoming solar radiation per unit area - about 1367 Wm-2


            	a is the Earth's average albedo, measured to be 0.3


            	r is Earth's radius  approximately 6.371106m


            	 is well known, approximately 3.14159


            	 is the Stefan-Boltzmann constant  approximately 5.6710-8 JK-4m-2s-1


            	 is the effective emissivity of earth, about 0.612

          


          The constant r2 can be factored out, giving


          
            	(1  a)S = 4T4

          


          This yields an average earth temperature of 288 K . This is because the above equation represents the effective radiative temperature of the Earth (including the clouds and atmosphere). The use of effective emissivity accounts for the greenhouse effect.


          This very simple model is quite instructive, and the only model that could fit on a page. For example, it easily determines the effect on average earth temperature of changes in solar constant or change of albedo or effective earth emissivity. Using the simple formula, the percent change of the average amount of each parameter, considered independently, to cause a one degree Celsius change in steady-state average earth temperature is as follows:


          Solar constant 1.4% Albedo 3.3% Effective emissivity 1.4%


          The average emissivity of the earth is readily estimated from available data. The emissivities of terrestrial surfaces are all in the range of 0.96 to 0.99 (except for some small desert areas which may be as low as 0.7). Clouds, however, which cover about half of the earths surface, have an average emissivity of about 0.5 (which must be reduced by the fourth power of the ratio of cloud absolute temperature to average earth absolute temperature) and an average cloud temperature of about 258 K . Taking all this properly into account results in an effective earth emissivity of about 0.64 (earth average temperature 285 K).


          This simple model readily determines the effect of changes in solar output or change of earth albedo or effective earth emissivity on average earth temperature. It says nothing, however about what might cause these things to change. Zero-dimensional models do not address the temperature distribution on the earth or the factors that move energy about the earth.


          


          Radiative-Convective Models


          The zero-dimensional model above, using the solar constant and given average earth temperature, determines the effective earth emissivity of long wave radiation emitted to space. This can be refined in the vertical to a zero-dimensional radiative-convective model, which considers two processes of energy transport:


          
            	upwelling and downwelling radiative transfer through atmospheric layers that both absorb and emit infrared radiation


            	upward transport of heat by convection (especially important in the lower troposphere).

          


          The radiative-convective models have advantages over the simple model: they can determine the effects of varying greenhouse gas concentrations on effective emissivity and therefore the surface temperature. But added parameters are needed to determine local emissivity and albedo and address the factors that move energy about the earth.


          Links:


          
            	http://www.giss.nasa.gov/gpol/abstracts/1980/WangStone.html


            	http://www.grida.no/climate/ipcc_tar/wg1/258.htm

          


          


          Higher Dimension Models


          The zero-dimensional model may be expanded to consider the energy transported horizontally in the atmosphere. This kind of model may well be zonally averaged. This model has the advantage of allowing a rational dependence of local albedo and emissivity on temperature - the poles can be allowed to be icy and the equator warm - but the lack of true dynamics means that horizontal transports have to be specified.


          
            	http://www.shodor.org/master/environmental/general/energy/application.html

          


          


          GCMs (Global Climate Models or General circulation models)


          Three (or more properly, four since time is also considered) dimensional GCM's discretise the equations for fluid motion and energy transfer and integrate these forward in time. They also contain parametrisations for processes - such as convection - that occur on scales too small to be resolved directly.


          Atmospheric GCMs (AGCMs) model the atmosphere and impose sea surface temperatures. Coupled atmosphere-ocean GCMs (AOGCMs, e.g. HadCM3, EdGCM, GFDL CM2.X, ARPEGE-Climat ) combine the two models. The first general circulation climate model that combined both oceanic and atmospheric processes was developed in the late 1960s at the NOAA Geophysical Fluid Dynamics Laboratory AOGCMs represent the pinnacle of complexity in climate models and internalise as many processes as possible. However, they are still under development and uncertainties remain.


          Most recent simulations show "plausible" agreement with the measured temperature anomalies over the past 150 years, when forced by observed changes in "Greenhouse" gases and aerosols, but better agreement is achieved when natural forcings are also included .


          



          


          Climate models on the web


          
            	Dapper/DChart - plot and download model data referenced by the Fourth Asssessment Report (AR4) of the Intergovernmental Panel on Climate Change .


            	http://www.hadleycentre.gov.uk/research/hadleycentre/models/modeltypes.html - Hadley Centre for Climate Prediction and Research - general info on their models


            	http://www.ccsm.ucar.edu/ - NCAR/ UCAR Community Climate System Model (CCSM)


            	http://www.climateprediction.net - do it yourself climate prediction


            	http://edgcm.columbia.edu/ - a NASA/GISS global climate model (GCM) with a user-friendly interface for PCs and Macs


            	http://www.cccma.bc.ec.gc.ca/ - CCCma model info and interface to retrieve model data


            	http://nomads.gfdl.noaa.gov/CM2.X/ - NOAA / Geophysical Fluid Dynamics Laboratory CM2 global climate model info and model output data files


            	http://www.climate.uvic.ca/ - University of Victoria Global climate model, free for download. Leading researcher was a contributing author to the recent IPCC report on climate change.
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          Climbing is the activity of using one's hands or feet to ascend a steep object. It is done both for recreation (to reach an inaccessible place, or for its own enjoyment) and professionally, as part of activities such as maintenance of a structure, or military operations.


          Climbing activities include:


          
            	Mountain climbing (Mountaineering): Ascending mountains for sport or recreation. It often involves rock and/or ice climbing.

          


          
            	Rock climbing: Ascending rock formations, often using climbing shoes and a chalk bag. Equipment such as ropes, bolts, nuts, hexes and camming devices are normally employed, either as a safeguard or for artificial aid.

          


          
            	Ice climbing: Ascending ice or hard snow formations using special equipment designed for the purpose, usually ice axes and crampons. Protective equipment is similar to rock climbing, although protective devices are different (ice screws, snow wedges).

          


          
            	Bouldering: Ascending boulders or small outcrops, often with climbing shoes and a chalk bag or bucket. Usually, instead of using a safety rope from above, injury is avoided using a crash pad (a combination of high and low density foam, within a heavy duty fabric structure, often transported on the back) and a human spotter (to direct a falling climber on to the pad).

          


          
            	Buildering: Climbing urban structures - usually without equipment - avoiding normal means of ascent like stairs and elevators. Aspects of buildering can be seen in the art of movement known as Parkour.

          


          
            	Tree climbing: Ascending trees without harming them, using ropes and other equipment. This is a less competitive activity than rock climbing.

          


          
            	Rope climbing: Climbing a short, thick rope for speed. Not to be confused with roped climbing, as in rock or ice climbing.

          


          
            	Pole climbing (gymnastic): Climbing poles and masts without equipment.

          


          
            	Pole climbing (lumberjack): Lumberjack tree-trimming and competitive tree-trunk or pole climbing for speed using spikes and belts.

          


          Rock, ice, and tree climbing all usually use ropes for safety or for aid. Pole climbing and rope climbing were among the first exercises to be included in the origins of modern gymnastics in the late 18th century and early 19th century.


          


          In popular culture


          Climbing has been featured in many popular movies, such as Cliffhanger and Mission: Impossible II, but is usually inaccurately portrayed by Hollywood movies and popular media. Exceptions include the films The Eiger Sanction and Touching the Void. The sport of rock climbing was swept up in the extreme sport craze in the late 1990s which led to images of rock climbers on everything from anti-perspirant and United States Marine Corps commercials, to college promotional materials. Both pole and rope climbing can be seen in circus performances, such as Cirque du Soleil. The sport of rope climbing was once an official gymnastic event in the Olympic Games, but was dropped after 1932. The Czech republic and France have resurrected it and contests are held in public gathering places, such as shopping centers, as well as in gymnasiums. Pole and mast climbing were popular in the 18th and 19th century in village festivals in certain parts of Europe, and were still part of the physical education curriculum at the United States Naval Academy in the 1960s.
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          A clock is an instrument for measuring, indicating and maintaining the time. The word clock is derived ultimately (via Dutch, Northern French, and Medieval Latin) from the Celtic words clagan and clocca meaning "bell". For horologists and other specialists the term clock continues to mean exclusively a device with a striking mechanism for announcing intervals of time acoustically, by ringing a bell, a set of chimes, or a gong. A silent instrument lacking such a mechanism has traditionally been known as a timepiece. In general usage today, however, a "clock" refers to any device for measuring and displaying the time which, unlike a watch, is not worn on the person.
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          The clock is one of the oldest human inventions, meeting the need to consistently measure intervals of time shorter than the natural units, the day, the lunar month, and the year. Such measurement requires devices. Devices operating on several different physical processes have been used over the millennia, culminating in the clocks of today.


          


          Sundials and other devices


          The sundial, which measures the time of day by the direction of shadows cast by the sun, was widely used in ancient times. A well-designed sundial can measure local solar time with reasonable accuracy, and sundials continued to be used to monitor the performance of clocks until the modern era. However, its practical limitations - it requires the sun to shine and does not work at all during the night - encouraged the use of other techniques for measuring time.


          Candle clocks and sticks of incense that burn down at, approximately, predictable speeds have also been used to estimate the passing of time. In an hourglass, fine sand pours through a tiny hole at a constant rate and indicates a predetermined passage of an arbitrary period of time.


          


          Water clocks
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          Water clocks, also known as clepsydrae(sg: clepsydra), along with the sundials, are possibly the oldest time-measuring instruments, with the only exceptions being the vertical gnomon and the day-counting tally stick. Given their great antiquity, where and when they first existed are not known and perhaps unknowable. The bowl-shaped outflow is the simplest form of a water clock and is known to have existed in Babylon and in Egypt around the 16th century BC. Other regions of the world, including India and China, also have early evidence of water clocks, but the earliest dates are less certain. Some authors, however, write about water clocks appearing as early as 4000 BC in these regions of the world.


          The Greek and Roman civilizations are credited for initially advancing water clock design to include complex gearing, which was connected to fanciful automata and also resulted in improved accuracy. These advances were passed on through Byzantium and Islamic times, eventually making their way to Europe. Independently, the Chinese developed their own advanced water clocks, passing their ideas on to Korea and Japan.


          Some water clock designs were developed independently and some knowledge was transferred through the spread of trade. It is important to point out that the need for the common person to 'know what time it is' largely did not exist until the Industrial Revolution, when it became important to keep track of hours worked. In the earliest of times, however, the purpose for using a water clock was for astronomical and astrological reasons. These early water clocks were calibrated with a sundial. Through the centuries, water clocks were used for timing lawyer's speeches during a trial, labors of prostitutes, night watches of guards, sermons and Masses in church, to name only a few. While never reaching the level of accuracy based on today's standards of timekeeping, the water clock was the most accurate and commonly used timekeeping device for millennia, until it was replaced by the more accurate pendulum clock in 17th century Europe.


          


          Early clocks


          In 797 (or possibly 801), the Abbasid caliph of Baghdad, Harun al-Rashid, presented Janae with an Asian Elephant named Abul-Abbas together with a "particularly elaborate example" of a water clock.


          None of the first clocks survived from 13th century Europe, but various mentions in church records reveal some of the early history of the clock.


          Medieval religious institutions required clocks to measure and indicate the passing of time because, for many centuries, daily prayer and work schedules had to be strictly regulated. This was done by various types of time-telling and recording devices, such as water clocks, sundials and marked candles, probably used in combination. Important times and durations were broadcast by bells, rung either by hand or by some mechanical device such as a falling weight or rotating beater.


          The word horologia (from the Greek ὡ, hour, and , to tell) was used to describe all these devices, but the use of this word (still used in several romance languages) for all timekeepers conceals from us the true nature of the mechanisms. For example, there is a record that in 1176 Sens Cathedral installed a horologe but the mechanism used is unknown. According to Jocelin of Brakelond, in 1198 during a fire at the abbey of St Edmundsbury (now Bury St Edmunds), the monks 'ran to the clock' to fetch water, indicating that their water clock had a reservoir large enough to help extinguish the occasional fire .


          These early clocks may not have used hands or dials, but told the time with audible signals.


          


          A new mechanism


          The word clock (from the Latin word clocca, "bell"), which gradually supersedes "horologe", suggests that it was the sound of bells which also characterized the prototype mechanical clocks that appeared during the 13th century in Europe.


          Between 1280 and 1320, there is an increase in the number of references to clocks and horologes in church records, and this probably indicates that a new type of clock mechanism had been devised. Existing clock mechanisms that used water power were being adapted to take their driving power from falling weights. This power was controlled by some form of oscillating mechanism, probably derived from existing bell-ringing or alarm devices. This controlled release of power - the escapement - marks the beginning of the true mechanical clock.


          Outside of Europe, the escapement mechanism had been known and used in medieval China, as the Song Dynasty horologist and engineer Su Song (1020 - 1101) incorporated it into his astronomical clock-tower of Kaifeng in 1088. However, his astronomical clock and rotating armillary sphere still relied on the use of flowing water (ie. hydraulics), while European clockworks of the following centuries shed this old habit for a more efficient driving power of weights, in addition to the escapement mechanism.


          


          In the 13th century, clock construction and engineering entered a new phase with the advancements made by Al-Jazari, a Muslim engineer from Diyar-Bakr in South East Turkey, who is thought to be behind the birth to the concept of automatic machines. While working for Artuqid king of Diyar-Bakr, Nasir al-Din, al-Jazari made numerous clocks of all shapes and sizes. In 1206 he was ordered by the king to document his inventions leading to the publication of an outstanding book on engineering called "The Book of Knowledge of Ingenious Mechanical Devices. This book became an invaluable resource for people of different engineering backgrounds as it described 50 mechanical devices in 6 categories, including water clocks. The most reputed clocks included the Elephant, the Castle and Scribe clocks, all of which were reconstructed by Muslim Heritage Consulting for Ibn Battuta Shopping Mall in Dubai (UAE), where they are fully functional. As well as telling the time, these grand clocks were symbols of status, grandeur and wealth of the Urtuq State.


          These mechanical clocks were intended for two main purposes: for signalling and notification (e.g. the timing of services and public events), and for modeling the solar system. The former purpose is administrative, the latter arises naturally given the scholarly interest in astronomy, science, astrology, and how these subjects integrated with the religious philosophy of the time. The astrolabe was used both by astronomers and astrologers, and it was natural to apply a clockwork drive to the rotating plate to produce a working model of the solar system.


          Simple clocks intended mainly for notification were installed in towers, and did not always require dials or hands. They would have announced the canonical hours or intervals between set times of prayer. Canonical hours varied in length as the times of sunrise and sunset shifted. The more sophisticated astronomical clocks would have had moving dials or hands, and would have shown the time in various time systems, including Italian hours, canonical hours, and time as measured by astronomers at the time. Both styles of clock started acquiring extravagant features such as automata.


          In 1283, a large clock was installed at Dunstable Priory; its location above the rood screen suggests that it was not a water clock. In 1292, Canterbury Cathedral installed a 'great horloge'. Over the next 30 years there are brief mentions of clocks at a number of ecclesiastical institutions in England, Italy, and France. In 1322, a new clock was installed in Norwich, an expensive replacement for an earlier clock installed in 1273. This had a large (2 metre) astronomical dial with automata and bells. The costs of the installation included the full-time employment of two clockkeepers for two years.


          


          Early astronomical clocks
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          Besides the Chinese astronomical clock of Su Song in 1088 mentioned above, in Europe there were the clocks constructed by Richard of Wallingford in St Albans by 1336, and by Giovanni de Dondi in Padua from 1348 to 1364. They no longer exist, but detailed descriptions of their design and construction survive, while modern reproductions have been made. They illustrate how quickly the theory of the mechanical clock had been translated into practical constructions, and also that one of the many impulses to their development had been the desire of astronomers to investigate celestial phenomena.


          Wallingford's clock had a large astrolabe-type dial, showing the sun, the moon's age, phase, and node, a star map, and possibly the planets. In addition, it had a wheel of fortune and an indicator of the state of the tide at London Bridge. Bells rang every hour, the number of strokes indicating the time.


          Dondi's clock was a seven-sided construction, 1 metre high, with dials showing the time of day, including minutes, the motions of all the known planets, an automatic calendar of fixed and movable feasts, and an eclipse prediction hand rotating once every 18 years.


          It is not known how accurate or reliable these clocks would have been. They were probably adjusted manually every day to compensate for errors caused by wear and imprecise manufacture.


          The Salisbury Cathedral clock, built in 1386, is considered to be the world's oldest surviving mechanical clock that strikes the hours.


          


          Later developments


          Clockmakers developed their art in various ways. Building smaller clocks was a technical challenge, as was improving accuracy and reliability. Clocks could be impressive showpieces to demonstrate skilled craftsmanship, or less expensive, mass-produced items for domestic use. The escapement in particular was an important factor affecting the clock's accuracy, so many different mechanisms were tried.


          Spring-driven clocks appeared during the 1400s, although they are often erroneously credited to Nrnberg watchmaker Peter Henlein (or Henle, or Hele) around 1511. The earliest existing spring driven clock is the chamber clock given to Peter the Good, Duke of Burgundy, around 1430, now in the Germanisches Nationalmuseum. Spring power presented clockmakers with a new problem; how to keep the clock movement running at a constant rate as the spring ran down. This resulted in the invention of the stackfreed and the fusee in the 1400s, and many other innovations, down to the invention of the modern going barrel in 1760.


          The first record of a minute hand on a clock is 1475, in the Almanus Manuscript of Brother Paul.


          During the 15th and 16th centuries, clockmaking flourished, particularly in the metalworking towns of Nuremberg and Augsburg, and in France, Blois. Some of the more basic table clocks have only one time-keeping hand, with the dial between the hour markers being divided into four equal parts making the clocks readable to the nearest 15 minutes. Other clocks were exhibitions of craftsmanship and skill, incorporating astronomical indicators and musical movements. The cross-beat escapement was developed in 1585 by Jost Burgi, who also developed the remontoire. Burgi's accurate clocks helped Tycho Brahe to observe astronomical events with much greater precision than before.


          The first record of a second hand on a clock is about 1560, on a clock now in the Fremersdorf collection. However, this clock could not have been accurate, and the second hand was probably for indicating that the clock was working.
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          The next development in accuracy occurred after 1657 with the invention of the pendulum clock. Galileo had the idea to use a swinging bob to regulate the motion of a time telling device earlier in the 17th century. Christiaan Huygens, however, is usually credited as the inventor. He determined the mathematical formula that related pendulum length to time (99.38 cm or 39.13 inches for the one second movement) and had the first pendulum-driven clock made. In 1670, the English clockmaker William Clement created the anchor escapement, an improvement over Huygens' crown escapement. Within just one generation, minute hands and then second hands were added.


          A major stimulus to improving the accuracy and reliability of clocks was the importance of precise time-keeping for navigation. The position of a ship at sea could be determined with reasonable accuracy if a navigator could refer to a clock that lost or gained less than about 10 seconds per day. This clock could not contain a pendulum, which would be virtually useless on a rocking ship. Many European governments offered a large prize for anyone that could determine longitude accurately; for example, Great Britain offered 20,000 pounds, equivalent to millions of dollars today. The reward was eventually claimed in 1761 by John Harrison, who dedicated his life to improving the accuracy of his clocks. His H5 clock is reported to have lost less than 5 seconds over 10 days.


          The excitement over the pendulum clock had attracted the attention of designers resulting in a proliferation of clock forms. Notably, the longcase clock (also known as the grandfather clock) was created to house the pendulum and works. The English clockmaker William Clement is also credited with developing this form in 1670 or 1671. It was also at this time that clock cases began to be made of wood and clock faces to utilize enamel as well as hand-painted ceramics.
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          On November 17, 1797, Eli Terry received his first patent for a clock. Terry is known as the founder of the American clock-making industry.


          Alexander Bain, Scottish clockmaker, patented the electric clock in 1840. The electric clock's mainspring is wound either with an electric motor or with an electro-magnet and armature. In 1841, he first patented the electromagnetic pendulum.


          The development of electronics in the twentieth century led to clocks with no clockwork parts at all. Time in these cases is measured in several ways, such as by the vibration of a tuning fork, the behaviour of quartz crystals, the resonance of polycarbonates., or the quantum vibrations of atoms. Even mechanical clocks have since come to be largely powered by batteries, removing the need for winding.


          


          How clocks work


          The invention of the mechanical clock in the 13th century started a change in timekeeping methods from continuous processes, such as the motion of the gnomon's shadow on a sundial or the flow of liquid in a water clock, to repetitive oscillatory processes, like the swing of a pendulum or the vibration of a quartz crystal, which were more accurate. All modern clocks use oscillation.


          Although the methods they use vary, all oscillating clocks, mechanical and digital and atomic, work similarly and can be divided into analogous parts. They consist of an object that repeats the same motion over and over again, an oscillator, with a precisely constant time interval between each repetition, or 'beat'. Attached to the oscillator is a controller device, which sustains the oscillator's motion by replacing the energy it loses to friction, and converts its oscillations into a series of pulses. The pulses are then added up in a chain of some type of counters to express the time in convenient units, usually seconds, minutes, hours, etc. Then finally some kind of indicator displays the result in a human-readable form.


          


          Oscillator


          The timekeeping element in every modern clock is a harmonic oscillator, a physical object ( resonator) that vibrates or oscillates repetitively at a precisely constant frequency.


          
            	In mechanical clocks, this is either a pendulum or a balance wheel.


            	In some early electronic clocks and watches such as the Accutron, it is a tuning fork.


            	In quartz clocks and watches, it is a quartz crystal.


            	In atomic clocks, it is the vibration of electrons in atoms as they emit microwaves.


            	In early mechanical clocks before 1657, it was a crude balance wheel or foliot which was not a harmonic oscillator because it lacked a balance spring. As a result they were very inaccurate, with errors of perhaps an hour a day.

          


          The advantage of a harmonic oscillator over other forms of oscillator is that it employs resonance to vibrate at a precise natural resonant frequency or 'beat' dependent only on its physical characteristics, and resists vibrating at other rates. The possible precision achievable by a harmonic oscillator is measured by a parameter called its Q, or quality factor, which increases (other things being equal) with its resonant frequency. This is why there has been a long term trend toward higher frequency oscillators in clocks.


          Some clocks rely for their accuracy on an external oscillator; that is, they are automatically synchronized to a more accurate clock:


          
            	Slave clocks, used in large institutions and schools from the 1860s to the 1970s, kept time with a pendulum, but were wired to a master clock in the building, and periodically received a signal to synchronize them with the master, often on the hour.


            	Synchronous electric clocks don't have an internal oscillator, but rely on the 50 or 60 Hz oscillation of the AC power line, which is synchronized by the utility to a precision oscillator. This drives a synchronous motor in the clock which rotates once for every cycle of the line voltage, and drives the gear train.


            	Computer real time clocks keep time with a quartz crystal, but are periodically (usually weekly) synchronized over the internet to atomic clocks ( UTC), using a system called Network Time Protocol.


            	Radio clocks keep time with a quartz crystal, but are periodically (often daily) synchronized to atomic clocks ( UTC) with time signals from government radio stations like WWV, WWVB, CHU, DCF77 and the GPS system.

          


          


          Controller


          This has the dual function of keeping the oscillator running by giving it 'pushes' to replace the energy lost to friction, and converting its vibrations into a series of pulses that serve to measure the time.


          
            	In mechanical clocks, this is the escapement, which gives precise pushes to the swinging pendulum or balance wheel, and releases one gear tooth of the escape wheel at each swing, allowing all the clocks wheels to move forward a fixed amount with each swing.


            	In electronic clocks this is an electronic oscillator circuit that gives the vibrating quartz crystal or tuning fork tiny 'pushes', and generates a series of electrical pulses, one for each vibration of the oscillator, which is called the clock signal.


            	In atomic clocks the controller is an evacuated microwave cavity attached to a microwave oscillator controlled by a microprocessor. A thin gas of cesium atoms is released into the cavity where they are exposed to microwaves. A laser measures how many atoms have absorbed the microwaves, and an electronic feedback control system called a phase locked loop tunes the microwave oscillator until it is at the exact frequency that causes the atoms to vibrate and absorb the microwaves. Then the microwave signal is divided by digital counters to become the clock signal.

          


          In mechanical clocks, the low Q of the balance wheel or pendulum oscillator made them very sensitive to the disturbing effect of the impulses of the escapement, so the escapement had a great effect on the accuracy of the clock, and many escapement designs were tried. The higher Q of resonators in electronic clocks makes them relatively insensitive to the disturbing effects of the drive power, so the driving oscillator circuit is a much less critical component.


          


          Counter chain


          This counts the pulses and adds them up to get traditional time units of seconds, minutes, hours, etc. It usually has a provision for setting the clock by manually entering the correct time into the counter.


          
            	In mechanical clocks this is done analogically by a gear train, also called wheel train. The gear train also has a second function; to transmit mechanical power from the power source to run the oscillator. There is a friction coupling called the 'cannon pinion' between the gears driving the hands and the rest of the clock, allowing the hands to be turned by a knob on the back to set the time.


            	In digital clocks a series of integrated circuit counters or dividers add the pulses up digitally, using binary logic. Often pushbuttons on the case allow the hour and minute counters to be incremented and decremented to set the time.

          


          


          Indicator


          This displays the count of seconds, minutes, hours, etc. in a human readable form.


          
            	The earliest mechanical clocks in the 13th century didn't have a visual indicator and signalled the time audibly by striking bells. Many clocks to this day are striking clocks which chime the hours.


            	Analog clocks, including almost all mechanical and some electronic clocks, have a traditional dial or clock face, that displays the time in analog form with moving hour and minute hand.


            	Digital clocks display the time in periodically changing digits on a digital display.


            	Talking clocks and the speaking clock services provided by telephone companies speak the time audibly, using either recorded or digitally synthesized voices.

          


          


          Types


          Clocks can be classified by the type of time display, as well as by the method of timekeeping.


          


          Time display methods


          


          Analogue clocks
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          Analogue clocks usually indicate time using angles. The most common clock face uses a fixed numbered dial or dials and moving hand or hands. It usually has a circular scale of 12 hours, which can also serve as a scale of 60 minutes, and 60 seconds if the clock has a second hand. Many other styles and designs have been used throughout the years, including dials divided into 6, 8, 10, and 24 hours. The only other widely used clock face today is the 24 hour analogue dial, because of the use of 24 hour time in military organizations and timetables. The 10-hour clock was briefly popular during the French Revolution, when the metric system was applied to time measurement, and an Italian 6 hour clock was developed in the 18th century, presumably to save power (a clock or watch chiming 24 times uses more power).


          Another type of analogue clock is the sundial, which tracks the sun continuously, registering the time by the shadow position of its gnomon. Sundials use some or part of the 24 hour analogue dial. There also exist clocks which use a digital display despite having an analogue mechanismthese are commonly referred to as flip clocks.


          Alternative systems have been proposed. For example, the TWELV clock indicates the current hour using one of twelve colors, and indicates the minute by showing a proportion of a circular disk, similar to a moon phase.


          The mechanics of analogue clocks were also the subject of the Grammy Award winning Coldplay single, Clocks in which the continual ticking of the clocks mesmerises and fascinates the narrator of the song.


          


          Digital clocks
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          Digital clocks display a numeric representation of time. Two numeric display formats are commonly used on digital clocks:


          
            	the 24-hour notation with hours ranging 0023;


            	the 12-hour notation with AM/PM indicator, with hours indicated as 12AM, followed by 1AM11AM, followed by 12PM, followed by 1PM11PM (a notation mostly used in the United States).

          


          Most digital clocks use an LCD, LED, or VFD display; many other display technologies are used as well ( cathode ray tubes, nixie tubes, etc.). After a reset, battery change or power failure, digital clocks without a backup battery or capacitor either start counting from 00:00, or stay at 00:00, often with blinking digits indicating that time needs to be set. Some newer clocks will actually reset themselves based on radio or Internet time servers that are tuned to national atomic clocks. Since the release of digital clocks in the mainstream, the use of analogue clocks has dropped dramatically.
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          Auditory clocks


          For convenience, distance, telephony or blindness, auditory clocks present the time as sounds. The sound is either spoken natural language, (e.g. "The time is twelve thirty-five"), or as auditory codes (e.g. number of sequential bell rings on the hour represents the number of the hour like the clock Big Ben). Most telecommunication companies also provide a Speaking clock service as well.


          


          Purposes


          Clocks are in homes, offices and many other places; smaller ones (watches) are carried on the wrist; larger ones are in public places, e.g. a train station or church. A small clock is often shown in a corner of computer displays, mobile phones and many MP3 players.


          The purpose of a clock is not always to display the time. It may also be used to control a device according to time, e.g. an alarm clock, a VCR, or a time bomb (see: counter). However, in this context, it is more appropriate to refer to it as a timer or trigger mechanism rather than strictly as a clock.


          Computers depend on an accurate internal clock signal to allow synchronized processing. (A few research projects are developing CPUs based on asynchronous circuits.) Some computers also maintain time and date for all manner of operations whether these be for alarms, event initiation, or just to display the time of day. The internal computer clock is generally kept running by a small battery. Many computers will still function even if the internal clock battery is dead, but the computer clock will need to be reset each time the computer is restarted, since once power is lost, time is also lost.


          


          Ideal clocks


          An ideal clock is a scientific principle that measures the ratio of the duration of natural processes, and thus will give the time measure for use in physical theories. Therefore, to define an ideal clock in terms of any physical theory would be circular. An ideal clock is more appropriately defined in relationship to the set of all physical processes. An ideal clock should too measure time in consistent, for example decimalized time units.


          This leads to the following definitions:


          
            	A clock is a recurrent process and a counter.


            	A good clock is one which, when used to measure other recurrent processes, finds many of them to be periodic.


            	An ideal clock is a clock (i.e., recurrent process) that makes the most other recurrent processes periodic.

          


          The recurrent, periodic process (e.g. a metronome) is an oscillator and typically generates a clock signal. Sometimes that signal alone is (confusingly) called "the clock", but sometimes "the clock" includes the counter, its indicator, and everything else supporting it.


          This definition can be further improved by the consideration of successive levels of smaller and smaller error tolerances. While not all physical processes can be surveyed, the definition should be based on the set of physical processes which includes all individual physical processes which are proposed for consideration. Since atoms are so numerous and since, within current measurement tolerances they all beat in a manner such that if one is chosen as periodic then the others are all deemed to be periodic also, it follows that atomic clocks represent ideal clocks to within present measurement tolerances and in relation to all presently known physical processes. However, they are not so designated by fiat. Rather, they are designated as the current ideal clock because they are currently the best instantiation of the definition.
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          Navigation


          Navigation by ships depends on the ability to measure latitude and longitude. Latitude is fairly easy to determine through celestial navigation, but the measurement of longitude requires accurate measurement of time. This need was a major motivation for the development of accurate mechanical clocks. John Harrison created the first highly accurate marine chronometer in the mid-18th century. The Noon gun in Cape Town still fires an accurate signal to allow ships to check their chronometers.


          Use of a common clock in radio signal producing satellites is fundamental to the operation of GPS (Global Positioning System) navigation devices.


          


          Seismology


          In determining the location of an earthquake, the arrival time of several types of seismic wave at at least four dispersed observers is dependent upon each observer recording wave arrival times according to a common clock.


          


          Specific types of clocks


          
            
              	
                
                  	Alarm clock


                  	Flip clock


                  	Astronomical clock


                  	Atomic clock


                  	Balloon clock


                  	Binary clock


                  	Bracket clock


                  	Carriage clock


                  	Cartel clock


                  	Chiming clock


                  	Clock network


                  	Clock of the Long Now


                  	Clock tower


                  	Countdown clock


                  	Cuckoo clock


                  	Data clock for timescapes created with time-technology


                  	Digital clock


                  	Doll's head clock


                  	Electric clock

                

              

              	
                
                  	Floral clock


                  	Game clock


                  	Hourglass


                  	Japanese clock


                  	Lantern clock


                  	Lighthouse Clock


                  	Longcase (or "grandfather") clock


                  	Master clock


                  	Mantel clock


                  	Musical clock


                  	Paper clock


                  	Pedestal clock


                  	Pendulum clock


                  	Projection clock


                  	Quartz clock


                  	Radio clock


                  	Railroad chronometer


                  	Reference clock


                  	Rolling ball clock

                

              

              	
                
                  	Sidereal clock


                  	Skeleton clock


                  	Slave clock


                  	Speaking clock


                  	Stopwatch


                  	Striking clock


                  	Sundial


                  	Talking clock


                  	Tall-case clock


                  	Tide clock


                  	Time ball


                  	Time clock


                  	Torsion pendulum clock


                  	Tower clock


                  	Wall clock


                  	Watch


                  	Water clock


                  	World clock
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          Clothing protects the human body from extreme weather and other features of the environment. It is worn for safety, comfort, and modesty and to reflect religious, cultural and social meaning. Human beings are the only creatures known to wear clothing voluntarily, although some people put clothing on their pets.


          People also decorate their bodies with makeup or cosmetics, scented perfume, and other ornamentation; they also cut, dye, and arrange the hair on their heads, faces, and bodies (see hairstyle), and sometimes also mark their skin (by tattoos, scarifications, and piercings). All these decorations contribute to the overall effect and message of clothing, but do not constitute clothing.


          Articles carried rather than worn (such as purses, canes, and umbrellas) are normally counted as fashion accessories rather than as clothing, but hats and small dress sweaters can be called clothing or accessories. Jewelry and eyeglasses are usually counted as accessories as well, even though in common speech these items are described as being worn rather than carried.


          The practical function of clothing is to protect the human body from dangers in the environment: weather (strong sunlight, extreme heat or cold, and precipitation, for example), insects, noxious chemicals, weapons, and contact with abrasive substances, and other hazards. Clothing can protect against many things that might injure the naked human body. In some cases clothing protects the environment from the clothing wearer as well (example: medical scrubs).


          Humans have shown extreme inventiveness in devising clothing solutions to practical problems and the distinction between clothing and other protective equipment is not always clear-cut. See among others: space suit, air conditioned clothing, armor, diving suit, swimsuit, bee-keeper's costume, motorcycle leathers, high-visibility clothing, and protective clothing.


          


          Social status
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          In many societies, people of high rank reserve special items of clothing or decoration for themselves as symbols of their social status. In ancient times, only Roman senators could wear garments dyed with Tyrian purple; only high-ranking Hawaiian chiefs could wear feather cloaks and palaoa or carved whale teeth. Under the Travancore kingdom of Kerala (India), lower caste women had to pay a tax for the right to cover their upper body. In China before the establishment of the republic, only the emperor could wear yellow. In many cases throughout history, there have been elaborate systems of sumptuary laws regulating who could wear what. In other societies (including most modern societies), no laws prohibit lower-status people wearing high status garments, but the high cost of status garments effectively limits their purchase and display. In current Western society, only the rich can afford haute couture. The threat of social ostracism may also limit garment choice. If one is not wearing a specific brand or style of clothing one might be dropped in social status.


          


          Marital status


          Traditionally Hindu women, once married, would wear sindoor, a red powder, in the parting of their hair. If widowed, they would abandon sindoor and jewelry and wear simple white clothing. Men and women of the Western world may wear wedding rings to indicate their marital status. Also women in the United States, depending on their heritage and/or religion, will usually wear a simple or extravagant white gown, although some movie stars have been known to wear a black party dress for their wedding.


          


          Religious habits and special religious clothing


          Religious clothing might be considered a special case of occupational clothing. Sometimes it is worn only during the performance of religious ceremonies. However, it may also be worn everyday as a marker for special religious status.


          For example, Jains wear unstitched cloth pieces when performing religious ceremonies. The unstitched cloth signifies unified and complete devotion to the task at hand, with no digression.


          The cleanliness of religious dresses in Eastern Religions like Hinduism, Buddhism and Jainism is of paramount importance, which indicates purity.


          


          Sport and activity


          Most sports and physical activities are practised wearing special clothing, for practical, comfort or safety reasons. Common sportswear garments include shorts, T-shirts, tennis shirts, tracksuits, and trainers. Specialised garments include wet suits (for swimming, diving or surfing), salopettes (for skiing and leotards for gymnastics). Also, spandex materials are often used as base layers to soak up sweat. Spandex is also preferable for active sports that require form fitting garments, such as wrestling, track & field, dance and gymnastics.


          


          Clothing materials


          Common clothing materials include:


          
            	Cloth, typically made of viscose cotton, flax, wool, hemp, ramie, silk, lyocell, or synthetic fibers such as Polyester and Nylon among many others.


            	Down for down-filled parkas


            	Fur


            	Leather


            	Denim


            	spandex

          


          Less-common clothing materials include:


          
            	Recycled paper


            	Jute


            	Rubber


            	PVC


            	Recycled PET


            	Tyvek


            	Rayon


            	Hemp


            	Bamboo


            	Recycled or Recovered Cotton


            	Soy


            	Other Natural Fibers

          


          Reinforcing materials such as wood, bone, plastic and metal may be used in fasteners or to stiffen garments.


          


          Clothing maintenance


          Clothing suffers assault both from within and without. The human body sheds skin cells and body oils, and exudes sweat, urine, and feces. From the outside, sun damage, moisture, abrasion and dirt assault garments. Fleas and lice may hide in seams. Worn clothing, if not cleaned and refurbished, will itch, look scruffy, and lose functionality (as when buttons fall off and zippers fail).


          In some cases, people wear an item of clothing until it falls apart. Cleaning leather presents difficulties, and bark cloth (tapa) cannot be washed without dissolving it. Owners may patch tears and rips, and brush off surface dirt, but old leather and bark clothing will always look old.


          But most clothing consists of cloth, and most cloth can be laundered and mended (patching, darning, but compare felt).


          


          Laundry, ironing, storage


          Humans have developed many specialized methods for laundering, ranging from the earliest "pound clothes against rocks in running stream" to the latest in electronic washing machines and dry cleaning (dissolving dirt in solvents other than water).


          Many kinds of clothing are designed to be ironed before they are worn to remove wrinkles. Most modern formal and semi-formal clothing is in this category (for example, dress shirts and suits). Ironed clothes are believed to look clean, fresh, and neat. Much contemporary casual clothing is made of knit materials that do not readily wrinkle, and do not require ironing. Some clothing is permanent press, having been treated with a coating (such as polytetrafluoroethylene) that suppresses wrinkles and creates a smooth appearance without ironing.


          Once clothes have been laundered and possibly ironed, they are usually hung on clothes hangers or folded, to keep them fresh until they are worn. Clothes are folded to allow them to be stored compactly, to prevent creasing, to preserve creases or to present them in a more pleasing manner, for instance when they are put on sale in stores.


          Many kinds of clothes are folded before they are put in suitcases as preparation for travel. Other clothes, such as suits, may be hung up in special garment bags, or rolled rather than folded. Many people use their clothing as packing material around fragile items that might otherwise break in transit.


          


          Mending


          In past times, mending was an art. A meticulous tailor or seamstress could mend rips with thread raveled from hems and seam edges so skillfully that the darn was practically invisible. When the raw material  cloth  was worth more than labor, it made sense to expend labor in saving it. Today clothing is considered a consumable item. Mass-manufactured clothing is less expensive than the labor required to repair it. Many people will buy a new piece of clothing rather than expend time mending. The thrifty still replace zippers and buttons and sew up ripped hems.


          


          The life cycle of clothing


          Used, unwearable clothing was once used for quilts, rag, rugs, bandages, and many other household uses. It could also be recycled into paper. Now it is usually thrown away. Used but still wearable clothing can be sold at consignment shops, flea markets, online auction, or donated to charity. Charities usually skim the best of the clothing to sell in their own thrift stores and sell the rest to merchants, who bale it up and ship it to Third World countries, where vendors bid for the bales, then sell the used clothing.


          


          Early 21st-century clothing styles


          Western fashion has, to some extent, become international fashion, as Western media and styles penetrate all parts of the world. Few places remain where people do not wear items of cheap, mass-produced Western clothing. People in poor countries can afford used clothing from wealthier Western countries.


          People may wear ethnic or national dress on special occasions or in certain roles or occupations. For example, most Japanese women have adopted Western-style dress for daily wear, but will still wear silk kimonos on special occasions. Items of Western dress may also appear worn or accessorized in distinctive, non-Western ways. A Tongan man may combine a used T-shirt with a Tongan wrapped skirt, or tupenu.


          Western fashion, too, does not function monolithically. It comes in many varieties, from expensive haute couture to thrift store grunge.


          


          Regional styles


          
            	Clothing of Europe and Russia


            	Clothing in the Americas

              
                	South American fashion


                	United States mainstream fashion

              

            

          


          
            	For example: " Catalogue" fashion, regional styles such as preppy or Western wear.

          


          
            	United States alternative fashion

          


          
            	These fashions are often associated with fans of various musical styles.

          


          
            	Clothing in Asia


            	Clothing in Africa


            	Clothing in Oceania


            	Islamic clothing

          


          


          Origin and history of clothing
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          According to archaeologists and anthropologists, the earliest clothing probably consisted of fur, leather, leaves or grass, draped, wrapped or tied about the body for protection from the elements. Knowledge of such clothing remains inferential, since clothing materials deteriorate quickly compared to stone, bone, shell and metal artifacts. Archeologists have identified very early sewing needles of bone and ivory from about 30,000 BC, found near Kostenki, then the Soviet Union, in 1988.


          Ralf Kittler, Manfred Kayser and Mark Stoneking, anthropologists at the Max Planck Institute for Evolutionary Anthropology, have conducted a genetic analysis of human body lice that indicates that they originated about 107,000 years ago. Since most humans have very sparse body hair, body lice require clothing to survive, so this suggests a surprisingly recent date for the invention of clothing. Its invention may have coincided with the spread of modern Homo sapiens from the warm climate of Africa, thought to have begun between 50,000 and 100,000 years ago. However, a second group of researchers used similar genetic methods to estimate that body lice originated about 540,000 years ago (Reed et al. 2004. PLoS Biology 2(11): e340). For now, the date of the origin of clothing remains unresolved.


          Some human cultures, such as the various peoples of the Arctic Circle, until recently made their clothing entirely of furs and skins, cutting clothing to fit and decorating lavishly.


          Other cultures have supplemented or replaced leather and skins with cloth: woven, knitted, or twined from various animal and vegetable fibres.


          Although modern consumers take clothing for granted, making the fabrics that go into clothing is not easy. One sign of this is that the textile industry was the first to be mechanized during the Industrial Revolution; before the invention of the powered loom, textile production was a tedious and labor-intensive process. Therefore, methods were developed for making most efficient use of textiles.


          One approach simply involves draping the cloth. Many peoples wore, and still wear, garments consisting of rectangles of cloth wrapped to fit  for example, the dhoti for men and the saree for women in the Indian subcontinent, the Scottish kilt or the Javanese sarong. The clothes may simply be tied up, as is the case of the first two garments; or pins or belts hold the garments in place, as in the case of the latter two. The precious cloth remains uncut, and people of various sizes or the same person at different sizes can wear the garment.


          Another approach involves cutting and sewing the cloth, but using every bit of the cloth rectangle in constructing the clothing. The tailor may cut triangular pieces from one corner of the cloth, and then add them elsewhere as gussets. Traditional European patterns for men's shirts and women's chemises take this approach.


          Modern European fashion treats cloth much more prodigally, typically cutting in such a way as to leave various odd-shaped cloth remnants. Industrial sewing operations sell these as waste; home sewers may turn them into quilts.


          In the thousands of years that humans have spent constructing clothing, they have created an astonishing array of styles, many of which we can reconstruct from surviving garments, photos, paintings, mosaics, etc., as well as from written descriptions. Costume history serves as a source of inspiration to current fashion designers, as well as a topic of professional interest to costumers constructing for plays, films, television, and historical reenactment.


          


          Political issues


          


          Working conditions


          The clothing industry is concentrated outside of Western Europe and the United States, and wherever they are, garment workers often have to labor under poor conditions. Coalitions of NGOs, designers (Katharine Hamnett, American Apparel, Veja, Quiksilver, eVocal, Edun,...) and campaign groups like the Clean Clothes Campaign (CCC) seek to improve these conditions as much as possible by sponsoring awareness-raising events, which draw the attention of both the media and the general public to the workers' conditions.


          Outsourcing production to low wage countries like China, India, Sri Lanka and Bangladesh became possible when the Multi Fibre Agreement (MFA) was abolished. The MFA was deemed a protectionist measure which placed quotas on the exports of textiles. Globalization is often quoted as the single most contributing factor to the poor working conditions of garment workers. Although many countries recognize treaties like the ILO, many have also made exceptions to certain parts of the treaties. India for example has not ratified sections 87 and 92 of the treaty.


          


          Fur


          The use of animal fur in clothing is currently associated in the West with expensive, designer clothing. Once uncontroversial, it has recently been the focus of campaigns on the grounds that it is cruel and unnecessary. See also fur clothing and fur farming, and see PETA, animal rights and animal liberation for more general discussion of relevant issues.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Clothing"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Cloud


        
          

          
            [image: Stratocumulus perlucidus clouds, as seen from an aircraft window.]

            
              Stratocumulus perlucidus clouds, as seen from an aircraft window.
            

          


          A cloud is a visible mass of droplets or frozen crystals floating in the atmosphere above the surface of the Earth or another planetary body. A cloud is also a visible mass attracted by gravity (clouds can also occur as masses of material in interstellar space, where they are called interstellar clouds and nebulae.) The branch of meteorology in which clouds are studied is nephology.


          On Earth the condensing substance is typically water vapor, which forms small droplets or ice crystals, typically 0.01mm in diameter. When surrounded by billions of other droplets or crystals they become visible as clouds. Dense deep clouds exhibit a high reflectance (70% to 95%) throughout the visible range of wavelengths: they thus appear white, at least from the top. Cloud droplets tend to scatter light efficiently, so that the intensity of the solar radiation decreases with depth into the gases, hence the gray or even sometimes dark appearance of the clouds at their base. Thin clouds may appear to have acquired the colour of their environment or background, and clouds illuminated by non-white light, such as during sunrise or sunset, may be colored accordingly. In the near-infrared range, clouds would appear darker because the water that constitutes the cloud droplets strongly absorbs solar radiation at those wavelengths.


          
            [image: Clouds can cast shadows]

            
              Clouds can cast shadows
            

          


          
            [image: Clouds and cloud bow above Pacific]

            
              Clouds and cloud bow above Pacific
            

          


          Clouds are divided into two general categories: layered and convective. These are named stratus clouds (or stratiform, the Latin stratus means "layer") and cumulus clouds (or cumuliform; cumulus means "piled up"). These two cloud types are divided into four more groups that distinguish the cloud's altitude. Clouds are classified by the cloud base height, not the cloud top. This system was proposed by Luke Howard in 1802 in a presentation to the Askesian Society.


          


          High clouds (Family A)


          
            [image: Cirrus Clouds over Golden Gate Bridge]

            
              Cirrus Clouds over Golden Gate Bridge
            

          


          These generally form above 20,000feet (6,000m), in the cold region of the troposphere. In Polar regions, they may form as low as 16,500ft (5,030m); they are denoted by the prefix cirro- or cirrus. At this altitude, water frequently freezes so clouds are composed of ice crystals. The clouds tend to be wispy and are often transparent.


          Clouds in Family A include:


          
            	Cirrocumulus (Cc)


            	Cirrostratus (Cs)


            	Cirrus (Ci)


            	Cirrus Kelvin-Helmholtz Colombia


            	Cirrus uncinus


            	Contrail, a long thin cloud which develops as the result of the passage of an aircraft at high altitudes.


            	Pileus

          


          


          Middle clouds (Family B)


          These develop between 6,500 and 20,000feet (between 2,000 and 6,000m) and are denoted by the prefix alto-. They are made of water droplets and are frequently supercooled.


          Clouds in Family B include:


          
            	Altocumulus (Ac)


            	Altocumulus castellanus


            	Altocumulus lenticularis


            	Altocumulus mackerel sky


            	Altocumulus undulatus


            	Altostratus (As)


            	Altostratus undulatus

          


          


          Low clouds (Family C)


          These are found up to 6,500feet (2,000m) and include the stratus (dense and grey). When stratus clouds contact the ground, they are called fog.


          Clouds in Family C include:


          
            	Cumulus humilis (Cu)


            	Cumulus mediocris (Cu)


            	Nimbostratus (Ns)


            	Stratocumulus (Sc)


            	Stratus (St)

          


          
            [image: A cumulus cloudscape over Swifts Creek, Victoria, Australia]

            
              A cumulus cloudscape over Swifts Creek, Victoria, Australia
            

          


          


          Vertical clouds (Family D)


          
            [image: A typical anvil shaped Cumulonimbus incus]

            
              A typical anvil shaped Cumulonimbus incus
            

          


          These clouds can have strong up-currents, rise far above their bases and form at many heights.


          Clouds in Family D include:


          
            	Cumulonimbus (associated with heavy precipitation and thunderstorms) (Cb)


            	Cumulonimbus calvus


            	Cumulonimbus incus


            	Cumulonimbus with mammatus


            	Cumulus congestus


            	Pyrocumulus

          


          


          
            [image: Mammatus cloud formations]


            
              Mammatus cloud formations
            

          


          


          Other clouds


          
            [image: Lenticular cloud over Wyoming.]

            
              Lenticular cloud over Wyoming.
            

          


          A few clouds can be found above the troposphere; these include noctilucent and polar stratospheric clouds (or nacreous clouds), which occur in the mesosphere and stratosphere respectively.


          Some clouds form as a consequence of interactions with specific geographical features. Perhaps the strangest geographically-specific cloud in the world is Morning Glory, a rolling cylindrical cloud which appears unpredictably over the Gulf of Carpentaria in Northern Australia. Associated with a powerful "ripple" in the atmosphere, the cloud may be "surfed" in unpowered glider aircraft.


          


          Cloud fields


          A cloud field is simply a group of clouds but sometimes cloud fields can take on certain shapes that have their own characteristics and are specially classified. Stratocumulus clouds can often be found in the following forms:


          
            	Actinoform, which resembles a leaf or a spoked wheel.


            	Closed cell, which is cloudy in the centre and clear on the edges, similar to a filled honeycomb.


            	Open cell, which resembles a honeycomb, with clouds around the edges and clear, open space in the middle.

          


          


          Colors


          
            [image: Cloud iridescence occurring in clouds.]

            
              Cloud iridescence occurring in clouds.
            

          


          
            [image: Kelvin-Helmholtz instability over San Francisco Bay]

            
              Kelvin-Helmholtz instability over San Francisco Bay
            

          


          


          The colour of a cloud tells much about what is going on inside the cloud. Clouds form when relatively warm air containing water vapor is lighter than its surrounding air and this causes it to rise. As it rises it cools and the vapor condenses out of the air as micro-droplets. These tiny particles of water are relatively densely packed and sunlight cannot penetrate far into the cloud before it is reflected out, giving a cloud its characteristic white colour. As a cloud matures, the droplets may combine to produce larger droplets, which may combine to form droplets large enough to fall as rain. In this process of accumulation, the space between droplets becomes larger and larger, permitting light to penetrate much farther into the cloud. If the cloud is sufficiently large and the droplets within are spaced far enough apart, it may be that a percentage of the light which enters the cloud is not reflected back out before it is absorbed (Think of how much farther one can see in a heavy rain as opposed to how far one can see in a heavy fog). This process of reflection/ absorption is what leads to the range of cloud colour from white through grey through black. For the same reason, the undersides of large clouds and heavy overcasts appear various degrees of grey; little light is being reflected or transmitted back to the observer.


          Other colours occur naturally in clouds. Bluish-grey is the result of light scattering within the cloud. In the visible spectrum, blue and green are at the short end of light's visible wavelengths, while red and yellow are at the long end. The short rays are more easily scattered by water droplets, and the long rays are more likely to be absorbed. The bluish colour is evidence that such scattering is being produced by rain-sized droplets in the cloud.


          A greenish tinge to a cloud is produced when sunlight is scattered by ice. A cumulonimbus cloud which shows green is an imminent sign of heavy rain, hail, strong winds and possible tornadoes.


          Yellowish clouds are rare but may occur in the late spring through early fall months during forest fire season. The yellow colour is due to the presence of smoke.


          Red, orange and pink clouds occur almost entirely at sunrise/sunset and are the result of the scattering of sunlight by the atmosphere. The clouds are not that colour; they are reflecting the long (and unscattered) rays of sunlight which are predominant at those hours. The effect is much the same as if one were to shine a red spotlight on a white sheet. In combination with large, mature thunderheads this can produce blood-red clouds.


          


          Clouds on other planets


          Within our solar system, any planet or moon with an atmosphere also has clouds. Venus' clouds are composed entirely of sulfuric acid droplets. Mars has high, thin clouds of water ice. Both Jupiter and Saturn have an outer cloud deck composed of ammonia clouds, an intermediate deck of ammonium hydrosulfide clouds and an inner deck of water clouds. Uranus and Neptune have atmospheres dominated by methane clouds.


          Saturn's moon Titan has clouds which are believed to be composed largely of droplets of liquid methane. The Cassini-Huygens Saturn mission has uncovered evidence of a fluid cycle on Titan, including lakes near the poles and fluvial channels on the surface of the moon.
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              Coal
            

          


          
            [image: Example chemical structure of coal]

            
              Example chemical structure of coal
            

          


          Coal is a fossil fuel formed in ecosystems where plant remains were preserved by water and mud from oxidization and biodegradation, thus sequestering atmospheric carbon. Coal is a readily combustible black or brownish-black rock. It is a sedimentary rock, but the harder forms, such as anthracite coal, can be regarded as metamorphic rocks because of later exposure to elevated temperature and pressure. It is composed primarily of carbon and hydrogen along with small quantities of other elements, notably sulfur. It is the largest source of fuel for generation of electricity world-wide, as well as the largest world-wide source of carbon dioxide emissions, which according to the IPCC, contribute to climate change and global warming. In terms of carbon dioxide emissions, coal is slightly ahead of petroleum and about double that of natural gas. Coal is extracted from the ground by coal mining, either underground mining or open pit mining ( surface mining).


          


          Types of coal


          As geological processes apply pressure to dead biotic matter over time, under suitable conditions it is transformed successively into


          
            	Peat, considered to be a precursor of coal. It has industrial importance as a fuel in some countries, for example, Ireland and Finland.


            	Lignite, also referred to as brown coal, is the lowest rank of coal and used almost exclusively as fuel for electric power generation. Jet is a compact form of lignite that is sometimes polished and has been used as an ornamental stone since the Iron Age.


            	Sub-bituminous coal, whose properties range from those of lignite to those of bituminous coal and are used primarily as fuel for steam-electric power generation. Additionally, it is an important source of light aromatic hydrocarbons for the chemical synthesis industry.


            	Bituminous coal, a dense mineral, black but sometimes dark brown, often with well-defined bands of bright and dull material, used primarily as fuel in steam-electric power generation, with substantial quantities also used for heat and power applications in manufacturing and to make coke.


            	Anthracite, the highest rank; a harder, glossy, black coal used primarily for residential and commercial space heating. It may be divided further in to metamorphically altered bituminous coal and petrified oil, as from the deposits in Pennsylvania.


            	Graphite, technically the highest rank, but difficult to ignite and is not so commonly used as fuel: it is mostly used in pencils and, when powdered, as a lubricant.

          


          The classification of coal is generally based on the content of volatiles. However, the exact classification varies between countries. According to the German classification, coal is classified as follows:


          
            
              	Name

              	Volatiles%

              	C Carbon%

              	H Hydrogen%

              	O Oxygen%

              	S Sulfur%

              	Heat content kJ/kg
            


            
              	Braunkohle (Lignite)

              	45-65

              	60-75

              	6.0-5.8

              	34-17

              	0.5-3

              	<28470
            


            
              	Flammkohle (Flame coal)

              	40-45

              	75-82

              	6.0-5.8

              	>9.8

              	~1

              	<32870
            


            
              	Gasflammkohle (Gas flame coal)

              	35-40

              	82-85

              	5.8-5.6

              	9.8-7.3

              	~1

              	<33910
            


            
              	Gaskohle (Gas coal)

              	28-35

              	85-87.5

              	5.6-5.0

              	7.3-4.5

              	~1

              	<34960
            


            
              	Fettkohle (Fat coal)

              	19-28

              	87.5-89.5

              	5.0-4.5

              	4.5-3.2

              	~1

              	<35380
            


            
              	Esskohle (Forge coal)

              	14-19

              	89.5-90.5

              	4.5-4.0

              	3.2-2.8

              	~1

              	<35380
            


            
              	Magerkohle (Non baking coal)

              	10-14

              	90.5-91.5

              	4.0-3.75

              	2.8-3.5

              	~1

              	35380
            


            
              	Anthrazit (Anthracite)

              	7-12

              	>91.5

              	<3.75

              	<2.5

              	~1

              	<35300
            

          


          The middle six grades in the table represent a progressive transition from the English-language sub-bituminous to bituminous coal, while the last class is an approximate equivalent to anthracite, but more inclusive (the U.S. anthracite has < 8% volatiles).


          


          Early use


          China Coal Information Institute reports the Chinese mined coalstone for fuel 10,000 years ago at the time of the New Stone Age, or Neolithic Era. "People in Shanxi, now the largest coal production base, have been burning coal as fuel since then." Outcrop coal was used in Britain during the Bronze Age (2000-3000 years BC), where it has been detected as forming part of the composition of funeral pyres. It was also commonly used in the early period of the Roman occupation: Evidence of trade in coal (dated to about AD 200) has been found at the inland port of Heronbridge, near Chester, and in the Fenlands of East Anglia, where coal from the Midlands was transported via the Car Dyke for use in drying grain. Coal cinders have been found in the hearths of villas and military forts, particularly in Northumberland, dated to around AD 400. In the west of England contemporary writers described the wonder of a permanent brazier of coal on the altar of Minerva at Aquae Sulis (modern day Bath) although in fact easily-accessible surface coal from what is now the Somerset coalfield was in common use in quite lowly dwellings locally.


          However, there is no evidence that the product was of great importance in Britain before the High Middle Ages, after about AD 1000. Mineral coal came to be referred to as "seacoal," probably because it came to many places in eastern England, including London, by sea. This is accepted as the more likely explanation for the name than that it was found on beaches, having fallen from the exposed coal seams above or washed out of underwater coal seam outcrops. These easily accessible sources had largely become exhausted (or could not meet the growing demand) by the 13th century, when underground mining from shafts or adits was developed. In London there is still a Seacoal Lane (off the north side of Ludgate Hill) where the coal merchants used to conduct their business. An alternative name was "pitcoal," because it came from mines. It was, however, the development of the Industrial Revolution that led to the large-scale use of coal, as the steam engine took over from the water wheel.


          


          Uses today


          
            [image: Coal rail cars in Ashtabula, Ohio.]

            
              Coal rail cars in Ashtabula, Ohio.
            

          


          


          Coal as fuel


          Coal is primarily used as a solid fuel to produce electricity and heat through combustion. World coal consumption is about 6.2 billion tons annually, of which about 75% is used for the production of electricity. China produced 2.38 billion tons in 2006 and India produced about 447.3 million tons in 2006. 68.7% of China's electricity comes from coal. The USA consumes about 1.053 billion tons of coal each year, using 90% of it for generation of electricity. The world in total produced 6.19 billion tons of coal in 2006.


          When coal is used for electricity generation, it is usually pulverized and then burned in a furnace with a boiler. The furnace heat converts boiler water to steam, which is then used to spin turbines which turn generators and create electricity. The thermodynamic efficiency of this process has been improved over time. "Standard" steam turbines have topped out with some of the most advanced reaching about 35% thermodynamic efficiency for the entire process, which means 65% of the coal energy is waste heat released into the surrounding environment. Old coal power plants, especially "grandfathered" plants, are significantly less efficient and produce higher levels of waste heat.


          The emergence of the supercritical turbine concept envisions running a boiler at extremely high temperatures and pressures with projected efficiencies of 46%, with further theorized increases in temperature and pressure perhaps resulting in even higher efficiencies.


          Other efficient ways to use coal are combined cycle power plants, combined heat and power cogeneration, and an MHD topping cycle.


          Approximately 40% of the world electricity production uses coal. The total known deposits recoverable by current technologies, including highly polluting, low energy content types of coal (i.e., lignite, bituminous), might be sufficient for 300 years' use at current consumption levels, although maximal production could be reached within decades (see World Coal Reserves, below).


          A more energy-efficient way of using coal for electricity production would be via solid-oxide fuel cells or molten-carbonate fuel cells (or any oxygen ion transport based fuel cells that do not discriminate between fuels, as long as they consume oxygen), which would be able to get 60%85% combined efficiency (direct electricity + waste heat steam turbine). Currently these fuel cell technologies can only process gaseous fuels, and they are also sensitive to sulfur poisoning, issues which would first have to be worked out before large scale commercial success is possible with coal. As far as gaseous fuels go, one idea is pulverized coal in a gas carrier, such as nitrogen. Another option is coal gasification with water, which may lower fuel cell voltage by introducing oxygen to the fuel side of the electrolyte, but may also greatly simplify carbon sequestration.


          


          Coking and use of coke


          
            [image: Coke burning]

            
              Coke burning
            

          


          Coke is a solid carbonaceous residue derived from low-ash, low-sulfur bituminous coal from which the volatile constituents are driven off by baking in an oven without oxygen at temperatures as high as 1,000 C (1,832 F) so that the fixed carbon and residual ash are fused together. Metallurgic coke is used as a fuel and as a reducing agent in smelting iron ore in a blast furnace. Coke from coal is grey, hard, and porous and has a heating value of 24.8 million Btu/ton (29.6 MJ/kg). Some cokemaking processes produce valuable by-products that include coal tar, ammonia, light oils, and " coal gas".


          Petroleum coke is the solid residue obtained in oil refining, which resembles coke but contains too many impurities to be useful in metallurgical applications.


          


          Gasification


          High prices of oil and natural gas are leading to increased interest in "BTU Conversion" technologies such as gasification, methanation and liquefaction.


          Coal gasification breaks down the coal into smaller molecular weight molecules, usually by subjecting it to high temperature and pressure, using steam and measured amounts of oxygen. This leads to the production of syngas, a mixture mainly consisting of carbon monoxide (CO) and hydrogen (H2).


          In the past, coal was converted to make coal gas, which was piped to customers to burn for illumination, heating, and cooking. At present, the safer natural gas is used instead. South Africa still uses gasification of coal for much of its petrochemical needs.


          The Synthetic Fuels Corporation was a U.S. government-funded corporation established in 1980 to create a market for alternatives to imported fossil fuels (such as coal gasification). The corporation was discontinued in 1985.


          Gasification is also a possibility for future energy use, as the produced syngas can be cleaned-up relatively easily leading to cleaner burning than burning coal directly (the conventional way). The cleanliness of the cleaned-up syngas is comparable to natural gas enabling to burn it in a more efficient gas turbine rather than in a boiler used to drive a steam turbine. Syngas produced by gasification can be CO-shifted meaning that the combustible CO in the syngas is transferred into carbon dioxide (CO2) using water as a reactant. The CO-shift reaction also produces an amount of combustible hydrogen (H2) equal to the amount of CO converted into CO2. The CO2 concentrations (or rather CO2 partial pressures) obtained by using coal gasification followed by a CO-shift reaction are much higher than in case of direct combustion of coal in air (which is mostly nitrogen). These higher concentrations of carbon dioxide make carbon capture and storage much more economical than it otherwise would be.


          


          Liquefaction - Coal-To-Liquids (CTL)


          Coals can also be converted into liquid fuels like gasoline or diesel by several different processes. The Fischer-Tropsch process of indirect synthesis of liquid hydrocarbons was used in Nazi Germany for many years and is today used by Sasol in South Africa. Coal would be gasified to make syngas (a balanced purified mixture of CO and H2 gas) and the syngas condensed using Fischer-Tropsch catalysts to make light hydrocarbons which are further processed into gasoline and diesel. Syngas can also be converted to methanol, which can be used as a fuel, fuel additive, or further processed into gasoline via the Mobil M-gas process.


          A direct liquefaction process Bergius process (liquefaction by hydrogenation) is also available but has not been used outside Germany, where such processes were operated both during World War I and World War II. SASOL in South Africa has experimented with direct hydrogenation. Several other direct liquefaction processes have been developed, among these being the SRC-I and SRC-II (Solvent Refined Coal) processes developed by Gulf Oil and implemented as pilot plants in the United States in the 1960s and 1970s.


          Another direct hydrogenation process was explored by the NUS Corporation in 1976 and patented by Wilburn C. Schroeder. The process involved dried, pulverized coal mixed with roughly 1wt% molybdenum catalysts. Hydrogenation occurred by use of high temperature and pressure synthesis gas produced in a separate gasifier. The process ultimately yielded a synthetic crude product, Naphtha, a limited amount of C3/C4 gas, light-medium weight liquids (C5-C10) suitable for use as fuels, small amounts of NH3 and significant amounts of CO2.


          Yet another process to manufacture liquid hydrocarbons from coal is low temperature carbonization (LTC). Coal is coked at temperatures between 450 and 700C compared to 800 to 1000C for metallurgical coke. These temperatures optimize the production of coal tars richer in lighter hydrocarbons than normal coal tar. The coal tar is then further processed into fuels. The Karrick process was developed by Lewis C. Karrick, an oil shale technologist at the U.S. Bureau of Mines in the 1920s.


          All of these liquid fuel production methods release carbon dioxide (CO2) in the conversion process, far more than is released in the extraction and refinement of liquid fuel production from petroleum. If these methods were adopted to replace declining petroleum supplies, carbon dioxide emissions would be greatly increased on a global scale. For future liquefaction projects, Carbon dioxide sequestration is proposed to avoid releasing it into the atmosphere, though no pilot projects have confirmed the feasibility of this approach on a wide scale. As CO2 is one of the process streams, sequestration is easier than from flue gases produced in combustion of coal with air, where CO2 is diluted by nitrogen and other gases. Sequestration will, however, add to the cost.


          The reaction of coal and water using high temperature heat from a nuclear reactor offers promise of liquid transport fuels that could prove carbon-neutral compared to petroleum use. The development of a reliable nuclear reactor that could provide 900 to 1000 deg C process heat, such as the pebble bed reactor, would be necessary.


          Coal liquefaction is one of the backstop technologies that could potentially limit escalation of oil prices and mitigate the effects of transportation energy shortage that some authors have suggested could occur under peak oil. This is contingent on liquefaction production capacity becoming large enough to satiate the very large and growing demand for petroleum. Estimates of the cost of producing liquid fuels from coal suggest that domestic U.S. production of fuel from coal becomes cost-competitive with oil priced at around 35 USD per barrel, (break-even cost). The current price of oil, as of July 11, 2008, is 145 USD per barrel. This makes coal a viable financial alternative to oil for the time being, although current production is small.


          Among commercially mature technologies, advantage for indirect coal liquefaction over direct coal liquefaction are reported by Williams and Larson (2003). Estimates are reported for sites in China where break-even cost for coal liquefaction may be in the range between 25 to 35 USD/barrel of oil.'


          Intensive research and project developments have been implemented from 2001. The World CTL Award is granted to personalities having brought eminent contribution to the understanding and development of Coal liquefaction. The 2009 presentation ceremony will take place in Washington DC (USA) at the World CTL 2009 Conference (25-27 March, 2009).


          


          Coal as a traded commodity


          The price of coal has gone up from around $30 per short ton in 2000 to around $123.50 per short ton as of June 25th, 2008.


          In North America, a Central Appalachian coal futures contract is currently traded on the New York Mercantile Exchange (trading symbol QL). The trading unit is 1,550 short tons per contract, and is quoted in U.S. dollars and cents per ton. Since coal is the principal fuel for generating electricity in the United States, the futures contract provides coal producers and the electric power industry an important tool for hedging and risk management.


          In addition to the NYMEX contract, the IntercontinentalExchange (ICE) has European (Rotterdam) and South African (Richards Bay) coal futures available for trading. The trading unit for these contracts is 5,000 tons, and are also quoted in U.S. dollars and cents per ton.


          


          Cultural usage


          Coal is the official state mineral of Kentucky and the official state rock of Utah. Both U.S. states have a historic link to coal mining.


          Some cultures uphold that children who misbehave will receive coal from Santa Claus for Christmas in their stockings instead of presents.


          It is also customary and lucky in Scotland to give coal as a gift on New Year's Day. It happens as part of First-Footing and represents warmth for the year to come.


          


          Environmental effects


          There are a number of adverse environmental effects of coal mining and burning.


          These effects include:


          
            	release of carbon dioxide and methane, both of which are greenhouse gases, which are causing climate change and global warming according to the IPCC. Coal is the largest contributor to the human-made increase of CO2 in the air.


            	waste products including uranium, thorium, and other heavy metals


            	acid rain


            	interference with groundwater and water table levels


            	impact of water use on flows of rivers and consequential impact on other land-uses


            	dust nuisance


            	subsidence above tunnels, sometimes damaging infrastructure


            	rendering land unfit for other uses.


            	coal-fired power plants without effective fly ash capture are one of the largest sources of human-caused background radiation exposure.

          


          


          Energy density


          The energy density of coal, i.e. its heating value, is roughly 24 megajoules per kilogram.


          The energy density of coal can also be expressed in kilowatt-hours for some unit of mass, the units that electricity is most commonly sold in, to estimate how much coal is required to power electrical appliances. The energy density of coal is 6.67 kWh/kg and the typical thermodynamic efficiency of coal power plants is about 30%. Of the 6.67 kWh of energy per kilogram of coal, about 30% of that can successfully be turned into electricitythe rest is waste heat. Coal power plants obtain approximately 2.0 kWh per kg of burned coal.


          As an example, running one 100 watt computer for one year requires 876 kWh (100 W  24 h/day  365 {days in a year} = 876000 Wh = 876 kWh). Converting this power usage into physical coal consumption:


          
            	[image: \frac{876 \ \mathrm{kW \cdot h}}{2.0 \ \mathrm{kW} \cdot \mathrm{h/kg}} = 438 \ \mathrm{kg \ of \ coal} = 966 \ \mathrm{pounds \ of \ coal}]

          


          It takes 438 kg (966 pounds) of coal to power a computer for one full year. One should also take into account transmission and distribution losses caused by resistance and heating in the power lines, which is in the order of 510%, depending on distance from the power station and other factors.


          


          Relative carbon cost


          Because coal is at least 50% carbon (by mass), then 1 kg of coal contains at least 0.5 kg of carbon, which is


          
            	[image:  \frac{0.5 \ \mathrm{kg}}{\mathrm{12} \cdot \mathrm{kg/kmol}} = \frac{1}{24} \ \mathrm{kmol} ] where 1 mol is equal to NA (Avogadro Number) particles.

          


          This combines with oxygen in the atmosphere during combustion, producing carbon dioxide, with an atomic weight of (12 + 16  2 = mass(CO2) = 44 kg/kmol), so 124 kmol of CO2 is produced from the 124 kmol present in every kilogram of coal, which once trapped in CO2 weighs approximately


          
            	[image: \frac{1}{24} \ \mathrm{kmol} \cdot \frac{44 \ \mathrm{kg}}{\mathrm{kmol}} = \frac{11}{6} \ \mathrm{kg} \approx 1.83 \ \mathrm{kg}].

          


          This can be used to put a carbon-cost of energy on the use of coal power. Since the useful energy output of coal is about 30% of the 6.67 kWh/kg(coal), we can say about 2 kWh/kg(coal) of energy is produced. Since 1 kg coal roughly translates as 1.83 kg of CO2, we can say that using electricity from coal produces CO2 at a rate of about 0.915 kg/(kWh), or about 0.254 kg/MJ.


          This estimate compares favourably with the U.S. Energy Information Agency's 1999 report on CO2 emissions for energy generation, which quotes a specific emission rate of 950 g CO2/(kWh). By comparison, generation from oil in the U.S. was 890 g CO2/(kWh), while natural gas was 600 g CO2/(kWh). Estimates for specific emission from nuclear power, hydro, and wind energy vary, but are about 100 times lower. See environmental effects of nuclear power for estimates.


          


          Coal fires


          There are hundreds of coal fires burning around the world. Those burning underground can be difficult to locate and many cannot be extinguished. Fires can cause the ground above to subside, their combustion gases are dangerous to life, and breaking out to the surface can initiate surface wildfires. Coal seams can be set on fire by spontaneous combustion or contact with a mine fire or surface fire. A grass fire in a coal area can set dozens of coal seams on fire. Coal fires in China burn 109 million tons of coal a year, emitting 360 million metric tons of CO2. This contradicts the ratio of 1:1.83 given earlier, but it amounts to 2-3% of the annual worldwide production of CO2 from fossil fuels, or as much as emitted from all of the cars and light trucks in the United States. In Centralia, Pennsylvania (a borough located in the Coal Region of the United States) an exposed vein of coal ignited in 1962 due to a trash fire in the borough landfill, located in an abandoned anthracite strip mine pit. Attempts to extinguish the fire were unsuccessful, and it continues to burn underground to this day. The Australian Burning Mountain was originally believed to be a volcano, but the smoke and ash comes from a coal fire which may have been burning for over 5,500 years.


          At Kuh i Malik in Yagnob Valley, Tajikistan, coal deposits have been burning for thousands of years, creating vast underground labyrinths full of unique minerals, some of them very beautiful. Local people once used this method to mine ammoniac. This place has been well-known since the time of Herodotus, but European geographers mis-interpreted the Ancient Greek descriptions as the evidence of active volcanism in Turkestan (up to the 19th century, when Russian army invaded the area).


          The reddish siltstone rock that caps many ridges and buttes in the Powder River Basin ( Wyoming), and in western North Dakota is called porcelanite, which also may resemble the coal burning waste "clinker" or volcanic " scoria". Clinker is rock that has been fused by the natural burning of coal. In the Powder River Basin approximately 27 to 54 billion tons of coal burned within the past three million years. Wild coal fires in the area were reported by the Lewis and Clark Expedition as well as explorers and settlers in the area.


          


          Production trends


          
            [image: Coal output in 2005]

            
              Coal output in 2005
            

          


          In 2006, China was the top producer of coal with 38% share followed by the USA and India, reports the British Geological Survey.


          


          World coal reserves


          At the end of 2006 the recoverable coal reserves amounted around 800 or 900 gigatons. The United States Energy Information Administration gives world reserves as 998 billion short tons (equal to 905 gigatons), approximately half of it being hard coal. At the current production rate, this would last 164 years. At the current global total energy consumption of 15 terawatt, there is enough coal to provide the entire planet with all of its energy for 57 years.


          The 998 billion tons of recoverable coal reserves estimated by the Energy Information Administration are equal to about 4,417 BBOE (billion barrels of oil equivalent). The amount of coal burned during 2001 was calculated as 2.337 GTOE (gigatonnes of oil equivalent), which is about 46 million barrels of oil equivalent per day. Were consumption to continue at that rate those reserves would last about 263 years. As a comparison, natural gas provided 51 million barrels (oil equivalent), and oil 76 million barrels, per day during 2001.


          British Petroleum, in its annual report 2007, estimated at 2006 end, there were 909,064 million tons of proven coal reserves worldwide, or 147 years reserves to production ratio. This figure only includes reserves classified as "proven"; exploration drilling programs by mining companies, particularly in under-explored areas, are continually providing new reserves. In many cases, companies are aware of coal deposits that have not been sufficiently drilled to qualify as "proven". However, some nations haven't updated their information and assume reserves remain at the same levels even with withdrawals.


          
            [image: US coal regions]

            
              US coal regions
            

          


          Of the three fossil fuels coal has the most widely distributed reserves; coal is mined in over 100 countries, and on all continents except Antarctica. The largest reserves are found in the USA, Russia, Australia, China, India and South Africa.


          Note the table below.


          
            
              Proved recoverable coal reserves at end-2006 (million tonnes (teragrams))
            

            
              	Country

              	Bituminous & anthracite

              	SubBituminous & lignite

              	TOTAL

              	Share
            


            
              	[image: Flag of the United States]USA

              	111,338

              	135,305

              	246,643

              	27.1
            


            
              	[image: Flag of Russia]Russia

              	49,088

              	107,922

              	157,010

              	17.3
            


            
              	[image: Flag of the People's Republic of China]China

              	62,200

              	52,300

              	114,500

              	12.6
            


            
              	[image: Flag of India]India

              	90,085

              	2,360

              	92,445

              	10.2
            


            
              	[image: Flag of Australia]Australia

              	38,600

              	39,900

              	78,500

              	8.6
            


            
              	[image: Flag of South Africa]South Africa

              	48,750

              	0

              	48,750

              	5.4
            


            
              	[image: Flag of Ukraine]Ukraine

              	16,274

              	17,879

              	34,153

              	3.8
            


            
              	[image: Flag of Kazakhstan]Kazakhstan

              	28,151

              	3,128

              	31,279

              	3.4
            


            
              	[image: Flag of Poland]Poland

              	14,000

              	0

              	14,000

              	1.5
            


            
              	[image: Flag of Brazil]Brazil

              	0

              	10,113

              	10,113

              	1.1
            


            
              	[image: Flag of Germany]Germany

              	183

              	6,556

              	6,739

              	0.7
            


            
              	[image: Flag of Colombia]Colombia

              	6,230

              	381

              	6,611

              	0.7
            


            
              	[image: Flag of Canada]Canada

              	3,471

              	3,107

              	6,578

              	0.7
            


            
              	[image: Flag of the Czech Republic]Czech Republic

              	2,094

              	3,458

              	5,552

              	0.6
            


            
              	[image: Flag of Indonesia]Indonesia

              	740

              	4,228

              	4,968

              	0.5
            


            
              	[image: Flag of Turkey]Turkey

              	278

              	3,908

              	4,186

              	0.5
            


            
              	[image: Flag of Greece]Greece

              	0

              	3,900

              	3,900

              	0.4
            


            
              	[image: Flag of Hungary]Hungary

              	198

              	3,159

              	3,357

              	0.4
            


            
              	[image: Flag of Pakistan]Pakistan

              	0

              	3,050

              	3,050

              	0.3
            


            
              	[image: Flag of Bulgaria]Bulgaria

              	4

              	2,183

              	2,187

              	0.2
            


            
              	[image: Flag of Thailand]Thailand

              	0

              	1,354

              	1,354

              	0.1
            


            
              	[image: Flag of North Korea]North Korea

              	300

              	300

              	600

              	0.1
            


            
              	[image: Flag of New Zealand]New Zealand

              	33

              	538

              	571

              	0.1
            


            
              	[image: Flag of Spain]Spain

              	200

              	330

              	530

              	0.1
            


            
              	[image: Flag of Zimbabwe]Zimbabwe

              	502

              	0

              	502

              	0.1
            


            
              	[image: Flag of Romania]Romania

              	22

              	472

              	494

              	0.1
            


            
              	[image: Flag of Venezuela]Venezuela

              	479

              	0

              	479

              	0.1
            


            
              	TOTAL

              	478,771

              	430,293

              	909,064

              	100.0
            

          


          


          Major coal producers


          
            
              Production of Coal by Country and year (million tonnes)
            

            
              	Country

              	2003

              	2004

              	2005

              	2006
            


            
              	PR China

              	1722.0

              	1992.3

              	2204.7

              	2380.0
            


            
              	United States

              	972.3

              	1008.9

              	1026.5

              	1053.6
            


            
              	India

              	375.4

              	407.7

              	428.4

              	447.3
            


            
              	Australia

              	351.5

              	366.1

              	378.8

              	373.8
            


            
              	Russian Federation

              	276.7

              	281.7

              	298.5

              	309.2
            


            
              	South Africa

              	237.9

              	243.4

              	244.4

              	256.9
            


            
              	Germany

              	204.9

              	207.8

              	202.8

              	197.2
            


            
              	Indonesia

              	114.3

              	132.4

              	146.9

              	195.0
            


            
              	Poland

              	163.8

              	162.4

              	159.5

              	156.1
            


            
              	Total World

              	5187.6

              	5585.3

              	5886.7

              	6195.1
            

          


          


          Major coal exporters


          
            
              Exports of Coal by Country and year (million short tonnes)
            

            
              	Country

              	2003

              	2004

              	2005
            


            
              	Australia

              	238.1

              	247.6

              	257.6
            


            
              	United States

              	43.0

              	48.0

              	49.9
            


            
              	South Africa

              	78.7

              	74.9

              	77.5
            


            
              	CIS (Former Soviet Union)

              	41.0

              	55.7

              	62.3
            


            
              	Poland

              	16.4

              	16.3

              	16.4
            


            
              	Canada

              	27.7

              	28.8

              	31.0
            


            
              	China

              	103.4

              	95.5

              	79.0
            


            
              	South America

              	57.8

              	65.9

              	68.8
            


            
              	Indonesia

              	107.8

              	131.4

              	147.6
            


            
              	Vietnam

              	N/A

              	10.3

              	14.1
            


            
              	Total

              	713.9

              	764.0

              	804.2
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              	Coal Tit
            


            
              	
                [image: ]


                

              
            


            
              	Conservation status
            


            
              	
                
                  Least Concern
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Passeriformes

                  


                  
                    	Family:

                    	Paridae

                  


                  
                    	Genus:

                    	Periparus

                  


                  
                    	Species:

                    	P. ater

                  

                

              
            


            
              	Binomial name
            


            
              	Periparus ater

              Linnaeus, 1758)
            


            
              	Synonyms
            


            
              	
                Parus ater

              
            

          


          The Coal Tit, Periparus ater (often still Parus ater), is a passerine bird in the tit family Paridae. It is a widespread and common resident breeder throughout Europe, Asia and northern Africa. It is resident, and most birds do not migrate.


          The Coal Tit is 1011.5 cm in length, and has a distinctive large white nape spot on its black head. The head, throat and neck of the adult are glossy blue-black, setting off the white on the nape and sides of the face; the white tips of the coverts show as a double wingbar. The underparts are white shading through buff to rufous on the flanks. The bill is black, the legs lead-coloured and irides dark brown.


          The young bird is duller than the adult, the black head having no sheen, and the white of the nape and cheeks is tinged with yellow.


          There are a number of subspecies. The British race P. a. britannicus has an olive brown back, distinguishing it from the nominate continental race P. a. ater in which the back is bluish grey. The Irish race "P. a. hibernicus" are most noticed by their strong coloured sulpher-yellow on its cheeks, belly and breast of the bird and is very distinctive. It also features a larger bill than its British and continental cousin. The upper-tail coverts of the Irish bird show a paler rump also. The North African race P. a. ledouci has yellow underparts and cheeks, and the Cypriot P. a. cypriotes has a buff tinge to its upperparts, and deep buff underparts.


          Coal Tits will form small flocks in winter with other tits. This species resembles other tits in acrobatic skill and restless activity, though it more frequently pitches on a trunk, and in little hops imitates the Treecreeper. Its food is similar to that of the others; it is keen on beechmast, picks out the seeds from larch and fir cones, and joins Redpolls and Siskins in birches and alders. It will also visit gardens to feed on a variety of foods put out, particularly sunflower seeds. During these food hunts it keeps up an incessant short flight or flock call; the song, if song it can be called, is a strident if-he, if-he, if-he, heard most frequently from January to June, but also in autumn. One variant of this song or call ends with a sharp ichi.


          A favourite nesting site is a hole in a rotting tree-stump, often low down, and the nest is deep within the hole; holes in the ground, burrows of mice or rabbits, chinks between the stones in walls, old nests of magpies or other large birds, and squirrel dreys are also occupied. The materials, moss, hair and grass, are closely felted together, and rabbit fur or feathers added for lining; seven to eleven red spotted white eggs of the usual tit type are laid, as a rule, in May, but second broods are rare.


          


          Systematics


          This species was first described by Linnaeus in his Systema naturae in 1758 as Parus ater.


          Most authorities still treat the Coal Tit in the subgenus Periparus, but the American Ornithologists' Union considers Periparus a distinct genus. This is supported by mtDNA cytochrome b sequence analysis; Periparus seems to be closer to the Poecile chickadees than to other titmice (Gill et al., 2005).


          In addition, the same data suggests that this species is paraphyletic in regard to the Spot-winged Tit which looks like a slightly crested, darker version of this bird. Either the Spot-winged Tit could have to be included in P. ater, or some Coal Tits could be considered a distinct species. As with all studies of mtDNA sequences however, hybridization may obfuscate the actual relationships and indeed it appears that it does in this case.
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              	General
            


            
              	Name, symbol, number

              	cobalt, Co, 27
            


            
              	Chemical series

              	transition metals
            


            
              	Group, period, block

              	9, 4, d
            


            
              	Appearance

              	metallic with gray tinge

              [image: ]
            


            
              	Standard atomic weight

              	58.933195 (5)gmol1
            


            
              	Electron configuration

              	[Ar] 4s2 3d7
            


            
              	Electrons per shell

              	2, 8, 15, 2
            


            
              	Colour

              	a grayish silver
            


            
              	Density (near r.t.)

              	8.90 gcm3
            


            
              	Liquid density at m.p.

              	7.75 gcm3
            


            
              	Melting point

              	1768 K

              (1495 C, 2723 F)
            


            
              	Boiling point

              	3200 K

              (2927  C, 5301  F)
            


            
              	Heat of fusion

              	16.06 kJmol1
            


            
              	Heat of vaporization

              	377 kJmol1
            


            
              	Specific heat capacity

              	(25 C) 24.81 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	1790

                    	1960

                    	2165

                    	2423

                    	2755

                    	3198
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	4 , 3, 2, 1

              ( amphoteric oxide)
            


            
              	Electronegativity

              	1.88 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 760.4 kJmol1
            


            
              	2nd: 1648 kJmol1
            


            
              	3rd: 3232 kJmol1
            


            
              	Atomic radius

              	135 pm
            


            
              	Atomic radius (calc.)

              	152 pm
            


            
              	Covalent radius

              	126 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	ferromagnetic
            


            
              	Electrical resistivity

              	(20C) 62.4 nm
            


            
              	Thermal conductivity

              	(300 K) 100Wm1K1
            


            
              	Thermal expansion

              	(25 C) 13.0 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 4720 m/s
            


            
              	Young's modulus

              	209 GPa
            


            
              	Shear modulus

              	75 GPa
            


            
              	Bulk modulus

              	180 GPa
            


            
              	Poisson ratio

              	0.31
            


            
              	Mohs hardness

              	5.0
            


            
              	Vickers hardness

              	1043 MPa
            


            
              	Brinell hardness

              	700 MPa
            


            
              	CAS registry number

              	7440-48-4
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of cobalt
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	56Co

                    	syn

                    	77.27 d

                    	

                    	4.566

                    	56Fe
                  


                  
                    	57Co

                    	syn

                    	271.79 d

                    	

                    	0.836

                    	57Fe
                  


                  
                    	58Co

                    	syn

                    	70.86 d

                    	

                    	2.307

                    	58Fe
                  


                  
                    	59Co

                    	100%

                    	59Co is stable with 32 neutrons
                  


                  
                    	60Co

                    	syn

                    	5.2714 years

                    	-

                    	2.824

                    	60Ni
                  

                

              
            


            
              	References
            


            
              	
            

          


          Cobalt (pronounced /ˈkoʊbɒlt/) is a hard, lustrous, silver-grey metal, a chemical element with symbol Co. It is found in various ores, and is used in the preparation of magnetic, wear-resistant, and high-strength alloys. Its compounds are used in the production of inks, paints, and varnishes.


          


          Notable characteristics


          
            Image:Cobalt 06.jpg

            
              An electron beam melted sample of cobalt metal made by Kaistar R&D
            

          


          Cobalt is a silver or gray ferromagnetic metal. Pure cobalt is not found in nature, but compounds of cobalt occur naturally in many forms. Small amounts of it are found in most rocks, soil, water, plants, and animals. It is an element of atomic number 27. The Curie temperature is of 1388 K with 1.6~1.7 Bohr magnetons per atom. In nature, it is frequently associated with nickel, and both are characteristic ingredients of meteoric iron. Mammals require small amounts of cobalt which is the basis of vitamin B12. Cobalt-60, an artificially produced radioactive isotope of cobalt, is an important radioactive tracer and cancer-treatment agent. Cobalt has a relative permeability two thirds that of iron. Metallic cobalt commonly presents a mixture of two crystallographic structures hcp and fcc with a transition temperature hcpfcc of 722 K. Cobalt has a hardness of 5.5 on the Mohs scale of mineral hardness.


          Common oxidation states of cobalt include +2 and +3, although compounds with oxidation state +1 are also well developed.


          


          Isotopes


          Naturally occurring cobalt is "monoisotopic"; i.e. only one isotope is stable: 59Co. 22 radioisotopes have been characterized with the most stable being 60Co with a half-life of 5.2714 years, 57Co with a half-life of 271.79 days, 56Co with a half-life of 77.27 days, and 58Co with a half-life of 70.86 days. All of the remaining radioactive isotopes have half-lives that are less than 18 hours and the majority of these have half-lives that are less than 1 second. This element also has 4 meta states, all of which have half-lives less than 15 minutes.


          The isotopes of cobalt range in atomic weight from 50 u (50Co) to 73 u (73Co). The primary decay mode for isotopes with atomic mass unit values less than that of the most abundant stable isotope, 59Co, is electron capture and the primary mode of decay for those of greater than 59 atomic mass units is beta decay. The primary decay products before 59Co are element 26 (iron) isotopes and the primary products after are element 28 (nickel) isotopes.


          


          Cobalt radioisotopes in medicine


          Cobalt-60 (Co-60 or 60Co) is a radioactive metal that is used in radiotherapy. It produces two gamma rays with energies of 1.17 MeV and 1.33 MeV. The 60Co source is about 2 cm in diameter and as a result produces a geometric penumbra, making the edge of the radiation field fuzzy. The metal has the unfortunate habit of producing a fine dust, causing problems with radiation protection. The 60Co source is useful for about 5 years but even after this point is still very radioactive, and so cobalt machines have fallen from favour in the Western world where linacs are common.


          Cobalt-57 (Co-57 or 57Co) is a radioactive metal that is used in medical tests; it is used as a radiolabel for vitamin B12 uptake. It is useful for the Schilling test.


          


          Industrial uses for radioactive isotopes


          Cobalt-60 (Co-60 or 60Co) is useful as a gamma ray source because it can be producedin predictable quantity, and high activityby simply exposing natural cobalt to neutrons in a reactor for a given time. It is used for


          
            	sterilization of medical supplies, and medical waste;


            	radiation treatment of foods for sterilization (cold pasteurization);


            	industrial radiography (e.g., weld integrity radiographs);


            	density measurements (e.g., concrete density measurements); and


            	tank fill height switches.

          


          Cobalt-59 is used as a source in Mssbauer spectroscopy.


          


          Applications


          
            	Alloys, such as

              
                	Superalloys, for parts in gas turbine aircraft engines.


                	Corrosion- and wear-resistant alloys.


                	High speed steels.


                	Cemented carbides (also called hard metals) and diamond tools.

              

            


            	
              Magnets and magnetic recording media.

              
                	Alnico magnets.


                	Samarium-cobalt magnets.

              

            


            	Catalysts for the petroleum and chemical industries, e.g. for hydroformylation and oxidation.


            	Electroplating because of its appearance, hardness, and resistance to oxidation.


            	Drying agents for paints, varnishes, and inks.


            	Ground coats for porcelain enamels.


            	Pigments ( cobalt blue and cobalt green).

          


          
            [image: Cobalt blue glass]

            
              Cobalt blue glass
            

          


          



          
            	Lithium ion battery electrodes.


            	Steel-belted radial tires.


            	Purification of histidine-tagged fusion proteins in biotechnology applications.

          


          


          History


          Cobalt compounds have been used for centuries to impart a rich blue colour to glass, glazes, and ceramics. Cobalt has been detected in Egyptian sculpture and Persian jewelry from the third millennium BC, in the ruins of Pompeii (destroyed AD 79), and in China dating from the Tang dynasty (AD 618907) and the Ming dynasty (AD 13681644). Cobalt glass ingots have been recovered from shipwrecks dating to the time of the Minoans (BC 2700-1450).


          Swedish chemist George Brandt (16941768) is credited with isolating cobalt in 1735. He was able to show that cobalt was the source of the blue colour in glass, which previously had been attributed to the bismuth found with cobalt.


          During the 19th century, cobalt blue was produced at the Norwegian Blaafarvevrket (70-80% of world production), led by the Prussian industrialist Benjamin Wegner.


          In 1938, John Livingood and Glenn Seaborg discovered cobalt-60.


          The word cobalt is derived from the German kobalt, from kobold meaning "goblin", a term used for the ore of cobalt by miners. The first attempts at smelting the cobalt ores to produce cobalt metal failed, yielding cobalt(II) oxide instead; not only that, but because of cobalt's curious affinity for arsenic, the primary ores of cobalt always contain arsenic, and upon smelting the arsenic oxidized into the highly toxic As4O6, which was breathed in by workers.


          


          Occurrence


          
            [image: Cobalt ore]

            
              Cobalt ore
            

          


          
            [image: Cobalt output in 2005]

            
              Cobalt output in 2005
            

          


          
            [image: World production trend]

            
              World production trend
            

          


          Cobalt is not found as a native metal but generally found in the form of ores. Cobalt is usually not mined alone, and tends to be produced as a by-product of nickel and copper mining activities. The main ores of cobalt are cobaltite, erythrite, glaucodot, and skutterudite.


          In 2005, the Democratic Republic of the Congo was the top producer of cobalt with almost 40% world share followed by Canada, Zambia, Russia, Brazil and Cuba, reports the British Geological Survey.


          


          Compounds


          There is a wide variety of cobalt compounds. The +2 and +3 oxidation states are most prevalent, however cobalt(I) complexes are also fairly common. Cobalt(II) salts form the red-pink [Co(OH2)6]2+ complex in aqueous solution. Adding excess chloride will also change the colour from pink to blue, due to the formation of [CoCl4]2-. Cobalt oxides are antiferromagnetic at low temperature: CoO ( Neel temperature 291 K) and Co3O4 (Neel temperature: 40 K), which is analogous to magnetite (Fe3O4), with a mixture of +2 and +3 oxidation states. The oxide Co2O3 is probably unstable; it has never been synthesized. Other than Co3O4 and the brown fluoride CoF3 (which is instantly hydrolyzed in water), all compounds containing cobalt in the +3 oxidation state are stabilized by complex ion formation.


          
            	see also Category:Cobalt compounds

          


          


          Biological role


          Cobalt in small amounts is essential to many living organisms, including humans. Having 0.13 to 0.30 mg/kg of cobalt in soils markedly improves the health of grazing animals. Cobalt is a central component of the vitamin cobalamin, or vitamin B12.


          


          Isotopes


          60Co is a high-energy gamma ray emitter. Acute high-dose exposures to the gamma emissions can cause severe burns and death. Extended exposures increase the risk of morbidity or mortality from cancer.


          Nuclear weapon designs could intentionally incorporate 59Co, some of which would be activated in a nuclear explosion to produce 60Co. The 60Co, dispersed as nuclear fallout, creates what is sometimes called a dirty bomb or cobalt bomb.


          


          Precautions


          Although cobalt is an essential element for life in minute amounts, at higher levels of exposure it shows mutagenic and carcinogenic effects similar to nickel (see Cobalt Poisoning ).


          Powdered cobalt in metal form is a fire hazard.
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          A cobra ( pronunciation) is a venomous snake of family Elapidae, of several genera, but particularly Naja. (Non-cobra elapidae include the taipans, brown snakes, tiger snakes, fierce snakes, coral snakes, mambas, and sea snakes.) Cobras generally inhabit tropical and desert regions of Asia and Africa.


          


          Appearance and description


          The cobra's most recognizable feature is its hood, a section of its neck which it can flatten outwards in a threat display. Note that most snakes can flatten their necks to some degree; cobras are only more adept. Cobras come in varying colors from black or dark brown to yellowish white. Elapidae cannot fold their fangs down, as Viperidae can, so their fangs are generally shorter. Most cobras are quite large, reaching on average 1.22.5 m (3.9-8.2 ft) long.


          Cobra is the Portuguese (and old Galician) common name for a snake; it came from late Latin colobra (from the classical Latin coluber, colubra). When Portuguese navigators arrived on the coasts of Africa and South Asia in the 16th century, they named the cobra "cobra-capelo", or "hood-snake"; from this compound, the name entered Spanish, French, English, and other European languages. Today, mainly in Brazil, cobras are known basically as najas.


          They kill their prey by injecting a neurotoxin through their hollow fangs. The neurotoxin blocks the synaptic communication between the victim's neurons and muscles, thus stopping movement and muscle control.


          The cobra's predators include the mongoose, the honey badger and some raptors.


          


          Types of cobra


          The most common cobra is the Indian or Spectacled cobra Naja naja, native to the Indian subcontinent and associated with snake charming there. The Black cobra, found in Pakistan and North India, is generally considered to be a sub-species.


          The second most common cobra species is the Monocled cobra, Naja kaouthia, widespread in Asia.
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          In addition to a deadly bite, the Spitting cobra can incapacitate larger would-be predators by spraying venom into their eyes. This is extremely painful and can cause permanent blindness, but if washed out promptly rarely causes permanent damage.


          The King cobra is ophiophagous; it feeds almost entirely on other snakes, even venomous ones, although it sometimes preys on small rodents and birds. It will only attack humans if provoked or in other extreme circumstances that threaten its survival. If not treated, a king cobra's bite can kill a person in just half an hour. King Cobras may reach up to 5.2m (17.1ft) in length, making them the largest venomous snakes in the world.


          


          Cobra venom


          The snake will only attack a human if provoked or in other extreme circumstances which threaten its survival. Furthermore, for a dangerously venomous snake, the cobra's strikes are quite slow when compared to the extremely rapid strikes of such species as rattlesnakes. Additionally, not all bites result in envenomation and in the case of the Cobra the amount of "blank" strikes may be quite high: in one series of recorded bites in Malaysia only 55% of strikes have included envenomation. Cobra bites are fatal in about 10% of human cases. However, as with any venomous snake, a bite from a cobra should be treated as a potentially fatal injury and medical attention should be sought immediately. As with all elapids, the venom of cobras is highly neurotoxic and dangerous. Therefore, any cobra bite must be regarded as life-threatening and professional medical assistance should be immediately sought. Early symptoms of a bite include ptosis, diplopia , dysphagia, and dizziness, followed by progressive respiratory muscle weakness, ultimately requiring endotracheal intubation. Cobra venom is a postsynaptic neurotoxin. It works by stopping the acetylcholine molecules in the diaphragm muscle from interacting. Without treatment death from respiratory failure may occur as early as 30 minutes after being bitten.


          Standard treatment involves the use of antivenin. Additionally, it is possible to support bite victims via mechanical ventilation, using equipment of the type generally available at hospitals. If too far away from a hospital, doctors prefer the "suck and spit" formation. Such support should be provided until the venom is metabolised and the victim can breathe unaided. If death occurs it takes place approximately 6 to 12 hours after the cobra bite. Cause of death is respiratory failure or suffocation caused by complete paralysis of the diaphragm.


          


          Rhythm
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          Indian snake charmers, also known as "saperas" play a harmless trick on spectators. A cobra rises from its basket and sways in time with the music, apparently hypnotized. In fact, as far as the snake is concerned, the music is irrelevant - the cobra can't hear a thing. What prompts it to perform is the snake charmer's clever manipulation of the cobra's natural tendencies. When suddenly thrust into the open air from the darkness of the basket, the snake rises up and spreads its hood, its normal reaction to a threat. It sees the swaying pipe and mistakes it for another snake. That error, together with the charmer's movements in time with the music, holds the snake's attention. As the charmer moves the pipe, so the cobra bobs its head. 


          Captive cobras held by snake charmers


          Snake charmers are known to de-fang, or puncture the poison glands of the cobras using hot iron rods. This makes the cobras less aggressive and docile during their performances. Some snakes, including cobras, can live without food for 4 to 6 weeks. This is also the time span they will survive in captivity with snake charmers. Such injured snakes in the possession of these charmers will ultimately die of hunger or infection.
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          Coccinellidae is a family of beetles, known variously as ladybirds ( British English, Australian English, South African English), ladybugs ( North American English) or lady beetles (preferred by some scientists). The family name comes from its type genus, Coccinella. Coccinellids are found worldwide, with over 5,000 species described, more than 450 native to North America alone. Coccinellids are small insects, ranging from 1 mm to 10 mm (0.04 to 0.4 inches), and are commonly yellow, orange, or scarlet with small black spots on their wing covers, with black legs, head and antennae. A very large number of species are mostly or entirely black, gray, or brown and may be difficult for non- entomologists to recognize as coccinellids (and, conversely, there are many small beetles that are easily mistaken as such, like tortoise beetles).


          Coccinellids are generally considered useful insects as many species feed on aphids or scale insects, which are pests in gardens, agricultural fields, orchards, and similar places. The Mall of America, for instance, releases thousands of ladybugs into its indoor park as a natural means of pest control for its gardens. Some people consider seeing them or having them land on one's body to be a sign of good luck to come, and that killing them presages bad luck. A few species are pests in North America and Europe.


          


          Biology


          Coccinellids are typically predators of Hemiptera such as aphids and scale insects, though members of the subfamily Epilachninae are herbivores, and can be very destructive agricultural pests (e.g., the Mexican bean beetle), though conspecific larvae and eggs are also important resources, particularly when alternative prey are scarce. While they are often used as biological control agents, introduced species of ladybirds (such as Harmonia axyridis or Coccinella septempunctata in North America) outcompete and displace native coccinellids, and become pests in their own right.


          Coccinellids are often brightly colored to ward away potential predators. This phenomenon is called aposematism and works because predators learn by experience to associate certain prey phenotypes with a bad taste (or worse). Mechanical stimulation (such as by predator attack) causes "reflex bleeding" in both larval and adult ladybird beetles, in which an alkaloid toxin is exuded through the joints of the exoskeleton, deterring feeding.


          Most coccinellids overwinter as adults, aggregating on the south sides of large objects such as trees or houses during the winter months, and dispersing in response to increasing day length in the spring . In Harmonia axyridis, eggs hatch in 3-4 days from clutches numbering from a few to several dozen. Depending on resource availability, the larvae pass through four instars over 10-14 days, after which pupation occurs. After a teneral period of several days, the adults become reproductively active and are able to reproduce again, although they may become reproductively quiescent if eclosing late in the season.


          It is thought that certain species of Coccinellids lay extra infertile eggs with the fertile eggs. These appear to provide a backup food source for the larvae when they hatch. The ratio of infertile to fertile eggs increases with scarcity of food at the time of egg laying.


          


          Habitats


          Most coccinellids are beneficial to gardeners in general, as they feed on aphids, scale insects, mealybugs, and mites throughout the year. As in many insects, ladybirds in temperate regions enter diapause during the winter, so they often are among the first insects to appear in the spring. Some species (e.g., Hippodamia convergens) gather into groups and move to higher land, such as a mountain, to enter diapause. Predatory ladybirds are usually found on plants where aphids or scale insects are, and they lay their eggs near their prey, to increase the likelihood the larvae will find the prey easily. Ladybirds are cosmopolitan in distribution, as are their prey.


          


          Coccinellids as household pests


          Although native species of coccinellids are typically considered benign, in North America the Asian lady beetle ( Harmonia axyridis), introduced in the twentieth century to control aphids on agricultural crops, has become a serious household pest in some regions owing to its habit of overwintering in structures. It is similarly acquiring a pest reputation in Europe, where it is called the "Multicoloured Asian Ladybird" (In Britain: "Harlequin Ladybird") (see main article " Asian lady beetle" for discussion).


          


          Coccinellids in popular culture


          Coccinellids are and have for very many years been favourite insects of children. The insects had many regional names (now mostly disused) such as the lady-cow, may-bug, golden-knop, golden-bugs ( Suffolk); and variations on Bishop-Barnaby ( Norfolk dialect) - (Barney, Burney) Barnabee, Burnabee, and the Bishop-that-burneth.


          The ladybird is immortalised in the still-popular children's nursery rhyme Ladybird, Ladybird:


          
            
              	

              	
                Ladybird, ladybird, fly away home


                Your house is on fire and your children are gone

                All except one, and that's Little Anne

                For she has crept under the warming pan.

              

              	
            

          


          Many variants exist, including one that seems ancient (recounted in an 1851 publication):


          
            
              	

              	
                Dowdy-cow, dowdy-cow, ride away heame,


                Thy house is burnt, and thy bairns are tean,

                And if thou means to save thy bairns

                Take thy wings and flee away!
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          The name that the insect bears in the various languages of Europe is mythic. In this, as in other cases, the Virgin Mary has supplanted Freyja, the fertility goddess of Norse mythology; so that Freyjuhaena and Frouehenge have been changed into Marienvoglein, which corresponds with Our Lady's Bird. The esteem with which these insects are regarded has roots in ancient beliefs. In Irish, the insect is called bn D  or "God's little cow"; similarly, in Croatian it is called Božja ovčica ("God's little sheep"). In France it is known as bte  bon Dieu, "the Good Lord's animal", and in Russia, Божья коровка ("God's little cow"), while in both Hebrew and Yiddish, it is called " Moshe Rabbenu's little cow" or "Moshe Rabbenu's little horse", apparently an adaptation of the Russian name, or sometimes "Little Messiah".


          In parts of Northern Europe, tradition says that one's wish granted if a ladybird lands on oneself (this tradition lives on in North America, where children capture a ladybird, make a wish, and then "blow it away" back home to make the wish come true). In Italy, it is said by some that if a ladybird flies into one's bedroom, it is considered good luck. In central Europe, a ladybird crawling across a girl's hand is thought to mean she will get married within the year. In some cultures they are referred to as lucky bugs (Turkish: uğur bceği).


          In Russia, a popular children's rhyme exists with a call to fly to the sky and bring back bread; similarly, in Denmark a ladybird, called a mariehne ("Mary's hen"), is asked by children to fly to 'our lord in heaven and ask for fairer weather in the morning'.


          In Greece, ladybirds are called ί (paschalitsa), because they are found abundantly in Eastertime, along with paschalia, the Common Lilac plant, which flowers at the same time.


          In Malta, the ladybird is called nannakola, and until a few years ago little children sang: Nannakola, mur l-iskola/Aqbad siġġu u ibda ogħla (Ladybird go to school, get a chair and start jumping).


          
            	The ladybird is the symbol of the Dutch Foundation Against Senseless Violence, as can be seen in the logo.


            	Other companies using ladybirds as their corporate logo include: Ladybird Books (owned by Pearson PLC); the Ladybird range of children's clothing sold by Woolworth's in the UK; the Polish supermarket chain Biedronka and the software development firm Axosoft.


            	The British band XTC included a song called "Ladybird," an affectionate ode to the insect, on their 1983 album Mummer.


            	The ladybird is a symbol of the Finnish Swedish People's Party.


            	The British band The Fall included a song called "Ladybird (Green Grass)," on their 1993 album The Infotainment Scan.


            	In the popular Pixar animated film, A Bug's Life, Francis the Ladybug is an aggressive male flea circus performer who is deeply annoyed when his gender is confused.


            	The Pokmon Ledyba and Ledian are both based on the ladybird. The Digimon Tentomon also bears resemblance to a ladybird.


            	The Bad-Tempered Ladybird is a book by Eric Carle.


            	Many states in the U.S. have chosen a ladybird species as their state insect; Delaware, Massachusetts, New Hampshire, New York, Ohio, Pennsylvania, and Tennessee.


            	Ladybugs is a 1992 movie starring Rodney Dangerfield.


            	A ladybird appears in each of artists Michael Quinlyn-Nixon's illustrations.


            	In the mid 1980's, presenter and TV producer Muriel Young, made two series of programmes entitled 'Ladybirds', a Channel 4 programme from Mike Mansfield's independent company, in which she interviewed female singers, including Barbara Dickson, Elaine Paige and Kiki Dee, as well as American and French stars Rita Coolidge and Jane Birkin.
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          Cochineal is the name of both crimson or carmine dye and the cochineal insect (Dactylopius coccus), a scale insect in the suborder Sternorrhyncha, from which the dye is derived. There are other species in the genus Dactylopius which can be used to produce cochineal extract, but they are extremely difficult to distinguish from D. coccus, even for expert taxonomists, and the latter scientific name (and the use of the term "cochineal insect") is therefore commonly used when one is actually referring to other biological species; suffice it to say that the reader should be aware that there is more than one cochineal insect. The primary biological distinctions between species are minor differences in host plant preferences, in addition to very different geographic distributions. D. coccus itself is native to tropical and subtropical South America and Mexico.


          This type of insect, a primarily sessile parasite, lives on cacti from the genus Opuntia, feeding on moisture and nutrients in the cacti. The insect produces carminic acid which deters predation by other insects. Carminic acid can be extracted from the insect's body and eggs to make the dye. Cochineal is primarily used as a food colouring and for cosmetics.


          After synthetic pigments and dyes such as alizarin were invented in the late 19th century, natural-dye production gradually diminished. However, current health concerns over artificial food additives have renewed the popularity of cochineal dyes, and the increased demand has made cultivation of the insect profitable again.


          


          History


          The cochineal dye was used by the Aztec and Maya peoples of Central and North America. Eleven cities conquered by Montezuma in the 15th century paid a yearly tribute of 2000 decorated cotton blankets and 40 bags of cochineal dye each. During the colonial period the production of cochineal (grana fina) grew rapidly. Produced almost exclusively in Oaxaca, Mexico by indigenous producers, cochineal became Mexico's second most valued export after silver. The dyestuff was consumed throughout Europe and was so highly prized that its price was regularly quoted on the London and Amsterdam Commodity Exchanges.


          After the Mexican War of Independence in 18101821, the Mexican monopoly on cochineal came to an end. Large scale production of cochineal emerged especially in Guatemala and the Canary Islands. The demand for cochineal fell sharply with the appearance on the market of alizarin crimson and many other artificial dyes discovered in Europe in the middle of the 19th century, causing a significant financial shock in Spain as a major industry almost ceased to exist. The delicate manual labor required for the breeding of the insect could not compete with the modern methods of the new industry and even less so with the lowering of production costs. The "tuna blood" dye (from the Mexican name for the Opuntia fruit) stopped being used and trade in cochineal almost totally disappeared in the course of the 20th century. The breeding of the cochineal insect has been done mainly for the purposes of maintaining the tradition rather than to satisfy any sort of demand.


          In recent years it has become commercially valuable again, though most consumers are unaware that the phrases "cochineal extract", "carmine", "crimson lake", "natural red 4", "C.I. 75470", "E120", or even "natural colouring" refer to a dye that is derived from an insect. One reason for its popularity is that, unlike many commercial synthetic red dyes, it is not toxic or carcinogenic. However, the dye can induce an anaphylactic shock reaction in a small number of people.


          


          Biology


          Cochineal insects are soft-bodied, flat, oval-shaped scale insects. The females, wingless and about 5mm (0.2in) long, cluster on cactus pads. They penetrate the cactus with their beak-like mouthparts and feed on its juices, remaining immobile. After mating, the fertilized female increases in size and gives birth to tiny nymphs. The nymphs secrete a waxy white substance over their bodies for protection from water and excessive sun. This substance makes the cochineal insect appear white or grey from the outside, though the body of the insect and its nymphs produces the red pigment, which makes the insides of the insect look dark purple. Adult males can be distinguished from females by their diminutive size and their wings.


          It is in the nymph stage (also called the crawler stage) that the cochineal disperses. The juveniles move to a feeding spot and produce long wax filaments. Later they move to the edge of the cactus pad where the wind catches the wax filaments and carries the cochineals to a new host. These individuals establish feeding sites on the new host and produce a new generation of cochineals. Male nymphs feed on the cactus until they reach sexual maturity; when they mature they cannot feed at all and live only long enough to fertilize the eggs. They are therefore seldom observed.


          


          Host cacti
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          Dactylopius coccus is native to tropical and subtropical South America and Mexico, where their host cacti grow natively. They have been introduced to Spain, the Canary Islands, Algiers and Australia along with their host cacti; and Eritrea, where their host cacti were already abundant. There are 150 species of Opuntia cacti, and while it is possible to cultivate cochineal on almost all of them, the best to use is Opuntia ficus-indica. All of the host plants of cochineal colonies were identified as species of Opuntia including Opuntia amyclaea, O. atropes, O. cantabrigiensis, O. brasilienis, O. ficus-indica, O. fuliginosa, O. jaliscana, O. leucotricha, O. lindheimeri, O. microdasys, O. megacantha, O. pilifera, O. robusta, O. sarca, O. schikendantzii, O. stricta, O. streptacantha, and O. tomentosa. Feeding cochineals can damage the cacti, sometimes killing their host. Cochineals other than D. coccus will feed on many of the same Opuntia species, and it is likely that the wide range of hosts reported for the former species is because of the difficulty in distinguishing it from these other, less common species.


          


          Farming


          There are two methods of farming cochineal: traditional and controlled. Cochineals are farmed in the traditional method by planting infected cactus pads or infecting existing cacti with cochineals and harvesting the insects by hand. The controlled method uses small baskets called Zapotec nests placed on host cacti. The baskets contain clean, fertile females which leave the nests and settle on the cactus to await insemination by the males. In both cases the cochineals have to be protected from predators, cold and rain. The complete cycle lasts 3 months during which the cacti are kept at a constant temperature of 27 C. Once the cochineals have finished the cycle, the new cochineals are ready to begin the cycle again or to be dried for dye production.
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          To produce dye from cochineals, the insects are collected when they are approximately ninety days old. Harvesting the insects is labor-intensive as they must be individually knocked, brushed or picked from the cacti and placed into bags. The insects are gathered by small groups of collectors who sell them to local processors or exporters.


          Several natural enemies can reduce the population of the insect on its cacti hosts. Of all the predators, insects seem to be the most important group. Insects and their larvae such as pyralid moths (order Lepidoptera), which destroy the cactus, and predators such as lady bugs (Coleoptera), various Diptera (such as Syrphidae and Chamaemyiidae), lacewings ( Neuroptera) and ants (Hymenoptera) have been identified, as well as numerous parasitic wasps. Many birds; human- commensal rodents, especially rats; and reptiles also prey on cochineal insects. In regions dependent on cochineal production, pest control measures have to be taken seriously. For small-scale cultivation manual methods of control have proved to be the most effective and safe. For large-scale cultivation advanced pest control methods have to be developed, including alternative bioinsecticides or traps with pheromones.


          


          Farming in Australia


          Prickly pear was first taken to Australia to start a cochineal dye industry in 1788, when Captain Arthur Phillip collected a number of cochineal-infested plants from Brazil on his way to establish the first European settlement at Botany Bay (part of which is now Sydney, New South Wales). At that time, Spain and Portugal had a world-wide monopoly (via their New World colonial sources) on the cochineal dye industry, and the British desired a source under their own control, as the dye was important to their clothing and garment industries (it was used to colour the British soldiers' red coats, for example).


          


          Dye


          A deep crimson dye is extracted from the female cochineal insects. Cochineal is used to produce scarlet, orange and other red tints. The colouring comes from carminic acid. Cochineal extract's natural carminic-acid content is usually 1922%. The insects are killed by immersion in hot water (after which they are dried) or by exposure to sunlight, steam, or the heat of an oven. Each method produces a different colour which results in the varied appearance of commercial cochineal. The insects must be dried to about 30 percent of their original body weight before they can be stored without decaying. It takes about 155,000 insects to make one kilogram of cochineal.


          There are two principal forms of cochineal dye: cochineal extract is a colouring made from the raw dried and pulverised bodies of insects, and carmine is a more purified colouring made from the cochineal. To prepare carmine, the powdered insect bodies are boiled in ammonia or a sodium carbonate solution, the insoluble matter is removed by filtering, and alum is added to the clear salt solution of carminic acid to precipitate the red aluminium salt. Purity of colour is ensured by the absence of iron. Stannous chloride, citric acid, borax, or gelatin may be added to regulate the formation of the precipitate. For shades of purple, lime is added to the alum.


          As of 2005, Peru produced 200 tonnes of cochineal dye per year and the Canary Islands produced 20 tonnes per year. Chile and Mexico have also recently begun to export cochineal. France is believed to be the world's largest importer of cochineal; Japan and Italy also import the insect. Much of these imports are processed and reexported to other developed economies. As of 2005, the market price of cochineal was between 50 and 80 USD per kilogram, while synthetic raw food dyes are available at prices as low as 1020 USD per kilogram.


          


          Usage
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          Traditionally cochineal was used for colouring fabrics. During the colonial period, with the introduction of sheep to Latin America, the use of cochineal increased, as it provided the most intense colour and it set more firmly on woolen garments than on clothes made of materials of pre-Hispanic origin such as cotton, agave fibers and yucca fibers. Once the European market had discovered the qualities of this product, their demand for it increased dramatically. Carmine became strong competition for other colourants such as madder root, kermes, Polish cochineal, brazilwood, and Tyrian purple, as they were used for dyeing the clothes of kings, nobles and the clergy. It was also used for painting, handicrafts and tapestries. Cochineal-coloured wool and cotton are still important materials for Mexican folk art and crafts.


          Now it is used as a fabric and cosmetics dye and as a natural food colouring, as well as for oil paints, pigments and watercolours. When used as a food additive, the dye must be labelled on packaging labels. Sometimes carmine is labelled as E120. An unknown percentage of people have been found to have allergies to carmine, ranging from mild cases of hives to atrial fibrillation and anaphylactic shock. Carmine has been found to cause asthma in some people. Cochineal is one of the colours that the Hyperactive Children's Support Group recommends be eliminated from the diet of hyperactive children. Natural carmine dye used in food and cosmetics can render it unacceptable to vegetarian (or vegan) consumers, and many Muslims and Jews consider carmine-containing food forbidden ( haraam and treif) because the dye is extracted from insects.


          Cochineal is one of the few water-soluble colourants that resist degradation with time. It is one of the most light- and heat-stable and oxidation-resistant of all the natural colourants and is even more stable than many synthetic food colours. The water-soluble form is used in alcoholic drinks with calcium carmine; the insoluble form is used in a wider variety of products. Together with ammonium carmine they can be found in meat, sausages, processed poultry products (meat products cannot be coloured in the United States unless they are labeled as such), surimi, marinades, alcoholic drinks, bakery products and toppings, cookies, desserts, icings, pie fillings, jams, preserves, gelatin desserts, juice beverages, varieties of cheddar cheese and other dairy products, sauces and sweets. The average human consumes one to two drops of carminic acid each year with food.


          Carmine is one of the very few pigments considered safe enough for use in eye cosmetics. A significant proportion of the insoluble carmine pigment produced is used in the cosmetics industry for hair- and skin-care products, lipsticks, face powders, rouges, and blushes. A bright red dye and the stain carmine used in microbiology is often made from the carmine extract, too. The pharmaceutical industry uses cochineal to colour pills and ointments.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cochineal"
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              	Binomial name
            


            
              	Nymphicus hollandicus

              ( Kerr, 1792)
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                Psittacus hollandicus Kerr,1792

                Leptolophus hollandicus

              
            

          


          The Cockatiel Parakeet (Nymphicus hollandicus), also known as the Quarrion and the Weero, is a diminutive cockatoo endemic to Australia and prized as a household pet. They are relatively easy to breed and keep in captivity and they are kept throughout the world as pets.


          The only member of the genus Nymphicus, the Cockatiel has previously been considered a crested parrot or small cockatoo. However, more recent molecular studies have settled the debate, showing their closest relatives to be the black cockatoos of the genus Calyptorhynchus. They are hence now classified as the smallest of the Cacatuidae (cockatoo family). Cockatiels are natively found across the outback regions of inland Australia, and favour the Australian wetlands, scrublands, and bush lands.


          


          Taxonomy


          The Cockatiel was originally described by Scottish writer and naturalist Robert Kerr in 1792 as Psittacus hollandicus, before being placed in its own genus Nymphicus by Wagler in 1832. Placed in its own genus, the Cockatiel's scientific name Nymphicus hollandicus reflects the experience of one of the earliest groups of Europeans to see Cockatiels in their native habitat. Travelers thought they were so beautiful that they named them after mythical nymphs. (Nymphicus literally means "little nymph.") The species name refers to New Holland, an old name for Australia


          Its biological relationship had long been disputed; it is placed into a monotypic subfamily Nymphicinae but had sometimes in the past been included among the Platycercinae, the broad-tailed Parakeets. This issue has now been settled with molecular studies. Mitochondrial 12S rRNA sequence data places it amongst the Calyptorhynchinae (dark cockatoos) subfamily. The unique, Parakeet morphological feature is a consequence of the decrease in size and accompanying change of ecological niche.


          Sequence analysis of intron 7 of the nuclear ?- fibrinogen gene, on the other hand, indicates that it may yet be distinct enough as to warrant recognition of the Nymphicinae rather than inclusion of the genus in the Calyptorhynchinae.


          The Cockatiel Parakeet (Parakeet meaning LONG-tailed Parrot) nicknamed Cockatiel is now biologically classified as a genuine member of Cacatuidae on account of sharing all of the Cockatoo family's biological features. Namely; the erectile crest, a gallbladder, powder down, suppressed cloudy-layer (enabling Lories, Lorikeets (long-tailed Lories), Parakeets & typical Parrot species display of structural colours such as aquas, blues, greens, purples & turquoises), and facial feathers covering the sides of the beak, all of which are rarely found outside the Cacatuidae family.


          


          Portrayal
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              1927 Brehms Tierleben painting
            

          


          The Cockatiel's distinctive erectile crest expresses the animal's state of being. (Some say "emotional state.") The crest is dramatically vertical when the cockatiel is startled or excited, gently oblique in its neutral or relaxed state, and flattened close to the head when the animal is angry or defensive. The crest is also held flat but protrudes outward in the back when the cockatiel is trying to appear alluring or flirtatious. In contrast to most Cockatoos, the Cockatiel has long tail feathers roughly making up half of its total length. At 300 mm to 330 mm (12 to 13 ins), the Cockatiel is the smallest & only Parakeet (meaning LONG-tailed Parrot) type of Cockatoo species. The latter ranging between 300 mm to 600 mm (12-24 in) in length.


          The "Normal Grey," or "Wild-type" cockatiel's plumage is primarily grey with prominent white flashes on the outer edges of each wing. The face of the male is yellow or white, while the face of the female is primarily grey or light grey, and both genders feature a round orange area on both ear areas, often referred to as "cheek patches." This orange colouration is generally vibrant in adult males, and often quite muted in females. Visual sexing is often possible with this variant of the bird.


          


          Distribution and habitat


          Cockatiels are native only to Australia where they are found largely in arid or semi-arid country, but always near water. Sometimes hundreds will flock around a single such body of water. To farmers' dismay, they often eat cultivated crops. They are absent from the most fertile southwest and southeast corners of the country, the deepest Western Australian deserts, and Cape York Peninsula. They are the only Cockatoo species which can sometimes reproduce in the end of their first year.


          
            Male & Female, Pikedale, S. Queensland, Australia
          


          



          


          Lifespan


          The Cockatiel's lifespan in captivity is generally given as 15-20 years, though it is sometimes given as short as 10-15 years, and there are reports of Cockatiels living as long as 30 years, the oldest confirmed specimen reported being 35 years old when it died. A cockatiel lived to be 27 years old in Manchester, UK. Diet and exercise, much like in humans, are often major determining factors in cockatiel lifespan. Again, breeders dispute the best diet for increasing the longevity of the cockatiel lifespan.


          


          Aviculture


          Cockatiels are generally regarded as good pets having a "sweet" demeanor, though this is by no means a guarantee. Like most other pets, the manner in which the animal is raised, handled, and kept has a profound effect on the temperament of the animal. Some birds are quite gregarious and sociable while others can be shy, retreating to the back of the cage when an unfamiliar figure appears.


          Generally, well-socialised birds are gentle and friendly. Some cockatiels enjoy physical contact, lending themselves well to domestication. Many cockatiel owners develop regular bonding rituals with their animals, engaging in preening, scratching, and even petting. Cockatiels which are hand-fed and purchased from a young age are more readily suited for physical contact.


          Some birds will emit a distinctive "hiss" when irritated, retreating rapidly or defending with pecking bites, which can be relatively strong for their size. This "hiss" is a form of mimicry used in a defensive attempt to confuse the cockatiel's most common predator, the snake.


          Cockatiels do have a reputation for being quite noisy and demanding of the attention of their owners on a regular basis. Their vocalisations range from ginger cheeps to piercing cries.


          They can be made more secure (in the mood for singing/mimicry, playing, etc) when they have a consistent few hours of quality time per day with a person or in a person's company and a good night's sleep. Twelve hours of sleep at least is required for a happy pet, sleep taken away can cause sickness and grumpy pets. Cockatiels living in a household with late sleepers should be taken to a quiet spare room where sun doesn't shine into in the morning or if you live in a small house or unit putting your pet in the bathroom is a good idea as long as you shut the toilet lid. Otherwise quiet birds will frequently make contact calls with their owners, calls that sometimes can be quite loud if the person is out of sight. Cockatiels can grow so attached to their owners that they may try to 'protect' them from anyone that tries to come near them, such as a partner or family member, by biting or hissing. This happens especially if cockatiels are kept in bedrooms or other rooms that are not generally shared by everyone in the family, because cockatiels perceive those rooms as their own personal territory. By keeping cockatiels in a shared household room, they are exposed to all family members equally and will not favour one person and feel the need to defend him or her as much. Cockatiels must be acquainted with the entire family, in order to assure even temperament toward all. A scared cockatiel will choose flight over fight most of the time, thus creating a chance for injury (i.e. flying into a glass door). Their popularity as pets is in part because of their calm and timid temperament, to the point that they can even be bullied by smaller but more confident birds such as Budgerigars. Budgerigars and other smaller birds may choose to pick at cockatiels' feet causing lost toes. Great care and supervision should be provided when mixing cockatiels with other birds. It is not uncommon at all for a larger or smaller bird to maim the cockatiel, creating life-long disabilities and potentially life threatening injuries. However, some cockatiels will defend themselves.


          Cockatiels don't necessarily make good pets for young children because they startle easily with loud or unexpected sounds and can bite out of fear of sudden hand movements near and above their heads. The shoulders of children are small and unstable perches compared with those of adults, and forcing the bird to use an uncomfortable place to stand may lead to the bird disliking the child. Once bonded with their owners, they will often cuddle and play, pushing their head against hands or faces, and may nibble at fingers for attention to get a scratch on the head and neck. Cockatiels, like almost all other parrots, love to chew paper and can destroy objects (like cardboard, books, magazines, wicker baskets, etc) left unattended. Most cockatiels enjoy looking at themselves in mirrors and will engage in the activity for hours. Cockatiels that are exposed to mirrors perceive their reflections as their mates. This can induce very aggressive behaviour, and upon seeing themselves once, they are likely to experience anxiety until they find the mirror again.
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          The Cockatiel, along with the Budgerigar, is among the most popular pet bird species. Today all Cockatiels available in the pet trade are captive-bred, as Australia no longer permits the export of native wildlife, whether endangered or not.


          


          Vocalisation


          Although cockatiels are part of the parrot order, they are better at imitating whistles than speech. Although they can learn words, the only understandable parts of the words are the inflections, while the consonants are not easily discernible. Their whistles and other mimicking sounds such as 'lip-smacking' and 'tutting' are almost perfect imitations of the sounds their owners make.. Although some cockatiels do learn to repeat phrases, males are generally better at mimicry than females. Cockatiel speech often comes out as a "whistle" when they do annunciate, the voice being soft in volume and difficult to make out. Cockatiels can mimic many sounds, such as the bleep of a car alarm, a ringing telephone, the sound of a zipper, the beeping of cell phones or microwaves, or the calls of other bird species such as blue jays or chickadees and loud weather like thunder. They can also mimic other pets such as dogs, occasionally barking back.


          Although some say that female cockatiels cannot speak, this is not an absolute. Males have been known to mimic noises, words and sometimes other animals. Females generally don't imitate speech, but tend to mimic sounds such as telephones, washing machines, toilet flushes, etc. Cockatiels that do imitate speech will usually mimic frequently heard phrases, particularly of the individual to whom the bird feels closest.


          


          Breeding
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          Cockatiels are a popular choice for amateur parrot breeders along with budgerigars. This is due to both the ease of getting the birds to breed (they seem to have no inhibitions, with both genders engaging in self-stimulation) and the fairly low cost of the equipment needed. Generally a clutch consists of 4-5 eggs, each approximately the size of one's thumbnail. Eggs are laid once every two days and incubate for about 19 days. Hatchlings are weaned in 4 weeks, and can fly around 2 months. Puberty (adolescence) is reached around 9 months of age while adulthood is reached around 1 year and 9 months in males and/or 15 months in females.


          Male cockatiels are very protective and nurturing of their offspring and are known to be very capable of raising their newborns if the mother is unable to.


          Some female cockatiels also lay eggs without fertilization, much as those of the chicken species used for food production. In this event, the owner should leave the eggs alone until the bird stops sitting on them, after which the eggs can be removed. To prevent laying, one can keep the cockatiel in more darkness per day by covering it earlier in the evening and leaving the cage covered longer in the morning. Like all parrots, cockatiels of either gender can grow to see their owner or a toy as a mate, engage in courtship and mating behaviour including territoriality, and females may lay infertile eggs.


          It has been suggested by some breeders that petting the back of the female cockatiel may inadvertently sexually stimulate the hen, promoting egg-laying, and that owners seeking to avoid egg-laying should avoid this particular form of bonding.


          The Cockatiel has recently been shown to be capable of hybridising with the Galah, producing offspring described by the media as 'Galatiels'.


          


          Colour mutations


          



          About fifteen primary mutations have been established in the species and enable the production of many different combinations.


          Note: aka stands for also-known-as, cka stands for commonly-known-as & ika stands for incorrectly-known-as


          
            	ADMpied (aka Recessive Pied aka Harlequin)


            	Ashenfallow (ika Recessive silver)


            	Bronzefallow (cka Brownfallow)


            	Cinnamon


            	Dilute (ika Pastel Silver)


            	Dominant silver (aka Ashen Dilute)


            	Edged dilute (ika Spangled ika spangled silver)


            	Faded


            	SL Ino


            	NSLino (Recessive Ino)


            	Opaline (cka Pearled)


            	Palefaced (ika Pastelface)


            	Platinum (ika Pallid)


            	Whitefaced (same gene as genuine Blue mutation in typical Parrot & Parakeet species)


            	Dominant and Sex Linked Yellowcheeked


            	Yellow-suffused (ika Emerald, or Olive)

          


          The multiple names for these mutations is due in part to different regions of the globe naming the same colour change a different term. This does not mean that it is a different mutation. It only means it is a different name.


          Colour mutations are a natural phenomenon equally occurring in captivity and in the wild.


          The "Normal Grey" or "Wild-type" cockatiel's plumage is primarily grey with prominent white flashes on the outer edges of each wing. The face of the male is yellow or white, while the face of the female is primarily grey or light grey, and both genders feature a round orange area on both ear areas, often referred to as "cheek patches." This orange colouration is generally vibrant in adult males, and often quite muted in females. Visual sexing is often possible with this variant of the bird.


          "Whiteface" cockatiels have their yellow pigments deactivated by an autosomal recessive gene, resulting in a cock with a truly white face and a hen with a more typical mottled grey face. This means, there is no yellow or orange colouring in a whiteface cockatiel.


          The "Lutino" sex-linked recessive mutation is a perfect example of a type of cockatiel that are the hardest to sex visually. Lutinos lack eumelanin pigment (enabling black, brown, grey colours and tones) and are consequently yellow to yellowish-white with orange cheek-patches. Adult female Lutinos as well as immature Lutinos of both genders display yellow bars, dots and/or stripes on the underside of their tail feathers. While mature males always display solid white coloured undersides of tail-feathers.


          Unfortunately, a good number of Cockatiels of all Ino mutations & varieties (Albino ika Whitefaced Ino, Palefaced Ino aka Creamino, Lutino, Opaline-Ino aka Pearlino...etc) are usually affected with a transmittable genetic flaw monstrously enlarging the bald-spot below the crest, due to intense overbreeding and a general lack of breeders to breed it out.


          
            [image: A pet Lutino Cockatiel. Note the lack of dark pigment, including in the beak, eyes, feathering, feet/skin & toenails.]

            
              A pet Lutino Cockatiel. Note the lack of dark pigment, including in the beak, eyes, feathering, feet/skin & toenails.
            

          


          "Pied" cockatiel plumage patterns vary significantly from animal to animal, giving rise to cockatiel breeders & hobbyists' "heavy pied" and "light pied" loose distinctions. Unfortunately, the degree in piedness remains virtually unpredictable genetically. However, breeding heavily pied specimens together generally produces a higher percentage of heavily pied offsprings than breeding lesser pied specimens together. Ultimately, the "pied" mutation causes the bird to lack a majority of the typical gray plumage on the breast, belly, and head. Thus "pied" cockatiels are characterised by the degree of their yellow or yellow-white colouring in these areas.


          It is important to know that, throughout Parrot species the ADMpied (AntiDiMorphic Pied) gene negates the male's ability from ever displaying his species' sexual-dimorphic features. Leading to ADMpied cockatiels being notoriously difficult to sex visually but being excellent examples for studies in genetic traits. However, in Mono-Morphic species (i.e. Conures, Lovebirds, Macaws, Rosellas...) the Anti-Di-Morphic (hence ADMpied) feature cannot be expressed but Piedness still is and in these species such Pied specimens are called either Recessivepied &/or Harlequin.


          Cinnamon and Opaline ("Pearled") mutations are sex-linked recessive. In Cinnamons, the melanin pigment is modified in such a way that eumelanin pigments are stopped at the brown stage of their development to becoming black. Here is an excellent description of the pearled cockatiel:


          
            The Pearl Cockatiels gene does not have any visual affect on the colour pigments in the bird but instead it affects the distribution of the colours that are already present. It actually decreases the spread of the grey family of pigments (melanin) and increases the spread of the yellow pigments (psittacins). Individual feathers over most of a pearled bird will have more of the yellow family of pigments visible giving them a scalloped pattern.

          


          It is especially interesting to note that males do not retain the pearled colourings. They soon lose this after their first molt. Though you may not be able to see this pattern, it is not essentially gone. It is only covered up by more grey pigment.


          There are a tremendous number of colour varieties (combined mutations), including ADMpied Cinnamon, Albino (ika Whitefaced Ino), Opaline Cinnamon (aka Pearled Cinnamon), Palefaced Lutino (aka Creamino), Whitefaced Cinnamon, Whitefaced Opaline (Pearl) and so on ...


          


          The Albino (ika Whitefaced Ino) Cockatiel is the exact genetic equivalent of any other Albino combination mutation in other Parrot species such as the Budgerigar, the celestial aka Pacific Parrotlet, the Indian-ringnecked aka Rose-ringed Parakeet, the splendid aka Scarlet-chested Parrot and the white-eye-ringed Lovebird species. This mutation is always produced by combining the genuine Whitefaced mutation (otherwise called Blue mutation in all Lories, Lorikeets &/or typical Parrot species) and Complete Albinistic (either NSLino &/or SL Ino) mutations together.


          Mutations can appear both individually or in a wide variety of combinations such as Albino (ika Whitefaced Ino), Pearled Lutino (aka PearlIno), Whitefaced Pied, Opaline-Cinnamon (aka Pearled-Cinnamon)... Still fairly hard to find is the rather new Yellow-suffused (ika 'Emerald &/or 'Olive') mutation. Cockatiels do not actually have green pigment to their plumage, thus Yellow-suffused specimens don't either. The yellow suffusion combined with underlying black (or brown in Cinnamon specimens) pigmentation produces an illusion of greenish tones giving rise to the genetically incorrect common names of 'Emerald &/or 'Olive' for this trait.


          Many mutations retain the normal features (black eyes, grey beak, grey feet/skin & black toe nails) of Wild-type (Grey) Cockatiel Parakeets. However,;


          Fallow & Ino mutations have pink to red eyes, pink feet, clear (pink) toe nails & pinkish-white beaks.


          Cinnamon specimens look quite alike the Wildtype (aka Normal Grey) specimens, with the exception of being pure-brown where Wildtypes are grey.


          Sex-linked mutations such as Cinnamon, Ino, Opaline, Platinum (ika 'Pallid') &/or SL-Yellowfaced have a higher ratio of female offspring to male due to the mode of inheritance from parents to offspring.
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          Cocoa is the dried and partially fermented fatty seed of the cacao tree from which chocolate is made. "Cocoa" can often also refer to the drink commonly known as hot chocolate; cocoa powder, the dry powder made by grinding cocoa seeds and removing the cocoa butter from the dark, bitter cocoa solids; or it may refer to the combination of both cocoa powder and cocoa butter together.


          A cacao pod has a rough leathery rind about 3 cm thick (this varies with the origin and variety of pod). It is filled with sweet, mucilaginous pulp called 'baba de cacao' in South America, enclosing 30 to 50 large almond-like seeds (beans) that are fairly soft and pinkish or purplish in colour.


          Cocoa should not be confused with the coca plant which can be used to create cocaine.


          


          History


          The cacao tree is native to the Americas. It may have originated in the foothills of the Andes in the Amazon and Orinoco basins of South America where today, examples of wild cacao still can be found. However, it may have had a larger range in the past, evidence for which may be obscured because of its cultivation in these areas long before, as well as after, the Spanish arrived. It may have been introduced into Central America by the ancient Mayas, and cultivated in Mexico by the Olmecs, then by the Toltecs and later by the Aztecs. It was a common currency throughout Mesoamerica and the Caribbean before the Spanish conquest.


          Cacao trees will grow in a limited geographical zone, of approximately 20 degrees to the north and south of the Equator. Nearly 70% of the world crop is grown in West Africa.


          Cocoa was an important commodity in Pre-Columbian Mesoamerica. Spanish chroniclers of the conquest of Mexico by Hernn Corts relate that when Montezuma II, emperor of the Aztecs, dined he took no other beverage than chocolate, served in a golden goblet and eaten with a golden spoon. Flavored with vanilla and spices, his chocolate was whipped into a froth that dissolved in the mouth. It is reported that Montezuma II may have consumed no fewer than 50 portions each day, and 200 more by the nobles of his court.


          Chocolate was introduced to Europe by the Spaniards and became a popular beverage by the mid 1600s. They also introduced the cacao tree into the West Indies and the Philippines.


          The cacao plant was first given its botanical name by Swedish natural scientist Carolus Linnaeus in his original classification of the plant kingdom, who called it Theobroma ("food of the gods") cacao.


          


          Production


          


          World production


          
            
              	Top Cocoa Producers

              in 2004
            


            
              	(million metric tons)
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              	1.33
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              	0.74
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              	0.43
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              	0.37
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              	0.17
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              	0.13
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              	0.09
            


            
              	World Total

              	3.6
            


            
              	Source:

              UN Food & Agriculture Organisation

              (FAO)
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          About 3,000,000 tonnes (3,000,000 LT/3,300,000 ST) of cocoa is produced each year. The global production was


          
            	
              
                	1,556,484t (1,531,902LT/1,715,730ST) in 1974,


                	1,810,611t (1,782,015LT/1,995,857ST) in 1984,


                	2,672,173t (2,629,970LT/2,945,567ST) in 1994,


                	3,607,052t (3,550,084LT/3,976,094ST) in 2004 (record).

              

            

          


          This is an increase of 131.7% in 30 years, representing a cumulative average growth rate (CAGR) of 2.8%.


          There are three main varieties of cacao: Forastero, Criollo, and Trinitario. The first comprises 95% of the world production of cacao, and is the most widely used. Overall, the highest quality cocoa beans come from the Criollo variety, which is considered a delicacy . Criollo plantations have lower yields than those of Forastero, and also tend to be less resistant to several diseases that attack the cocoa plant, hence very few countries still produce it. One of the largest producer of Criollo beans is Venezuela (Chuao and Porcelana). Trinitario is a hybrid between Criollo and Forastero varieties. It is considered of much higher quality than the latter, but has higher yields and is more resistant to disease than the former .


          The Netherlands is the leading cocoa processing country, followed by the U.S..


          Cocoa and its products (including chocolate) are used world-wide. Per Capita consumption is poorly understood with numerous countries claiming the highest: various reports state that Switzerland, Belgium, and the UK have the highest consumption, but because there is no clear mechanism to determine how much of a country's production is consumed by residents and how much by visitors, this is all speculative.


          The world's largest cocoa bean producing countries are as follows. The figure gives the production estimates for the 2006/7 season from the International Cocoa Organization. The percentage is the proportion of the world's total of 3.5 million tonnes for the relevant period.


          
            
              	Country

              	Amount produced

              	Percentage of world production
            


            
              	Cte dIvoire

              	1.3 million tonnes

              	37.4%
            


            
              	Ghana

              	720 thousand tonnes

              	20.7%
            


            
              	Indonesia

              	440 thousand tonnes

              	12.7%
            


            
              	Cameroon

              	175 thousand tonnes

              	5.0%
            


            
              	Nigeria

              	160 thousand tonnes

              	4.6%
            


            
              	Brazil

              	155 thousand tonnes

              	4.5%
            


            
              	Ecuador

              	118 thousand tonnes

              	3.4%
            


            
              	Dominican Republic

              	47 thousand tonnes

              	1.4%
            


            
              	Malaysia

              	30 thousand tonnes

              	0.9%
            

          


          


          Harvesting
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          When the pods ripen, they are harvested from the trunks and branches of the Cocoa tree with a curved knife on a long pole. The pod itself is green when ready to harvest, rather than red or orange. Normally, red or orange pods are considered of a lesser quality because their flavours and aromas are poorer; these are used for industrial chocolate. The pods are either opened on the field and the seeds extracted and carried to the fermentation area on the plantation, or the whole pods are taken to the fermentation area.


          


          Processing


          The harvested pods are opened with a machete, the pulp and cocoa seeds are removed and the rind is discarded. The pulp and seeds are then piled in heaps, placed in bins, or laid out on grates for several days. During this time, the seeds and pulp undergo "sweating", where the thick pulp liquefies as it ferments. The fermented pulp trickles away, leaving cocoa seeds behind to be collected. Sweating is important for the quality of the beans, which originally have a strong bitter taste. If sweating is interrupted, the resulting cocoa may be ruined; if underdone the cocoa seed maintains a flavor similar to raw potatoes and becomes susceptible to mildew.


          Some cocoa producing countries distill alcoholic spirits using the liquefied pulp.


          The fermented beans are dried by spreading them out over a large surface and constantly raking them. In large plantations, this is done on huge trays under the sun or by using artificial heat. Small plantations may dry their harvest on little trays or on cowhides. Finally, the beans are trodden and shuffled about (often using bare human feet) and sometimes, during this process, red clay mixed with water is sprinkled over the beans to obtain a finer colour, polish, and protection against molds during shipment to factories in the United States, the Netherlands, United Kingdom, and other countries. Drying in the sun is preferable to drying by artificial means, as no extraneous flavours such as smoke or oil are introduced which might otherwise taint the flavor.


          


          Chocolate production
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          To make 1 kg (2.2 pounds) of chocolate, about 300 to 600 beans are processed, depending on the desired cocoa content. In a factory, the beans are washed and roasted. Next they are cracked and then de-hulled by a "winnower". The resulting pieces of beans are called nibs, and are ground using various methods into a thick creamy paste, known as chocolate liquor or cocoa paste. This "liquor" is then further processed into chocolate by mixing in (more) cocoa butter and sugar (and sometimes lecithin as an emulsifier and vanilla), and then refining, conching and tempering. Or it can be separated into cocoa powder and cocoa butter using a hydraulic press or the Broma process. This process produces around 50% cocoa butter and 50% cocoa powder. Standard cocoa powder has a fat content of approximately 10-12 percent. Cocoa butter is used in chocolate bar manufacture, other confectionery, soaps, and cosmetics.


          Adding an alkali produces Dutch process cocoa powder, which is less acidic, darker and more mellow in flavor than what is generally available in most of the world. Regular (nonalkalized) cocoa is acidic, so when cocoa is treated with an alkaline ingredient, generally potassium carbonate, the pH drops. This process can be done at various stages during manufacturing, including during nib treatment, liquor treatment or press cake treatment.


          Another process that helps develop the flavor is roasting. Roasting can be done on the whole bean before shelling or on the nib after shelling. The time and temperature of the roast affect the result: A "low roast" produces a more-acid, aromatic flavor, while a high roast gives a more-intense, bitter flavor lacking complex flavor notes.


          


          Health benefits of cocoa consumption


          Chocolate and cocoa contain a high level of flavonoids, specifically epicatechin, which may have beneficial cardiovascular effects on health. The ingestion of flavonol-rich cocoa is associated with acute elevation of circulating nitric oxide, enhanced flow-mediated vasodilation, and augmented microcirculation.


          Prolonged intake of flavonol-rich cocoa has been linked to cardiovascular health benefits, though it should be noted that this refers to plain cocoa and dark chocolate. Milk chocolate's addition of whole milk reduces the overall cocoa content per ounce while increasing saturated fat levels, possibly negating some of cocoa's heart-healthy potential benefits. Nevertheless, studies have still found short term benefits in LDL cholesterol levels from dark chocolate consumption.


          Hollenberg and colleagues of Harvard Medical School studied the effects of cocoa and flavanols on Panama's Kuna Indian population, who are heavy consumers of cocoa. The researchers found that the Kuna Indians living on the islands had significantly lower rates of heart disease and cancer compared to those on the mainland who do not drink cocoa as on the islands. It is believed that the improved blood flow after consumption of flavanol-rich cocoa may help to achieve health benefits in hearts and other organs. In particular, the benefits may extend to the brain and have important implications for learning and memory.


          Foods rich in cocoa appear to reduce blood pressure but drinking green and black tea may not, according to an analysis of previously published research in the April 9, 2007 issue of Archives of Internal Medicine, one of the JAMA/Archives journals.


          


          Non-human animal consumption


          Chocolate is a food product with appeal not only to the human population, but to many different animals as well. However, chocolate and cocoa contain a high level of xanthines, specifically theobromine and to a much lesser extent caffeine, that are detrimental to the health of many animals, including dogs and cats. While these compounds have desirable effects in humans, they cannot be efficiently metabolized in many animals and can lead to cardiac and nervous system problems, and if consumed in high quantities, even lead to death. However, since the mid-2000s, some cocoa derivatives with a low concentration of xanthines, have been designed by specialized industry to be suitable for pet consumption, enabling the pet food industry to offer animal safe chocolate and cocoa flavored products. It results in products with a high concentration of fibre and proteins, while maintaining low concentrations of sugar and other carbohydrates; thus enabling it to be used to create healthy functional cocoa pet products.


          


          Sustainable Cocoa


          The sustainability of the cocoa economy is presently most problematic in the area of the production of cocoa beans. The main sustainability problem in the world cocoa economy is with the farmers. They are the most important, but also the most vulnerable link in the cocoa chain. To date, the use of cocoa beans (processing and manufacturing) and final consumption (almost exclusively in the form of chocolate) have been quite sustainable. However, there are certain deficiencies in the sustainability of processing and manufacturing, while the continued sustainability of final consumption is far from secure.


          The deficiencies in the sustainability of processing and manufacturing would appear to be mainly of a social character. A number of processing and manufacturing companies should further improve their performance in the area of corporate responsibility, with particular regard to the cocoa farming communities.


          In the past decades, final consumption of cocoa-based products, mainly chocolate, has been expanding at a growth rate of about 2.5% on average. This implies a doubling of consumption each 25 to 30 years. In recent years, this growth rate seems even to have increased, thanks to a switch of consumers to chocolate products with a high content of cocoa solids. However, some concerns of consumers and of authorities in consumer countries form a threat to a continued rapid expansion of consumption. Consumers are more and more concerned about food safety. These concerns are taken into consideration by the industry, in order to meet increasingly strict food standard regulations.


          Obesity, particularly among children, has become a major health problem and chocolate  a food product with a high calorie content  is considered to be part of the problem. Moreover, consumers increasingly want their food products to be produced in a socially acceptable way, with respect for the environment and providing an acceptable income to the farmers. However, the world cocoa economy does not seem to be sufficiently geared towards these consumer demands. This constitutes a threat to the sustainability of cocoa consumption.


          The major sustainability problem in the cocoa economy is the lack of economic sustainability of cocoa farming. There are problems of price instability and a declining trend in real cocoa prices. However, the core problem is the low income levels of cocoa farmers. A well-to-do cocoa farmer in West Africa has a cocoa farm of three hectares, with an average yield of around 650 kg. per hectare. The farm family has to handle around 50,000 cocoa pods, resulting in a net income of around US$ 2,000 to US$ 3,000, at best. For an average family size of six or seven, that amounts to US$ 300 to US$ 500 dollars per capita per year. Growing their own food, the family can achieve an income that comes to the poverty threshold of US$ 2 per capita per day, as established in the Millennium goals of the United Nations. Even in such circumstances, it is clearly not economically sustainable for the farmer to remain in cocoa farming. However, with a little less land and/or lower yields, the income of the family easily drops below the poverty line. This situation is not acceptable and clearly makes cocoa cultivation not economically sustainable.


          The lack of economic sustainability also results in shortfalls in both social and environmental sustainability of cocoa cultivation. Cocoa farmers in many producing countries do not enjoy the social amenities that would be considered sustainable in terms of the criteria formulated in the United Nations Millennium Development Goals. Living in rural areas, many farmers are denied access to basic infrastructure facilities, such as roads, electricity, potable water, medical services, education and other essential basic amenities. Due to a lack of genuine educational opportunities and poverty, the farm family often decides that the child should work on the farm. In some cases, this results in the occurrence of the worst forms of child labour, as defined by relevant ILO Conventions. This is not acceptable and if left unchecked, such occurrences give cocoa a bad name and might also negatively impact on the sustainability of consumption.


          The lack of economic sustainability also has a direct negative effect on environmental sustainability. Poor people cannot afford to care about the environment. For many decades, cocoa farmers have encroached on the forest, most of the time after the best trees had been cut down by logging companies. This has happened less in recent times, as there is less forest left and because many governments and communities take better care of the remaining forests. Usually, use of current inputs, such as chemical fertilizers and pesticides, by farmers is limited. This also explains why most farmers have only limited knowledge of the most appropriate ways of using such inputs. Therefore, considerable work remains to be done in this area.


          


          Roundtable for a Sustainable Cocoa Economy (RSCE)


          This initiative, called the Roundtable for a Sustainable Cocoa Economy (RSCE), has developed from the growing requirement to face the challenges posed by sustainability and the need to adopt a holistic approach in addressing this very complex topic. It was launched in 2007 by the International Cocoa Organization (ICCO) and is steered by an independent working group with representation of major stakeholders. The mission of the Roundtable is to establish a participatory and transparent process towards economic, environmental and social sustainability in the global cocoa economy. The 1st Roundtable in 2007 brought together more than 200 stakeholders representing 25 countries, including cocoa farmers, government officials from cocoa producing and consuming countries, traders, chocolate manufacturers, donor organizations and national and international NGOs. The 2nd Roundtable will continue this open and transparent approach.


          


          The social pillar of sustainable cocoa


          
            	Children work in the cocoa production industry. According to an International Labor Organization report, in 2002 more than 109,000 children were working on cocoa farms in Cte d'Ivoire (Ivory Coast), some of them in 'the worst forms of child labor'. The International Labor Organization later reported that 200,000 children were working in the cocoa industry in Ivory Coast in 2005.


            	The first allegations that child slavery is used in cocoa production appeared in 1998. The 2005 International Labor Organization report failed to fully characterize this problem, but estimated that up to 6% of the 200,000 children involved in cocoa production could be the victims of human trafficking or slavery . (See Economics of cocoa).


            	See Cocoa Protocol for efforts to end these practices. The Cocoa Protocol has been criticized by some groups including the International Labor Rights Fund as an industry initiative which falls short.

          


          


          Projects for sustainable cocoa


          
            	Cocoa farmers in many countries lack information on production and marketing practices to help them improve their livelihoods. Charities such as the World Cocoa Foundation helps to support sustainable cocoa efforts through public-private partnerships such as IITA's sustainable tree crops program (STCP) in cocoa growing regions.

          


          


          Cocoa trading


          Cocoa beans, Cocoa butter and cocoa powder are traded on two world exchanges: London and New York. The London market is based on West African cocoa and New York on cocoa predominantly from South East Asia. Cocoa is the world's smallest soft commodity market. The futures price of cocoa butter and cocoa powder is determined by multiplying the bean price by a ratio. The combined butter and powder ratio has tended to be around 3.5. If the combined ratio falls below 3.2 or so, production ceases to be economically viable and some factories cease extraction of butter and powder and trade exclusively in cocoa liquor.


          Image:WikCOCOA.jpg


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cocoa"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Coconut


        
          

          
            
              	Coconut Palm Trees
            


            
              	
                [image: Coconut Palms (Cocos nucifera)]


                
                  Coconut Palms (Cocos nucifera)
                

              
            


            
              	Conservation status
            


            
              	
                
                  Secure
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Liliopsida

                  


                  
                    	Order:

                    	Arecales

                  


                  
                    	Family:

                    	Arecaceae

                  


                  
                    	Subfamily:

                    	Arecoideae

                  


                  
                    	Tribe:

                    	Cocoeae

                  


                  
                    	Genus:

                    	Cocos

                  


                  
                    	Species:

                    	C. nucifera

                  

                

              
            


            
              	Binomial name
            


            
              	Cocos nucifera

              L.
            

          


          
            [image: Coconut germinating on Black Sand Beach, Island of Hawaii]

            
              Coconut germinating on Black Sand Beach, Island of Hawaii
            

          


          The Coconut Palm (Cocos nucifera) is a member of the Family Arecaceae (palm family). It is the only species in the genus Cocos, and is a large palm, growing to 30 m tall, with pinnate leaves 4-6 m long, pinnae 60-90 cm long; old leaves break away cleanly leaving the trunk smooth. The term coconut refers to the fruit of the coconut palm. An alternate spelling is cocoanut.


          The coconut palm is grown throughout the tropical world, for decoration as well as for its many culinary and non-culinary uses; virtually every part of the coconut palm has some human uses.


          


          Origins and cultivation
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          The origins of this plant are the subject of controversy, with most authorities claiming it is native to South Asia (particularly the Ganges Delta), while others claim its origin is in northwestern South America. Fossil records from New Zealand indicate that small, coconut-like plants grew there as long as 15 million years ago. Even older fossils have been uncovered in Rajasthan, Tamil Nadu, Kerala, Maharashtra, (India) and the oldest known so far in Khulna, Bangladesh. Regardless of its origin, the coconut has spread across much of the tropics, probably aided in many cases by sea-faring peoples. The fruit is light and buoyant and presumably spread significant distances by marine currents. Fruits collected from the sea as far north as Norway have been found to be viable (and subsequently germinated under the right conditions). In the Hawaiian Islands, the coconut is regarded as a Polynesian introduction, first brought to the islands by early Polynesian voyagers from their homelands in the South Pacific. They are now ubiquitous to most of the planet between 26N and 26S. The coconut palm thrives on sandy soils and is highly tolerant of salinity. It prefers areas with abundant sunlight and regular rainfall (1,500 to 2,500 mm annually), which makes colonizing shorelines of the tropics relatively straightforward. Coconuts also need high humidity (7080%+) for optimum growth, which is why they are rarely seen in areas with low humidity, like the Mediterranean, even where temperatures are high enough (regularly above 24C). They are very hard to establish in dry climates and cannot grow there without frequent irrigation; in drought conditions, the new leaves do not open well, and older leaves may become desiccated; fruit also tends to be shed. They may grow but not fruit properly in areas where there is not sufficient warmth, like Bermuda.


          
            [image: Coconut and copra output in 2005]

            
              Coconut and copra output in 2005
            

          


          
            [image: A man climbing a palm to harvest coconuts. Behind the palm a young plant is visible.]

            
              A man climbing a palm to harvest coconuts. Behind the palm a young plant is visible.
            

          


          Coconut palms require warm conditions for successful growth, and are intolerant of cold weather. Optimum growth is with a mean annual temperature of 27C(80.6F), and growth is reduced below 21C(69.8F). Some seasonal variation is tolerated, with good growth where mean summer temperatures are between 2837 C (82.4-98.6 F), and survival as long as winter temperatures are above 412 C (39.2-53.6 F); they will survive brief drops to 0 C(32F). Severe frost is usually fatal, although they have been known to recover from temperatures of -4 C(24.8F).


          The flowers of the coconut palm are polygamomonoecious, with both male and female flowers in the same inflorescence. Flowering occurs continuously, with female flowers producing seeds. Coconut palms are believed to be largely cross- pollinated, although some dwarf varieties are self-pollinating.


          


          Pests and diseases


          Coconuts are susceptible to the phytoplasma disease lethal yellowing. One recently selected cultivar, 'Maypan', has been bred for resistance to this disease. The fruit may also be damaged by eriophyid mites. The coconut is also used as a food plant by the larvae of many Lepidoptera ( butterfly and moth) species, including the following Batrachedra spp: B. arenosella, B. atriloqua (feeds exclusively on Cocos nucifera), B. mathesoni (feeds exclusively on Cocos nucifera), and B. nuciferae.


          Brontispa longissima (the "Coconut leaf beetle") feeds on young leaves and damages seedlings and mature coconut palms. On September 27, 2007, Philippines' Metro Manila and 26 provinces were quarantined due to having been infested with this pest (to save the $800-million Philippine coconut industry).


          


          Growing in the United States


          The only two states in the U.S. where coconut palms can be grown and reproduced outdoors without irrigation are Hawaii and Florida. Coconut palms will grow from Bradenton southwards on Florida's west coast and Melbourne southwards on Florida's east coast. The occasional coconut palm is seen north of these areas in favoured microclimates in the Tampa-St. Petersburg-Clearwater metro area and around Cape Canaveral. They may likewise be grown in favoured microclimates in the Rio Grande Valley area of Deep South Texas near Brownsville and on Galveston Island. They may reach fruiting maturity, but are damaged or killed by the occasional winter freezes in these areas. While coconut palms flourish in south Florida, unusually bitter cold snaps can kill or injure coconut palms there as well. Only the Florida Keys and the coastlines provide safe havens from the cold as far as growing coconut palms on the U.S. mainland.


          The farthest north in the United States a coconut palm has been known to grow outdoors is in Newport Beach, California along the Pacific Coast Highway. In order for coconut palms to survive in Southern California they need sandy soil and minimal water in the winter to prevent root rot, and would benefit from root heating coils.


          


          Coconut production in the Middle East


          The main coconut producing area in the Middle East is the Dhofar region of Oman. Particular the area around Salalah maintains large coconut plantations similar to those found across the Arabian Sea.The large coconut grooves of Dhofar are already mentioned by the medieval Moroccan traveller Ibn Battuta in his writings known as Al Rihla .This is possible due to an annual rainy season known locally as Khareef.Coconut are also increasingly grown for decorative purposes along the coasts of UAE and Saudi Arabia with the help of irrigation. The UAE has however imposed strict laws on mature coconut tree imports from other countries to reduce the spreading of pests that can spread to other native palm trees such as the date palm .


          


          Production


          Indonesia is the world leader in coconut production followed closely by the exponentially increasing product of the Philippines. Then, in a distant third India.
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              	Footnote
            


            
              	[image: Flag of Indonesia]Indonesia

              	1,474,172

              	C

              	16,300,000

              	F
            


            
              	[image: Flag of the Philippines]Philippines

              	1,311,380

              	C

              	14,500,000

              	F
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              	859,180

              	C

              	9,500,000

              	F
            


            
              	[image: Flag of Brazil]Brazil

              	274,380

              	C

              	3,033,830

              	
            


            
              	[image: Flag of Sri Lanka]Sri Lanka

              	176,358

              	C

              	1,950,000

              	F
            


            
              	[image: Flag of Thailand]Thailand

              	135,660

              	C

              	1,500,000

              	F
            


            
              	[image: Flag of Mexico]Mexico

              	86,732

              	C

              	959,000

              	F
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              	85,014

              	C

              	940,000

              	F
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              	64,212

              	C

              	710,000

              	F
            


            
              	[image: Flag of Papua New Guinea]Papua New Guinea

              	58,786

              	C

              	650,000

              	F
            


            
              	
                No symbol = official figure, F = FAO estimate, * = Unofficial figure, C = Calculated figure;


                Production in Int $1000 have been calculated based on 1999-2001 international prices

                Source: Food And Agricultural Organization of United Nations: Economic And Social Department: The Statistical Devision

              
            

          


          



          


          The fruit


          
            
              	Coconut, meat, raw

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 350 kcal  1480 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	15.23 g
                  


                  
                    	- Sugars 6.23 g
                  


                  
                    	- Dietary fibre 9.0 g 
                  


                  
                    	Fat

                    	33.49 g
                  


                  
                    	- saturated 29.70 g
                  


                  
                    	- monounsaturated 1.43 g 
                  


                  
                    	- polyunsaturated 0.37 g 
                  


                  
                    	Protein

                    	3.3 g
                  


                  
                    	Thiamin (Vit. B1) 0.066 mg 

                    	5%
                  


                  
                    	Riboflavin (Vit. B2) 0.02 mg 

                    	1%
                  


                  
                    	Niacin (Vit. B3) 0.54 mg 

                    	4%
                  


                  
                    	Pantothenic acid (B5) 0.300 mg

                    	6%
                  


                  
                    	Vitamin B6 0.054 mg

                    	4%
                  


                  
                    	Folate (Vit. B9) 26 g

                    	7%
                  


                  
                    	Vitamin C 3.3 mg

                    	6%
                  


                  
                    	Calcium 14 mg

                    	1%
                  


                  
                    	Iron 2.43 mg

                    	19%
                  


                  
                    	Magnesium 32 mg

                    	9%
                  


                  
                    	Phosphorus 113 mg

                    	16%
                  


                  
                    	Potassium 356 mg 

                    	8%
                  


                  
                    	Zinc 1.1 mg

                    	11%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
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          Botanically, a coconut is a simple dry nut known as a fibrous drupe. The husk, or mesocarp, is composed of fibres called coir and there is an inner stone, or endocarp. The endocarp is the hardest part. This hard endocarp, the outside of the coconut as sold in the shops of non-tropical countries, has three germination pores that are clearly visible on the outside surface once the husk is removed. It is through one of these that the radicle emerges when the embryo germinates. Adhering to the inside wall of the endocarp is the testa, with a thick albuminous endosperm (the coconut "meat"), the white and fleshy edible part of the seed.


          Although coconut meat contains less fat than other dry nuts such as peanuts and almonds, it is noted for its high amount of saturated fat. Approximately 90% of the fat found in coconut meat is saturated, a proportion exceeding that of foods such as lard, butter, and tallow. However, there has been some debate as to whether or not the saturated fat in coconuts is healthier than the saturated fat found in other foods (see coconut oil for more information). Coconut meat also contains less sugar and more protein than popular fruits such as bananas, apples and oranges, and it is relatively high in minerals such as iron, phosphorus and zinc.


          The endosperm surrounds a hollow interior space, filled with air and often a liquid referred to as coconut water, not to be confused with coconut milk. Coconut milk, called "santan" in Malay, is made by grating the endosperm and mixing it with (warm) water. The resulting thick, white liquid is used in much Asian cooking, for example, in curries. Coconut water from the unripe coconut, however, can be drunk fresh. Young coconuts used for coconut water are called tender coconuts. The water of a tender coconut is liquid endosperm. It is sweet (mild) with aerated feel when cut fresh. Depending on the size a tender coconut could contain the liquid in the range of 300 to 1,000 ml. It is known in Tamil/Malayalam/Kannada as "elaneer".


          When viewed on end, the endocarp and germination pores give the fruit the appearance of a coco (also Cca), a Portuguese word for a scary witch from Portuguese folklore, that used to be represented as a carved vegetable lantern, hence the name of the fruit. The specific name nucifera is Latin for nut-bearing.


          When the coconut is still green, the endosperm inside is thin and tender, often eaten as a snack. But the main reason to pick the nut at this stage is to drink its water; a big nut contains up to one liter.
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              A mature coconut's interior
            

          


          The meat in a young coconut is softer and more like gelatin than a mature coconut, so much so, that it is sometimes known as coconut jelly. When the nut has ripened and the outer husk has turned brown, a few months later, it will fall from the palm of its own accord. At that time the endosperm has thickened and hardened, while the coconut water has become somewhat bitter.
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              Coconuts sundried in Kozhikode, Kerala for making copra, which is used for making coconut oil
            

          


          When the nut is still green the husk is very hard, but green nuts only fall if they have been attacked by moulds, etc. By the time the nut naturally falls, the husk has become brown, the coir has become drier and softer, and the nut is less likely to cause damage when it drops. Still, there have been instances of coconuts falling from palms and injuring people, and claims of some fatalities. This was the subject of a paper published in 1984 that won the Ig Nobel Prize in 2001. Falling coconut deaths are often used as a comparison to shark attacks; the claim is often made that a person is more likely to be killed by a falling coconut than by a shark. However, there is no evidence of people being killed in this manner. However William Wyatt Gill, an early LMS missionary on Mangaia recorded a story in which Kaiara, the concubine of King Tetui, was killed by a falling green nut. The offending palm was immediately cut down. This was around 1777, the time of Captain Cook's visit.


          In some parts of the world, trained pig-tailed macaques are used to harvest coconuts. Training schools for pig-tailed macaques still exist both in southern Thailand and in the Malaysian state of Kelantan. Competitions are held each year to find the fastest harvester.


          


          The shell


          
            
              	
                Coconut shell compound

                (dry basis)

              
            


            
              	Compound

              	Percent
            


            
              	Cellulose

              	33.61
            


            
              	Lignin

              	36.51
            


            
              	Pentosans

              	29.27
            


            
              	Ash

              	0.61
            


            
              	Source: Jasper Guy Woodroof (1979). "Coconuts: Production, Processing, Products". 2nd ed. AVI Publishing Co. Inc.
            

          


          



          
            
              	Coconut shell ash compound
            


            
              	Compound

              	Percent
            


            
              	K2O

              	45.01
            


            
              	Na2O

              	15.42
            


            
              	CaO

              	6.26
            


            
              	MgO

              	1.32
            


            
              	Fe2O3 + Al2O3

              	1.39
            


            
              	P2O5

              	4.64
            


            
              	SO3

              	5.75
            


            
              	SiO2

              	4.64
            


            
              	Source: Jasper Guy Woodroof (1979). "Coconuts: Production, Processing, Products". 2nd ed. AVI Publishing Co. Inc.
            

          


          



          


          The roots


          The palm has no tap root nor does it have root hairs. Instead, the palm has a fibrous root system .


          


          Uses


          Nearly all parts of the coconut palm are useful, and the palms have a comparatively high yield, up to 75 fruits per year; it therefore has significant economic value. The name for the coconut palm in Sanskrit is kalpa vriksha, which translates as "the tree which provides all the necessities of life". In Malay, the coconut is known as pokok seribu guna, "the tree of a thousand uses". In the Philippines, the coconut is commonly given the title " Tree of Life". It its theorised that if you were to become stranded on a desert island populated by palm trees, you could survive purely on the tree and coconut alone, as the coconut provides all of the required natural properties for survival.
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              A relatively young coconut which has been served in a hawker centre in Singapore with a straw with which to drink its coconut water.
            

          


          Uses of the various parts of the palm include:


          


          Culinary


          
            	The white, fleshy part of the seed is edible and used fresh or dried in cooking.


            	Sport fruits are also harvested, primarily in the Philippines, where they are known as macapuno. They are sold in jars as "gelatinous mutant coconut" cut into balls or strands.


            	The cavity is filled with coconut water which contains sugar, fibre, proteins, antioxidants, vitamins and minerals. Coconut water provides an isotonic electrolyte balance, and is a highly nutritious food source. It is used as a refreshing drink throughout the humid tropics and is also used in isotonic sports drinks. It can also be used to make the gelatinous dessert nata de coco. Mature fruits have significantly less liquid than young immature coconuts; barring spoilage, coconut water is sterile until opened.


            	Coconut milk is made by processing grated coconut with hot water or milk, which extracts the oil and aromatic compounds. It should not be confused with the coconut water discussed above, and has a fat content of approximately 17%. When refrigerated and left to set, coconut cream will rise to the top and separate out the milk. The milk is used to produce virgin coconut oil by controlled heating and removing the oil fraction. Virgin coconut oil is found superior to the oil extracted from copra for cosmetic purposes.


            	The leftover fibre from coconut milk production is used as livestock feed.


            	The smell of coconuts comes from the 6-pentyloxan-2-one molecule, known as delta-decalactone in the food and fragrance industry.


            	The sap derived from incising the flower clusters of the coconut is fermented to produce palm wine, also known as "toddy" or, in the Philippines, tuba. The sap can also be reduced by boiling to create a sweet syrup or candy.


            	Apical buds of adult plants are edible and are known as "palm-cabbage" or heart-of-palm. It is considered a rare delicacy, as the act of harvesting the bud kills the palm. Hearts of palm are eaten in salads, sometimes called "millionaire's salad".


            	Ruku Raa is an extract from the young bud, a very rare type of nectar collected and used as morning break drink in the islands of Maldives reputed for its energetic power keeping the "raamen" (nectar collector) healthy and fit even over 80 and 90 years old. And by-products are sweet honey-like syrup and creamy sugar for desserts.


            	Newly germinated coconuts contain an edible fluff of marshmallow-like consistency called coconut sprout, produced as the endosperm nourishes the developing embryo.


            	In the Philippines, rice is wrapped in coco leaves for cooking and subsequent storage - these packets are called puso.
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              	Conservation status
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                  Data Deficient( IUCN 2.3)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Arthropoda

                  


                  
                    	Subphylum:

                    	Crustacea

                  


                  
                    	Class:

                    	Malacostraca

                  


                  
                    	Superorder:

                    	Eucarida

                  


                  
                    	Order:

                    	Decapoda

                  


                  
                    	Suborder:

                    	Pleocyemata

                  


                  
                    	Infraorder:

                    	Anomura

                  


                  
                    	Superfamily:

                    	Paguroidea

                  


                  
                    	Family:

                    	Coenobitidae

                  


                  
                    	Genus:

                    	Birgus

                  


                  
                    	Species:

                    	B. latro
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              	Synonyms
            


            
              	
                Burgus latro ( lapsus)

              
            

          


          The coconut crab (Birgus latro) is the largest land-living arthropod in the world. It is a highly apomorphic hermit crab and is known for its ability to crack coconuts with its strong pincers in order to eat the contents. It is the only species of the genus Birgus.


          It is also called the robber crab or palm thief, because some coconut crabs are rumored to steal shiny items such as pots and silverware from houses and tents. Another name is "terrestrial hermit crab", due to the use of shells by the young animals; however, there are other terrestrial hermit crabs which do not get rid of the shell even as adults. These - typically in the closely related genus Coenobita - are the animals usually called "terrestrial hermit crab"; given the close relationship between Coenobita and Birgus the term would generally refer to any member of the Coenobitidae.


          The coconut crab also has a range of local names. For example ayuyu on Guam, and unga or kaveu in the Cook Islands. On Guam, it is sometimes referred to as a " taotaomo'na coconut crab" because of the traditional belief that ancestral spirits can return in the form of animals such as the ayuyu (coconut crab).


          


          Physical description
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          Reports about the size of Birgus latro vary, but most references give a weight of up to 4kg (8.8lb), a body length of up to 40cm (16in), and a leg span of around 20cm (0.66ft), with males generally being larger than females. It is believed that this is near the theoretical limit for a terrestrial arthropod. They can reach an age of up to 3060 years (references vary).


          The body of the coconut crab is, like that of all decapods, divided into a front section ( cephalothorax), which has 10 legs, and an abdomen. The front-most pair of legs has large claws used to open coconuts, and these claws ( chelae) can lift objects up to 29kg (64lb) in weight. The next two pairs, as with other hermit crabs, are large, powerful walking legs which allow coconut crabs to climb vertically up trees (often coconut palms) up to 6 m high. The fourth pair of legs is smaller with tweezer-like chelae at the end, allowing young crabs to grip the inside of a shell or coconut husk to carry for protection; adults use this pair for walking and climbing. The last pair of legs is very small and serves only to clean the breathing organs. These legs are usually held inside the carapace, in the cavity containing the breathing organs. There is some difference in colour between the animals found on different islands, ranging from light violet through deep purple to brown.


          Although Birgus latro is a derived type of hermit crab, only the juveniles use salvaged snail shells to protect their soft abdomens, and adolescents sometimes use broken coconut shells to protect their abdomens. Unlike other hermit crabs, the adult coconut crabs do not carry shells, but instead harden their abdominal armor by depositing chitin and chalk. They also bend their tails underneath their bodies for protection, as do most true crabs. The hardened abdomen protects the coconut crab and reduces water loss on land, but has to be moulted at periodic intervals. Moulting takes about 30 days, during which the animal's body is soft and vulnerable, and it stays hidden for protection.


          


          Breathing


          Except as larvae, coconut crabs cannot swim and even small specimens will drown in water. They use a special organ called a branchiostegal lung to breathe. This organ can be interpreted as a developmental stage between gills and lungs, and is one of the most significant adaptations of the coconut crab to its habitat. The chambers of this breathing organ are located in the rear of the cephalothorax. They contain a tissue similar to that found in gills, but suited to the absorption of oxygen from air, rather than water. They use their last, smallest pair of legs to clean these breathing organs, and to moisten them with seawater. The organs require water to function, and the crab provides this by stroking its wetted legs over the spongy tissues nearby. Coconut crabs may also drink salt water, using the same technique to transfer water to their mouths.


          In addition to this breathing organ, the coconut crab has an additional rudimentary set of gills. However, while these gills were probably used to breathe under water in the evolutionary history of the species, they no longer provide sufficient oxygen, and an immersed coconut crab will drown within a few minutes (reports vary, probably depending on the levels of stress and exercise and the resulting oxygen consumption).


          


          Smelling


          Another distinctive organ of the coconut crab is its " nose". The process of smelling works very differently depending whether the smelled molecules are hydrophilic molecules in water or hydrophobic molecules in air. As most crabs live in the water, they have specialized organs called aesthetascs on their antennae to determine both the concentration and the direction of a smell. However, as coconut crabs live on the land, the aesthetascs on their antennae differ significantly from those of other crabs and look more like the smelling organs of insects, called sensilia. While insects and the coconut crab originate from different evolutionary paths, the same need to detect smells in the air led to the development of remarkably similar organs, making it an example of convergent evolution. Coconut crabs also flick their antennae as insects do to enhance their reception. They have an excellent sense of smell and can detect interesting odours over large distances. The smell of rotting meat, bananas and coconuts, potential food sources, catch their attention especially.


          


          Reproduction


          Coconut crabs mate frequently and quickly on dry land in the period from May to September, especially in July and August. The male and the female fight with each other, and the male turns the female on her back to mate. The whole mating procedure takes about 15 minutes. Shortly thereafter, the female lays her eggs and glues them to the underside of her abdomen, carrying the fertilized eggs underneath her body for a few months. At the time of hatching, usually October or November, the female coconut crab releases the eggs into the ocean at high tide. The larvae are of the zoea type, as usual for decapod crustaceans. It is reported that all coconut crabs do this on the same night, with many females on the beach at the same time.


          The larvae float in the ocean for 28 days, during which a large number of them are eaten by predators. Afterwards, they live on the ocean floor and on the shore as hermit crabs, using discarded shells for protection for another 28 days. At that time, they sometimes visit dry land. As with all hermit crabs, they change their shells as they grow. After these 28 days, they leave the ocean permanently and lose the ability to breathe in water. Young coconut crabs that cannot find a seashell of the right size also often use broken coconut pieces. When they outgrow even coconut shells, they develop a hardened abdomen. About 4 to 8 years after hatching the coconut crab matures and can reproduce. This is an unusually long development period for a crustacean.


          


          Diet
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          The diet of coconut crabs consists primarily of fruit, including coconuts (Cocos nucifera) and figs (Ficus species). However, they will eat nearly anything organic, including leaves, rotten fruit, tortoise eggs, dead animals, and the shells of other animals, which are believed to provide calcium. They may also eat live animals that are too slow to escape, such as freshly hatched sea turtles. During a tagging experiment, one coconut crab was observed catching and eating a Polynesian Rat (Rattus exulans). Coconut crabs often try to steal food from each other and will pull their food into their burrows to be safe while eating.


          The coconut crab climbs trees to eat coconuts or fruit, to escape the heat or to escape predators. It is a common perception that the coconut crab cuts the coconuts from the tree to eat them on the ground (hence the German name Palmendieb, which literally means "palm thief," and the Dutch Klapperdief). However, according to the late German biologist Holger Rumpf (sometimes spelled Rumpff) the animal is not intelligent enough for such a planned action, and rather accidentally drops a coconut while attempting to open it on the tree. Coconut crabs cut holes into coconuts with their strong claws and eat the contents; this behaviour is unique in the animal kingdom.


          Thomas Hale Streets discussed the behaviour in 1877 - while at the same time doubting that the crab would climb trees to get at the nuts. And in the 1980s Holger Rumpf was able to confirm Streets' report, observing and studying how the crabs open coconuts in the wild. The animal has developed a special technique to do so: if the coconut is still covered with husk, it will use its claws to rip off strips, always starting from the side with the three germination pores, the group of three small circles found on the outside of the coconut. Once the pores are visible, the crab will bang its pincers on one of them until they break. Afterwards, it will turn around and use the smaller pincers on its other legs to pull out the white flesh of the coconut. Using their strong claws, larger individuals can even break the hard coconut into smaller pieces for easier consumption.


          


          Habitat and distribution
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          Coconut crabs live alone in underground burrows and rock crevices, depending on the local terrain. They dig their own burrows in sand or loose soil. During the day, the animal stays hidden, to protect itself from predators and reduce water loss from heat. The crabs' burrows contain very fine yet strong fibers of the coconut husk which the animal uses as bedding; this was collected by locals who cherished the material for handicraft. While resting in its burrow, the coconut crab closes the entrance with one of its claws to create the moist microclimate within the burrow necessary for its breathing organs. In areas with a large coconut crab population, some may also come out during the day, perhaps to gain an advantage in the search for food. Coconut crabs will also sometimes come out during the day if it is moist or raining, since these conditions allow them to breathe more easily. They live almost exclusively on land, and some have been found up to 6km from the ocean.


          Coconut crabs live in areas from the Indian to the central Pacific Ocean. Christmas Island in the Indian Ocean has the largest and best-preserved population in the world. Other Indian Ocean populations exist on the Seychelles, especially Aldabra, Glorioso Islands, Astove Island, Assumption Island and Cosmoledo, but the coconut crab is extinct on the central islands. They are also known on several of the Andaman and Nicobar Islands in the Bay of Bengal. Large numbers roam freely in the British-owned Chagos Archipelago, also known as the British Indian Ocean Territories (BIOT). They are protected on these islands from being hunted and/or eaten, with fines of up to 1500 British pounds (roughly $3000 USD) per crab consumed. On Mauritius and Rodrigues they are extinct.


          In the Pacfic, its range only became known by and by. Charles Darwin was still believing that it was only found on "a single coral island north of the Society group." But the crab is actually far more widespread, though certainly not abundant on each and every Pacific island it inhabits. Large populations exist on the Cook Islands, especially Pukapuka, Suwarrow, Mangaia, Takutea, Mauke, Atiu, and Palmerston Island. These are close to the eastern limit of its range, as are the Line Islands of Kiribati, where the crab is especially frequent on Teraina (Washington Island) with its abundant Coconut Palm forest, and on Caroline Island.


          As they cannot swim as adults, coconut crabs over time must have colonized the islands as larvae, which can swim. However, due to the large distances between the islands, some researchers believe a larvae stadium of 28 days is not enough to travel the distance and they assume juvenile coconut crabs reached other islands on driftwood and other flotsam.


          The distribution shows some gaps, as for example around Borneo, Indonesia or New Guinea. These islands were within easy reach of the crab, and also have a suitable habitat, yet have no coconut crab population. This is due to the coconut crabs being eaten to extinction by people. However, coconut crabs are known to live on the islands of the Wakatobi Marine National Park in Sulawesi, Indonesia.


          


          Relationship with humans


          This hermit crab with its intimidating size and strength has a special position in the culture of many human societies which share its range. The Coconut crab is admired for its strength, and it is said that villagers use this animal to guard their coconut plantations. The coconut crab, especially if it is not yet fully grown, is also sold as a pet, for example in Tokyo. The cage must be strong enough that the animal cannot use its powerful claws to escape. Should a coconut crab pinch a person, this is not only painful but the frightened crab will usually hold fast. Thomas Hale Streets reports the following trick, used by Micronesians of the Line Islands, to get a coconut crab to loosen its grip:


          
            
              [I]t may be interesting to know that in such a dilemma a gentle titillation of the under soft parts of the body with any light material will cause the crab to loose his hold.

            


            
              
            

          


          The coconut crab is eaten by the Pacific islanders, and is considered a delicacy and an aphrodisiac, with a taste similar to lobster and crab meat. The most prized parts are the eggs inside the female coconut crab and the fat in the abdomen. Coconut crabs can be cooked in a similar way to lobsters, by boiling or steaming. Different islands also have a variety of recipes, as for example coconut crab cooked in coconut milk. While the coconut crab itself is not innately poisonous, it may become so depending on its diet, and cases of coconut crab poisoning have occurred. It is believed that the poison comes from plant toxins, which would explain why some animals are poisonous and others not. Reputedly this poison is considered an aphrodisiac, similar to the highly poisonous pufferfish eaten in Japan. However, coconut crabs are not a commercial product and are usually not sold.


          Children sometimes play with coconut crabs by placing some wet grass at an angle on a palm tree that contains a coconut crab. When the animal climbs down, it believes the grass is the ground, releases its grip on the tree, and subsequently falls.


          


          Status and conservation


          According to the IUCN Red List criteria, there is not enough data at present to decide if the coconut crab is an endangered species, and therefore it is provisionally listed as DD (data deficient), cautioning that this assessment is in need of update. However, according to some reports the populations are quite large, with one of the largest populations being on Caroline Island. It is believed that the coconut crab is quite common on some islands, but rather rare on others. Coastal development on many islands reduces the natural habitat of the crab.


          The juvenile coconut crab is vulnerable to introduced carnivores such as rats and pigs, and ants such as the yellow crazy ant (Anoplolepis gracilipes). Adult coconut crabs have few natural predators, and significant numbers are eaten only by people. The adults have poor eyesight, and detect enemies based on ground vibration.


          Overall, it seems that large human populations have a negative effect on the coconut crab population, and in some areas, populations are reported to be declining due to over-harvesting. The coconut crab is protected in some areas, with minimum sizes for taking and a protected breeding period.
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          Coconut oil, also known as coconut butter, is a tropical oil with many applications. It is extracted from copra (derived from the word "kopra" which means dried coconut). Coconut oil constitutes seven percent of the total export income of the Philippines, the world's largest exporter of the product.


          Coconut oil was developed as a commercial product by merchants in the South Seas and South Asia in the 1860s.


          


          Physical properties


          Coconut oil is a fat consisting of about 90% saturated fat. The oil contains predominantly medium chain triglycerides, with roughly 92% saturated fatty acids, 6% monounsaturated fatty acids, and 2% polyunsaturated fatty acids. Of the saturated fatty acids, coconut oil is primarily 44.6% lauric acid, 16.8% myristic acid a 8.2% palmitic acid and 8% caprylic acid, although it contains seven different saturated fatty acids in total. Its only monounsaturated fatty acid is oleic acid while its only polyunsaturated fatty acid is linoleic acid.


          Unrefined coconut oil melts at 24-25C (76F) and smokes at 170C (350F), while refined coconut oil has a higher smoke point of 232C (450F).


          Among the most stable of all oils, coconut oil is slow to oxidize and thus resistant to rancidity, lasting up to two years due to its high saturated fat content. In order to extend shelf life, it is best stored in solid form (i.e. below 24.5C [76F]).


          


          Types of oil available


          


          Virgin coconut oil


          Virgin coconut oil is derived from fresh coconuts (rather than dried, as in copra). Most oils marketed as "virgin" are produced one of three ways:


          
            	Quick drying of fresh coconut meat which is then used to press out the oil.


            	Wet-milling (coconut milk). With this method the oil is extracted from fresh coconut meat without drying first. "Coconut milk" is expressed first by pressing. The oil is then further separated from the water. Methods which can be used to separate the oil from the water include boiling, fermentation, refrigeration, enzymes and mechanical centrifuge.


            	Wet-milling (direct micro expelling). In this process, the oil is extracted from fresh coconut meat after the adjustment of the water content, then the pressing of the coconut flesh results in the direct extraction of free-flowing oil.

          


          Unlike olive oil, there is no world or governing body that sets a standard definition or set of guidelines to classify coconut oil as "virgin". The Philippines has established a Department of Science and Technology (DOST) governmental standard.


          


          Refined oil
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          Refined coconut oil is referred to in the coconut industry as RBD (refined, bleached, and deodorized) coconut oil. The starting point is "copra", the dried coconut meat. Copra can be made by smoke drying, sun drying, or kiln drying. The unrefined coconut oil extracted from copra (called "crude coconut oil") is not suitable for consumption and must be refined.


          


          Hydrogenated oil


          Coconut oil is often partially or fully hydrogenated to increase their melting point in warmer temperatures. This increases the amount of saturated fat present in the oil, and may produce trans fats.


          


          Fractionated oil


          "Fractionated coconut oil" is a fraction of the whole oil, in which most of the long-chain triglycerides are removed so that only saturated fats remain. It may also referred to as "caprylic/capric triglyceride" or medium-chain triglyceride (MCT) oil because mostly the medium-chain triglycerides caprylic and capric acid are left in the oil.


          Because it is completely saturated, fractionated oil is even more heat stable than other forms of coconut oil and has a nearly indefinite shelf life.


          


          Health effects


          


          Heart disease


          Coconuts are high in saturated fats, and consumption of coconut oil is associated with hypertension. Blood tests performed on rats showed improved measures of heart disease (lowering triglycerides and low-density lipoprotein and raising high-density lipoprotein) when compared to rats fed copra; uprocessed coconut oil also prevented in vitro oxidation of low-density lipoproteins. A study of Polynesian populations that consumed mainly coconut meat found that increased consumption of coconut was associated with significantly higher levels of serum cholesterol but this was not associated with higher rates of death due to heart attacks and other forms of cardiovascular disease.


          Reducing the consumption of coconut oil and replacing a portion of it with polyunsaturated fats resulted in changes to blood cholesterol levels that are associated with a reduced the risk of cardiovascular diseases.


          


          Antimicrobial effects


          Coconut oil has been found effective against certain strains of the Candida yeast, though it is ineffective against others.


          


          Applications


          


          Cooking


          Coconut oil is commonly used in cooking, especially when frying. In communities where coconut oil is widely used in cooking, the refined oil is the one most commonly used. Coconut oil is commonly used to flavor many South Asian curries.


          


          Manufacturing


          Coconut oil is used in volume quantities for making margarine, soap and cosmetics.


          Hydrogenated or partially-hydrogenated coconut oil is often used in non-dairy creamers, and snack foods.


          Fractionated coconut oil is also used in the manufacture of essences, massage oils and cosmetics


          Coconut oil is an important component of many industrial lubricants, for example in the cold rolling of steel strip.


          


          Cosmetics and skin treatments


          Coconut oil is excellent as a skin moisturizer and softener. A study shows that extra virgin coconut oil is as effective and safe as mineral oil when used as a moisturizer, with absence of adverse reactions. Although not suitable for use with condoms, coconut oil is an excellent, inexpensive lubricant for sexual intercourse, though it may cause an allergic reaction.


          In India and Sri Lanka, coconut oil is commonly used for styling hair, and cooling or soothing the head. People of Tamil Nadu and other coastal areas such as Kerala, Karnataka, Maharashtra and Goa bathe in warm water after applying coconut oil all over the body and leaving it as is for an hour to keep body, skin, and hair healthy.


          


          Industrial and commercial uses


          


          Traditional use


          Coconut oil is used in oil lamps.


          


          In diesel engines


          Coconut oil has been tested for use as a feedstock for biodiesel to be used as a diesel engine fuel. In this manner it can be applied to power generators and transport using diesel engines.


          Coconut oil is blended to make biodiesel but can also be used straight, without blending. B100 biodiesel blends are only possible in temperate climates as the gel point is approximately 10C (50 degrees Fahrenheit). The oil needs to meet the Weihenstephan standard for pure vegetable oil used as a fuel since otherwise moderate to severe damage from coking and clogging will occur in an unmodified engine . Stationary engines that are continuously loaded (>70%) may possibly be used without engine modifications but there is divergent opinion about this.


          The physical constraints of using raw coconut oil in a diesel engine are formed by:


          
            	higher viscosity of coconut oil (up to 10 times as high as diesel), leading to altered spray pattern of injected fuel, additional stress on injection pump


            	minimum combustion chamber temperature of 500C (932F) to avoid polymerization of the fuel, leading to clogged injectors, sticking piston rings and lubrication oil deterioration


            	solidification point between 22-25 C requires an additional fuel tank heater in temperate climates.

          


          Coconut oil is currently used as a fuel for transport in the Philippines. Further research into the oil's potential as a fuel for electricity generation is being carried out in the islands of the Pacific. In the 1990s Bougainville conflict, islanders cut off from supplies due to a blockade used it to fuel their vehicles.


          


          Aircraft fuel


          During February 2008, a mixture of coconut oil and babassu oil was used to partially power one engine of a Boeing 747, in a biofuel trial sponsored by Virgin Atlantic.


          


          Engine lubricant


          Coconut oil has been tested for use as an engine lubricant; the company producing the oil claims the oil reduces fuel consumption, smoke emissions and allows the engine to run at a cooler temperature.
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                  The Cocos (Keeling) Islands are one of Australia's territories
                

              
            


            
              	Capital

              	West Island
            


            
              	Largest village

              	Bantam ( Home Island)
            


            
              	Official languages

              	English ( de facto)
            


            
              	Demonym

              	Cocos Island
            


            
              	Government

              	Federal constitutional monarchy
            


            
              	-

              	Queen

              	Elizabeth II
            


            
              	-

              	Administrator

              	Neil Lucas
            


            
              	-

              	Shire President

              	Mohammad Said Chongkin
            


            
              	Territory of Australia
            


            
              	-

              	Annexed by

              British Empire

              	

              1857
            


            
              	-

              	Transferred to

              Australian control

              	

              1955
            


            
              	Area
            


            
              	-

              	Total

              	14km

              5.3 sqmi
            


            
              	-

              	Water(%)

              	0
            


            
              	Population
            


            
              	-

              	2004estimate

              	628( n/a)
            


            
              	-

              	Density

              	n/a/km( n/a)

              n/a/sqmi
            


            
              	Currency

              	Australian dollar ( AUD)
            


            
              	Time zone

              	( UTC+6)
            


            
              	Internet TLD

              	.cc
            


            
              	Calling code

              	+61 891
            

          


          The Territory of Cocos (Keeling) Islands, also called Cocos Islands and Keeling Islands, is a territory of Australia. There are two atolls and twenty-seven coral islands in the group. The islands are located in the Indian Ocean, about half way from Australia to Sri Lanka, at .


          


          History
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          Captain William Keeling was the first European to see the islands, in 1609, but they remained uninhabited until the nineteenth century, when they became a possession of the Clunies-Ross Family. Slaves were brought to work the coconut plantation from Indonesia, the Cape of Good Hope and East Asia by Alexander Hare who had taken part in Stamford Raffles' takeover of Java in 1811. A Scottish merchant seaman called Captain John Clunies-Ross, who had also served under Raffles in the takeover, set up a compound and Hare's severely mistreated slaves soon escaped to work under better conditions for Clunies-Ross.


          On April 1, 1836, HMS Beagle under Captain Robert FitzRoy arrived to take soundings establishing the profile of the atoll. To the young naturalist Charles Darwin, who was on the ship, the results supported a theory he had developed of how atolls formed. He studied the natural history of the islands and collected specimens. His assistant Syms Covington noted that "an Englishman (he was of course Scottish)and HIS family, with about sixty or seventy Mulattos from the Cape of Good Hope, live on one of the islands. Captain Ross, the governor, is now absent at the Cape."


          The islands were annexed to the British Empire in 1857. In 1867, their administration was placed under the Straits Settlements, which included Penang, Malacca and Singapore. Queen Victoria granted the islands in perpetuity to the Clunies-Ross family in 1886. The Cocos Islands under the Clunies-Ross family have been cited as an example of a nineteenth century micronation.


          On November 9, 1914, the islands became the site of the Battle of Cocos, one of the first naval battles of World War I. The telegraph station on Direction Island, a vital link between the United Kingdom, Australia and New Zealand, was attacked by the German light cruiser SMS Emden, which was then in turn surprised and destroyed by the Australian cruiser, HMAS Sydney .


          During World War II, the cable station was once again a vital link. Allied planners noted that the islands might be seized as a base for enemy German raider cruisers operating in the Indian Ocean. Following Japan's entry into the war, Japanese forces occupied neighbouring islands. To avoid drawing their attention to the Cocos cable station and its islands' garrison, the seaplane anchorage between Direction and Horsburgh islands was not used. Radio transmitters were also kept silent, except in emergencies.


          After the Fall of Singapore in 1942, the islands were administered from Ceylon (Sri Lanka), and West and Direction Islands were placed under Allied military administration. The islands' garrison initially consisted of a platoon from the British Army's King's African Rifles, located on Horsburgh Island, with 2  6 in (152 mm) guns to cover the anchorage. The local inhabitants all lived on Home Island. Despite the importance of the islands as a communication centre, the Japanese made no attempt either to raid or to occupy them and contented themselves with sending over a reconnaissance aircraft about once a month.


          On the night of 8-9 May 1942, fifteen members of the garrison, from the Ceylon Defence Force mutinied, under the leadership of Gratien Fernando. The mutineers were said to have been provoked by the attitude of their British officers, and were also supposedly inspired by anti- imperialist beliefs. They attempted to take control of the gun battery on the islands.


          The Cocos Islands Mutiny was crushed, although they killed one non-mutinous soldier and wounded one officer. Seven of the mutineers were sentenced to death at a trial which was later alleged to have been improperly conducted. Four of the sentences were commuted, but three men were executed, including Fernando. These were to be the only British Commonwealth soldiers to be executed for mutiny during the Second World War.


          On December 25, 1942, the Japanese submarine I-166 bombarded the islands but caused no damage.


          Later in the war two airstrips were built and three bomber squadrons were moved to the islands to conduct raids against Japanese targets in South East Asia and to provide support during the reinvasion of Malaya and reconquest of Singapore. The first aircraft to arrive were Supermarine Spitfire Mk VIII's of No. 136 Squadron RAF. They included some Liberator bombers from No. 321 (Netherlands) Squadron RAF (members of exiled Dutch forces serving with the Royal Air Force), which were also stationed on the islands. When in July 1945, No. 99 and No. 356 RAF squadrons arrived on West Island they brought with them a daily newspaper called Atoll which contained news of what was happening in the outside world. Run by airmen in their off-duty hours, it achieved fame when dropped by Liberator bombers on POW camps over the heads of the Japanese guards. In 1946 the administration of the islands reverted to Singapore.


          On November 23, 1955, the islands were transferred to Australian control under the Cocos (Keeling) Islands Act 1955. In the 1970s, the Australian government's dissatisfaction with the Clunies-Ross feudal style of rule of the island increased. In 1978, Australia forced the family to sell the islands for the sum of AU$6,250,000, using the threat of compulsory acquisition. By agreement the family retained ownership of Oceania House, their home on the island. However, in 1983 the Australian government moved to dishonour this agreement, and told the former last ruler, John Clunies-Ross, that he should leave the Cocos. The following year the High Court of Australia ruled that resumption of Oceania House was unlawful, but the Australian government ordered that no government business was to be granted to his shipping company, an action which contributed to his bankruptcy. John Clunies-Ross lives in exile in Perth, Australia, but his successors still live on the Cocos.


          


          Geography
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          The Cocos (Keeling) Islands consist of two flat, low-lying coral atolls with an area of 14.2km (5.4 sq.mi), 2.6km (1.6mi) of coastline, a highest elevation of 5m (16ft) and thickly covered with coconut palms and other vegetation. The climate is pleasant, moderated by the southeast trade winds for about nine months of the year and with moderate rainfall. Cyclones may occur in the early months of the year.


          North Keeling Island is an atoll consisting of just one C-shaped island, a nearly closed atoll ring with a small opening into the lagoon, about 50m (165ft) wide, on the East side. The island measures 1.1km (272 acres) in land area and is uninhabited. The lagoon is about 0.5km (124 acres). North Keeling Island and the surrounding sea to 1.5km from shore form the Pulu Keeling National Park, established on 12 December 1995. It is home to the only surviving population of the endemic, and endangered, Cocos Buff-banded Rail.


          South Keeling Islands is an atoll consisting of twenty-six individual islets forming an incomplete atoll ring, with a total land area of 13.1km (5.1sqmi). Only Home Island and West Island are populated. People from Home Island maintain weekend shacks on the lagoon shore of South Island and on some of the smaller islands.


          Table of the islets, with areas, numbered islets clockwise starting in the north:
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              	No.

              	Islet

              	Area

              (km)
            


            
              	Malay name

              	English name
            


            
              	1

              	Pulu Luar

              	Horsburgh Island

              	1.04
            


            
              	2

              	Pulu Tikus

              	Direction Island

              	0.34
            


            
              	3

              	Pulu Pasir

              	Workhouse Island

              	0.00
            


            
              	4

              	Pulu Beras

              	Prison Island

              	0.02
            


            
              	5

              	

              	Button Islets

              	0.00
            


            
              	7

              	Pulu Gangsa

              	

              	<0.01
            


            
              	8

              	Pulu Selma

              	Home Island

              	0.95
            


            
              	9

              	Pulu Ampang Kechil

              	Scaevola Islet

              	<0.01
            


            
              	10

              	Pulu Ampang

              	

              	0.06
            


            
              	11

              	Pulu Wa-idas

              	Ampang Minor

              	0.02
            


            
              	12

              	Pulu Blekok

              	

              	0.03
            


            
              	13

              	Pulu Kembang

              	

              	0.04
            


            
              	14

              	Pulu Cheplok

              	Gooseberry Island

              	<0.01
            


            
              	15

              	Pulu Pandan

              	Misery Island

              	0.24
            


            
              	16

              	Pulu Siput

              	Goat Island

              	0.10
            


            
              	17

              	Pulu Jambatan

              	

              	<0.01
            


            
              	18

              	Pulu Labu

              	

              	0.04
            


            
              	19

              	Pulu Atas

              	South Island

              	3.63
            


            
              	20

              	Pulu Kelapa Satu

              	

              	0.02
            


            
              	21

              	Pulu Blan

              	East Cay

              	0.03
            


            
              	22

              	Pulu Blan Madar

              	Burial Island

              	0.03
            


            
              	23

              	Pulu Maria

              	West Cay

              	0.01
            


            
              	24

              	Pulu Kambling

              	?Turtle Island

              	<0.01
            


            
              	25

              	Pulu Panjang

              	West Island

              	6.23
            


            
              	26

              	Pulu Wak Bangka

              	?Turtle Island

              	0.22
            

          


          The islands with zero areas have vanished.


          There are no rivers or lakes on either atoll; fresh water resources are limited to rainwater accumulations in natural underground reservoirs.


          Cocos (Keeling) Island is located on almost exactly the opposite side of the globe as Cocos Island, Costa Rica.


          


          Fauna


          


          Demographics


          In 2007, there are an estimated 596 inhabitants of the islands. The population on the two inhabited islands generally is split between the ethnic Europeans on West Island (est. pop. 120) and the ethnic Malays on Home Island (est. pop. 500). A Cocos dialect of Malay and English are the main languages spoken and 80% of Cocos Islanders are Sunni Muslim.


          


          Government


          The capital of the Territory of Cocos (Keeling) Islands is West Island while the largest settlement is the village of Bantam ( Home Island). Governance of the islands is based on the Cocos (Keeling) Islands Act 1955 and depends heavily on the laws of Australia. The islands are administered from Canberra by the Attorney-General's Department (before November 29, 2007 administration was carried out by the Department of Transport and Regional Services), through a non-resident Administrator appointed by the Governor-General. The current Administrator is Neil Lucas PSM , who was appointed on 30 January 2006 and is also the Administrator of Christmas Island. These two Territories comprise Australia's Indian Ocean Territories. There also exists a unicameral Cocos (Keeling) Islands Shire Council with seven seats. A full term lasts four years, though elections are held every two years; approximately half the members retire each two years. Federally, Cocos (Keeling) Islanders form the electorate of Lingiari with Christmas Island and outback Northern Territory.


          The islands have a five-person police force but their defence remains the responsibility of Australia.


          


          Economy


          Grown throughout the islands, coconuts are the sole cash crop. Copra and fresh coconuts are the major export earners. Small local gardens and fishing contribute to the food supply, but additional food and most other necessities must be imported from Australia. There is a small but growing tourist industry.


          The Cocos Islands Cooperative Society Ltd. employs construction workers, stevedores, and lighterage worker operations. Tourism employs others. The unemployment rate was estimated at 60% in 2000.


          The islands are connected within Australia's telecommunication system (with number range +61 8 9162 xxxx) and postal system ( post code: 6799). There is one paved airport on the West Island, Cocos (Keeling) Island International Airport, to which National Jet Systems operate scheduled jet services from Perth, Western Australia) and a lagoon anchorage.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Actinopterygii

                  


                  
                    	Order:

                    	Gadiformes

                  


                  
                    	Family:

                    	Gadidae

                  


                  
                    	Genus:

                    	Gadus

                  

                

              
            


            
              	Species
            


            
              	
                Species in genus Gadus


                
                  	Atlantic cod, Gadus morhua


                  	Pacific cod, Gadus macrocephalus


                  	Greenland cod, Gadus ogac

                

              
            

          


          Cod is the common name for the genus Gadus of fish, belonging to the family Gadidae, and is also used in the common name of a variety of other fishes. Cod is a popular food fish with a mild flavor, low fat content and a dense white flesh that flakes easily. Cod livers are processed to make cod liver oil, an important source of Vitamin A, Vitamin D and omega-3 fatty acids ( EPA and DHA). Larger cod caught during spawning are sometimes called skrei. Young Atlantic cod or haddock prepared in strips for cooking is called scrod.


          The Atlantic cod, which can change color at certain water depths, has two distinct colour phases: gray-green and reddish brown. Its average weight is 5 kg to 12 kg (10 lb to 25 lb), but specimens weighing up to 100 kg (200 lb) have been recorded. Cod feed on mollusks, crabs, starfish, worms, squid, and small fish. Some migrate south in winter to spawn. A large female lays up to five million eggs in midocean, a very small number of which survive.


          The Pacific cod is found north of Oregon.


          The tomcod resembles a young Atlantic cod with long, tapering ventral fins. It rarely exceeds 15 inches (37.5 cm) in length and lives close to shore. The pollock, and coalfish are related species found in cool waters of the Atlantic. Pollock have forked tails and pale lateral lines and grow to 1 m (3 ft) and 15 kg (30 lb). Some grow to 2 m (6 feet) in length.


          Cod is moist and flaky when cooked and is white in colour. In the United Kingdom, Atlantic cod is one of the most common kinds of fish to be found in fish and chips, along with haddock and plaice. It is also well known for being largely consumed in Portugal and the Basque Country, where it is considered a treasure of the nation's cuisine.


          Cod are currently at risk from overfishing.


          


          Species in genus Gadus


          At various times in the past, a very considerable number of species have been classified in this genus. However the great majority of them are now either classified in other genera, or have been recognized as simply forms of one of three species. Modern taxonomy, therefore, recognizes only three species in this genus:


          
            	Atlantic cod, Gadus morhua


            	Pacific cod, Gadus macrocephalus


            	Greenland cod, Gadus ogac

          


          All these species have a profusion of common names, most of them including the word "cod". Many common names have been used of more than one species, in different places or at different times.


          


          Related species called cod


          Cod forms part of the common name of many other fish no longer classified in the genus Gadus. Many of these are members of the family Gadidae, and several were formerly classified in genus Gadus; others are members of three related families within the order Gadiformes whose names include the word "cod": the morid cods, Moridae (100 or so species); the eel cods, Muraenolepididae (4 species); and the Eucla cod, Euclichthyidae (1 species). The tadpole cod family ( Ranicipitidae) has now been absorbed within Gadidae.
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          Species within the order Gadiformes that are commonly called cod include:


          
            	Arctic cod Arctogadus glacialis


            	East Siberian cod Arctogadus borisovi


            	Eucla cod Euclichthys polynemus


            	Pelagic cod Melanonus gracilis


            	Polar cod Boreogadus saida


            	Poor cod Trisopterus minutus


            	Rock cod Lotella rhacina


            	Saffron cod Eleginus gracilis


            	Small-headed cod Lepidion microcephalus


            	Tadpole cod Guttigadus globosus

          


          Some other related fish have common names derived from "cod", such as codling, codlet or tomcod. ("Codling" is also used as a name for a young cod.)


          


          Unrelated species called cod


          However there are also fish commonly known as cod that are quite unrelated to the genus Gadus. Part of this confusion of names is market-driven. Since the decline in cod stocks has made the Atlantic cod harder to catch, cod replacements are marketed under names of the form "x cod", and culinary rather than phyletic similarity has governed the emergence of these names. A very large number of fish have thus been named as some kind of cod at some time. The following species, however, seem to have well established common names including the word "cod"; note that all are Southern Hemisphere species.


          


          Perciformes
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          Fish of the order Perciformes that are commonly called "cod" include:


          
            	Blue cod Parapercis colias


            	Eastern freshwater cod Maccullochella ikei


            	Mary River cod Maccullochella peelii mariensis


            	Murray cod Maccullochella peelii peelii


            	Sleepy cod Oxyeleotris lineolatus


            	Trout cod Maccullochella macquariensis


            	The cod icefish family, Nototheniidae, including:

              
                	Antarctic cod Dissostichus mawsoni


                	Black cod Paranotothenia microlepidota


                	Maori cod Paranotothenia magellanica

              

            

          


          


          Rock cod, reef cod, and coral cod


          Almost all the fish known as coral cod, reef cod or rock cod are also in order Perciformes. Most are better known as groupers, and belong to the family Serranidae. Others belong to the Nototheniidiae. Two exceptions are the Australasian red rock cod, which belongs to a different order (see below), and the fish known simply as the rock cod also by soft cod in New Zealand, Lotella rhacina, which as noted above actually is related to the true cod (it is a morid cod).


          


          Scorpaeniformes


          From the order Scorpaeniformes:


          
            	Ling cod Ophiodon elongatus


            	Red rock cod Scorpaena papillosa

          


          


          Ophidiiformes


          The tadpole cod family, Ranicipitidae, and the Eucla cod family, Euclichthyidae, were formerly classified in the order Ophidiiformes, but are now grouped with the Gadiformes.


          


          Species marketed as cod


          Some fish that do not have "cod" in their names are sometimes sold as cod. Haddock and whiting belong in the same family, the Gadidae, as cod.


          
            	Haddock Melanogrammus aeglefinus


            	Whiting Merlangius merlangus

          


          


          Identification


          Classic cod shape, with three rounded dorsal and two anal fins. The pelvic fins are small with the first ray extended, and are set under the gill cover (i.e. the throat region), in front of the pectorals. The upper jaw extends over the lower jaw, which has a well developed chin barbel. Medium sized eyes, approximately the same as the length of the chin barbel. It has a distinct white lateral line running from the gill slit above the pectoral fin, to the base of the caudal or tail fin. The back tends to be a greenish to sandy brown, and showing extensive mottling especially towards the lighter sides and white belly. Dark brown colouration of the back and sides is not uncommon especially for individuals who have resided in rocky inshore regions.


          


          Breeding


          The cod population comprises a number of reasonably distinct stocks over its range. These include the Arcto-Norwegian, North Sea, Faroe, Iceland, East Greenland, West Greenland, Newfoundland, and Labrador stocks. There would seem to be little interchange between the stocks, although migrations to their individual breeding grounds may involve distances of 200 miles or more. Spawning occurs between January to April (March and April are the peak months), at a depth of 200 m in specific spawning grounds at water temperatures of between 4-6 C. Around the UK, the major ones are associated with the Middle to Southern North Sea, the start of the Bristol Channel (north of Newquay), the Irish Channel (both east and west of the Isle of Man), around Stornoway, and east of Helmsdale.


          Pre-spawning courtship involves fin displays, and male grunting, which leads to pairing. The male is inverted underneath the female, whilst the pair swim in circles during the spawning process. The eggs are planktonic and hatch between 8 to 23 days with the larva being some 4mm in length. This planktonic phase lasts some ten weeks, during which the young cod will increase it's body weight by 40 times, and be about 2cm in length. The young cod move to the seabed and their diet changes to small benthic crustaceans, such as isopods and small crabs. They increase in size to 8 cm (3 inches) in the first six months, 14 cm to 18 cm (6 to 7 inches) by the end of their first year, and some 25 cm to 35 cm (10 to 14 inches) by the end of the second. This rate of growth tends to be less in individuals occupying northerly grounds. Cod reach maturity at about 50 cm (20 inches) in length at about 3 to 4 years of age.


          


          Biome


          Varied, although often favouring rough ground especially inshore. Demersal in depths of between 20 m to 200 m, 80 m on average (70 to 700 feet, 270 feet on average), although not uncommon to depths of 600 m (2000 feet). Gregarious and forms schools, although shoaling tends to be a feature of the spawning season.


          


          Predation


          Adult cod are active hunters, feeding on sand eels, whiting, haddock, small cod, squid, crabs, lobsters, mussels, worms, mackerel, and molluscs, supplementing their diets. Young cod eat the same but avoid larger prey.


          


          Range


          Gadus morhua cod are found in the colder waters and deeper sea regions throughout the Northern Atlantic. The Gadus macrocephalus is found in both eastern and western regions of the Pacific.
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          Cod has been an important economic commodity in an international market since the Viking period (around 800 AD). Norwegians used dried cod during their travels and soon a dried cod market developed in southern Europe. This market has lasted for more than 1000 years, passing through periods of Black Death, wars and other crises and still is an important Norwegian fish trade. The Portuguese since the 15th century have been fishing cod in the North Atlantic and clipfish is widely eaten and appreciated in Portugal. The Basques also played an important role in the cod trade and are claimed to have found the Canadian fishing banks before the Colombus' discovery of America. The North American east coast developed in part due to the vast amount of cod, and many cities in the New England area spawned near cod fishing grounds.


          Apart from the long history this particular trade also differs from most other trade of fish by the location of the fishing grounds, far from large populations and without any domestic market. The large cod fisheries along the coast of North Norway (and in particular close to the Lofoten islands) have been developed almost uniquely for export, depending on sea transport of stockfish over large distances. Since the introduction of salt, dried salt cod ('klippfisk' in Norwegian) has also been exported. The trade operations and the sea transport were by the end of the 14th century taken over by the Hanseatic League, Bergen being the most important port of trade.


          William Pitt the Elder, criticizing the Treaty of Paris in Parliament, claimed that cod was "British gold"; and that it was folly to restore Newfoundland fishing rights to the French.


          In the 17th and 18th centuries, the New World, especially in Massachusetts and Newfoundland, cod became a major commodity, forming trade networks and cross-cultural exchanges. In the 20th century, Iceland re-emerged as a fishing power and entered the Cod Wars to gain control over the north Atlantic seas. In the late 20th and early 21st centuries, cod fishing off the coast of Europe and America severely depleted cod stocks there which has since become a major political issue as the necessity of restricting catches to allow fish populations to recover has run up against opposition from the fishing industry and politicians reluctant to approve any measures that will result in job losses. The 2006 Northwest Atlantic cod quota is set at 23,000 tons representing half the available stocks, while it is set to 473,000 tons for the Northeast Atlantic cod.


          The Pacific Cod is currently enjoying a strong global demand. The 2006 TAC for the Gulf of Alaska and Berning Sea Aleutian Island was set at 260,000,000 kg (574 million pounds).


          


          Endangered Species Controversies in Canada and Europe


          Following collapse of the Canadian cod stock in the early 1990's, the Canadian Department of Fisheries and Oceans (DFO) issued in 1992 a ban on Northern cod fishing, which caused great economic hardship in the east coast Canadian province of Newfoundland and Labrador. In 1995, in a controversial move, Brian Tobin the Canadian Federal Minister of Fisheries and Oceans, reopened the hunt on the harp seal, which prey on cod, stating: "There is only one major player still fishing the cod. His name is harp and his second name is seal." In 1998, the Committee on the Status of Endangered Wildlife in Canada (COSEWIC), the body that develops Canada's national list of species submitted a report that listed the Atlantic cod as a species of "special concern", though not an endangered species. Dr.Kim Bell, who drafted the report for COSEWIC, subsequently stated that the original report in fact had advised endangered status but that this advice had been suppressed under political pressure by the DFO. The ban on cod fishing was partly lifted in 1997 by the DFO, though according to the International Council for the Exploration of the Sea the recovery of the Canadian cod stock had been quite poor . In general, depleted populations of cod and other gadids do not appear to recover easily when fishing pressure is reduced or stopped . In 2003, COSEWIC did place the Newfoundland and Labrador population of Atlantic cod on the list of endangered species and Fisheries Minister Robert Thibault announced an indefinite closure of the cod fishery in the Gulf of St. Lawrence and off the northeast coast of Newfoundland. In 2005 the WWF-Canada accused both foreign and Canadian fishing vessels of deliberate, large-scale violations of the restrictions on cod fishing on the Grand Banks, in the form of bycatch and of poor enforcement of the restrictions by NAFO, an intergovernmental organization with a mandate to provide scientific advice and management of fisheries in the northwestern part of the Atlantic Ocean.


          In 2000, cod was placed on the list of endangered species by the World Wide Fund for Nature (WWF), an international non-governmental organization for the conservation, research and restoration of the natural environment, formerly named the World Wildlife Fund. The WWF issued a report stating that global cod catch had suffered a 70 per cent drop over the last 30 years, and that if this trend continued, the worlds cod stocks would disappear in 15 years. The endangered species claim by the WWF was disputed by smund Bjordal, director of the Norwegian Institute of Marine Research who stated that in view of the health of the Barents Sea cod population, cod should not be placed on an endangered species list. Cod is among Norway's most important fishery export items and the Barents Sea is the most important cod fishery of Norway. In a 2004 report , the WWF agreed that the Barents Sea cod fishery appeared to be healthy but that that may not last due to illegal fishing, industrial development, and high fishing quota.


          According to Seafood Watch, cod is currently on the list of fish that American consumers, who are sustainability minded, should avoid.
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          The Code of Hammurabi (Codex Hammurabi), the best preserved ancient law code, was created ca. 1760 BC ( middle chronology) in ancient Babylon. It was enacted by the sixth Babylonian king, Hammurabi. Earlier collections of laws include the codex of Ur-Nammu, king of Ur (ca. 2050 BC), the Codex of Eshnunna (ca. 1930 BC) and the codex of Lipit-Ishtar of Isin (ca. 1870 BC).


          At the top of the basalt stele is a bas-relief image of a Babylonian god (either Marduk or Shamash), with the king of Babylon presenting himself to the god, with his right hand raised to his mouth as a mark of respect. The text covers the bottom portion with the laws written in cuneiform script. It contains a list of crimes and their various punishments, as well as settlements for common disputes and guidelines for citizens' conduct. The Code does not provide for an opportunity for explanation or justification, though it does imply one's right to present evidence. The stele was displayed for all to see; thus, no man could plead ignorance of the law as an excuse. However, in that era few people except scribes could read. For a summary of the laws, see Babylonian law.


          


          History


          Hammurabi (ruled ca. 1796 BC  1750 BC) believed that he was chosen by the gods to deliver the law to his people. In the preface to the law code, he states, "Anu and Bel called by name me, Hammurabi, the exalted prince, who feared God, to bring about the rule of righteousness in the land."


          The laws are numbered from 1 to 282 (numbers 13 and 66-99 are missing) and are inscribed in Old Babylonian cuneiform script on the eight-foot tall stele. It was discovered in December 1901 in Susa, Elam, which is now Khuzestan, Iran, where it had been taken as plunder by the Elamite king Shutruk-Nahhunte in the 12th century BC. It is currently on display at the Louvre Museum in Paris.


          The code is often pointed to as the first example of the legal concept that some laws are so basic as to be beyond the ability of even a king to change. Hammurabi had the laws inscribed in stone, so they were immutable.


          The Code of Hammurabi was one of several sets of laws in the Ancient Near East. Most of these codes come from similar cultures and racial groups in a relatively small geographical area, and they have passages which resemble each other. The earlier Code of Ur-Nammu (21st century BC), the Hittite laws (ca. 1300 BC), and Mosaic Law (traditionally ca. 1400 BC under Moses), all contain statutes that bear at least passing resemblance to those in the Code of Hammurabi and other codices from the same geographic area.
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              	Type

              	Hot Beverage
            


            
              	Manufacturer

              	Varied
            


            
              	Country of origin

              	Ethiopia
            


            
              	Introduced

              	(around) 800 AD
            


            
              	Colour

              	Dark Brown / Light Brown
            

          


          Coffee is a widely-consumed stimulant beverage prepared from roasted seeds, commonly called coffee beans, of the coffee plant. Coffee was first consumed in the 9th century, when it was discovered in the highlands of Ethiopia. From there, it spread to Egypt and Yemen, and by the 15th century had reached Armenia, Persia, Turkey, and northern Africa. From the Muslim world, coffee spread to Italy, then to the rest of Europe and the Americas. Today, coffee is one of the most popular beverages worldwide.


          Coffee berries, which contain the coffee bean, are produced by several species of small evergreen bush of the genus Coffea. The two most commonly grown species are Coffea canephora (also known as Coffea robusta) and Coffea arabica. These are cultivated in Latin America, Southeast Asia, and Africa. Once ripe, coffee berries are picked, processed, and dried. The seeds are then roasted, undergoing several physical and chemical changes. They are roasted to varying degrees, depending on the desired flavor. They are then ground and brewed to create coffee. Coffee can be prepared and presented in a variety of ways.


          Coffee has played an important role in many societies throughout modern history. In Africa and Yemen, it was used in religious ceremonies. As a result, the Ethiopian Church banned its consumption until the reign of Emperor Menelik II of Ethiopia. It was banned in Ottoman Turkey in the 17th century for political reasons, and was associated with rebellious political activities in Europe.


          Coffee is an important-export commodity. In 2004, coffee was the top agricultural export for 12 countries, and in 2005, it was the world's seventh largest legal agricultural export by value.


          Some controversy is associated with coffee cultivation and its impact on the environment. Many studies have examined the relationship between coffee consumption and certain medical conditions; whether the effects of coffee are positive or negative is still disputed..


          


          Etymology


          The English word coffee first came to be used in the early- to mid-1600s, but early forms of the word date to the last decade of the 1500s. It comes from the Italian caff. The term was introduced to Europe via the Ottoman Turkish kahve which is in turn derived from the Arabic: قهوة, qahweh. The origin of the Arabic term is uncertain; it is either derived from the name of the Kaffa region in western Ethiopia, where coffee was cultivated, or by a truncation of qahwat al-būnn, meaning "wine of the bean" in Arabic. In Eritrea, "būnn" (also meaning "wine of the bean" in Tigrinya) is used. The Amharic and Afan Oromo name for coffee is bunna.


          


          History
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          Coffee use can be traced at least to as early as the 9th century, when it appeared in the highlands of Ethiopia. According to legend, Ethiopian shepherds were the first to observe the influence of the caffeine in coffee beans when the goats appeared to "dance" and to have an increased level of energy after consuming wild coffee berries. The legend names the shepherd "Kaldi." From Ethiopia, coffee spread to Egypt and Yemen. It was in Arabia that coffee beans were first roasted and brewed similarly as they are today. By the 15th century, it had reached the rest of the Middle East, Persia, Turkey, and northern Africa.


          In 1583, Leonhard Rauwolf, a German physician, gave this description of coffee after returning from a ten year trip to the Near East:


          
            
              	

              	A beverage as black as ink, useful against numerous illnesses, particularly those of the stomach. Its consumers take it in the morning, quite frankly, in a porcelain cup that is passed around and from which each one drinks a cupful. It is composed of water and the fruit from a bush called bunnu.

              	
            

          


          From the Muslim world, coffee spread to Italy. The thriving trade between Venice and North Africa, Egypt, and the Middle East brought many goods, including coffee, to the Venetian port. From Venice, it was introduced to the rest of Europe. Coffee became more widely accepted after it was deemed a Christian beverage by Pope Clement VIII in 1600, despite appeals to ban the "Muslim drink". The first European coffee house opened in Italy in 1645. The Dutch were the first to import coffee on a large scale, and they were among the first to defy the Arab prohibition on the exportation of plants or unroasted seeds when Pieter van den Broeck smuggled seedlings from Aden into Europe in 1616. The Dutch later grew the crop in Java and Ceylon. Through the efforts of the British East India Company, coffee became popular in England as well. It was introduced in France in 1657, and in Austria and Poland after the 1683 Battle of Vienna, when coffee was captured from supplies of the defeated Turks.


          When coffee reached North America during the colonial period, it was initially not as successful as it had been in Europe. During the Revolutionary War, however, the demand for coffee increased so much that dealers had to hoard their scarce supplies and raise prices dramatically; this was partly due to the reduced availability of tea from British merchants. After the War of 1812, during which Britain temporarily cut off access to tea imports, the Americans' taste for coffee grew, and high demand during the American Civil War together with advances in brewing technology secured the position of coffee as an everyday commodity in the United States.


          Noted as one of the worlds largest, most valuable, legally traded commodities after oil, coffee has become a vital cash crop for many Third World countries. Over one hundred million people in developing countries have become dependent on coffee as the primary source of income (Ponte 1). Coffee has become the primary export and backbone for African countries like Uganda, Burundi, Rwanda, and Ethiopia as well as other Central American countries (1)


          


          Biology
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          The Coffea plant is native to subtropical Africa and southern Asia. It belongs to a genus of 10 species of flowering plants of the family Rubiaceae. It is an evergreen shrub or small tree that may grow 5meters (16ft) tall when unpruned. The leaves are dark green and glossy, usually 1015centimeters (3.95.9in) long and 6.0centimeters (2.4in) wide. It produces clusters of fragrant, white flowers that bloom simultaneously. The fruit berry is oval, about 1.5centimeters (0.6in) long, and green when immature, but ripens to yellow, then crimson, becoming black on drying. Each berry usually contains two seeds, but from 5 to 10 percent of the berries have only one; these are called peaberries. Berries ripen in seven to nine months.


          


          Cultivation


          Coffee is usually propagated by seeds. The traditional method of planting coffee is to put 20 seeds in each hole at the beginning of the rainy season; half are eliminated naturally. Coffee is often intercropped with food crops, such as corn, beans, or rice, during the first few years of cultivation.
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          The two main cultivated species of the coffee plant are Coffea canephora and Coffea arabica. Arabica coffee (from C. arabica) is considered more suitable for drinking than robusta coffee (from C. canephora); robusta tends to be bitter and have less flavor than arabica. For this reason, about three-quarters of coffee cultivated worldwide is C. arabica. However, C. canephora is less susceptible to disease than C. arabica and can be cultivated in environments where C. arabica will not thrive. Robusta coffee also contains about 4050 percent more caffeine than arabica. For this reason, it is used as an inexpensive substitute for arabica in many commercial coffee blends. Good quality robustas are used in some espresso blends to provide a better foam head and to lower the ingredient cost. Other cultivated species include Coffea liberica and Coffea esliaca, believed to be indigenous to Liberia and southern Sudan, respectively.


          Most arabica coffee beans originate from either Latin America, eastern Africa, Arabia, or Asia. Robusta coffee beans are grown in western and central Africa, throughout southeast Asia, and to some extent in Brazil. Beans from different countries or regions usually have distinctive characteristics such as flavor, aroma, body, and acidity. These taste characteristics are dependent not only on the coffee's growing region, but also on genetic subspecies ( varietals) and processing. Varietals are generally known by the region in which they are grown, such as Colombian, Java, or Kona.


          


          Production


          Brazil is world leader in production of green coffee followed by Vietnam, Indonesia, Colombia and Mexico.


          
            
              	Top Ten Green Coffee Producers  2005
            


            
              	Country

              	Production (Int $1000)

              	Footnote

              	Production (MT)

              	Footnote
            


            
              	[image: Flag of Brazil]Brazil

              	1,781,684

              	C

              	2,179,270

              	
            


            
              	[image: Flag of Vietnam]Vietnam

              	809,384

              	C

              	990,000

              	*
            


            
              	[image: Flag of Indonesia]Indonesia

              	622,986

              	C

              	762,006

              	
            


            
              	[image: Flag of Colombia]Colombia

              	558,050

              	C

              	682,580

              	
            


            
              	[image: Flag of Mexico]Mexico

              	254,148

              	C

              	310,861

              	F
            


            
              	[image: Flag of India]India

              	224,829

              	C

              	275,000

              	
            


            
              	[image: Flag of Ethiopia]Ethiopia

              	212,566

              	C

              	260,000

              	F
            


            
              	[image: Flag of Guatemala]Guatemala

              	177,084

              	C

              	216,600

              	F
            


            
              	[image: Flag of Honduras]Honduras

              	155,860

              	C

              	190,640

              	
            


            
              	[image: Flag of Uganda]Uganda

              	152,066

              	C

              	186,000

              	F
            


            
              	
                No symbol = official figure,F = FAO estimate, * = Unofficial figure, C = Calculated figure;


                Production in Int $1000 have been calculated based on 1999-2001 international prices

                Source: Food And Agricultural Organization of United Nations: Economic And Social Department: The Statistical Devision

              
            

          


          



          


          Ecological effects
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          Originally, coffee farming was done in the shade of trees, which provided habitat for many animals and insects. This method is commonly referred to as the traditional shaded method. Many farmers (but not all) have decided to modernize their production methods and switch to a method where farmers would now use sun cultivation, in which coffee is grown in rows under full sun with little or no forest canopy. This causes berries to ripen more rapidly and bushes to produce higher yields but requires the clearing of trees and increased use of fertilizer and pesticides. Traditional coffee production, on the other hand, caused berries to ripen more slowly and it produced lower yields compared to the modernized method but the quality of the coffee is allegedly superior. In addition, the traditional shaded method is environmentally friendly and serves as a habitat for many species. Opponents of sun cultivation say environmental problems such as deforestation, pesticide pollution, habitat destruction, and soil and water degradation are the side effects of these practices. The American Birding Association has led a campaign for "shade-grown" and organic coffees, which it says are sustainably harvested. However, while certain types of shaded coffee cultivation systems show greater biodiversity than full-sun systems, they still compare poorly to native forest in terms of habitat value.


          


          Economics


          Brazil remains the largest coffee exporting nation, but in recent years Vietnam has become a major producer of robusta beans. Colombia is the third exporter and the largest producer of washed arabica coffee. Robusta coffees, traded in London at much lower prices than New York's arabica, are preferred by large industrial clients, such as multinational roasters and instant coffee producers, because of the lower cost. Four single roaster companies buy more than 50 percent of all of the annual production: Kraft, Nestl, Procter & Gamble, and Sara Lee. The preference of the "Big Four" coffee companies for cheap robusta is believed by many to have been a major contributing factor to the crash in coffee prices, and the demand for high-quality arabica beans is only slowly recovering.


          Many experts believe the giant influx of cheap green coffee after the collapse of the International Coffee Agreement of 19751989 led to the prolonged price crisis from 1989 to 2004. In 1997 the price of coffee in New York broke US$3.00/ lb, but by late 2001 it had fallen to US$0.43/lb. In 2007, wholesale coffee was about US$1/lb (e.g. 69 cents in London in March to 134 cents in New York in October), with robusta being about 70% of the price of arabica. Retail prices varied from an average of $3 in Poland to $3.50 in the US to $17 in the UK.


          The concept of fair trade labeling, which guarantees coffee growers a negotiated pre-harvest price, began with the Max Havelaar Foundation's labelling program in the Netherlands. In 2004, 24,222 metric tons out of 7,050,000 produced worldwide were fair trade; in 2005, 33,991 metric tons out of 6,685,000 were fair trade, an increase from 0.34 percent to 0.51 percent. A number of studies have shown that fair trade coffee has a positive impact on the communities that grow it. A study in 2002 found that fair trade strengthened producer organizations, improved returns to small producers, and positively affected their quality of life. A 2003 study concluded that fair trade has "greatly improved the well-being of small-scale coffee farmers and their families" by providing access to credit and external development funding and greater access to training, giving them the ability to improve the quality of their coffee. The families of fair trade producers were also more stable than those who were not involved in fair trade, and their children had better access to education. A 2005 study of Bolivian coffee producers concluded that Fairtrade certification has had a positive impact on local coffee prices, economically benefiting all coffee producers, Fairtrade certified or not.


          The production and consumption of "Fair Trade Coffee" has grown in recent years as some local and national coffee chains have started to offer fair trade alternatives.


          


          Processing


          


          Roasting
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          Coffee berries and their seeds undergo several processes before they become the familiar roasted coffee. First, coffee berries are picked, generally by hand. Then, they are sorted by ripeness and colour and the flesh of the berry is removed, usually by machine, and the seedsusually called beansare fermented to remove the slimy layer of mucilage still present on the bean. When the fermentation is finished, the beans are washed with large quantities of fresh water to remove the fermentation residue, which generates massive amounts of highly polluted coffee wastewater. Finally the seeds are dried, sorted, and labeled as green coffee beans.


          The next step in the process is the roasting of the green coffee. Coffee is usually sold in a roasted state, and all coffee is roasted before it is consumed. It can be sold roasted by the supplier, or it can be home roasted. The roasting process influences the taste of the beverage by changing the coffee bean both physically and chemically. The bean decreases in weight as moisture is lost and increases in volume, causing it to become less dense. The density of the bean also influences the strength of the coffee and requirements for packaging. The actual roasting begins when the temperature inside the bean reaches 200  C (392  F), though different varieties of beans differ in moisture and density and therefore roast at different rates. During roasting, caramelization occurs as intense heat breaks down starches in the bean, changing them to simple sugars that begin to brown, changing the colour of the bean. Sucrose is rapidly lost during the roasting process and may disappear entirely in darker roasts. During roasting, aromatic oils, acids, and caffeine weaken, changing the flavor; at 205 C (400 F), other oils start to develop. One of these oils is caffeol, created at about 200 C (392 F), which is largely responsible for coffee's aroma and flavor.


          Depending on the colour of the roasted beans as perceived by the human eye, they will be labeled as light, medium-light, medium, medium-dark, dark, or very dark. A more accurate method of discerning the degree of roast involves measuring the reflected light from roasted beans illuminated with a light source in the near infrared spectrum. This elaborate light meter uses a process known as Spectroscopy to return a number that consistently indicates the roasted coffees relative degree of roast or flavor development. Such devices are routinely used for quality assurance by coffee roasting businesses.


          Darker roasts are generally smoother, because they have less fibre content and a more sugary flavor. Lighter roasts have more caffeine, resulting in a slight bitterness, and a stronger flavor from aromatic oils and acids otherwise destroyed by longer roasting times. A small amount of chaff is produced during roasting from the skin left on the bean after processing. Chaff is usually removed from the beans by air movement, though a small amount is added to dark roast coffees to soak up oils on the beans. Decaffeination may also be part of the processing that coffee seeds undergo. Seeds are decaffeinated when they are still green. Many methods can remove caffeine from coffee, but all involve either soaking beans in hot water or steaming them, then using a solvent to dissolve caffeine-containing oils. Decaffeination is often done by processing companies, and the extracted caffeine is usually sold to the pharmaceutical industry.


          


          Storage


          Once roasted, coffee beans must be stored properly to preserve the fresh taste of the bean. Ideal conditions are air-tight and cool. Air, moisture, heat and light are the environmental factors in order of importance to preserving flavor in coffee beans.


          Folded-over bags, a common way consumers often purchase coffee, is generally not ideal for long-term storage because it allows air to enter. A better package contains a one-way valve, which prevents air from entering.


          


          Preparation


          
            [image: Espresso brewing, with dark reddish-brown crema]

            
              Espresso brewing, with dark reddish-brown crema
            

          


          Coffee beans must be ground and brewed in order to create a beverage. Grinding the roasted coffee beans is done at a roastery, in a grocery store, or in the home. They are most commonly ground at a roastery then packaged and sold to the consumer, though "whole bean" coffee can be ground at home. Coffee beans may be ground in several ways. A burr mill uses revolving elements to shear the bean, an electric grinder smashes the beans with blunt blades moving at high speed, and a mortar and pestle crushes the beans.


          The type of grind is often named after the brewing method for which it is generally used. Turkish grind is the finest grind, while coffee percolator or French press are the coarsest grind. The most common grinds are between the extremes; a medium grind is used in most common home coffee brewing machines.


          Coffee may be brewed by several methods: boiled, steeped, or pressured. Brewing coffee by boiling was the earliest method, and Turkish coffee is an example of this method. It is prepared by powdering the beans with a mortar and pestle, then adding the powder to water and bringing it to a boil in a pot called a cezve or, in Greek, a briki. This produces a strong coffee with a layer of foam on the surface.


          Machines such as percolators or automatic coffeemakers brew coffee by gravity. In an automatic coffeemaker, hot water drips onto coffee grounds held in a coffee filter made of paper or perforated metal, allowing the water to seep through the ground coffee while absorbing its oils and essences. Gravity causes the liquid to pass into a carafe or pot while the used coffee grounds are retained in the filter. In a percolator, boiling water is forced into a chamber above a filter by pressure created by boiling. The water then passes downwards through the grounds due to gravity, repeating the process until shut off by an internal timer.


          Coffee may also be brewed by steeping in a device such as a French press (also known as a cafetire). Ground coffee and hot water are combined in a coffee press and left to brew for a few minutes. A plunger is then depressed to separate the coffee grounds, which remain at the bottom of the container. Because the coffee grounds are in direct contact with the water, all the coffee oils remain in the beverage, making it stronger and leaving more sediment than in coffee made by an automatic coffee machine.


          The espresso method forces hot, but not boiling, pressurized water through ground coffee. As a result of brewing under high pressure (ideally between 9-10 atm) the espresso beverage is more concentrated (as much as 10 to 15 times the amount of coffee to water as gravity brewing methods can produce) and has a more complex physical and chemical constitution. A well prepared espresso has a reddish-brown foam called crema that floats on the surface. The drink " Americano" is popularly thought to have been named after American soldiers in WW II who found the European way of drinking espresso too strong. Baristas would cut the espresso with hot water for them.
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          Presentation
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          Once brewed, coffee may be presented in a variety of ways. Drip brewed, percolated, or French-pressed/cafetire coffee may be served with no additives (colloquially known as black) or with either sugar, milk or cream, or both. When served cold, it is called iced coffee.


          Espresso-based coffee has a wide variety of possible presentations. In its most basic form, it is served alone as a "shot" or in the more watered down style caf amricanoa shot or two of espresso with hot water. The Americano should be served with the espresso shots on top of the hot water to preserve the crema. Milk can be added in various forms to espresso: steamed milk makes a caf latte, equal parts espresso and milk froth make a cappuccino, and a dollop of hot, foamed milk on top creates a caff macchiato.


          A number of products are sold for the convenience of consumers who do not want to prepare their own coffee. Instant coffee is dried into soluble powder or freeze dried into granules that can be quickly dissolved in hot water. Canned coffee has been popular in Asian countries for many years, particularly in Japan and South Korea. Vending machines typically sell varieties of flavored canned coffee, much like brewed or percolated coffee, available both hot and cold. Japanese convenience stores and groceries also have a wide availability of bottled coffee drinks, which are typically lightly sweetened and pre-blended with milk. Bottled coffee drinks are also consumed in the United States. Liquid coffee concentrates are sometimes used in large institutional situations where coffee needs to be produced for thousands of people at the same time. It is described as having a flavor about as good as low-grade robusta coffee and costs about 10 cents a cup to produce. The machines used can process up to 500 cups an hour, or 1,000 if the water is preheated.


          


          Social aspects
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          Coffee was initially used for spiritual reasons. At least 1,000 years ago, traders brought coffee across the Red Sea into Arabia (modern day Yemen), where Muslim monks began cultivating the shrub in their gardens. At first, the Arabians made wine from the pulp of the fermented coffee berries. This beverage was known as qishr (kisher in modern usage) and was used during religious ceremonies.


          Coffee became the substitute beverage in place of wine in spiritual practices where wine was forbidden. Coffee drinking was briefly prohibited to Muslims as haraam in the early years of the 16th century, but this was quickly overturned. Use in religious rites among the Sufi branch of Islam led to coffee's being put on trial in Mecca: it was accused of being a heretic substance, and its production and consumption were briefly repressed. It was later prohibited in Ottoman Turkey under an edict by the Sultan Murad IV. Coffee, regarded as a Muslim drink, was prohibited to Ethiopian Orthodox Christians until as late as 1889; it is now considered a national drink of Ethiopia for people of all faiths. Its early association in Europe with rebellious political activities led to its banning in England, among other places.


          A contemporary example of coffee prohibition can be found in The Church of Jesus Christ of Latter-day Saints. The organization claims that it is both physically and spiritually unhealthy to consume coffee. This comes from the Mormon doctrine of health, given in 1833 by Mormon founder Joseph Smith, in a revelation called the Word of Wisdom. It does not identify coffee by name, but includes the statement that "hot drinks are not for the belly", which has been interpreted to forbid both coffee and tea.


          


          Health and pharmacology


          Coffee ingestion on average is about a third of that of tap water in North America and Europe. Worldwide, 6.7 million metric tons of coffee were produced annually in 19982000, and the forecast is a rise to 7 million metric tons annually by 2010.


          Scientific studies have examined the relationship between coffee consumption and an array of medical conditions. Findings are contradictory as to whether coffee has any specific health benefits, and results are similarly conflicting regarding negative effects of coffee consumption.


          Coffee appears to reduce the risk of Alzheimer's disease, Parkinson's disease, heart disease, diabetes mellitus type 2, cirrhosis of the liver, and gout, but it increases the risk of acid reflux and associated diseases. Some health effects of coffee are due to its caffeine content, as the benefits are only observed in those who drink caffeinated coffee, while others appear to be due to other components. For example, the antioxidants in coffee prevent free radicals from causing cell damage.


          Coffee's negative health effects are mostly due to its caffeine content. Research suggests that drinking caffeinated coffee can cause a temporary increase in the stiffening of arterial walls. Excess coffee consumption may lead to a magnesium deficiency or hypomagnesaemia, and may be a risk factor for coronary heart disease. Some studies suggest that it may have a mixed effect on short-term memory, by improving it when the information to be recalled is related to the current train of thought, but making it more difficult to recall unrelated information. About 10% of people with a moderate daily intake (235 mg per day) reported increased depression and anxiety when caffeine was withdrawn, and about 15% of the general population report having stopped caffeine use completely, citing concern about health and unpleasant side effects. Nevertheless, the mainstream view of medical experts is that drinking three 8-ounce (236 ml) cups of coffee per day (considered average or moderate consumption) does not have significant health risks for adults.


          American scientist Yaser Dorri has suggested that the smell of coffee can restore appetite and refresh olfactory receptors. He suggests that people can regain their appetite after cooking by smelling coffee beans, and that this method might also be used for research animals.


          Coffee enemas may have properties which may help cancer patients.


          


          Caffeine content
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          Depending on the type of coffee and method of preparation, the caffeine content of a single serving can vary greatly. On average, a single cup of coffee of about 207 milliliters (7 fluid ounces) or a single shot of espresso of about 30mL (1oz) can be expected to contain the following amounts of caffeine:


          
            	Drip coffee: 115175mg (0.560.85mg/ml)


            	Espresso: 60mg (2 mg/ml)


            	Brewed/Pressed: 80135mg (0.390.65 mg/ml)


            	Instant: 65100mg (0.310.48 mg/ml)


            	Decaf, brewed: 34mg


            	Decaf, instant: 23mg

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Coffee"
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          A coin is usually a piece of hard material, usually metal or a metallic material, usually in the shape of a disc, and most often issued by a government. Coins are used as a form of money in transactions of various kinds, from the everyday circulation coins to the storage of vast numbers of bullion coins. In the present day, coins and banknotes make up the cash forms of all modern money systems. Coins made for circulation (general monetized use) are usually used for lower-valued units, and banknotes for the higher values; also, in most money systems, the highest value coin is worth less than the lowest-value note. The face value of circulation coins is usually higher than the gross value of the metal used in making them, but this is not generally the case with historical circulation coins made of precious metals. For example, the historical Eagle contained .48375 troy ounce of gold and has a face value of only ten U.S. dollars, but the market value of the coin, due to its metal content, is now many times the face amount.


          Exceptions to the rule of coin face-value being higher than content value, also occur for some non- monetized " bullion coins" made of silver or gold (and, rarely, other metals, such as platinum or palladium), intended for collectors or investors in precious metals. For examples of modern gold collector/investor coins, the United States mints the American Gold Eagle, Canada mints the Canadian Gold Maple Leaf, and South Africa mints the Krugerrand. The American Gold Eagle has a face value of US$50, and the Canadian Gold Maple Leaf coins also have nominal (purely symbolic) face values (e.g., C$50 for 1 oz.); but the Krugerrand does not.


          Historically, a great number of coinage metals (including alloys) and other materials have been used practically, impractically (i.e., rarely), artistically, and experimentally in the production of coins for circulation, collection, and metal investment, where bullion coins often serve as more convenient stores of assured metal quantity and purity than other bullion.


          Coins have long been linked to the concept of money, as reflected by the fact that in other languages the words "coin" and "currency" are synonymous. Fictional currencies may also bear the name coin (as such, an item may be said to be worth 123 coin or 123 coins).


          


          Collecting coins


          See Coin collecting and Numismatics for more information on the collecting of coins, bank notes, token coins and exonumia. Also see mint mark.


          


          The value of a coin


          In terms of its value as a collector's item, a coin is generally made more or less valuable by its condition, specific historical significance, rarity, quality/beauty of the design and general popularity with collectors. If a coin is greatly lacking in any of these, it is unlikely to be worth much. Bullion coins are also valued based on these factors, but are largely valued based on the value of the gold or silver in them. Sometimes non-monetized bullion coins such as the Canadian Maple Leaf and the American Gold Eagle are minted with nominal face values less than the value of the metal in them, but as such coins are never intended for circulation, these value numbers are not market nor fiat values, and are never more than symbolic numbers.


          Most coins presently are made of a base metal, and their value comes from their status as fiat money. This means that the value of the coin is decreed by government fiat (law), and thus is determined by the free market only as national currencies are subjected to arbitrage in international trade. This causes such coins to be monetary tokens in the same sense that paper currency is, when the paper currency is not backed directly by metal, but rather by a government guarantee of international exchange of goods or services. Some have suggested that such coins not be considered to be "true coins" (see below). However, because fiat money is backed by government guarantee of a certain amount of goods and services, where the value of this is in turn determined by free market currency exchange rates, similar to the case for the international market exchange values which determines the value of metals which back commodity money, in practice there is very little economic difference between the two types of money (types of currencies).


          Coins may be minted that have fiat values lower than the value of their component metals, but this is never done intentionally and initially for circulation coins, and happens only in due course later in the history of coin production due to inflation, as market values for the metal overtake the fiat declared face value of the coin. Examples of this phenomenon include the pre-1965 US dime, quarter, half dollar, and dollar, US nickel, and pre-1982 US penny. As a result of the increase in the value of copper, the United States greatly reduced the amount of copper in each penny. Since mid-1982, United States pennies are made of 97.5% zinc coated with 2.5% copper. Extreme differences between fiat values and metal values of coins causes coins to be removed from circulation by illicit smelters interested in the value of their metal content. In fact, the United States Mint, in anticipation of this practice, implemented new interim rules on December 14, 2006, subject to public comment for 30 days, which criminalize the melting and export of pennies and nickels. Violators can be punished with a fine of up to $10,000 and/or imprisoned for a maximum of five years.


          To distinguish between these two types of coins, as well as from other forms of tokens which have been used as money, some monetary scholars have attempted to define three criteria that an object must meet to be a "true coin". These criteria are:


          
            	It must be made of a valuable material, and trade for close to the market value of that material.


            	It must be of a standardized weight and purity.


            	It must be marked to identify the authority that guarantees the content

          


          


          First coins
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          The question of the world's first coin has long been and still is debated. Among numismatists, it is debated whether the world's first coins originated in Lydia, China, or India (where coins were known as karshapana). One early coin from Caria, Asia Minor, includes a legend "I am the badge of Phanes," though most of the early Lydian pieces have no writing on them, just symbolic animals. Therefore the dating of these coins relies primarily on archeological evidence, with the most commonly cited evidence coming from excavations at the Temple of Artemis at Ephesos, also called the Ephesian Artemision (which would later evolve into one of the Seven Wonders of the ancient world). Many early Lydian coins were undoubtedly struck (manufactured) under the authority of private individuals and are thus more akin to tokens than true coins, though because of their numbers it's evident that some were official state issues, with King Alyattes of Lydia being the most frequently mentioned originator of coinage.


          The first Indian coins were minted around the 6th century BC by the Mahajanapadas of the Indo-Gangetic Plain. The coins of this period were punch marked coins called Puranas, Karshapanas or Pana. The Mahajanapadas that minted their own coins included Gandhara, Kuntala, Kuru, Panchala, Shakya, Surasena, and Surashtra. Some argue that Indian coins were developed from Western prototypes, which the Indians came in contact with through Babylonian traders.


          The first European coin to use Arabic numerals to date the year minted was the Swiss 1424 St. Gallen silver Plappart.


          


          Coin debasement


          Throughout history, governments have been known to create more coinage than their supply of precious metals would allow. By replacing some fraction of a coin's precious metal content with a base metal (often copper or nickel), the intrinsic value of each individual coin was reduced (thereby "debasing" their money), allowing the coining authority to produce more coins than would otherwise be possible. Debasement sometimes occurs in order to make the coin harder and therefore less likely to be worn down as quickly. Debasement of money almost always leads to price inflation unless price controls are also instituted by the governing authority, in which case a black market will often arise.


          The United States is unusual in that it has only slightly modified its coinage system (except for the images and symbols on the coins, which have changed a number of times) to accommodate two centuries of inflation. The one-cent coin has changed little since 1856 (though its composition was changed in 1982 to remove virtually all copper from the coin) and still remains in circulation, despite a greatly reduced purchasing power. On the other end of the spectrum, the largest coin in common circulation is 25 cents, a low value for the largest denomination coin compared to other countries. Recent increases in the prices of copper, nickel, and zinc, mean that both the US one- and five-cent coins are now worth more for their raw metal content than their face (fiat) value. In particular, copper one-cent pieces (those dated prior to 1982 and some 1982-dated coins) now contain about two cents worth of copper. Some denominations of circulating coins that were formerly minted in the United States are no longer made. These include coins with a face value of half a cent, two cents, three cents, twenty cents, two dollars and fifty cents, three dollars, five dollars, ten dollars, and twenty dollars. In addition, cents were originally slightly larger than the modern quarter and weighed nearly half an ounce, while five cent coins were smaller than a dime and made of a silver alloy. Dollars were also much larger and weighed approximately an ounce. Half dollar and one dollar coins are still produced but rarely used. The U.S. also has bullion and commemorative coins with the following denominations: 50, $1, $5, $10, $25, $50, and $100.


          


          Features of modern coinage
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          The milled, or reeded, edges still found on many coins (always those that were once made of gold or silver, even if not so now) were originally designed to show that none of the valuable metal had been shaved off the coin. Prior to the use of milled edges, circulating coins commonly suffered from "shaving", by which unscrupulous persons would shave a small amount of precious metal from the edge. Unmilled British sterling silver coins were known to be shaved to almost half of their minted weight. This form of debasement in Tudor England was commented on by Sir Thomas Gresham, whose name was later attached to Gresham's Law. The monarch would have to periodically recall circulating coins, paying only bullion value of the silver, and reminting them.


          Traditionally, the side of a coin carrying a bust of a monarch or other authority, or a national emblem, is called the obverse, or colloquially, heads. The other side is called the reverse, or colloquially, tails. However, the rule is violated in some cases. Another rule is that the side carrying the year of minting is the obverse, although some Chinese coins, most Canadian coins, the British 20p coin, and all Japanese coins, are an exception.


          The orientation of the obverse with respect to the reverse differs between countries. Some coins have coin orientation, where the coin must be flipped vertically to see the other side; other coins, such as British coins, have medallic orientation, where the coin must be flipped horizontally to see the other side.


          The exergue is the space on a coin beneath the main design, often used to show the coin's date, although it is sometimes left blank or containing a mint mark, privy mark, or some other decorative or informative design feature. Many coins do not have an exergue at all, especially those with few or no legends, such as the Victorian bun penny.


          Coins that are not round (British 50 pence for example) usually have an odd number of sides, with the edges rounded off. This is so that the coin has a constant diameter, and will therefore be recognised by vending machines whichever way it is inserted. Alternatively some older designs still in circulation have a large number of sides which reduce the difference in width, such as the Australian 50 cent coin with twelve flat sides. The triangular coin (produced to commemorate the 2007/2008 Tutankhamun exhibition at the The O2 Arena) was commissioned by the Isle of Man, became legal tender on 6 December 2007 and has a value of 25p (a crown). The triangular coin issued to commemorate the return of Tutankhamun treasures to London was not the first coin with a triangular shape. Some triangular coins produced earlier include: Cabinda coin, Bermuda coin, 2 Dollar Cook Islands 1992 triangular coin, Uganda Millennium Coin and Polish Sterling-Silver 10-Zloty Coin.


          Coins are popularly used as a sort of two-sided die; in order to choose between two options with a random possibility, one choice will be labeled "heads" and the other "tails," and a coin will be flipped or "tossed" to see whether the heads or tails side comes up on top. See Bernoulli trial; a fair coin is defined to have the probability of heads (in the parlance of Bernoulli trials, a "success") of exactly 0.5. A widely publicized example of an asymmetrical coin which will not produce "fair" results in a flip is the Belgian one euro coin. See also coin flipping. Coins are sometimes falsified to make one side weigh more, in order to simulate a fair type of coin which is actually not fair. Such a coin is said to be "weighted."


          Some coins, called bracteates, are so thin they can only be struck on one side.


          Bi-metallic coins are sometimes used for higher values and for commemorative purposes. In the 1990s, France used a tri-metallic coin. Common circulating examples include the 1, 2, British 2 and Canadian $2.


          Guitar-shaped coins were once issued in Somalia, Poland once issued a fan-shaped 10 złoty coin, but perhaps the oddest coin ever was the 2002 $10 coin from Nauru, a Europe-shaped coin.


          The Royal Canadian Mint is now able to produce holographic-effect gold and silver coinage.


          For a list of many pure metallic elements and their alloys which have used in actual circulation coins and for trial experiments, see coinage metals.
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          Coin collecting is the collecting or trading of coins or other forms of legally minted currency. Frequently collected coins include those that were in circulation for only a brief time, minted with errors or especially beautiful or historically interesting pieces. Coin collecting can be differentiated from numismatics in that the latter is the study of currency, though both are obviously closely related.


          


          History


          While hoarding coins due to their value goes back to the beginning of coinage, collecting coins as pieces of art was a later development. Known as the "Hobby of Kings", modern coin collecting is generally believed to have begun in the fourteenth century with the Italian scholar and poet Petrarch. Numismatics reached its apex due to the great demand during the late Middle Ages and the early Renaissance. In this period ancient coins were collected by many European Kings, Princes, and nobility. Some of the great collectors were Pontif Boniface VIII, Emperor Maximilian of the Holy Roman Empire, Louis XIV of France, Ferdinand I, Elector Joachim II of Brandenburg who started the Berlin coin cabinet and Henry IV of France.


          The first international convention for coin collectors was held August 1518, 1962, in Detroit, Michigan and was sponsored by the American Numismatic Association and the Canadian Numismatic Association. Attendance was estimated at 40,000.


          


          Specialties


          Coin collectors often begin by saving coins they have received in circulation but found interesting. These may be the remnants of change from an international trip or an old coin found in circulation. Over time, if their interests increase, chance will not be sufficient to satisfy the demands for new specimens, and a potentially expensive hobby is born. Some become dedicated generalists, looking for a few examples of everything. If they have enough resources, this can result in an astounding collection, as that of King Farouk of Egypt, who collected everything (not just coins). Some are completists, wanting an example of everything within a certain set. For example, Louis Eliasberg was the only collector thus far to assemble a complete set of known coins of the United States.


          Coin collecting can become a competitive activity, as evidenced recently by registry sets. Registry sets are sets of coins published by grading services. The grading services assess these sets by their completeness and by their numerical grade. This can lead to astronomical prices as dedicated collectors strive for the very best examples of each date and mint mark combination.


          Most collectors determine that they must focus their financial resources on a narrower interest. Therefore, some collectors focus on coins of a certain nation or historic period, some collect coins from various nations and some settle on error coins. Still others might focus on exonumia such as currency, tokens or challenge coins.


          


          Coin condition and value


          In coin collecting the condition of a coin is paramount to its value; a high-quality example is often worth many times more than a poor example. Of course, this is true for nearly all other types of collectibles (such as stamps or trading cards). There are always exceptions to this generalization. Collectors have created systems to describe the overall condition of coins. One older system describes a coin as falling within a range from "poor" to "uncirculated". The newer Sheldon system, used primarily in the US, has been adopted by the American Numismatic Association. It uses a 170 numbering scale, where 70 represents a perfect specimen and 1 represents a barely identifiable coin.


          Several coin grading services will grade and encapsulate coins in a labeled, air-tight plastic holder. This process is commonly known as coin slabbing and is most prevalent in the US market. Two highly respected grading services are the Numismatic Guaranty Corporation (NGC) and the Professional Coin Grading Service (PCGS). However, professional grading services are the subject of controversy because grading is subjective; coins may receive different grades by different services or even upon resubmission to the same service. Due to potentially large differences in value over slight differences in a coin's condition, some commercial coin dealers will repeatedly resubmit a coin to a grading service in the hope of a higher grade. The grading services came into being (PCGS being first) in an effort to bring more safety to investors in rare coins. While they have reduced the number of counterfeits foisted upon investors and have improved matters substantially, the goal of creating a sight-unseen market for coins remains somewhat elusive.


          Damage of any sort (e.g. holes, edge dents, repairs, cleaning, re-engraving or gouges) can substantially reduce the value of a coin. Specimens are occasionally cleaned or polished in an attempt to pass them off as higher grades or as uncirculated strikes. Because of the substantially lower prices for cleaned or damaged coins, some specialize in their collection. There is a market for almost any rare or obsolete coin.


          


          Common collection themes


          A few themes are common and are often combined into a goal for a collection.
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          Country collections


          Many collectors attempt to obtain an example from every country which has issued a coin. In contrast to those who collect coins from all countries, many collect coins from only one country, often their own.


          


          Year collections


          Rather than collecting one example of a type, some collectors prefer to collect by year, and thus collect one Lincoln cent for every year from 1909 to the present. This is probably one of the most practical ways to collect US currency. Most bookstores sell specially designed books for the purpose of collecting coins by year.


          


          Mintmark collections


          Many collectors consider that different mint marks give sufficient differentiation to justify separate representation in their collection. This increases the number of examples needed to complete a collection from one per year to several per year. Some mintmarks are more rare than others. This is what makes collecting different mintmarks exciting for collectors.


          


          Variety collections


          As mints issues many thousands or millions of any given coin, there are generally multiple sets of dies used. Occasionally these dies will be slightly different. Generally this is in a very small detail, such as the number of leaves on the ear of corn on the recent US Wisconsin state quarter. Varieties are more common on older coins, when the coin die were hand carved.


          


          Type collections


          Often a collection consists of an example of major design variants for a period of time in one country.
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          Subject collections


          Collectors with an interest in a subject (e.g. ships or dogs) may collect only coins depicting that interest.


          


          Composition collections


          For some, the composition of the coin itself is interesting. For example there are a number of collectors of only bimetallic coins. Normally only precious metals like gold, silver and platinum fit this category.


          


          Period collections
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          Many collectors restrict themselves to coins issued after the 18th or 19th century, while others collect ancient and medieval coins. Coins of Roman, Byzantine, Greek, Indian, Celtic, Parthian, Merovingian, Ostrogothic, and ancient Israelite origin are amongst the more popular ancient coins collected. Specialties tend to vary greatly, but some approaches include the collection of coins minted during a particular emperor's reign or a representative coin from each emperor. Coins are often a reflection of the events of the time in which they are produced, so coins issued during historically important periods are especially interesting to collectors.


          


          Types of coin collectors


          


          Investors


          A common reason given for purchasing coins is as an investment. Coin prices can be cyclical and prices may drop for coins that are not in great long-term demand. In addition to demand, condition and rarity are also determinants in pricing. The age of a coin is not, per se, a significant factor.


          Many of the reasons given for investing in coins are similar to those given for investing in stamps, precious metals or other commodities. As with most collectibles, a coin collection does not produce income until it is sold, and may even incur costs (e.g. for safe deposit box storage) in the interim.


          While collecting for pleasure can make an enjoyable hobby, those entering the field primarily to profit are warned to study before buying. Certain companies, some of whom may advertise on television, in newspapers, or in popular magazines, are alleged to make outlandish claims about the present and future values of their wares. After learning the basics of the field it is often possible to make better purchases from reputable dealers.


          


          Hoarders


          Coin hoarders are similar to investors and collectors in the sense that they accumulate coins. However, they typically don't focus on one specific variety, rather they gather whatever coins they can and hold them. Searching change for silver is a way to start.


          


          Inheritors


          Someone who acquires coins (collection, hoard, investment) from another person. The inheritor does not necessarily know anything about numismatics, they just have the coins.
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          Colditz Castle is a castle in the town of Colditz near Leipzig, Dresden, and Chemnitz in the state of Saxony in Germany ( ). Used as a workhouse for the indigent and a mental institution for over 100 years, it became notorious as Oflag IV-C, a prisoner-of-war camp for "incorrigible" Allied officers who had repeatedly escaped from other camps.


          


          History


          


          The original castle
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          In 1046, Henry III of the Holy Roman Empire gave the burghers of Colditz permission to build the first documented settlement at the site. In 1083, Henry IV urged Markgraf Wiprecht of Groitzsch to develop the castle site, which Colditz accepted. In 1158, Emperor Frederick Barbarossa made Thimo I "Lord of Colditz", and major building works began. By 1200, the city around the market was established. Forests, empty meadows, and farmland were settled next to the pre-existing slavic villages Zschetzsch, Zschadra, Zollwitz, Terpitzsch and Koltzschen. Around that time the larger villages Hohnbach, Thierbaum, Ebersbach and Tautenhain also emerged.


          In the Middle Ages, the castle played an important role as a watchtower for the German Emperors and was the centre of the Reich territories of the Pleienland (anti- Meien Pleie-lands). In 1404, the nearly 250-year rule of the dynasty of the Lords of Colditz ended when Thimo VIII sold Colditz Castle for 15,000 silver marks to the Wettin ruler of the period in Saxony.


          As a result of family dynastic politics, the city of Colditz was incorporated in the Margravate (county) of Meien. In 1430, the Hussites attacked Colditz and set city and castle on fire. Around 1464, renovation and new building work on the Castle were carried out by Prince Ernst, who died in Colditz Castle in 1486. Under Frederick the Wise and Johann the Gentle, Colditz was a royal residence of the Electors of Saxony.


          


          The rebuilt castle
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              The porphyry mannerist portal of the church house carved by Andreas Walther II in 1584.
            

          


          In 1504, the servant Clemens the baker accidentally set Colditz on fire, and the city hall, church, castle and a large part of the city went up in flames. In 1506, reconstruction began and new buildings were raised around the rear castle courtyard. In 1523, the castle park was turned into one of the largest zoos in Europe. In 1524, rebuilding of the upper floors of the castle began. The castle was reconstructed in a fashion that corresponded to the way it was divided upinto the cellar, the royal house and the banquet hall building. There is nothing more to be seen of the original fortified castle, where the present rear castle is located, but it is still possible to make out where the original divisions were (the Old or Lower House, the Upper House and the Great House).


          The structure of the castle was changed under the long reign of the elector Augustus of Saxony (15531586), and the complex was reconstructed into a Renaissance style castle from 1577 to 1591, including the portions that were still in the gothic architectural style. Architects Hans Irmisch and Peter Kummer supervised the further restoration and rebuilding. Later, Lucas Cranach the Younger was commissioned as an artist in the Castle.


          During this period the portal at what is known as the church house was created in 1584, made of porphyry and richly decorated in the mannerist style by Andreas Walther II. It was at this time that both the interior and the exterior of "the Holy Trinity" castle chapel that links the cellar and royal house with one another were redesigned. Shortly thereafter, the castle became an administrative centre for the Office of Colditz and a hunting lodge. In 1694, its then-current holder, Augustus the Strong, began to expand it, resulting in a second courtyard and a total of 700 rooms.


          


          The modern castle
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          In the 19th century, the church space was rebuilt in the neo-classic architectural style, but its condition was allowed to deteriorate. The castle was used by Frederick Augustus III, Elector of Saxony as a workhouse to feed the poor, the ill, and persons under arrest. It served this purpose from 1803 to 1829, when its workhouse function was taken over by an institution in Zwickau. In 1829, the castle became a mental hospital for the "incurably insane" from Waldheim. In 1864, a new hospital building was erected in the Gothic Revival style, on the ground where the stables and working quarters were previously located. It remained a mental institution until 1924.


          During World War II, the castle was used as a Prisoner of War camp (see POW). No escapes were made at this time. When the Nazis came to power in 1933, they turned the castle into a political prison for communists, homosexuals, Jews, and other "undesirables". It was not until 1939 that allied prisoners were housed there. In April 1945, US troops entered Colditz town and, after a two-day fight, conquered the castle on April 16.


          In May 1945, the Soviet occupation of Colditz began. Following the Yalta Conference it became a part of East Germany. The Soviets turned Colditz castle into a prison camp for local burghers and non-communists. Later, the castle was a home for the aged and nursing home, as well as a hospital and psychiatric clinic. For many years after the War, forgotten hiding spots and tunnels were found by repairmen, including a radio room set up by the British POWs, which was then "lost" again only to be re-discovered some ten years later.
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          The current castle


          Today the castle and the church space require a significant amount of refurbishment and restoration. The last users moved out on August 1, 1996, and since then the castle has been almost empty except for the occasional visitor. The "Gesellschaft Schloss Colditz e.V." (the Castle Colditz historical society), founded in 1996, has its offices in a portion of the administration building in the front castle court.


          The castle has been renovated and turned into a museum with visits showing some of the escape tunnels built by prisoners of the Oflag during World War II.


          During 2006 and 2007, the castle continues to undergo a full restoration and refurbishment, sponsored largely by the state of Saxony. In the near future, part of the castle will remain an escape museum, with the former Kommandantur (German quarters) becoming a youth hostel and vacationers' hotel.


          


          Colditz Castle as a mental institution


          For nearly a hundred years, between 1829 and 1924, Colditz was a sanitarium, generally reserved for the wealthy and the nobility of Germany. The castle thus functioned as a hospital during a long stretch of massive upheaval in Germany, from slightly after the Napoleonic Wars destroyed the Holy Roman Empire and created the German Confederation, throughout the lifespan of the North German Confederation, the complete reign of the German Empire, throughout the First World War, and until the beginnings of the Weimar Republic. Between 1914 and 1918, the castle was home to both psychiatric and tuberculosis patients, 912 of whom died of malnutrition.


          Colditz Castle was also home to several notable figures during its time as a mental institution, including Ludwig Schumann, the second youngest son of the famous composer Robert Schumann, and Ernst Georg August Baumgarten, one of the original inventors of the airship.


          


          Colditz Castle as Oflag IV-C


          After the outbreak of World War II the castle was converted into a high security prisoner-of-war camp for officers who had become security or escape risks or who were regarded as particularly dangerous. Since the castle is situated on a rocky outcropping above the Mulde river, the Germans believed it to be an ideal site for a high security prison.


          The larger outer courtyard, known as the Kommandantur, had only two exits and housed a large German garrison. The prisoners lived in an adjacent courtyard in a 90 ft (27 m) tall building. Outside, the flat terraces which surrounded the prisoners' accommodation were constantly watched by armed sentries and surrounded by barbed wire. Although known as Colditz Castle to the locals, its official German designation was Oflag IV-C and it was under Wehrmacht control.


          Although it was considered a high security prison, it boasted one of the highest records of successful escape attempts. This could be due to the general nature of the prisoners that were sent there; most of them had attempted escape previously from other prisons and were transferred to Colditz because the Germans had thought it to be escape-proof. One lavish scheme even included a glider that was kept in a remote portion of the castle's attic, although it was never used because Germany surrendered to the Allies before the scheduled date of the planned escape.
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          The Cold War was the period of conflict, tension and competition between the United States and the Soviet Union and their respective allies from the mid-1940s until the early 1990s. Throughout this period, the rivalry between the two superpowers unfolded in multiple arenas: military coalitions; ideology, psychology, and espionage; sports; military, industrial, and technological developments, including the space race; costly defense spending; a massive conventional and nuclear arms race; and many proxy wars.


          There was never a direct military engagement between the US and the Soviet Union, but there was half a century of military buildup as well as political battles for support around the world, including significant involvement of allied and satellite nations in proxy wars. Although the US and the Soviet Union had been allied against Nazi Germany, the two sides differed on how to reconstruct the postwar world even before the end of World War II. Over the following decades, the Cold War spread outside Europe to every region of the world, as the US sought the " containment" of communism and forged numerous alliances to this end, particularly in Western Europe, the Middle East, and Southeast Asia. There were repeated crises that threatened to escalate into world wars but never did, notably the Berlin Blockade (194849), the Korean War (195053), the Vietnam War (19591975), the Cuban Missile Crisis (1962), and the Soviet-Afghan War (197989). There were also periods when tension was reduced as both sides sought dtente. Direct military attacks on adversaries were deterred by the potential for mutual assured destruction using deliverable nuclear weapons.
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          The Cold War drew to a close in the late 1980s following Soviet leader Mikhail Gorbachev's summit conferences with United States President Ronald Reagan, as well as Gorbachev's launching of reform programs: perestroika and glasnost.


          


          Origins of the term


          In the specific sense of the Cold War referring to the post-World War II geopolitical tensions between the Soviet Union and the United States, the term has been attributed to American financier and U.S. presidential advisor Bernard Baruch. The Cassell Companion to Quotations cites a speech Baruch gave in South Carolina, April 16, 1947 in which he said, "Let us not be deceived: we are today in the midst of a cold war." The Cassell Companion notes that the phrase was actually suggested to Baruch by his speechwriter, Herbert Bayard Swope, who had been using it privately since 1940. Columnist Walter Lippmann also gave the term wide currency after his 1947 book titled Cold War.
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          Pre-Cold War
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          There is some disagreement over what constitutes the beginning of the Cold War. While most historians say that it began in the period just after World War II, some say that it began towards the end of World War I, though tensions between Russian Empire/USSR and British Empire and the United States date back to the middle of the 19th century.


          The ideological clash between communism and capitalism began in 1917 following the Russian Revolution, when the USSR emerged as the first major communist power. This was the first event which made Russian-American relations a matter of major, long-term concern to the leaders in each country.


          Several events led to suspicion and distrust between the United States and the Soviet Union: US intervention in Russia supporting the White Army in the Russian Civil War, Russia's withdrawal from World War I in the Treaty of Brest-Litovsk with Germany, the Bolsheviks' challenge to capitalism, the US refusal to recognize the Soviet Union until 1933. Other events in the period immediately before WWII increased this suspicion and distrust. The British appeasement of Germany and the German-Soviet Non-aggression Pact are two notable examples.


          


          World War II and Post-War (193947)


          During the war, the Soviets strongly suspected that the Anglo-Americans had opted to let the Russians bear the brunt of the war effort, to insert themselves only at the last minute so as to influence the peace settlement and dominate Europe. Historians such as John Lewis Gaddis dispute this claim, citing other military and strategic calculations for the timing of the Normandy invasion. Nevertheless, Soviet perceptions (or misconceptions) of the West and vice versa left a strong undercurrent of tension and hostility between the Allied powers.


          There was severe disagreement between the Allies about how Europe should look following the war. Both sides, moreover, held very dissimilar ideas regarding the establishment and maintenance of post-war security. The Americans tended to understand security in situational terms, assuming that, if US-style governments and markets were established as widely as possible, countries could resolve their differences peacefully, through international organizations. Soviet leaders, however, tended to understand security in terms of space. This reasoning was conditioned by Russia's historical experiences, given the frequency with which the country had been invaded over the last 150 years.
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          At the Yalta Conference in February 1945, the Allies attempted to define the framework for a post-war settlement in Europe but could not reach a firm consensus. Following the Allied victory in May, the Soviets effectively occupied Eastern Europe, while the US had much of Western Europe. In occupied Germany, the US and the Soviet Union established zones of occupation and a loose framework for four-power control with the ailing French and British.
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          At the Potsdam Conference, starting in late July, serious differences emerged over the future development of Germany and Eastern Europe. At this conference Truman informed Stalin that the United States possessed a powerful new weapon. "Stalins only reply was to say that he was glad to hear of the bomb and he hoped [the United States] would use it." One week after the end of the Potsdam Conference, the atomic bombings of Hiroshima and Nagasaki led to further conflict between the Soviet Union and the United States. Shortly after the attacks, Stalin protested to US officials when Truman offered the Soviets little real influence in occupied Japan.


          In February 1946, George F. Kennan's " Long Telegram" from Moscow helped to articulate the growing hard line that was being taken against the Soviets.. On September 6, 1946, James F. Byrnes made a speech in Germany, repudiating the Morgenthau Plan and warning the Soviets that the US intended to maintain a military presence in Europe indefinitely. As Byrnes admitted one month later, "The nub of our program was to win the German people [...] it was a battle between us and Russia over minds [....]" A few weeks after the release of this "Long Telegram", former British Prime Minister Winston Churchill delivered his famous "Iron Curtain" speech in Fulton, Missouri. The speech called for an Anglo-American alliance against the Soviets, whom he accused of establishing an "iron curtain" from " Stettin in the Baltic to Trieste in the Adriatic."


          


          From "Containment" through the Korean War (194753)


          By 1947, Truman's advisors were worried that time was running out to counter the influence of the Soviet Union. In Europe, post-war economic recovery was faltering, and shortages of food and other essential consumer goods were common. Truman's advisors feared that the Soviet Union was seeking to weaken the position of the US in a period of post-war confusion and collapse.


          The event which spurred Truman on to announce formally the US's adopting the policy of " containment" was the British government's announcement in February 1947 that it could no longer afford to finance the Greek monarchical military regime in its civil war against communist-led insurgents. Rather than view this war as a civil conflict revolving around domestic issues, US policymakers interpreted it as a Soviet effort; however, the insurgents were helped by Josip Broz Tito's Yugoslavia, not Moscow. Secretary of State Dean Acheson accused the Soviet Union of conspiracy against the Greek royalists in an effort to "expand" into the Middle East, Asia, and Africa, and in March 1947 the administration unveiled the " Truman Doctrine". As Truman declared during March 1947:


          
            
              	

              	It must be the policy of the United States, to support free peoples who are resisting attempted subjugation by armed minorities or outside pressures....[W]e must assist free peoples to work out their own destinies in their own way.

              	
            

          


          Truman rallied Americans in his famous "Truman Doctrine" speech to spend $400,000,000 on intervention in the civil war in Greece. In order to mobilize an unfriendly Republican Congress, the Democratic president painted the conflict as a contest between "free" peoples and "totalitarian" regimes, thus dramatically heightening the rhetorical stakes of the conflict. By aiding Greece, Truman set a precedent for US aid to regimes, no matter how repressive and corrupt, that requested help to fight communists.


          Without the assistance of huge capital resources to rebuild industry transferred from the United States, Western European economies failed to recover from the enormous wartime destruction of the region's infrastructure. Communist parties, meanwhile, were winning large votes in free elections in countries such as France and Italy. American policymakers were worried that economic conditions in Western Europe might deteriorate to the point where communist parties could seize power there, too, through free elections or popular revolutions. Some US policymakers also feared that their own economy might suffer unless effective demand for their exports in Western Europe was restored.
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          For US policymakers, threats to Europe's balance of power were not necessarily military ones, but a political and economic challenge. George Kennan helped to summarise the problem at the State Department Planning Staff in May 1947: "Communist activities" were not "the root of the difficulties of Western Europe" but rather "the disruptive effects of the war on the economic, political, and social structure of Europe." According to this view, the Communists were "exploiting the European crisis" to gain power. In June, following the recommendations of the State Department Planning Staff, the Truman Doctrine was complemented by the Marshall Plan, a pledge of economic assistance aimed at rebuilding the Western political-economic system and countering perceived threats to Europe's balance of power, which the US had gone to war to restore, from the radical left.


          After lobbying by the Joint Chiefs of Staff, and Generals Clay and Marshall, the Truman administration finally realised that economic recovery in Europe could not go forward without the reconstruction of the German industrial base on which it had previously been dependent.
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          In July, Truman rescinded, on "national security grounds", the punitive Morgenthau plan JCS 1067, which had directed the US forces of occupation in Germany to "take no steps looking toward the economic rehabilitation of Germany." It was replaced by JCS 1779, which stressed instead that "[a]n orderly, prosperous Europe requires the economic contributions of a stable and productive Germany."


          Also in July, Truman reorganised his government to fight the Cold War. The National Security Act of 1947, signed by Truman on July 26, created a unified Department of Defense, the Central Intelligence Agency (CIA), and the National Security Council. These would become the main bureaucracies for US policy in the Cold War.


          The twin policies of the Truman Doctrine and the Marshall Plan led to billions in economic and military aid to Western Europe, and Greece and Turkey. With US assistance, the Greek military won its civil war, and the Italian Christian Democrats defeated the powerful Communist- Socialist alliance in the elections of 1948.
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          The US consolidated its new role as leader of the West. In retaliation to Western moves to reunite West Germany, Stalin built blockades to block western access to West Berlin, but Truman maintained supply lines to the enclave by flying supplies in over the blockade from 1948 to '49.


          The US formally allied itself to the Western European states in the North Atlantic Treaty of 1949, establishing the North Atlantic Treaty Organization (NATO). Stalin countered by tying together the economies of the Eastern bloc in a Soviet-led version of the Marshall Plan, the Council for Mutual Economic Assistance (COMECON), and exploding the first Soviet atomic device in August 1949.


          The US took the lead in re-establishing West Germany from the three Western zones of occupation in 1949. To counter this Western reorganisation of Germany, the Soviet Union proclaimed its zone of occupation in Germany the " German Democratic Republic" in 1949. In the early 1950s, the US worked for the rearmament of West Germany and, in 1955, its full membership to NATO.


          


          In 1949 Mao's Red Army defeated the US-backed Kuomintang regime in China. Shortly afterwards, the Soviet Union created an alliance with the newly formed People's Republic of China. Confronted with the Chinese Revolution and the end of the US atomic monopoly in 1949, the Truman administration quickly moved to escalate and expand the containment policy. In a secret 1950 document, NSC-68, Truman administration officials proposed to reinforce pro-Western alliance systems and quadruple spending on defence.


          US officials moved thereafter to expand "containment" into Asia, Africa, and Latin America. At the same time, revolutionary nationalist movements, often led by Communist parties, were fighting against the restoration of Europe's colonial empires in South-East Asia. The US formalized an alliance with Japan in the early 1950s, thereby guaranteeing the United States a number of long-term military bases. Truman also brought other states, including Australia, New Zealand, Thailand and the Philippines, into a series of alliances.


          One of the most significant impacts of containment was the Korean War. The US and Soviet Union had been fighting proxy wars as just mentioned, on a small scale, and without US troops; but to Stalin's surprise, Truman committed US forces to drive back the North Koreans, who had invaded South Korea. Public opinion in countries such as Great Britain, usual allies of the US, was divided for and against the war. British Attorney General Sir Hartley Shawcross repudiated the sentiment of those opposed when he said "I know there are some who think that the horror and devastation of a world war now would be so frightful, whoever won, and the damage to civilization so lasting, that it would be better to submit to Communist domination. I understand that view - but I reject it." In 1953, the Korean War ended in stalemate, but the US gradually got itself entangled in another civil war. The US supported the South Vietnamese government against North Vietnam, which was backed by the Soviet Union and China.


          


          Crisis and escalation (195362)


          In 1953 changes in political leadership on both sides shifted the dynamic of the Cold War. Dwight D. Eisenhower was inaugurated president in January 1953. During the last 18 months of the Truman administration, the US defence budget had quadrupled; and Eisenhower resolved to reduce military spending by brandishing the United States' nuclear superiority while continuing to fight the Cold War effectively. In March Joseph Stalin died, and the Soviets, now led by Nikita Khrushchev, moved away from Stalin's policies.


          Eisenhower's secretary of state, John Foster Dulles initiated a "New Look" for the "containment" strategy, calling for a greater reliance on nuclear weapons to US enemies. Dulles also enunciated the doctrine of "massive retaliation," threatening a severe US response to any Soviet aggression. Possessing nuclear superiority, for example, Eisenhower curtailed Soviet threats to intervene in the Middle East during the 1956 Suez Crisis.
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          There was a slight relaxation of tensions after Stalin's death in 1953, but the Cold War in Europe remained an uneasy armed truce. US troops seemed stationed indefinitely in West Germany and Soviet forces seemed indefinitely stationed throughout Eastern Europe. To counter West German rearmament, the Soviets established a formal alliance with the Eastern European Communist states termed the Warsaw Pact Treaty Organization or Warsaw Pact in 1955. In 1956, the status quo was briefly threatened in Hungary, when the Soviets invaded rather than allow the Hungarians to move out of their orbit. Berlin remained divided and contested. In 1961, the East Germans erected the Berlin Wall to prevent the movement of East Berliners into West Berlin.


          In the US, Wisconsin senator Joseph McCarthy emerged as an influential proponent of a hard-line stance on the Cold War. Although the president quietly deplored his demagoguery, the senator exploited anti-Soviet sentiment when alleging a communist conspiracy to take over the US government, leading to a massive political witch-hunt.


          During the 1950s, the Third World was an increasingly important arena of Cold War competition. After the Second World War, the US emerged as the predominant power in the Third World, filling the vacuum of the old imperial hegemony of its principal Cold War alliesthe traditional Western European colonial powers (particularly the UK, France, and the Netherlands). However, nationalists in many postcolonial states were often unsympathetic to the Western bloc. Adjusting to decolonization, meanwhile, was a difficult process economically and psychologically for European powers; and NATO suffered, as it included all the world's major colonial empires.


          


          Nationalist movements in some countries and regions, notably Guatemala, Iran, the Philippines, and Indochina were often allied with communist groupsor at least were perceived in the West to be allied with communists. In this context, the US and the Soviet Union increasingly competed for influence by proxy in the Third World as decolonization gained momentum in the 1950s and early 1960s. The US government utilized the CIA in order to remove a string of unfriendly Third World governments and to support others. The US used the CIA to overthrow governments suspected by Washington of turning pro-Soviet, including Iran's first democratically elected government under Prime Minister Mohammed Mossadegh in 1953 and Guatemala's democratically-elected president Jacobo Arbenz Guzmn in 1954. Between 1954 and 1961, the US sent economic aid and military advisors to stem the collapse of South Vietnam's pro-Western regime.


          Many emerging nations of Asia, Africa, and Latin America rejected the pressure to choose sides in the East-West competition. In 1955, at the Bandung Conference in Indonesia dozens of Third World governments resolved to stay out of the Cold War. The consensus reach at Bandung culminated with the creation of the Non-Aligned Movement in 1961. Meanwhile, Khrushchev broadened Moscow's policy to establish ties with India and other key neutral states. Independence movements in the Third World transformed the postwar order into a more pluralistic world of decolonized African and Middle Eastern nations and of rising nationalism in Asia and Latin America.


          


          During the 1950s, the US and the USSR pursued nuclear rearmament and developed long-range weapons with which they could strike the territory of the other. The Soviets developed their own hydrogen bomb and, in 1957, launched the first earth satellite. However, the period after 1956 was marked by serious setbacks for the Soviet Union, most notably the breakdown of the Sino-Soviet alliance. Before Khrushchev's ousting in 1964, the Soviets focused on a bitter rivalry with Mao's China for leadership of the global communist movement.


          The nuclear arms race brought the two superpowers to the brink of nuclear war. Khrushchev formed an alliance with Fidel Castro after the Cuban Revolution in 1959. In 1962, President John F. Kennedy responded to the installation of nuclear missiles in Cuba with a naval blockadea show of force that brought the world close to nuclear war. The Cuban Missile Crisis showed that neither superpower was ready to use nuclear weapons for fear of the other's retaliation, and thus of mutually assured destruction. The aftermath of the crisis led to the first efforts at nuclear disarmament and improving relations.


          


          From confrontation through dtente (196279)


          In the course of the 1960s and 1970s, both the US and the Soviet Union struggled to adjust to a new, more complicated pattern of international relations in which the world was no longer divided into two clearly opposed blocs by the two superpowers. Since the beginning of the postwar period, Western Europe and Japan rapidly recovered from the destruction of World War II and sustained strong economic growth through the 1950s and 1960s, increasing their strength compared to the United States. As a result of the 1973 oil crisis, combined with the growing influence of Third World alignments such as the Organization of Petroleum Exporting Countries (OPEC) and the Non-Aligned Movement, less-powerful countries had more room to assert their independence and often showed themselves resistant to pressure from either superpower. (EB) Moscow, meanwhile, was forced to turn its attention inward to deal with the Soviet Union's deep-seated domestic economic problems. During this period, Soviet leaders such as Alexei Kosygin and Leonid Brezhnev embraced the notion of dtente.
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          Nevertheless, both superpowers resolved to reinforce their global leadership. Both the Soviet Union and the United States struggled to stave off challenges to their leadership in their own regions. President Lyndon B. Johnson landed 22,000 troops in the Dominican Republic, citing the threat of the emergence of a Cuban-style revolution in Latin America.


          In Eastern Europe, the Soviets invaded Czechoslovakia during 1968, in order to crush the Prague Spring reform movement, that might have threatened to take the country out of the Warsaw Pact. The invasion sparked intense protests from Yugoslavia, Romania and China, as well as from other Western European communist parties.
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          The US continued to spend heavily on supporting friendly Third World regimes in Asia. Conflicts in peripheral regions and client statesmost prominently in Vietnamcontinued. Johnson stationed 575,000 troops in Southeast Asia to defeat the National Front for the Liberation of South Vietnam (NLF) and their North Vietnamese allies, but his costly policy weakened the US economy and, by 1975, ultimately culminated in what most of the world saw as a humiliating defeat of the world's most powerful superpower at the hands of one of the world's poorest nations. Brezhnev, meanwhile, faced far more daunting challenges in reviving the Soviet economy, which was declining in part because of heavy military expenditures.


          Although indirect conflict between Cold War powers continued through the late 1960s and early 1970s, tensions began to ease, as the period of dtente began. The Chinese had sought improved relations with the US in order to gain advantage over the Soviets. In February 1972, Richard Nixon traveled to Beijing and met with Mao Zedong and Chou En-Lai. Nixon and Henry Kissinger then announced a stunning rapprochement with Mao's China.
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          Later, in June, Nixon and Kissinger met with Soviet leaders in Moscow, and announced the first of the Strategic Arms Limitation Talks, aimed at limiting the development of costly antiballistic missiles and offensive nuclear missiles. Between 1972 and 1974, the two sides also agreed to strengthen their economic ties. Meanwhile, these developments coincided with the " Ostpolitik" of West German Chancellor Willy Brandt. Other agreements were concluded to stabilize the situation in Europe, culminating in the Helsinki Accords signed by the Conference on Security and Co-operation in Europe in 1975.


          However, the dtente of the 1970s was short-lived. The US Congress limited the economic pact between Nixon and Brezhnev so much that the Soviets repudiated it in 1975. Indirect conflict between the superpowers continued through this period of dtente in the Third World, particularly during political crises in the Middle East, Chile and Angola. While President Jimmy Carter tried to place another limit on the arms race with a SALT II agreement in 1979, his efforts were undercut by the other events that year, including the Iranian Revolution and the Nicaraguan Revolution, which both ousted pro-US regimes, and his retaliation against Soviet intervention in Afghanistan in December.


          


          The "Second Cold War" (197985)
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          The term second Cold War has been used by some historians to refer to the period of intensive reawakening of Cold War tensions and conflicts in the early 1980s. Tensions greatly increased between the major powers with both sides becoming more militaristic.


          During December 1979, about 75,000 Soviet troops invaded Afghanistan, in order to support the Marxist government led by Prime-minister Nur Muhammad Taraki. As a result to this, US President Jimmy Carter, withdrew the SALT II treaty from the Senate, decided to impose embargoes on grain and technology shipments to the USSR, demanded a significant increase in military spendings and further announced that the United States would boycott the 1980 Moscow Summer Olympics. Also, he described the Soviet intervention in Afghanistan as the most serious threat to the peace since the Second World War.


          In 1980 Ronald Reagan defeated Jimmy Carter, vowing to increase military spending and confront the Soviets everywhere. Both Reagan and Britain's new prime minister, Margaret Thatcher, denounced the Soviet Union in ideological terms that rivaled that of the worst days of the Cold War in the late 1940s.


          With the background of the build-up of tension between the Soviet Union and the United States, as well as deployment of Soviet SS-20 ballistic missiles targetting Western Europe, NATO decided, under the impetus of the Carter presidency, to deploy Pershing II and cruise missiles in Europe, primarily West Germany. This deployment would have placed missiles just 10 minutes striking distance from Moscow. Yet support for the deployment was wavering and many doubted whether the push for deployment could be sustained. But on September 1, 1983, the Soviet Union shot down Korean Air Lines Flight 007, a Boeing 747 with 269 people aboard when it violated Soviet airspace just past the west coast of Sakhalin Islandan act which Reagan characterized as a "massacre". This act, galvanized support for the deploymentwhich stood in place until the later accords between Reagan and Mikhael Gorbachev.


          Reagan spent $2.2 trillion for the military over eight years. Military spending, combined with the legacy of the economic structural problems of the 1970s, transformed the US from the world's leading creditor in 1981 to the world's leading debtor. Tensions intensified in the early 1980s when Reagan installed US cruise missiles in Europe and announced his experimental Strategic Defense Initiative, dubed "Star Wars" by the media, to shoot down missiles in mid-flight. Reagan also imposed economic sanctions to protest the suppression of the opposition Solidarity movement in Poland.


          US domestic public concerns about intervening in foreign conflicts persisted from the end of the Vietnam War. But Reagan did not encounter major public opposition to his foreign policies. The Reagan administration emphasized the use of quick, low cost counterinsurgency tactics to intervene in foreign conflicts. In 1983, the Reagan administration intervened in the multisided Lebanese Civil War, invaded Grenada, bombed Libya and backed the Central American Contrasright-wing paramilitaries seeking overthrow the Soviet-aligned Sandinista government in Nicaragua. While Reagan's interventions against Grenada and Libya were popular in the US, his backing of the Contra rebels was mired in controversy. In 1985, the president authorized the sale of arms to Iran; later, administration subordinates illegally diverted the proceeds to the Contras.


          Meanwhile, the Soviets incurred high costs for their own foreign interventions. Although Brezhnev was convinced in 1979 that the Soviet war in Afghanistan would be brief, Muslim guerrillas, aided by the USA, waged a surprisingly fierce resistance against the invasion. The Kremlin sent nearly 100,000 troops to support its puppet regime in Afghanistan, leading many outside observers to call the war the Soviets' Vietnam. However, Moscow's quagmire in Afghanistan was far more disastrous for the Soviets than Vietnam had been for the Americans because the conflict coincided with a period of internal decay and domestic crisis in the Soviet system. A high US State Department official predicted such an outcome as early as 1980, positing that the invasion resulted in part from a "domestic crisis within the Soviet system....It may be that the thermodynamic law of entropy has...caught up with the Soviet system, which now seems to expend more energy on simply maintaining its equilibrium than on improving itself. We could," he construed, "be seeing a period of foreign movement at a time of internal decay."


          


          End of the Cold War
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          By the early 1980s, the Soviet armed forces were the largest in the world by many measuresin terms of the numbers and types of weapons they possessed, in the number of troops in their ranks, and in the sheer size of their military-industrial base. However, the quantitative advantages held by the Soviet military often concealed areas where the Eastern bloc dramatically lagged behind the West. This led many US observers to vastly overestimate Soviet power.
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          By the late years of the Cold War, Moscow had built up a military that consumed as much as twenty-five percent of the Soviet Union's gross national product at the expense of consumer goods and investment in civilian sectors. But the size of the Soviet armed forces was not necessarily the result of a simple action-reaction arms race with the United States (Odom). Instead, Soviet spending on the arms race and other Cold War commitments can be understood as both a cause and effect of the deep-seated structural problems in the Soviet system, which accumulated at least a decade of economic stagnation during the Brezhnev years. Soviet investment in the defence sector was not necessarily driven by military necessity, but in large part by the interests of massive party and state bureaucracies dependent on the sector for their own power and privileges .


          By the time Mikhail Gorbachev had ascended to power in 1985, the Soviets suffered from an economic growth rate close to zero percent, combined with a sharp fall in hard currency earnings as a result of the downward slide in world oil prices in the 1980s. (Petroleum exports made up around 60 percent of the Soviet Union's total export earnings.) To restructure the Soviet economy before it collapsed, Gorbachev announced an agenda of rapid reform. Reform required Gorbachev to redirect the country's resources from costly Cold War military commitments to more profitable areas in the civilian sector. As a result, Gorbachev offered major concessions to the United States on the levels of conventional forces, nuclear weapons, and policy in Eastern Europe.


          
            
              	Comparison between USSR and US economies (1989)

              according to 1990 CIA The World Factbook
            


            
              	

              	USSR

              	US
            


            
              	GDP (1989 - millions $)

              	2,659,500

              	5,233,300
            


            
              	Population (July 1990)

              	290,938,469

              	250,410,000
            


            
              	GDP Per Capita ($)

              	9,211

              	21,082
            


            
              	Labor force (1989)

              	152,300,000

              	125,557,000
            

          


          Many US Soviet experts and administration officials doubted that Gorbachev was serious about winding down the arms race but the new Soviet leader eventually proved more concerned about reversing the Soviet Union's deteriorating economic condition than fighting the arms race with the West.
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          The Kremlin made major military and political concessions; in response Reagan agreed to renew talks on economic issues and the scaling-back of the arms race. The East-West tensions that had reached intense new heights earlier in the decade rapidly subsided through the mid-to-late 1980s. In 1988, the Soviets officially declared that they would no longer intervene in the affairs of allied states in Eastern Europethe so-called Sinatra Doctrine. In 1989, Soviet forces withdrew from Afghanistan.


          In December 1989, Gorbachev and George H.W. Bush declared the Cold War officially over at a summit meeting in Malta. But by then, the Soviet alliance system was on the brink of collapse, and the Communist leaders of the Warsaw Pact states were losing power. In the USSR itself, Gorbachev tried to reform the party to destroy resistance to his reforms, but, in doing so, ultimately weakened the bonds that held the state and union together. By February 1990, the Communist Party was forced to surrender its 73-year old monopoly on state power. By December of the next year, the union-state also dissolved, breaking the USSR up into fifteen separate independent states.


          


          Legacy


          The Cold War was fought at a tremendous cost globally over the course of more than four decades. It cost the U.S. up to $8 trillion in military expenditures, and the lives of nearly 100,000 Americans in Korea and Vietnam. It cost the Soviets an even higher share of their gross national product. In Southeast Asia, local civil wars were intensified by superpower rivalry, leaving millions dead.


          After the dissolution of the Soviet Union, the post-Cold War world is widely considered as a unipolar world, with the United States as the world's sole remaining superpower. In the words of Samuel P. Huntington, "The United States, of course, is the sole state with preeminence in every domain of power  economic, military, diplomatic, ideological, technological, and cultural  with the reach and capabilities to promote its interests in virtually every part of the world."
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          The newly created Commonwealth of Independent States on December 21, 1991, could be viewed as a successor entity to the Soviet Union and, according to leaders of Russia, its purpose was to "allow a civilized divorce" between the Soviet Republics. However, the CIS is emphatically not a state unto itself, and is more comparable to a loose confederation, similar to the European Community.


          The end of the Cold War gave Russia the chance to cut military spending dramatically, but the adjustment was wrenching. The military-industrial sector employed at least one of every five Soviet adults. Its dismantling left millions throughout the former Soviet Union unemployed. Russian living standards have worsened overall in the post-Cold War years, although the economy has resumed growth in recent years. In the 1990s, Russia suffered an economic downturn more severe than the U.S. or Germany had undergone six decades earlier in the Great Depression after it had embarked on capitalist economic reforms.


          The legacy of the Cold War continues to structure world affairs. The Cold War institutionalized the role of the United States in the postwar global economic and political system. By 1989, the U.S. was responsible for military alliances with 50 countries and 1.5 million US troops were posted in 117 countries. The Cold War also institutionalized the commitment to a huge, permanent wartime military-industrial complex.


          Some of the economic and social tensions that underpinned Cold War competition in parts of the Third World remain acute. The breakdown of state control in a number of areas formerly ruled by Communist governments has produced new civil and ethnic conflicts, particularly in the former Yugoslavia. In some countries, the breakdown of state control was accompanied by state failure, such as in Afghanistan. But in other areas, particularly much of Eastern Europe, the end of the Cold War was accompanied by a large growth in the number of liberal democracies. In areas where the two superpowers had been waging proxy wars, and subsidizing local conflicts, many conflicts ended with the Cold War; and the occurrence of interstate wars, ethnic wars, revolutionary wars, or refugee and displaced persons crises declined sharply.


          


          Historiography


          As soon as the term "Cold War" was popularized to refer to postwar tensions between the United States and the Soviet Union, interpreting the course and origins of the conflict has been a source of heated controversy among historians, political scientists, and journalists. In particular, historians have sharply disagreed as to who was responsible for the breakdown of Soviet-U.S. relations after the Second World War; and whether the conflict between the two superpowers was inevitable, or could have been avoided. Historians have also disagreed on what exactly the Cold War was, what the sources of the conflict were, and how to disentangle patterns of action and reaction between the two sides.


          While the explanations of the origins of the conflict in academic discussions are complex and diverse, several general schools of thought on the subject can be identified. Historians commonly speak of three differing approaches to the study of the Cold War: "orthodox" accounts, "revisionism," and "post-revisionism." Nevertheless, much of the historiography on the Cold War weaves together two or even all three of these broad categories.


          


          Orthodox accounts


          The first school of interpretation to emerge in the U.S. was the "orthodox" one. For more than a decade after the end of the Second World War, few U.S. historians challenged the official U.S. interpretation of the beginnings of the Cold War. This "orthodox" school places the responsibility for the Cold War on the Soviet Union and its expansion into Eastern Europe. Thomas A. Bailey, for example, argued in his 1950 America Faces Russia that the breakdown of postwar peace was the result of Soviet expansionism in the immediate postwar years. Bailey argued Stalin violated promises he had made at Yalta, imposed Soviet-dominated regimes on unwilling Eastern European populations, and conspired to spread communism throughout the world. From this view, U.S. officials were forced to respond to Soviet aggression with the Truman Doctrine, plans to contain communist subversion around the world, and the Marshall Plan.


          This interpretation has been described as the "official" U.S. version of Cold War history. Although it lost its dominance as a mode of historical thought in academic discussions in 1960s, it continues to be influential.


          


          Revisionism


          U.S. involvement in Vietnam in the 1960s disillusioned many historians with the premise of "containment", and thus with the assumptions of the "orthodox" approach to understanding the Cold War. "Revisionist" accounts emerged in the wake of the Vietnam War, in the context of a larger rethinking of the U.S. role in international affairs, which was seen more in terms of American empire or hegemony.


          The Wisconsin school of interpretation argues that the U.S. and the U.S.S.R. were economic rivals, making them natural adversaries, irrespective of their ideologies. Walter LaFeber, meanwhile, argues the U.S. and Imperial Russia were already rivals by 1900 over the development of Manchuria. Russia, unable to compete industrially with the States, sought to close off parts of East Asia to trade with other colonial powers. Meanwhile, the U.S. demanded open competition for markets.


          While the new school of thought spanned many differences among individual scholars, the works comprising it were generally responses in one way or another to William Appleman Williams' landmark 1959 volume, The Tragedy of American Diplomacy. Williams challenged the long-held assumptions of "orthodox" accounts, arguing that Americans had always been an empire-building people, even while American leaders denied it.


          Following Williams, "revisionist" writers placed more responsibility for the breakdown of postwar peace on the United States, citing a range of U.S. efforts to isolate and confront the Soviet Union well before the end of World War II. According to Williams and later "revisionist" writers, U.S. policymakers shared an overarching concern with maintaining capitalism domestically. In order to achieve that objective, they pursued an " open door" policy abroad, aimed at increasing access to foreign markets for U.S. business and agriculture. From this perspective, a growing economy domestically went hand-in-hand with the consolidation of U.S. power internationally.


          "Revisionist" scholars challenged the widely accepted notion that Soviet leaders were committed to postwar "expansionism". They cited evidence that the Soviet Union's occupation of Eastern Europe had a defensive rationale, and that Soviet leaders saw themselves as attempting to avoid encirclement by the United States and its allies. In this view, the Soviet Union was so weak and devastated after the end of the Second World War as to be unable to pose any serious threat to the United States; moreover, the U.S. maintained a nuclear monopoly until the U.S.S.R. tested its first atomic bomb in August 1949.


          Revisionist historians have also challenged the assumption that the origins of the Cold War date no further back than the immediate postwar period. Notably, Walter LaFeber, in his landmark study, America, Russia, and the Cold War, first published in 1972, argued that the Cold War had its origins in 19th century conflicts between Russia and America over the opening of East Asia to U.S. trade, markets, and influence. LaFeber argued that the U.S. commitment at the close of World War II to ensuring a world in which every state was open to U.S. influence and trade underpinned many of the conflicts that triggered the beginning of the Cold War.


          Starting with Gar Alperovitz, in his influential Atomic Diplomacy: Hiroshima and Potsdam (1965), "revisionist" scholars have focused on the U.S. decision to use atomic weapons against Hiroshima and Nagasaki during the last days of World War II. In their view, the nuclear bombing of Nagasaki and Hiroshima, in effect, started the Cold War. According to Alperovitz, the bombs were not used on an already defeated Japan to win the war, but to intimidate the Soviets, signaling that the U.S. would use nuclear weapons to structure a postwar world around U.S. interests as U.S. policymakers saw fit. According to some revisionists, Japan had tried to surrender for several months, but the U.S. wanted to test nuclear weapons in war and, most importantly, show its power to the Soviet Union.


          Joyce and Gabriel Kolko's The Limits of Power: The World and U.S. Foreign Policy, 19451954 (1972) has also received considerable attention in the historiography on the Cold War. The Kolkos argued U.S. policy was both reflexively anticommunist and counterrevolutionary. The U.S. was not necessarily fighting Soviet influence, but any form of challenge to the U.S. economic and political prerogatives through either covert or military means. In this sense, the Cold War is less a story of rivalry between two blocs, and more a story of the ways by which the dominant states within each bloc controlled and disciplined their own populations and clients, and about who supported and stood to benefit from increased arms production and political anxiety over a perceived external enemy.


          


          Post-revisionism


          The "revisionist" interpretation produced a critical reaction of its own. In a variety of ways, "post-revisionist" scholarship, before the fall of Communism, challenged earlier works on the origins and course of the Cold War.


          During the period, "post-revisionism" challenged the "revisionists" by accepting some of their findings but rejecting most of their key claims. Particularly, post-revisionist historians argued that revisionists put too much emphasis on U.S. economic considerations while ignoring domestic politics and perceptions held at the time. Another current attempted to strike a balance between the "orthodox" and "revisionist" camps, identifying areas of responsibility for the origins of the conflict on both sides. Thomas G. Paterson, in Soviet-American Confrontation (1973), for example, viewed Soviet hostility and U.S. efforts to dominate the postwar world as equally responsible for the Cold War.


          The seminal work of this approach was John Lewis Gaddis's The United States and the Origins of the Cold War, 19411947 (1972). The account was immediately hailed as the beginning of a new school of thought on the Cold War claiming to synthesize a variety of interpretations. Gaddis then maintained that "neither side can bear sole responsibility for the onset of the Cold War." He did, however, emphasize the constraints imposed on U.S. policymakers due to the complications of domestic politics. Gaddis has, in addition, criticized some "revisionist" scholars, particularly Williams, for failing to understand the role of Soviet policy in the origins of the Cold War.


          Out of the "post-revisionist" literature emerged a new area of inquiry that was more sensitive to nuance and interested less in the question of who started the conflict than in offering insight into U.S. and Soviet actions and perspectives. From this perspective, the Cold War was not so much the responsibility of either side, but rather the result of predictable tensions between two world powers that had been suspicious of one another for nearly a century. For example, Ernest May wrote in a 1984 essay:


          
            After the Second World War, the United States and the Soviet Union were doomed to be antagonists.... There probably was never any real possibility that the post-1945 relationship could be anything but hostility verging on conflict... Traditions, belief systems, propinquity, and convenience ... all combined to stimulate antagonism, and almost no factor operated in either country to hold it back.

          


          From this view of "post-revisionism" emerged a line of inquiry that examines how Cold War actors perceived various events, and the degree of misperception involved in the failure of the two sides to reach common understandings of their wartime alliance and their disputes.


          While Gaddis does not hold either side entirely responsible for the onset of the conflict, he has now argued that the Soviets should be held clearly more accountable for the ensuing problems. According to Gaddis, Stalin was in a much better position to compromise than his Western counterparts, given his much broader power within his own regime than Truman, who was often undermined by vociferous political opposition at home. Asking if it were possible to predict that the wartime alliance would fall apart within a matter of months, leaving in its place nearly a half century of cold war, Gaddis wrote in a 1997 essay, We Now Know: Rethinking Cold War History:


          
            Geography, demography, and tradition contributed to this outcome but did not determine it. It took men, responding unpredictably to circumstances, to forge the chain of causation; and it took [Stalin] in particular, responding predictably to his own authoritarian, paranoid, and narcissistic predisposition, to lock it into place.

          


          For Stalin, Gaddis continues:


          
            World politics was an extension of Soviet politics, which was in turn an extension of Stalin's preferred personal environment: a zero-sum game, in which achieving security for himself, his regime, his country and his ideology meant depriving everyone else of it.
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              Colima volcano from 33,000 feet (Feb. 9, 2008). The summit crater dome and pyroclastic flows that ran down the slopes in past eruptions are visible. Mild earthquakes ( Richter scale 5.4) shook the area earlier that week.
            


            
              	Elevation

              	4,330metres (14,206ft)
            


            
              	Location

              	Jalisco- Colima state borders in [image: Flag of Mexico]Mexico
            


            
              	Coordinates

              	Coordinates:
            


            
              	Type

              	Stratovolcano
            


            
              	Volcanic arc/ belt

              	Trans-Mexican Volcanic Belt
            


            
              	Age of rock

              	5 million years
            


            
              	Last eruption

              	2008 (ongoing)
            


            
              	First ascent

              	September 20 1995
            


            
              	Easiest route

              	up
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              Colima's volcano as seen by the Landsat satellite
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          Colima's Volcano is the most active volcano in Mexico, and has erupted more than 40 times since 1576.


          Despite its name, only a fraction of the volcano's surface area is contained within the state of Colima; the majority of its surface area lies just over the border in the neighboring state of Jalisco, toward the western end of the Eje Volcnico Transversal mountain range. It is about 485km (301mi) west of Mexico City and 125km (78mi) south of Guadalajara, Jalisco.


          There are actually two peaks in the volcano complex: Nevado de Colima (4330 m), which is older and inactive, lies about 5 kilometres north of the younger and very active 3860 metre Volcn de Colima (also called Volcn de Fuego de Colima). Since 1869-1878, a parasitic set of domes, collectively known as El Volcancito, have formed on the northeast flank of the main cone of Colima's volcano .


          


          Geological history


          Colima's volcano has been active for about five million years. In the late Pleistocene era, a huge landslide occurred at the mountain, with approximately 25km of debris travelling some 120km, reaching the Pacific Ocean. An area of some 2,200km was covered in landslide deposits. Massive collapse events seem to recur at Colima's volcano every few thousand years.


          The currently active cone is situated within a large caldera that was probably formed by a combination of landslides and large eruptions. About 300,000 people live within 40km of the volcano, and in light of its history of large eruptions and situation in a densely populated area, it has been designated a Decade Volcano, singling it out for particular study.


          


          Current activity


          In recent years there have been frequent temporary evacuations of nearby villagers due to threatening volcanic activity. Eruptions have occurred in 1991, 1998-1999 and from 2001 to the present day, with activity being characterised by extrusion of viscous lava forming a lava dome, and occasional larger explosions, forming pyroclastic flows and dusting the areas surrounding the volcano with ash and tephra.


          The largest eruption for several years occurred on 24 May 2005. An ash cloud rose to over 3km over the volcano, and satellite monitoring indicated that the cloud spread over an area extending 110nautical miles (200km) west of the volcano in the hours after the eruption . Pyroclastic flows travelled 4-5km from the vent, and lava bombs landed 34km away. Authorities set up an exclusion zone within 6.5km of the summit.


          On June 8, 2005, Colima's volcano erupted again in its largest recorded eruption in several decades. Plumes from this eruption reached heights of 5 km (>3 miles) above the crater rim, prompting the evacuation of at least three neighboring villages.
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          The collapse of the World Trade Centre was the central event of the September 11, 2001 attacks, during which each of the twin towers was hit by a hijacked airliner. The south tower (2 WTC) collapsed at 9:59 a.m., less than an hour after being hit. The north tower (1 WTC) followed at 10:28 a.m.


          2,751 people inside and near the towers were killed, including all 157 passengers and crew aboard the two airplanes. The collapse of the twin towers also caused extensive damage to the rest of the complex and nearby buildings. As a result, at 5:20 p.m. 7 World Trade Centre collapsed as well.


          The Federal Emergency Management Agency (FEMA) completed its performance study of the buildings in May 2002. It declared the WTC design sound and attributed the collapses wholly to extraordinary factors beyond the control of the builders. While calling for further study, FEMA suggested that the collapses were probably initiated by weakening of the floor joists by the fires that resulted from the aircraft impacts. According to FEMA's report  and subsequently contradicted by NIST's findings  the floors detached from the main structure of the building and fell onto each other, initiating a progressive "pancake" collapse.


          FEMA's proposed explanation was rejected by a later, more detailed investigation by the National Institute of Standards and Technology (NIST), which was completed in September 2005. Like FEMA, NIST vindicated the design of the WTC, noting that the severity of the attacks and the magnitude of the destruction was beyond anything experienced in U.S. cities in the past. NIST also emphasized the role of the fires, but it did not attribute the collapses to failing floor joists. Instead, NIST found that sagging floors pulled inward on the perimeter columns: "This led to the inward bowing of the perimeter columns and failure of the south face of WTC 1 and the east face of WTC 2, initiating the collapse of each of the towers."


          The cleanup of the site involved round-the-clock operations, many contractors and sub-contractors, and cost hundreds of millions of dollars. The demolition of the surrounding damaged buildings continued even as new construction proceeded on the World Trade Centre's replacement, the Freedom Tower. Of the destroyed buildings, only 7 World Trade Centre has been replaced as of 2008.


          


          Design


          Architect Minoru Yamasaki designed the towers as framed tube structures, which provided tenants with open floor plans, uninterrupted by columns or walls. This was accomplished using numerous, closely-spaced perimeter columns to provide much of the strength to the structure, along with gravity load shared with the core columns. Above the seventh floor there were 59 perimeter columns along each face of the building and there were 47 heavier columns in the core. All of the elevators and stairwells were located in the core, leaving a large column-free space between the perimeter that was bridged by prefabricated floor trusses.


          The floors consisted of 4inch (10cm) thick lightweight concrete slabs laid on a fluted steel deck. A grid of lightweight bridging trusses and main trusses supported the floors. The trusses had a span of 60feet (18.2m) in the long-span areas and 35feet (11m) in the short span area. The trusses connected to the perimeter at alternate columns, and were therefore on 6foot 8inch (2.03m) centers. The top chords of the trusses were bolted to seats welded to the spandrels on the exterior side and a channel welded to the core columns on the interior side. The floors were connected to the perimeter spandrel plates with viscoelastic dampers, which helped reduce the amount of sway felt by building occupants. The trusses supported a 4inch thick (10cm) lightweight concrete floor slab, with shear connections for composite action.


          The towers also incorporated a "hat truss" or "outrigger truss" located between the 107th and 110th floors, which consisted of six trusses along the long axis of core and four along the short axis. This truss system allowed some load redistribution between the perimeter and core columns and supported the transmission tower. It was found to play a key role in the collapse sequence.


          The designers had considered the effects of the impact of a passenger jet, and believed the structures would remain standing in such an event. But NIST found reason to believe that they lacked the ability to properly model the effect of such impacts on the structures, especially the effects of the fires. (For more, see history.)


          


          Impacts of airliners


          
            [image: Impact locations on 1 and 2 WTC]

            
              Impact locations on 1 and 2 WTC
            

          


          Hijackers flew two Boeing 767 jet airliners, American Airlines Flight 11 (a 767-200ER) and United Airlines Flight 175 (a 767-200) into the towers. 1 WTC was hit at 8:46 a.m. by Flight 11 between the 99th and 93rd floors. 2 WTC was hit at 9:03 a.m. by Flight 175 between the 85th and 77th floor.


          A Boeing 767-200 is 48.5 m (160 ft) long and has a wingspan of 48 m (156 ft), with a capacity of up to 62.2 (-200) or 91 (-200ER) m of jet fuel (16,700 or 24,000 US gallons). The planes hit the towers at very high speeds. Flight 11 was traveling roughly 700 km/h (440 mph) when it crashed into the 1 WTC, the north tower; flight 175 hit 2 WTC, the south tower, at about 870 km/h (540 mph). In addition to severing a number of load-bearing columns, the resulting explosions in each tower ignited 38 m (10,000 gallons) of jet fuel and immediately spread the fire to several different floors while consuming paper, furniture, carpeting, computers, books, walls, framing, and other items in all the affected floors. The force of the explosion from the initial impact in 1 WTC traveled through at least one express elevator shaft all the way down to the lobby floor, blowing out all of the windows and leaving a number of people injured.


          


          The fires


          The light construction and hollow nature of the structures allowed the jet fuel to penetrate far inside the towers, igniting many large fires simultaneously over a wide area of the impacted floors. The fuel from the planes burned at most for a few minutes, but the contents of the buildings burned over the next hour or hour and a half. It has been suggested that the fires might not have been as centrally positioned, nor as intense, had traditionally heavy high-rise construction been standing in the way of the aircraft. Debris and fuel would likely have remained mostly outside the buildings or concentrated in more peripheral areas away from the building cores, which would then not have become unique failure points. In this scenario, the towers might have stood far longer, perhaps indefinitely. The fires were hot enough to weaken the columns and cause floors to sag, pulling perimeter columns inward and reducing their ability to support the mass of the building above.


          


          Deteriorating conditions


          Calls from occupants trapped in the upper floors relayed information via 9-1-1 about conditions. At 9:37 a.m., an occupant on the 105th floor of the South tower reported that floors beneath him "in the 90-something floor" had collapsed. Deteriorating conditions were also reported by the helicopters of the NYPD aviation unit.


          
            	9:52 a.m. - the NYPD aviation unit reported over the radio that "large pieces may be falling from the top of WTC 2. Large pieces are hanging up there"

          


          
            	9:59 a.m. - they report that the South Tower is coming down.

          


          NYPD helicopters report deteriorating conditions of the North Tower.


          
            	10:20 a.m. - the NYPD aviation unit reports that the top of the tower might be leaning.

          


          
            	10:21 a.m. - they report that the North Tower is buckling on the southwest corner and leaning to the south.

          


          
            	10:27 a.m. - the aviation unit reports that the roof is going to come down very shortly.

          


          
            	10:28 a.m. - the NYPD reports that the tower is collapsing.

          


          With dispatchers overwhelmed, there was minimal communication with the NYPD, and the FDNY were experiencing problems with faulty radios. Firefighters inside the towers did not hear the evacuation order from their supervisors on the scene. 343 firefighters died in the Twin Towers, as a result of the collapse of the buildings.


          


          Collapse of the twin towers
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          At 9:59 a.m., the south tower collapsed, 56 minutes after being struck. The north tower, struck at 8:46 a.m., collapsed at 10:28 a.m., 102 minutes after impact. The collapses produced enormous clouds of dust that covered Manhattan for days. In both cases, the commonly accepted process is that the damaged portion of the buildings failed, which allowed the section above the airplane impacts to fall onto the remaining structure below. Both buildings collapsed symmetrically and more or less straight down, though there was some tilting of the tops of the towers and a significant amount of fallout to the sides. As the collapse progressed, dust and debris could be seen shooting out of the windows several floors below the advancing destruction.


          


          The collapse mechanism


          Owing to differences in the initial impacts, the collapses of the two towers were found to differ in some respects, but in both cases, the same sequence of events applies. After the impacts had severed exterior columns and damaged core columns, the loads on these columns were redistributed. The hat trusses at the top of each building played a significant role in this redistribution of the loads in the structure.


          The impacts also dislodged some of the fireproofing from the steel, increasing its exposure to the heat of the fires. In the 102 minutes before the collapse of 1 WTC, the fires reached temperatures that, although well below the melting point, were high enough to weaken the core columns so that they underwent plastic deformation and creep from the weight of higher floors. The NIST report provides a useful model of the situation.


          
            
              	

              	At this point, the core of WTC 1 could be imagined to be in three sections. There was a bottom section below the impact floors that could be thought of as a strong, rigid box, structurally undamaged and at almost normal temperature. There was a top section above the impact and fire floors that was also a heavy, rigid box. In the middle was the third section, partially damaged by the aircraft and weakened by heat from the fires. The core of the top section tried to move downward, but was held up by the hat truss. The hat truss, in turn redistributed the load to the perimeter columns. (p. 29)

              	
            

          


          The situation was similar in 2 WTC. In both towers, perimeter columns and floors were also weakened by the heat of the fires, causing the floors to sag and exerting an inward force on exterior walls of the building.


          At 9:59 a.m., 56 minutes after impact, the sagging floors finally caused the eastern face of 2 WTC to buckle, transferring its loads back to the failing core through the hat truss and initiating the collapse; the section above the impact area then tilted in the direction of the failed wall. At 10:28 a.m., 102 minutes after the impact, the south wall of 1 WTC buckled, with similar consequences. After collapse ensued, the total collapse of the towers was inevitable due to the enormous weight of the towers above the impact areas.


          A combination of three factors allowed the north tower to remain standing longer, the region of impact was higher (so the gravity load on the most damaged area was lighter), the speed of the plane was lower (so there was less impact damage), and the affected floors had received partially upgraded fire proofing.


          


          Total progressive collapse
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          Analysis of video footage capturing the initial collapse and analysis of seismic data from Palisades, New York shows that the first fragments of the outer walls of the collapsed north tower struck the ground 9 seconds after the collapse started, and parts of the south tower after 11 seconds. The cores of the buildings began to fall 15 to 25 seconds after the initial start of the collapse. These times are approximate because dust obscured the view.


          The NIST report analyzes the failure mechanism in detail. An early analysis explains that the kinetic energy of the upper portion of the building falling onto the story below exceeded by an order of magnitude the amount of energy that the lower story could absorb, crushing it and adding to the kinetic energy. This scenario repeated with each successive story, crushing the entire tower at near free-fall speed.


          


          Collapse of 7 World Trade Centre
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          The WTC complex comprised seven buildings, three of which completely collapsed on the day of the attacks. At 5:20 p.m., 7 World Trade Centre, a 47-story steel-frame skyscraper across the street from the rest of the complex, became the third building to collapse. Unlike the Twin Towers, the collapse of 7WTC had been anticipated for several hours and the building had been evacuated. A transit (or theodolite) was used to measure the extent of a visible bulge.


          FEMA's provisional study was inconclusive and the collapse of 7 WTC was not included in the final report of the NIST investigation into the collapse of the World Trade Centre when it was published in September 2005. With the exception of a letter to the Journal of Metallurgy, which suggested that some of the structural steel had been exposed to temperatures sufficient to melt it, no studies of the collapse of 7 WTC have been published in scientific journals.


          NIST released a progress report in June 2004 outlining its working hypothesis. On this hypothesis a local failure in a critical column, caused by damage from either fire or falling debris from the collapses of the two towers, progressed first vertically and then horizontally to result in "a disproportionate collapse of the entire structure". Though it is not considering a controlled demolition hypothesis, NIST is developing hypothetical blast scenarios that could have caused the buildings structure to fail. It anticipates the release of a draft report of 7World Trade Centre in 2008.


          


          History of investigations


          


          Initial reaction


          The collapse of the World Trade Centre came as a surprise to engineers. "Before 9/11," wrote the New Civil Engineer, "it had been genuinely inconceivable that structures of such magnitude could succumb to this fate." While the initial damage from the airplanes was severe, it was localized to a few floors of each tower. The challenge for engineers was to explain how local damage could result in the complete progressive collapse of three of the biggest buildings in the world. Interviewed by the BBC in October 2001, the British architect Bob Halvorson correctly predicted that there would be "a debate about whether or not the World Trade Centre Towers should have collapsed in the way that they did." The autopsy would involve careful analysis of the plans of the WTC, its construction, eye witness testimony, video of the collapses, and examination of the wreckage. Emphasizing the difficulty of the task, Halvorson said that the collapses were "well beyond realistic experience."


          


          Authority


          Immediately following the collapses, there was some confusion about who had the authority to carry out an official investigation. While there are clear procedures for the investigation of aircraft accidents, no agency had been appointed in advance to investigate building collapses. A team was quickly assembled by the Structural Engineers Institute of the American Society of Civil Engineers. It also involved the American Institute of Steel Construction, the American Concrete Institute, the National Fire Protection Association, and the Society of Fire Protection Engineers. ASCE ultimately invited FEMA to join the investigation, which was completed under the auspices of the latter.


          The investigation was criticized by some engineers and lawmakers in the U.S. It had little funding, no authority to demand evidence, and limited access to the WTC site. One major point of contention at the time was that the cleanup of the WTC site was resulting in the destruction of the majority of the buildings' steel components. Indeed, when NIST published its final report, it noted "the scarcity of physical evidence" that it had had at its disposal to investigate the collapses. Only a fraction of a percent of the buildings remained for analysis after the cleanup was completed: some 236 individual pieces of steel.


          FEMA published its report in May 2002. While NIST had already announced its intention to investigate the collapses in August of the same year, by September 11, 2002 (a year after the disaster), there was growing public pressure for a more thorough investigation. Congress passed the National Construction Safety Team bill in October 2002. This provided the authority for the NIST investigation, which published its results in September 2005.


          


          Design analysis
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          One question that investigators tried to answer was whether the buildings had been designed to survive events like those on 9/11. The WTC towers were, of course, designed to survive foreseeable fires and, while "no building code in the United States has specific design requirements for impact of aircraft", the scenario was considered by the structural engineers. NIST, however, found it difficult to document how the buildings were designed to anticipate aircraft impact.


          Two accounts of the designers' anticipation of aircraft impact have been suggested in the course of the investigations. FEMA described the modeled aircraft as weighing 263,000 lb (119 metric tons) with a flight speed of 180 mph (290 km/h), both of which were exceeded in the actual impacts of 9/11. This description follows Leslie Robertson's remarks in the days immediately following the collapses. Robertson, who had participated in the structural design of the towers, recalled he "addressed the question of an airplane collision, if only to satisfy his engineer's curiosity". NIST was unable to document this reported study; Robertson could not find a copy and it was not an official study done by the WTC engineers. Journalists investigating the issue were also unable to find anyone to verify Robertson's recollection.


          NIST did find a three page white paper from 1964 summarizing an extensive WTC structural study that included the effects of a Boeing 707 weighing 336,000 lb (152 metric tons) and carrying 23,000 US gallons (87 m) of fuel impacting the 80th floor of the buildings at 600mph (1,000km/h). While this suggests planes that were faster than those that crashed into the towers on 9/11, the study found that the buildings would not collapse on such a scenario. This study is more in line with remarks made by John Skilling's after the 1993 bombing. When asked about this study by The New York Times Magazine, Robertson insisted that he had no knowledge of this study and that it had not actually been carried out.


          It is unclear whether the effect of jet fuel and aircraft contents was a consideration in the original building design. "One view," writes NIST, "suggests that an analysis was done indicating the biggest problem would be the fact that all the fuel would dump into the building and there would be a horrendous fire. Another view suggests that the fuel load, and the fire damage that it would cause, may not have been considered." Without the original calculations, which were used to render its conclusions, NIST said, any further comment would amount to speculation.


          


          FEMA's pancake collapse theory


          FEMA developed an early explanation of the collapses, which had come to be known as the "pancake" theory. It was defended by Thomas Eagar and popularized by PBS. According to this explanation, when the connections between the floor trusses and the columns broke, the floors fell down one on top of the other, quickly exceeding the load that any one floor was designed to carry. A number of self-published accounts by structural engineers suggested that a combination of factors led to the collapse, but most suggested a version of pancake collapse.


          As in the theory which is currently accepted, the fires were taken to be the key to the collapses. Thomas Eagar, an MIT materials professor, had described the fires as "the most misunderstood part of the WTC collapse". This is because the fires were originally said to have "melted" the floors and columns. As Eagar said, "The temperature of the fire at the WTC was not unusual, and it was most definitely not capable of melting steel." Jet fuel is essentially kerosene and would have served mainly to ignite very large, but not unusually hot, hydrocarbon fires. This led Eagar, FEMA and others to focus on what appeared to be the weakest point of the structures, namely, the points at which the floors were attached to the building frame. Once these connections failed, the pancake collapse could initiate. The NIST report, however, would ultimately vindicate the floor connections; indeed, the collapse mechanism depends on the strength of these connections as the floors pulled the outer walls in.


          


          Early column failure theories


          NIST's column failure theory had already been articulated, not least by Bažant and Zhou. MIT civil engineers Oral Buyukozturk and Franz-Josef Ulm, probably following Bažant's early proposal, also described a collapse mechanism on September 21, 2001.


          They would later contribute to an MIT collection of papers on the WTC collapses edited by Eduardo Kausel called The Towers Lost and Beyond, published in May 2002.


          


          The NIST report


          


          Design of the study
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          After the FEMA report had been published, and following pressure from technical experts, industry leaders and families of victims, the Commerce Department's National Institute of Standards and Technology conducted a three-year, $24 million investigation into the structural failure and progressive collapse of several WTC complex structures. The study included in-house technical expertise and drew upon the knowledge of several outside private institutions for aid to include:


          
            	
              
                	Structural Engineering Institute of the American Society of Civil Engineers


                	Society of Fire Protection Engineers


                	National Fire Protection Association


                	American Institute of Steel Construction


                	Council on Tall Buildings and Urban Habitat


                	Structural Engineers Association of New York

              

            

          


          


          Scope and limits


          The scope of the NIST investigation was limited to "the sequence of events from the instant of aircraft impact to the initiation of collapse for each tower" and "includes little analysis of the structural behaviour of the tower after the conditions for collapse initiation were reached and collapse became inevitable." In line with the concerns of most engineers, NIST focused on the airplane impacts and the spread and effects of the fires, modeling these at a very high level of detail. NIST developed several highly detailed structural models for specific sub-systems such as the floor trusses as well as a global model of the towers as a whole which is less detailed. These models are static or quasi-static, including deformation but not the motion of structural elements after rupture as would dynamic models. So, the NIST models are useful for determining how the collapse was triggered, but do not shed light on events after that point.


          


          Ongoing investigations


          In 2003, three engineers at the University of Edinburgh published a paper in which they provisionally concluded that the fires alone (without any damage from the airplanes) could have been enough to bring down the WTC buildings. In their view, the towers were uniquely vulnerable to the effects of large fires on several floors at the same time. When the NIST report was published, Barbara Lane, with the UK engineering firm Arup, criticized its conclusion that the structural damage resulting from the airplane impacts was a necessary factor in causing the collapses. Jose L Torero from the BRE Centre for Fire Safety Engineering at the University of Edinburgh is pursuing further research into the potentially catastrophic effects of fire on real-scale buildings.


          


          Criticism


          James Quintiere, professor of fire protection engineering at the University of Maryland, called the spoliation of the steel "a gross error" that NIST should have openly criticized. He also noted that the report lacked a timeline and physical evidence to support its conclusions.


          Some engineers have suggested that our understanding of the collapse mechanism could be improved by developing an animated sequence of the collapses based on a global dynamic model, and comparing it with the video evidence of the actual collapses. In October 2005, the New Civil Engineer reported criticism of NIST's computer modelling. Colin Bailey at the University of Manchester and Rober Plank at the University of Sheffield called on NIST to produce computer visualizations of the collapses in order to correlate the collapse models with observed events.


          


          Remarks by Osama bin Laden


          Although its translation is contested, a videotape of Osama bin Laden verified by the Pentagon indicates that Bin Laden did not believe that the buildings would collapse completely, but only those levels above where the planes struck:


          
            
              	

              	We calculated in advance the number of casualties from the enemy, who would be killed based on the position of the tower. We calculated that the floors that would be hit would be three or four floors. I was the most optimistic of them all. (...Inaudible...) Due to my experience in this field, I was thinking that the fire from the gas in the plane would melt the iron structure of the building and collapse the area where the plane hit and all the floors above it only. This is all that we had hoped for.

              	
            

          


          


          Other buildings
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          The entire WTC complex was destroyed on September 11, 2001, and many of the surrounding buildings were also either damaged or destroyed as the towers fell. 5 WTC suffered a large fire and a partial collapse of its steel structure.


          Other buildings destroyed include St. Nicholas Greek Orthodox Church, Marriott World Trade Centre (Marriott Hotel 3 WTC), South Plaza (4 WTC), and U.S. Customs (6 WTC). The World Financial Centre buildings, 90 West Street, and 130 Cedar Street suffered fires. The Deutsche Bank Building, Verizon, and World Financial Centre 3 suffered impact damage from the towers' collapse, as did 90 West Street. One Liberty Plaza survived structurally intact but sustained surface damage including shattered windows. 30 West Broadway was damaged by the collapse of 7 WTC. The Deutsche Bank Building, which was covered in a large black "shroud" after September 11 to cover the building's damage, is currently being deconstructed because of water, mold, and other severe damage caused by the neighboring towers' collapse.


          


          Aftermath


          


          Site cleanup
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          The colossal pile of debris left on the site burned for three months, resisting attempts to extinguish the blaze until the majority of the rubble was finally removed from the site. The cleanup was a massive operation coordinated by the City of New York Department of Design and Construction (DDC).
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          On September 22, a preliminary cleanup plan was delivered by Controlled Demolition Inc. (CDI) of Phoenix. Mark Loizeaux, president of CDI, emphasized the importance of protecting the slurry wall (or " the bathtub") which kept the Hudson river from flooding the WTC's basement. It involved round-the-clock operations, many contractors and sub-contractors, and cost hundreds of millions of dollars. By early November, with a third of the debris removed, officials began to reduce the number of firefighters and police officers assigned to recovering the remains of victims, in order to prioritize the removal of debris. This caused confrontations with firefighters. In 2007, the demolition of the surrounding damaged buildings was still ongoing, even as new construction proceeded on the World Trade Centre's replacement, the Freedom Tower. 


          Air quality and the EPA's response


          On September 18, 2001, the Environmental Protection Agency issued a statement assuring the public that the air in Manhattan was "safe to breathe". In a report published in 2003, however, the EPA's inspector general found that the agency did not at that time have sufficient data to make such a statement. Also, it found that the White House had influenced the EPA to remove cautionary statements and include assuring ones, in part motivated by the desire to reopen Wall Street. In fact, the collapse of the World Trade Centre resulted in serious reductions in air quality and is likely the cause of many respiratory illnesses among first responders, residents, and office workers in lower Manhattan.


          


          Controlled demolition conspiracy theories


          According to a 2006 poll, 16 percent of American adults believed that the World Trade Centre may have been destroyed by controlled demolition, not by the effects of the airplanes. This idea has been rejected by NIST, which concluded that there were no explosives or controlled demolition involved in the collapses of the WTC towers. Controlled demolition is also dismissed in the engineering literature and is pursued mainly as part of larger conspiracy theories about the events of 9/11.
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        Collective farming


        
          

          Collective farming is an organization of agricultural production in which the holdings of several farmers are run as a joint enterprise. A collective farm is essentially an agricultural production cooperative in which members-owners engage jointly in farming activities. Typical examples of collective farms are the kolkhozy that dominated Soviet agriculture between 1930 and 1992 and the Israeli kibbutzim. Both are collective farms based on common ownership of resources and on pooling of labor and income in accordance with the theoretical principles of cooperative organizations. They are radically different, however, in the application of the cooperative principles of freedom of choice and democratic rule. The creation of kolkhozy in the Soviet Union during the country-wide collectivization campaign of 1928-1933 was an example of forced collectivization, whereas the kibbutzim in Israel were traditionally created through voluntary collectivization and were governed as democratic entities. The element of forced or state-sponsored collectivization that was present in many countries during the 20th century led to the impression that collective farms operate under the supervision of the state, but this is not universally true, as shown by the counter-example of the Israeli kibbutz.


          


          Communist collectivization


          Collective farming was sweepingly introduced in the 12 core republics of the Soviet Union between 1928 and 1933. The Baltic states and the East European countries adopted collective farming after World War II, with the accession of communist regimes to power. In Asia (People's Republic of China, North Korea, North and South Vietnam) the adoption of collective farming was also driven by communist government policies. In all communist countries, the transition to collective farming involved an element of persuasion by force, and the collective farms in these countries, lacking the principle of voluntary membership, can be regarded at best as pseudo-cooperatives.


          


          Soviet Union
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          In the Soviet Union, collectivization was introduced by Stalin in the late 1920s as a way, according to the theories of communist leaders, to boost agricultural production through the organization of land and labor into large-scale collective farms ( kolkhozy). At the same time, Soviet leaders argued that collectivization would free poor peasants from economic servitude under the kulaks. Stalin believed that the goals of collectivization could be achieved voluntarily, but when the new farms failed to attract the number of peasants hoped, the government blamed the oppression of the kulaks and resorted to forceful implementation of the plan, by murder and wholesale deportation of farmers to Siberia. Millions of unfortunates who remained died of starvation, and the centuries-old system of farming was destroyed in one of the most fertile regions in the world for farming, once called " the breadbasket of Europe." The immediate effect of forced collectivization was to reduce grain output and almost halve livestock, thus producing major famines in 1932 and 1933.


          In 1932-1933, an estimated 3.17 million people, mainly in Ukraine, died from famine after Stalin forced the peasants into the collectives (this famine is known in Ukraine as Holodomor). Most modern historians believe that this famine was caused by the sudden disruption of production brought on by collective farming policies that were implemented by the government of the Soviet Union. Some believe that, due to unreasonably high government quotas, farmers often received far less for their labor than they did before collectivization, and some refused to work; others retaliated by destroying their crops. It was not until 1940 that agricultural production finally surpassed its pre-collectivization levels.


          


          Baltic states


          The Baltic states  Estonia, Latvia, and Lithuania  were only occupied by the Soviet Union on the eve of World War II, and had thus missed the first wave of Soviet collectivization. Furthermore, the opposition to kolkhozy was rather high in these countries. Primarily to break this opposition, Stalin ordered the wave of March deportations of 1949. This was successful in motivating peasants and brought great acceleration to collectivization in most regions.


          


          Hungary


          In Hungary, agricultural collectivization was attempted a number of times between 1948 and 1956 (with disastrous results), until it was finally successful in the early 1960s under Jnos Kdr.


          The first serious attempt at collectivization based on Stalinist agricultural policy was undertaken in July 1948. Both economic and direct police pressure were used to coerce peasants to join cooperatives, but large numbers opted instead to leave their villages. In the early 1950s, only one-quarter of peasants had agreed to join cooperatives. In the spring of 1955 the drive for collectivization was renewed, again using physical force to encourage membership, but this second wave also ended in dismal failure. After the events of the 1956 Hungarian Revolution, the Hungarian regime opted for a more gradual collectivization drive. The main wave of collectivization occurred between 1959 and 1961, and at the end of this period more than 95% of agricultural land in Hungary had become the property of collective farms. In February 1961, the Central Committee declared that collectivization had been completed. This quick success should not be confused with enthusiastic adoption of collective idealism on the part of the peasants. Still, demoralized after two successive (and harsh) collectivization campaigns and the events of the 1956 Hungarian Revolution, the peasants were less keen to resist. As membership levels increased, those who remained outside likely grew worried about being permanently left out.


          


          Czechoslovakia (1948-89)


          In Czechoslovakia, land reforms after World War I distributed most of the land to peasants and created large groups of relatively well-to-do farmers (though village poor still existed). These groups showed no support for communist ideals. In 1945, immediately after World War II, new land reform started. The first phase involved a confiscation of properties of Germans, Hungarians, and collaborators of the Nazi regime in accordance with the Bene decree. The second phase, promulgated by so-called Ďuri's laws (after Communist Minister of Agriculture), in fact meant a complete revision of the pre-war land reform and tried to reduce maximal private property to 150 hectares (ha) of agricultural land and 250 ha of any land (forests, etc...). The third and final phase forbade possession of land above 50 ha for one family. This phase was carried out in April 1948, two months after Communists violently overtook power. Farms started to be collectivized, mostly under threat of sanctions. The most obstinate farmers were persecuted and imprisoned. The most common form of collectivization was agricultural cooperative (in Czech Jednotn zemědělsk družstvo, JZD; in Slovak Jednotn roľncke družstvo, JRD ). The collectivization was implemented in three stages (1949-1952, 1953-1955, 1955-1960) and officially ended with implementation of the constitution establishing the Czechoslovak Socialist Republic, which illegalized private ownership.


          Many early cooperatives collapsed and were recreated again. Their productivity was low since they provided tiny salaries and no pensions, and they failed to create a sense of collective ownership; small scale pilfering was common, and food became scarce. Seeing the massive outflow of people from agriculture into cities, the government started to massively subsidize the cooperatives in order to make the standard of living of farmers equal to that of city inhabitants; this was the long-term official policy of the government. Funds, machinery, and fertilizers were provided; young people from villages were forced to study agriculture; and students were regularly sent (mandatorily) to help in cooperatives.


          Subsidies and constant pressure destroyed the remaining private farmers; only a handful of them remained after the 1960s. The lifestyle of villagers had eventually reached the level of cities, and village poverty was eliminated. Czechoslovakia was again able to produce enough food for its citizens. The price of this success was a huge waste of resources because the cooperatives had no motivation to improve efficiency. Every piece of land was cultivated regardless of the expense involved, and the soil became heavily polluted with chemicals. Also, the intensive use of heavy machinery damaged topsoil. Furthermore, the cooperatives were infamous for over-employment.


          In the late 1980s, the economy of Czechoslovakia stagnated, and the state-owned companies were unable to deal with advent of modern technologies. A few agricultural companies (where the rules were less strict than in state companies) used this situation to start providing high-tech products. For example, the only way to buy a PC compatible computer in the late 1980s was to get it (for an extremely high price) from one agricultural company acting as a reseller.


          After the fall of Communism in Czechoslovakia (1989) subsidies to agriculture were stopped with devastating effect. Most of the cooperatives had problems competing with technologically advanced foreign competition and were unable to obtain investment to improve their situation. Quite a large percentage of them collapsed. The others that remained were typically insufficiently funded, lacking competent management, without new machinery and living from day to day. Employment in the agricultural sector dropped significantly (from approx. 3% of the population to approx. 1%).


          


          People's Republic of China


          Collective farming began in the People's Republic of China under Mao Zedong. It was further pursued during the Great Leap Forward, an attempt to rapidly mobilize the country in an effort to transform China into an industrialized communist society. The policy mistakes associated with this collectivization attempt during the Great Leap Forward resulted in mass starvation. According to many other sources, the death toll due to famine was most likely about 20 to 30 million people. The three years between 1959 and 1962 were known as the "Three Bitter Years" and the Three Years of Natural Disasters.


          


          North Korea


          While Hungary arguably provides the best positive example of collective farming in a communist state, North Korea provides its negative counterpart. In the late 1990s, the collective farming system collapsed under the strain of droughts. Estimates of deaths due to starvation ranged into the millions, although the government did not allow outside observers to survey the extent of the famine. Aggravating the severity of the famine, the government was accused of diverting international relief supplies to its armed forces.


          


          Socialist Republic of Vietnam


          Following the Fall of Saigon on 30 April 1975, South Vietnam briefly became the Republic of South Vietnam, a puppet state under military occupation by North Vietnam, before being officially reunified with the North under Communist rule as the Socialist Republic of Vietnam on 2 July 1976. Upon taking control, the Vietnamese communists banned other political parties, arrested suspects believed to have collaborated with the United States and embarked on a mass campaign of collectivization of farms and factories. Reconstruction of the war-ravaged country was slow and serious humanitarian and economic problems confronted the communist regime. In a historic shift in 1986, the Communist Party of Vietnam implemented free-market reforms known as Đổi Mới (Renovation). With the authority of the state remaining unchallenged, private ownership of farms and companies, deregulation and foreign investment were encouraged. The economy of Vietnam has achieved rapid growth in agricultural and industrial production, construction and housing, exports and foreign investment. However, the power of the Communist Party of Vietnam over all organs of government remains firm.


          


          Cuba


          Agricultural production cooperatives were experimented with in the first few years following the Cuban Revolution. Between 1977 and 1983, farmers began to collectivize into CPAs  Cooperativa de Produccin Agropecuaria (agricultural production cooperatives in Spanish). Farmers were encouraged to sell their land to the state for the establishment of a cooperative farm, receiving payments for a period of 20 years while also sharing in the fruits of the CPA. Joining a CPA allowed individuals who were previously dispersed throughout the countryside to move to a centralized location with increased access to electricity, medical care, housing, and schools. Democractic practice tends to be limited to business decisions and is constrained by the centralized economic planning of the Cuban system.


          Another type of agricultural production cooperative in Cuba is UBPC  Unidad Bsica de Produccin Cooperativa (basic unit of cooperative production in Spanish). The law authorizing the creation of UBPCs was passed on September 20, 1993. It has been used to transform many state farms into UBPCs, similarly to the transformation of Russian sovkhozes (state farms) into kolkhozes (collective farms) after 1992. The law granted indefinite usufruct to the workers of the UBPC in line with its goal to link the workers to the land, establish material incentives for increased production by tying workers' earnings to the overall production of the UBPC, and increase managerial autonomy and workers' participation in the management of the workplace.


          


          Israel


          Collective farming was also implemented in kibbutzim in Israel, which began to be created in 1909 as a unique combination of Zionism and socialism. The concept has faced occasional criticism as economically inefficient and over-reliant on subsidized credit.


          A less known type of collective farm in Israel is moshav shitufi (lit. collective moshav), where production and services are managed collectively, as in a kibbutz, whereas consumption decisions are left to individual households. In terms of cooperative organization, moshav shitufi is distinct from the much more common moshav (or moshav ovdim), which is essentially a village-level service cooperative, not a collective farm.


          In 2006 there were 40 moshavim shitufiim in Israel, compared with 267 kibbutzim.
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          Colley Cibber (pronounced /ˈkɒli ˈsɪbɚ/) ( June 11, 1671  November 12, 1757) was a British actor-manager, playwright, and Poet Laureate. His colourful memoir Apology for the Life of Colley Cibber (1740) started a British tradition of personal, anecdotal, and even rambling autobiography. He wrote some plays for performance by his own company at Drury Lane, and adapted many more from various sources, receiving frequent criticism for his "miserable mutilation" (Robert Lowe) of "hapless Shakespeare, and crucify'd Molire" ( Alexander Pope). He regarded himself as first and foremost an actor and had great popular success in comical fop parts, while as a tragic actor he was persistent but much ridiculed. Cibber's brash, extroverted personality did not sit well with his contemporaries, and he was frequently accused of tasteless theatrical productions, social and political opportunism (which was thought to have gained him the laureateship over far better poets), and shady business methods. He rose to herostratic fame when he became the chief target, the head Dunce, of Alexander Pope's satirical poem The Dunciad.


          Cibber's importance as a poet is nil. His importance in British theatre history rests on his being the first in a long line of actor-managers, on the interest of two of his comedies as documents of mutating early 18th-century taste and ideology, and on the value of his autobiography as a source for our knowledge of the 18th-century London stage.


          


          Life


          Cibber was born in London, his father being Caius Gabriel Cibber, a distinguished sculptor originally from Denmark. Colley's parents wanted him to become a clergyman, but he was irresistibly attracted to the stage and in 1690 began working as an actor at the Drury Lane theatre, a more insecure and socially much inferior job. "Poor, at odds with his parents, and entering the theatrical world at a time when players were losing their power to businessmen-managers" (Biographical Dictionary of Actors), Cibber nevertheless married early in life (1693), to Katherine Shore. He had a large number of children, for whom his parental feeling seems to have been mostly casual. Most of them certainly received short shrift in his will. His only son to reach adulthood, Theophilus Cibber, became an actor at Drury Lane, and was an embarrassment to his father because of his scandalous private life. Colley's youngest daughter Charlotte Charke also followed in her father's footsteps (though she too fell out with him) as did others in the family. In his later years Cibber acted in productions with his own grandchildren. Catherine, the eldest daughter, seems to have been the dutiful one who looked after Cibber in old age and was duly rewarded at his death with most of his estate.


          After an inauspicious start as an actor, Cibber eventually became a popular comedian, wrote and adapted many plays, and rose to become himself one of the newly empowered businessmen-managers. He took over the management of Drury Lane in 1710 and was as theatre manager highly commercially, if not artistically, successful. In 1730, he was made Poet Laureate, an appointment which attracted widespread scorn, particularly from Alexander Pope and other Tory satirists.


          When he was seventy-three years old he made his last appearance on the stage as Pandulph in his own Papal Tyranny in the Reign of King John (Covent Garden, 15 February 1745), a miserable paraphrase of Shakespeare's play. He died in 1757.


          


          Cibber's autobiography
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          Cibber's colourful autobiography, An Apology for the Life of Colley Cibber (1740), pioneered the truly personal autobiography, and inaugurated a distinctive British tradition of chatty, meandering, anecdotal memoirs. At the time of writing the word "apology" meant an apologia, a statement in defence of one's actions rather than a statement of regret for having transgressed.


          Cibber wrote in detail about his time in the theatre, especially his early years as a young actor at Drury Lane in the 1690s, giving a vivid account of the cutthroat theatre company rivalries and chicanery of the time, as well as providing pen portraits of the actors he knew. The Apology is notoriously vain and self-serving, as both contemporaries and posterity have enjoyed pointing out (see Barker). For the early part of Cibber's career, it is also unreliable in respect of chronology and other hard facts, understandably, since he was writing down his recollections fifty years after the events, apparently without the help of any journal or notes. Nevertheless, it is an invaluable source for the theatre history of the Restoration and early 18th-century period, for which documentation is otherwise scanty. Because he worked with many actors from the early days of Restoration theatre, such as Thomas Betterton and Elizabeth Barry (albeit at the end of their careers) and lived to see the ultra-modern David Garrick perform, he is a fascinating bridge between a mannered and a more naturalistic style of performance.


          The self-complacency of Cibber's Apology infuriated some of his contemporaries, notably Pope. However, generations of readers have found it an amusing and engaging read, projecting an author always "happy in his own good opinion, the best of all others; teeming with animal spirits, and uniting the self-sufficiency of youth with the garrulity of age."


          


          


          Cibber as actor
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          Cibber began his career as an actor at Drury Lane in 1690, with little success for several years. "The first Thing that enters into the Head of a young Actor", he wrote in his autobiography half a century later, "is that of being a Heroe: In this Ambition I was soon snubb'd by the Insufficiency of my Voice; to which might be added an uninform'd meagre Person with a dismal pale Complexion. Under these Disadvantages, I had but a melancholy Prospect of ever playing a Lover with Mrs. Bracegirdle, which I had flatter'd my Hopes that my Youth might one Day have recommended me to." At this time the London stage was in something of a slump after the glories of the early Restoration period, and the two theatre companies had been merged into a monopoly, leaving actors in a weak negotiating position and basically at the mercy of the dictatorial manager Christopher Rich. When the senior actors rebelled and established a cooperative company of their own in 1695, Cibber "wisely", as the Biographical Dictionary of Actors puts it, stayed with the remnants of the old company, "where the competition was less keen". He had still after five years not been very successful in his chosen profession, and there had been no heroic parts and no love scenes. However, the return of two-company rivalry created a sudden demand for new plays, and Cibber seized this opportunity to launch his career by writing a comedy with a big, flamboyant part for himself to play. He scored a double triumph: his comedy Love's Last Shift, or Virtue Rewarded (1696) was a great success, and his own uninhibited performance as the Frenchified fop Sir Novelty Fashion delighted the audiences. His name was made, both as playwright and as comedian.
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          Later in life, when Cibber himself had the last word in casting at Drury Lane, he wrote, or patched together, several tragedies that were tailored to fit his continuing hankering after playing "a Heroe". But his performances of such parts never pleased audiences, which wanted to see him typecast as an affected fop, a kind of character that fitted both his private reputation as a vain man, his exaggerated, mannered acting style, and his habit of ad libbing.


          His tragic efforts were consistently ridiculed by contemporaries: when Cibber in the role of Richard III makes love to Lady Anne, wrote the Grub Street Journal, "he looks like a pickpocket, with his shrugs and grimaces, that has more a design on her purse than her heart". His most famous part for the rest of his career remained that of Lord Foppington in The Relapse, a sequel to Cibber's own Love's Last Shift but written by John Vanbrugh. Pope mentions the audience jubilation that always used to greet the small-framed Cibber's donning of Lord Foppington's enormous wig, which would be ceremoniously carried on stage in its own sedan chair.


          Cibber loved to act. After he had sold his interest in Drury Lane in the mid-1730s (see below) and was a wealthy man of sixty-five, he still returned to the stage a number of times to play the classic fop parts of Restoration comedy that audiences appreciated him in. His Lord Foppington in Vanbrugh's Relapse, Sir Courtly Nice in John Crowne's Sir Courtly Nice, and Sir Fopling Flutter in George Etherege's Man of Mode were legendary. These were the kind of comic parts where affectation and mannerism were positively desirable. But in tragedy, audiences were at this time being entranced by the innovatively naturalistic acting of the rising star David Garrick, and wanted less than ever to see Cibber play a hero.


          


          


          Cibber as playwright


          


          Richard III


          Neither Cibber's adaptations nor his own original plays have stood the test of time, and hardly any of them have been staged or reprinted after the early 18th century. An exception is his popular adaptation of Shakespeare's Richard III, which remained the standard stage version for 150 years. The American actor George Berrell (18491933), speaking of Edwin Booth's rendition of Richard III in St. Louis in the 1870s, wrote of Cibber's work:


          
            "Hamlet was followed by Shakespeares Richard III, not the version generally playeda hodge-podge concocted by Colley Cibber, who cut and transposed the original version, and added to it speeches from four or five other of Shakespeares plays, and several really fine speeches of his own. The speech to Buckingham: I tell thee, coz, Ive lately had two spiders crawling oer my startled hopesthe well-known line Off with his head! So much for Buckingham!" the speech ending with Conscience, avaunt! Richards himself again!" and other lines of power and effect were written by Cibber, who, with all due respect to the 'divine bard,' improved upon the original, for acting purposes."

          


          


          Love's Last Shift


          Cibber's comedies Love's Last Shift (1696) and The Careless Husband (1704) are early heralds of a massive shift in audience taste, away from the intellectualism and sexual frankness of Restoration comedy and towards the conservative certainties and gender role backlash of exemplary or sentimental comedy. In particular, according to Parnell, Love's Last Shift illustrates Cibber's opportunism at a moment in time before the change was assured: fearless of self-contradiction, he puts something for everybody into his first play, combining the old outspokenness with the new preachiness.


          The central action of Love's Last Shift is a celebration of the power of a good woman, Amanda, to reform a rakish husband, Loveless, by means of sweet patience and a daring bed-trick. She masquerades as a prostitute ("Enter Amanda, in an undress") and seduces Loveless without being recognized by him, and then confronts him with logical argument. Since he did enjoy the night with her while taking her for a stranger, it has been proved that a wife can be as good in bed as an illicit mistress. Loveless is convinced and stricken, and a rich choreography of mutual kneelings, risings and prostrations follows, generated by Loveless' penitence and Amanda's "submissive eloquence". She kneels down while he stands "amazed", then she falls in a swoon, he supports her, he "turns from her" (ashamed), she kneels again, he begs her to rise, he embraces her, she weeps, he kneels; she begs him to rise. The premire audience is said to have wept at this climactic scene (Davies, 17831784|84). The play was a great box-office success and was for a time the talk of the town, in both a positive and a negative sense. Some contemporaries regarded it as moving and amusing, others as a sentimental tear-jerker, incongruously interspersed with sexually explicit Restoration comedy jokes and semi-nude bedroom scenes.


          Love's Last Shift is today read only by the most dedicated scholars, and mainly for gaining a perspective on Vanbrugh's sequel The Relapse, which has by contrast remained a stage favorite. Modern scholars often endorse the criticism that was leveled at Love's Last Shift from the first, namely that it is a blatantly commercial combination of sex scenes and drawn-out sentimental reconciliations (see Hume).


          


          The Careless Husband
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          The comedy The Careless Husband (1704), generally considered to be Cibber's best play, is another example of the retrieval of a straying husband by means of outstanding wifely tact, this time in a more domestic and genteel register. The easy-going Sir Charles Easy is chronically unfaithful to his wife, seducing both ladies of quality and his own female servants with insouciant charm. The turning point of the action, famous in the annals of British theatre history as "the Steinkirk scene", comes when his wife finds him and a maidservant asleep together in a chair, "as close an approximation to actual adultery as could be presented on the 18th-century stage" (Parnell, 291). His periwig has fallen off, an obvious suggestion of intimacy and abandon on the 18th-century stage, and an opening for Lady Easy's tact. Soliloquizing to herself about how sad it would be if he caught cold, she "takes a Steinkirk off her Neck, and lays it gently on his Head" (V.i.21). (A "steinkirk" was a loosely tied lace collar or scarf, named after the way the officers wore their cravats at the Battle of Steenkirk in 1692.) She steals away, Sir Charles wakes, notices the steinkirk on his head, marvels that his wife did not wake him and make a scene, and realizes how wonderful she is. The Easys go on to have a reconciliation scene which is much more low-keyed and tasteful than that in Love's Last Shift, without kneelings and risings, and with Lady Easy shrinking with feminine delicacy from the coarse subjects that Amanda had broached without blinking. Paul Parnell has analyzed the manipulative nature of Lady Easy's lines in this exchange, showing how they are directed towards the sentimentalist's goal of "ecstatic self-approval" (Parnell, 294).


          The Careless Husband was a great success on the stage and remained a repertory play throughout the 18th century. Although it has now joined Love's Last Shift as a forgotten curiosity, it kept a respectable critical reputation into the 20th century, coming in for serious discussion both as an interesting example of doublethink (Parnell), and as somewhat morally or emotionally insightful (Kenny). As late as 1929, the well-known critic F. W. Bateson described the play's psychology as "mature", "plausible", "subtle", "natural", and "affecting".


          


          Other plays


          Cibber wrote two other original comedies. Woman's Wit (1697) was produced under unpropitious circumstances and had no discernible theme (see Barker, 3031); Cibber, not usually shy about any play of his, even elided its existence in the Apology. The Lady's Last Stake (1707) is a rather bad-tempered reply to female critics of Lady Easy's wifely patience in The Careless Husband. It was coldly received, and its main interest lies in the glimpse the prologue gives of angry female reactions to The Careless Husband, of which we would otherwise have known nothing (since all contemporary published reviews of The Careless Husband approve and endorse its message). Some women, says Cibber sarcastically in the prologue, seem to think Lady Easy ought rather to have strangled her husband with her steinkirk:


          
            	"Yet some there are, who still arraign the Play,


            	At her tame Temper shock'd, as who should say


            	The Price, for a dull Husband, was too much to pay,


            	Had he been strangled sleeping, Who shou'd hurt ye?


            	When so provok'dRevenge had been a Virtue."

          


          Most of Cibber's plays, listed below, were hastily cobbled together from borrowings, or drastically adapted from Shakespeare. His last play, Papal Tyranny in the Reign of King John, may serve as an example: it was "a miserable mutilation of Shakespeare's King John," heavily politicized, and caused such a storm of ridicule during its 173637 rehearsal that Cibber withdrew it. During the 1745 crisis, when the nation was in fear of yet another Popish pretender, it was finally acted, and this time accepted for patriotic reasons.


          


          Cibber as manager
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          Cibber's creation of the combined actor-manager role is important in the history of the British stage because he was the first in a long and illustrious line that would include such luminaries as Garrick, Henry Irving, and Herbert Beerbohm Tree. Rising from actor at Drury Lane to advisor and spy (see Dictionary of Actors) on behalf of the manager Christopher Rich, Cibber worked himself by degrees into a position to take over the company. With two other actors, Thomas Doggett and Robert Wilks, he was able to buy the company outright around 1710. The events are well documented, but the three actors' maneuvering to squeeze out previous owners was so lengthy and complex that an approximate date must suffice here. After a few stormy years of power-struggle with Doggett and Wilks, Cibber became in practice sole manager of Drury Lane. He wrote no more original plays, though he continued producing adaptations and patchwork plays from "the frippery of crucified Molire" and "hapless Shakespeare" for the company, and to act on the stage. He thus set a pattern for the line of more charismatic and successful actors that were to succeed him in this combination of roles. His near-contemporary Garrick, as well as the 19th century actor-managers Irving and Tree, would later structure their careers, writing, and manager identity around their own striking stage personalities. Cibber's forte as actor-manager was, by contrast, the manager side. He was a clever, innovative, and unscrupulous businessman who retained all his life a love of appearing on the stage. His triumph was that he rose to a position where, in consequence of his sole power over production and casting at Drury Lane, London audiences had to put up with him as an actor.


          Cibber had learned from the bad example of Rich to be a careful and approachable employer for his actors, and was not unpopular with them, but made enemies in the literary world by his obvious enjoyment of the power he wielded over authors. Many were outraged by his sharp business methods, which may be exemplified by the characteristic way he abdicated as manager in the mid-1730s. First selling his share for over 3,000 pounds, he immediately encouraged his scapegrace son Theophilus to lead the actors in a walkout to set up for themselves in the Haymarket, rendering worthless the commodity he had sold. Cibber's application on behalf of his son for a patent to perform at the Haymarket was, however, refused by the Lord Chamberlain, who was "disgusted at Cibber's conduct."


          


          Cibber as poet


          Cibber's appointment as Poet Laureate in 1730 was widely assumed to be a political rather than artistic honour, and a reward for his untiring support of the controversial Whig Prime Minister Robert Walpole. His verses had no admirers even in his own time, and Cibber acknowledges quite cheerfully in the Apology that he does not himself think much of them. His birthday odes for the Royal family and other duty pieces incumbent on him as Poet Laureate came in for particular scorn, and these offerings would regularly be followed by a flurry of anonymous parodies. In the 20th century, D. B. Wyndham-Lewis and Charles Lee considered some of Cibber's laureate poems funny enough to be included in their classic "anthology of bad verse", The Stuffed Owl (1930).


          


          Cibber as dunce


          


          Pamphlet wars


          From the very beginning of the 18th century, when Cibber first rose to being Rich's right-hand man and spy at Drury Lane, his opportunism and his brash, thick-skinned personality gave rise to many barbs in print, especially against his patchwork plays. The early attacks were mostly anonymous, but some have been ascribed to Daniel Defoe and Tom Brown (see Lowe). Later, Jonathan Swift, John Gay, James Thomson, Richard Blackmore, John Dennis, and Henry Fielding all lambasted Cibber in print. The most famous conflict Cibber had was with Alexander Pope, the greatest poet of the age. In the first version of his landmark literary satire The Dunciad (1728), Pope referred contemptuously to Cibber's "past, vamp'd, future, old, reviv'd, new" plays, produced with "less human genius than God gives an ape", and Cibber's elevation to laureateship in 1730 further inflamed Pope against him. The selection of Cibber for this honour was widely seen as outlandish, at a time when Pope, John Gay, Thomson, Ambrose Philips, and Edward Young were all in their prime. As one epigram of the time put it:


          
            	"In merry old England it once was a rule,


            	The King had his Poet, and also his Fool:


            	But now we're so frugal, I'd have you to know it,


            	That Cibber can serve both for Fool and for Poet." (Recorded by Pope in the 1743 Dunciad).

          


          That he was selected immediately after a change in the government from Tory to Whig was also noticeable. Further, Cibber associated himself with Robert Walpole, the highly divisive "first Prime Minister."
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          Pope, mortified by the elevation of Cibber to laureatehood and incredulous at the vainglory of his Apology (1740), took every opportunity to attack him in his poetry, and easily got the laughers on his side. Mostly Cibber replied quite good-humoredly to Pope's aspersions ("some of which are in conspicuously bad taste", as Lowe points out), but in 1742 he snapped and hit below the belt in an angry and damaging pamphlet, A Letter from Mr. Cibber, to Mr. Pope, inquiring into the motives that might induce him in his Satyrical Works, to be so frequently fond of Mr. Cibber's name. In this pamphlet, Cibber's most effective ammunition came from a reference in Pope's Epistle to Arbuthnot (1735) to Cibber's "whore", which gave Cibber a pretext for retorting in kind with a scandalous anecdote about Pope in a brothel. "I must own", wrote Cibber, "that I believe I know more of your whoring than you do of mine; because I don't recollect that ever I made you the least Confidence of my Amours, though I have been very near an Eye-Witness of Yours." Since Pope was around four feet tall and hunchbacked due to a tubercular infection of the spine he contracted when young, Cibber regarded the prospect of Pope with a woman as something humorous, and he speaks mockingly of the "little-tiny manhood" of Pope. For once the laughers were on Cibber's side, and the story "raised a universal shout of merriment at Pope's expense." Pope made no direct reply, but took one of the most famous revenges in literary history. In the revised Dunciad that appeared in 1743, he changed his hero, the King of Dunces, from Lewis Theobald to Colley Cibber.


          



          


          The King of Dunces
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          The derogatory allusions to Cibber in consecutive versions of Pope's mock-heroic Dunciad, from 1728 to 1743, became more elaborate as the conflict between the two men escalated, until, in the final version of the poem, Pope crowned Cibber King of Dunces. From being merely one symptom of the artistic decay of Britain, he was transformed into the demigod of stupidity, the true son of the goddess Dulness. Apart from the personal quarrel, Pope had reasons of literary appropriateness for letting Cibber take the place of his first choice of King, Lewis Theobald. Theobald, who had embarrassed Pope by contrasting Pope's impressionistic Shakespeare edition (1725) with Theobald's own scholarly edition (1726), also wrote Whig propaganda for hire, as well as dramatic productions which were to Pope abominations for their mixing of tragedy and comedy and for their "low" pantomime and opera. However, Cibber was an even better King in these respects, more high-profile both as a political opportunist and as the powerful manager of Drury Lane, and with the crowning circumstance that his political allegiances and theatrical successes had gained him the laureateship. To Pope this made him an epitome of all that was wrong with British letters. Pope explains in the "Hyper-critics of Ricardus Aristarchus" prefatory to the 1743 Dunciad that Cibber is the perfect hero for a mock-heroic parody, since his Apology exhibits every trait necessary for the inversion of an epic hero. An epic hero must have wisdom, courage, and chivalric love, says Pope, and the perfect hero for an anti-epic therefore should have vanity, impudence, and debauchery. As wisdom, courage, and love combine to create magnanimity in a hero, so vanity, impudence, and debauchery combine to make buffoonery for the satiric hero.
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          Writing about the degradation of taste brought on by theatrical effects, Pope quotes Cibber's own confessio in the Apology":


          
            	"Of that Succession of monstrous Medlies that have so long infested the Stage, and which arose upon one another alternately, at both Houses (London's two playhouses, Cibber's Drury Lane and John Rich's domain Lincoln's Inn's Fields)... If I am ask'd (after my condemning these Fooleries myself) how I came to assent or continue my Share of Expence to them? I have no better Excuse for my Error than confessing it. I did it against my Conscience! and had not Virtue enough to starve."

          


          Pope's notes call Cibber a hypocrite, and in general the attacks on Cibber are conducted in the notes added to the Dunciad, and not in the body of the poem. As hero of the Dunciad, Cibber merely watches the events of Book II, dreams Book III, and sleeps through Book IV.


          Once Pope struck, Cibber became an easy target for other satirists. He was attacked as the epitome of morally and aesthetically bad writing, largely for the sins of his autobiography. In the Apology, Cibber speaks daringly in the first person and in his own praise. Although the major figures of the day were jealous of their fame, self-promotion of such an overt sort was shocking, and Cibber offended Christian humility as well as gentlemanly modesty. Additionally, Cibber consistently fails to see any faults in his own character, praises his vices, and makes no apology for his misdeeds, so it was not merely the fact of the autobiography, but the manner of it that shocked contemporaries. His rather diffuse and chatty writing style, conventional in poetry and sometimes incoherent in prose, was bound to look even worse than it was when he squared up to a master of style like Pope. The contrast caused Henry Fielding, who was a Justice of the Peace, to issue a bench warrant for the arrest of Colley Cibber on a charge of "murder" of "the English language". The Tory wits were altogether so successful in their satire of Cibber that the historical image of the man himself was almost obliterated, and it is as the King of Dunces that he has come down to posterity.


          


          Plays


          The plays below were produced at the Theatre Royal, Drury Lane unless otherwise stated. The dates given are of first known performance.


          
            	Love's Last Shift (Comedy, 1696)


            	Woman's Wit (Comedy, 1697)


            	Xerxes (Tragedy, Lincoln's Inn Fields, 1699)


            	Love Makes a Man (Comedy, 1701)


            	The School Boy (Comedy, 26 October 1702)


            	She Would and She Would Not (Comedy, 26 November 1702)


            	The Careless Husband (Comedy, 7 December 1704)


            	Perolla and Izadora (Tragedy, 3 December 1705)


            	The Comical Lovers (Comedy, Haymarket, 4 February 1707)


            	The Double Gallant (Comedy, Haymarket, 1 November 1707)


            	The Lady's Last Stake (Comedy, Haymarket, 13 December 1707)


            	The Rival Fools (Comedy, 11 January 1709)


            	The Rival Queans (Comical-Tragedy, Haymarket, 29 June 1710)


            	Ximena (Tragedy, 28 November 1712)


            	Venus and Adonis (Masque, 1715)


            	Bulls and Bears (Farce, 1 December 1715)


            	The Refusal (Comedy, 14 February 1721)


            	Csar in Egypt (Tragedy, 9 December 1724)


            	The Provoked Husband (with Vanbrugh, comedy, 10 January 1728)


            	Love in a Riddle (Pastoral, 7 January 1729)


            	Damon and Phillida (Pastoral Farce, Haymarket, 1729)

          


          Cibber also adapted Shakespeare's Richard III (1699), King John as Papal Tyranny in the Reign of King John (1745) and Molire's Tartuffe as The Nonjuror in 1717.


          


          In popular culture


          Cibber is a character in the play Masks and Faces (and it's prose adaptation Peg Woffington). In the silent film adaptation he is portrayed by Dion Boucicault Jr.


          " Kolley Kibber" is the newspaper nom de plume for Fred Hale, a former gangster, who returns to Brighton to anonymously distribute cards for a newspaper competition and disappears, presumably murdered, at the end of the first chapter of the novel Brighton Rock by Graham Greene.


          
            Retrieved from " http://en.wikipedia.org/wiki/Colley_Cibber"
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          Cologne (German: Kln ( help info), IPA: [kln]; local dialect: Klle [ˈkɫə]) is Germany's fourth-largest city after Berlin, Hamburg and Munich, and is the largest city both in the German Federal State of North Rhine-Westphalia and within the Rhine-Ruhr Metropolitan Area, one of the major European metropolitan areas with more than ten million inhabitants. It is one of the oldest cities in Germany, having been founded by the Romans in the year 38 BC. Cologne was granted the status of a Roman "city" in the year 50 AD.


          Cologne lies on the River Rhine. The city's famous Cologne Cathedral (Klner Dom) is the seat of the Roman Catholic Archbishop of Cologne. The University of Cologne (Universitt zu Kln) is one of Europe's oldest universities.


          Cologne is a major cultural centre of the Rhineland and has a vibrant arts scene. Cologne is home to more than 30 museums and hundreds of galleries. Exhibitions range from local ancient Roman archeological sites to contemporary graphics and sculpture. The city's Trade Fair Grounds are host to a number of trade shows such as the Art Cologne Fair, the International Furniture Fair (IMM) and the Photokina. Cologne is also well-known for its celebration of Cologne Carnival, the annual reggae summerjam, the largest of it's kind in Europe, and the LGBT festival Christopher Street Day (CSD).


          Within Germany, Cologne is known as an important media centre. Several radio and television stations, including Westdeutscher Rundfunk (WDR), RTL and VOX (TV channel), are based in the city. The city also hosts the Cologne Comedy Festival, which is considered to be the largest comedy festival in mainland Europe.


          In 2005 Cologne hosted the 20th Roman Catholic World Youth Day with Pope Benedict XVI. It was one of the largest-ever meetings, with over a million participants.


          


          Demographics


          Cologne is the fourth-largest city in Germany in terms of inhabitants after Berlin, Hamburg and Munich. Officially, the city still has somewhat fewer than a million inhabitants (as of December 31, 2006: 989,766). However, this might change rapidly as the city's registration rules will change in the course of 2007. Cologne is the centre of an urban area of around 2 million inhabitants (including the neighboring cities of Bonn, Hrth, Leverkusen, and Bergisch-Gladbach).


          According to local statistics, in 2006 the population density in the city was 2,528 inhabitants per square kilometer. 31.4 percent of the population has migrated there, and 17.2 percent of Cologne's population is non-German. The largest group, comprising 6.3 percent of the total population, is Turkish. As of September 2007, there are about 120,000 Muslims living in Cologne, mostly of Turkish origin .


          In the city the population was spread out with 15.5% under the age of 18, 67.0% from 18 to 64 and 17.4% who were 65 years of age or older. For every 100 females there were 95 males.


          
            [image: Panoramic image of Cologne]


            
              Panoramic image of Cologne
            

          


          
            [image: Panoramic image of Cologne]


            
              Panoramic image of Cologne
            

          


          


          Administration


          Cologne is incorporated under the Gemeindeordnung Nordrhein-Westfalen (GO NRW) (Municipality Code of North Rhine-Westphalia). The city's administration is headed by a mayor (Oberbrgermeister) and three deputy mayors. Cologne was the first city in Germany with a tax specifically for prostitution (see prostitution in Germany).


          


          Coat of arms


          The three crowns symbolize the Magi (Three Wise Men) whose bones are said to be kept in a golden sarcophagus in Cologne Cathedral (see Shrine of the Three Kings at Cologne Cathedral). In 1164, Rainald of Dassel, the archbishop of Cologne, brought the relics to the city, making it a major pilgrimage destination. This led to the design of the current cathedral as the predecessor was considered too small to accommodate the pilgrims.


          The eleven tears are a reminder of Cologne's patron, Saint Ursula, a Britannic princess, and her legendary 11,000 virgin companions who were supposedly martyred by Attila the Hun at Cologne for their Christian faith in 383. (The entourage of Ursula and the number of victims was significantly smaller; according to one source, the original legend referred to only eleven companions and the number was later inflated by relic traders.)


          


          Culture


          Cologne is well-known for its beer, called Klsch. Klsch is also the name of the local dialect. This has led to the common joke that Klsch is the only language you can drink.


          Cologne is also famous for Eau de Cologne (Klnisch Wasser). At the beginning of the 18th century, Italian expatriate Johann Maria Farina (1685-1766) created a new fragrance and named it after his hometown Cologne, Eau de Cologne (Water of Cologne). In the course of the 18th century the fragrance became increasingly popular. Eventually, Cologne merchant Wilhelm Mlhens secured the name Farina, which at that time had become a household name for Eau de Cologne, under contract and opened a small factory at Cologne's Glockengasse. In later years, and under pressure from court battles, his grandson Ferdinand Mlhens chose a new name for the firm and their product. It was the house number that was given to the factory at Glockengasse during French occupation of the Rhineland in the early 19th century, number 4711. In 1994, the Mlhens family sold their company to German Wella corporation. In 2003 Procter & Gamble took over Wella. Today, original Eau de Cologne still is produced in Cologne by both the Farina family (Farina gegenber since 1709), currently in the eighth generation, and by Murer and Wirtz who bought the 4711 brand in December 2006.


          


          Carnival


          Cologne carnival is one of the biggest street festivals in Europe. It is held annually; the season starts officially on November 11 at 11 minutes after 11 with the proclamation of the new Carnival Season, and it continues until Ash Wednesday. But the so-called "Tolle Tage" (mad days) don't start until Weiberfastnacht (Women's Carnival) or, in dialect, Wieverfastelovend (Thursday before Ash Wednesday), which is the beginning of the street carnival. Hundreds of thousands of visitors flock to Cologne during this time. Generally around a million people are celebrating in the streets on the Thursday before Ash Wednesday.


          


          History


          


          Roman Cologne


          The first urban settlement on the grounds of what today is the centre of Cologne was Oppidum Ubiorum, which was founded in 38 BC by the Ubii, a Germanic tribe. Cologne became acknowledged as a city by the Romans in 50 AD by the name of Colonia Claudia Ara Agrippinensium. Considerable Roman remains can be found in contemporary Cologne, especially near the wharf area, where a notable discovery of a 1900 year old Roman boat was made in late 2007. From 260 to 271 Cologne was the capital of the Gallic Empire under Postumus, Marius and Victorinus. In 310 under Constantine a bridge was built over the Rhine at Cologne.


          Maternus, who was elected as bishop in 313AD, was the first known bishop of Cologne. The city was the capital of a Roman province until occupied by the Franks in 459AD. In 785AD, Cologne became the seat of an archbishopric.


          


          Middle Ages


          During the time of the Holy Roman Empire in the Middle Ages, the Archbishop of Cologne was one of the seven prince-electors and one of the three ecclesiastical electors. The archbishops had ruled large temporal domains but in 1288 Sigfried II von Westerburg was defeated in the Battle of Worringen and forced into exile at Bonn.


          Cologne's location on the river Rhine placed it at the intersection of the major trade routes between east and west and was the basis of Cologne's growth. Cologne was a member of the Hanseatic League and became an Free Imperial City in 1475. Interestingly the archbishop nevertheless preserved the right of capital punishment. Thus, the municipal council (though in strict political opposition towards the archbishop) depended upon him in all matters concerning criminal jurisdiction. This included torture, which sentence was only allowed to be handed down by the episcopal judge, the so-called "Greve". This legal situation lasted until the French conquest of Cologne.


          Besides its economic and political significance Cologne also became an outstanding centre of medieval pilgrimage, when Cologne's Archbishop Rainald of Dassel gave the relics of the Three Wise Men to Cologne's cathedral in 1164 (after they in fact had been captured from Milan). Besides the three magi Cologne preserves the relics of Saint Ursula and Albertus Magnus.


          The economic structures of medieval and early modern Cologne were characterized by the city's status as a major harbour and transportation hub upon the Rhine. Craftsmanship was organized by self-administrating guilds, some of which were exclusive to women.


          As a free city Cologne was a sovereign state within the Holy Roman Empire and as such had the right (and obligation) of maintaining its own military force. Wearing a red uniform these troops were known as the Rote Funken (red sparks). These soldiers were part of the Army of the Holy Roman Empire ("Reichskontingent") and fought in the wars of the 17th and 18th century, including the wars against revolutionary France, when the small force almost completely perished in combat. The tradition of these troops is preserved as a military persiflage by Cologne's most outstanding carnival society, the Rote Funken.


          The free city of Cologne must not be confused with the Archbishopric of Cologne which was a state of its own within the Holy Roman Empire. Since the second half of the 16th century the archbishops were taken from the Bavarian dynasty Wittelsbach. Due to the free status of Cologne, the archbishops usually were not allowed to enter the city. Thus they took residence in Bonn and later in Brhl on Rhine. As members of an influential and powerful family and supported by their outstanding status as electors, the archbishops of Cologne repeatedly challenged and threatened the free status of Cologne during the 17th and 18th century, resulting in complicated affairs, which were handled by diplomatic means and propaganda as well as by the supreme courts of the Holy Roman Empire.
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          19th and 20th century


          Cologne lost its status as a free city during the French period. According to the Peace Treaty of Lunville (1801) all the territories of the Holy Roman Empire on the left bank of the Rhine were officially incorporated into the French Republic (which already had occupied Cologne in 1798). Thus, this region later became part of Napoleon's Empire. Cologne was part of the French Dpartement Roer (named after the River Roer, German: Rur) with Aachen (Aix-la-Chapelle) as its capital. The French modernized public life by introducing the Code Napoleon as civil code and removing the old elites from power, to cite two examples. The Code Napoleon was in use in the German territories on the left bank of the Rhine until the year 1900, when for the first time the German Empire passed a nationwide unique civil code (" Brgerliches Gesetzbuch"). In 1815, at the Congress of Vienna, Cologne was made part of the Kingdom of Prussia, administered successively in the Province of Jlich-Cleves-Berg and the Rhine Province.


          The permanent tensions between the Roman Catholic Rhineland and the overwhelmingly Protestant Prussian state repeatedly escalated with Cologne being in the focus of the conflict. In 1837 the archbishop of Cologne Clemens August von Droste-Vischering was arrested and imprisoned for two years after a dispute over the legal status of marriages between Protestants and Roman Catholics ("Mischehenstreit"). In 1874 during the Kulturkampf archbishop cardinal Paul Melchers was arrested and imprisoned. He fled to the Netherlands and was searched for like an ordinary criminal by a warrant of apprehension. These conflicts alienated the Catholic population from Berlin and contributed to a deeply felt anti-Prussian resentment, which was still significant after World War II, when the former mayor of Cologne, Konrad Adenauer, became the first West German chancellor.


          During the nineteenth and twentieth centuries, Cologne incorporated numerous surrounding towns, and by the time of World War I had already grown to 700,000 inhabitants. Industrialization changed the city and spurred its growth. Especially booming branches were vehicle construction and engine building. Heavy industry was less ubiquitous as opposed to the Ruhr Area. The cathedral, started in 1248 but abandoned around 1560, was eventually finished in 1880 not only as a religious building but also as a German national monument celebrating the newly founded German empire as well as the continuity of the German nation since the Middle Ages. Sometimes urban growth happened very much at the expense of the city's historic heritage with many buildings being broken down (e.g. the city walls or the surroundings of the cathedral) or replaced by contemporary constructions. On the other side Cologne was turned into a heavily armed fortress (opposing the French and Belgian fortresses of Verdun and Lige) with two fortified belts surrounding the city, the relics of which can be seen until today. The military demands of what finally turned out to be Germany's largest fortress meant a huge obstacle to urban development, as forts, bunkers and dugouts with a vast and plain shooting field before them completely encircled the city and prevented any expansion beyond the fortified line, resulting in a very dense built-up area within the city itself.


          After WWI, during which several minor air raids had targeted the city, Cologne was occupied by British Forces under the terms of the armistice and the subsequent Versailles Peace Treaty. The occupation lasted until 1926. In contrast to the harsh measures of French occupation troops in the Rhineland the British acted much more tactfully toward the local population. The mayor of Cologne (the future West German chancellor) Konrad Adenauer paid them respect for their political significance, as the British withstood the French ambitions for a permanent Allied occupation of the Rhineland. In 1919 the University of Cologne (which had been closed by the French in 1798) was refounded. It was meant as a substitute for the German University of Strasbourg which had become French in 1918/19. The era of the Weimar Republic (1919 - 1933) rendered very prolific for Cologne. Many improvements were made under the guidance of Mayor Konrad Adenauer, especially as far as public governance, housing, planning and social affairs are concerned. Large public parks were created, in particular the two "Grngrtel" (green belts), which were planned on the areas of the former fortifications. They had been dismantled according to the de-militarization of the Rhineland under the terms of the peace treaty, albeit this project was unfinished until 1933. Public housing was executed in a way that it became exemplary all over Germany. As Cologne competed for hosting the Olympics a modern stadium was erected in Mngersdorf. By the end of the British occupation German civil aviation was readmitted over Cologne and the airport of Butzweilerhof soon became an outstanding hub of national and international air traffic, second in Germany only to Berlin-Tempelhof. By 1939 the population had risen to 772,221. Compared to other major cities the Nazis did not gain decisive support in Cologne and the votes cast for the NSDAP at the election for the Reichstag always accounted below the average result of the Reich.


          


          World War II


          During World War II, Kln was a Military Area Command Headquarters (Militrische Bereich Befehl Hauptsitze) for Military District (Wehrkreis) VI in Mnster. Cologne was under the command of Lieutenant-General Freiherr Roeder von Diersburg, who was responsible for military operations at Bonn, Siegburg, Aachen, Jlich, Dren, and Monschau. Cologne was the Home Station for the 211th Infantry Regiment and the 26th Artillery Regiment.


          In World War II, Cologne endured exactly 262 air raidsby the Western Allies, which caused approximately 20,000 civilian casualties and completely wiped out the centre of the city. During the night of May 31, 1942, Cologne was the site of " Operation Millennium", the first 1,000 bomber raid by the Royal Air Forcein World War II. 1,046 heavy bombers attacked their target with 1,455 tons of explosive. This raid lasted about 75 minutes, destroyed 600acres (243ha) of built-up area, killed 486 civilians and made 59,000 people homeless. By the end of the war, the population of Cologne was reduced by 95%. This loss was mainly caused by a massive evacuation of the people to more rural areas. The same happened in many other German cities in the last two years of war. At the end of 1945, the population had already risen to about 500,000 again. By that time, essentially all of Cologne's pre-war Jewishpopulation of 20,000 had been displaced. The synagogue, originally built between 1895 and 1899 by architects Wilhelm Schreitererand Bernhard Below, was severely damaged during the pogrom of November 9, 1938( Kristallnacht) but ultimately destroyed by Alliedbombing between 1943 and 1945. It was reconstructed in the 1950s. The Cologne synagogue was the stage of a historic event in 2005, when the German-born pope Benedict XVIwas the second pope ever to visit a synagogue. 
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          Despite Cologne's status of being the largest city in the region, nearby Dsseldorf was chosen as the political capital of the Federal State North Rhine-Westphalia. With Bonn being chosen as the provisional capital (provisorische Bundeshauptstadt) and seat of the government of the Federal Republic of Germany, Cologne benefited by being sandwiched between the two important political centers of former West Germany. The city became home to a large number of Federal agencies and organizations. After re-unification in 1990 Berlin was made the Federal capital of Germany.


          For Cologne mayors refer to: List of mayors of Cologne.


          In 1945 architect and urban planner Rudolf Schwarz called Cologne the "world's greatest heap of debris". Schwarz designed the master plan of reconstruction in 1947, which called for the construction of several new thoroughfares thru the downtown area, especially the Nord-Sd-Fahrt ("North-South-Drive"). The masterplan took into consideration the fact that even shortly after the war a large increase in automobile traffic could be anticipated. Plans for new roads had already to a certain degree evolved under the Nazi administration, but the actual construction became easier in times when the majority of downtown lots were undeveloped. The destruction of famous Romanesque churches like St. Gereon, Great St. Martin, St. Maria im Capitol and about a dozen others in World War II meant a tremendous loss of cultural substance to the city. The rebuilding of those churches and other landmarks like the Grzenich event hall was not undisputed among leading architects and art historians at that time, but in most cases, civil intention prevailed. The reconstruction lasted until the 1990s, when Romanesque church of St. Kunibert was finished.


          It took some time to rebuild the city. In 1959 the city's population reached pre-war numbers again. Afterwards the city grew steadily, and, in 1975, the number exceeded 1 million inhabitants for about one year. Since then, the number lingers slightly underneath.


          In the 1980s and 1990s Cologne's economy prospered from two factors: First, the steady growth in the number of media companies, pertaining to both the private and the public sector. Catering especially to these companies is the newly developed Media Park, which creates a strongly visual focal point in downtown Cologne and includes the KlnTurm, one of Cologne's most prominent high-rises. And second, a permanent improvement of the diverse traffic infrastructure, which makes Cologne one of the most easily accessible metropolitan areas in Central Europe.


          Due to the economic success of the Cologne Trade Fair, the city arranged a large extension to the fair site in 2005. At the same time the original buildings, which date back to the 1920s are rented out to RTL, Germany's largest private broadcaster, as their new corporate headquarters.


          


          Landmarks


          
            
              	
                
                  [image: Cologne Cathedral at sunset]

                  
                    Cologne Cathedral at sunset
                  

                

              
            


            
              	
                
                  [image: Great St. Martin Church]

                  
                    Great St. Martin Church
                  

                

              
            


            
              	
                
                  [image: Farina-House, Birthplace of Eau de Cologne]

                  
                    Farina-House, Birthplace of Eau de Cologne
                  

                

              
            


            
              	
                
                  [image: View from the tower of Cologne Cathedral]

                  
                    View from the tower of Cologne Cathedral
                  

                

              
            

          


          The centre of Cologne was completely destroyed during World War II. The reconstruction of the city followed the style of the 1950s, while respecting the old layout and naming of the streets. Thus, the city today is characterized by simple and modest post-war buildings, with few interspersed pre-war buildings which were reconstructed due to their historical importance. Some buildings of the "Wiederaufbauzeit" (era of reconstruction), for example the opera house by Wilhelm Riphahn, are nowadays regarded as classics in modern architecture. Nevertheless, the uncompromising style of the opera house and other modern buildings has remained controversial.


          
            	Cologne Cathedral (German: Klner Dom) is the city's famous landmark and unofficial symbol. It is a Gothic church, started in 1248, and completed in 1880. In 1996, it was designated a World Heritage site; it claims to house the relics of the Three Magi. It is interesting to note that the residents of Cologne call the cathedral "the eternal construction site" (Dauerbaustelle). They predict that, by the time the renovation of the building has finished, the end of the world will be upon us!


            	Twelve Romanesque Churches: These buildings are outstanding examples of medieval sacral architecture. The roots of some of the churches date back as far as Roman times, like St. Gereon, which originally was a chapel on a Roman graveyard. With the exception of St. Maria Lyskirchen all of these churches were very badly damaged during World War II. Reconstruction was only finished in the 1990s.


            	Cologne University, with approx. 44,000 students as of 2005, is the largest university in Germany.


            	Fragrance Museum Farina House, the birthplace of Eau de Cologne.


            	Rmisch-Germanisches Museum (English: Roman-Germanic Museum) for ancient Roman and Germanic culture.


            	Wallraf-Richartz Museum for medieval art.


            	Museum Ludwig for modern art.


            	EL-DE Haus, the former local headquarters of the Gestapo houses a museum documenting the Nazi rule in Cologne with a special focus on the persecution of political dissenters and minorities.


            	Klner Philharmonie - the Cologne Philharmonic Orchestra Building housing both the Grzenich Orchestra and the WDR Symphony Orchestra Cologne.


            	RheinEnergieStadion, the major Cologne stadium, primarily used for soccer games, seating 50,997 visitors in national games and 46,134 in international games, home to the local 2. Bundesliga team, 1.FC Kln.


            	Klnarena, a multifunctional event hall, home to the local hockey team, the Klner Haie (English: Cologne Sharks).


            	Klnturm (English: Cologne Tower), Cologne's second tallest building at 165.48metres (542.91ft) in height, second only to the Colonius (266m/873ft).


            	Colonius - a telecommunication tower with an observation deck (closed since 1992).


            	Colonia Hochhaus - Germany's tallest residential building.


            	Kln Triangle Tower - opposite the cathedral with a 103m (338ft) high viewing platform - in contrast to the cathedral with an elevator and a view with the cathedral over the Rhine.


            	Hansa Hochhaus - designed by architect Jakob Koerfer and completed in 1925, it was at one time Europe's tallest office building.


            	Rheinseilbahn - an aerial tramway crossing the Rhine.


            	Messe Kln (English: Cologne Fair). Exhibition area of 100,000m (1,076,000sqft).


            	Messeturm Kln (English: Exhibition Tower Cologne).


            	Hohe Strasse (English: High Street) is one of the main shopping areas and extends past the cathedral in an approximately southerly direction. This street is particularly popular with tourists and contains many gift shops, clothing stores, fast food restaurants and electronic goods dealers.


            	Ford Motor Company plants, assembling the Ford Fiesta and Ford Fusion as well as manufacturing engines and parts; headquarters for Ford of Europe.


            	The Panasonic Toyota Racing Formula One team has its factory in the city.


            	Schildergasse - extends the shopping area of Hohe Strasse to the west ending at Neumarkt.


            	Ehrenstrasse - the shopping area around Apostelnstrasse, Ehrenstrasse, and Rudolfplatz is a little more on the eccentric and stylish side.


            	Historic Ringe boulevards (such as Hohenzollernring, Kaiser-Wilhelm-Ring, Hansaring) with their medieval city gates (such as Hahnentorburg on Rudolfplatz) are also known for their night life.


            	German Sports & Olympic Museum, with exhibitions about sports from antiquity until the present.


            	Schokoladenmuseum (Chocolatemuseum) officially called Imhoff-Schokoladen-Museum.


            	JavaMuseum - Forum for Internet Technology in Contemporary Art - collections of Internet based art, corporate part of (NewMediaArtProjectNetwork):cologne - the experimental platform for art and New Media.

          


          


          Transportation


          


          Roads
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          Road building had been a major issue in the 1920s under the leadership of mayor Konrad Adenauer. The first German limited access road was constructed after 1929 between Cologne and Bonn. Today, this is A 555. In 1965 Cologne became the first German city to be fully encircled by a freeway belt. Roughly at the same time a downtown bypass freeway (Stadtautobahn) was planned, but only partially executed, due to opposition by environmental groups. The completed section became Bundesstrae ("Federal Road") B 55a which begins at the Zoobrcke ("Zoo Bridge") and meets with A 4 and A 3 at the interchange Cologne East. Nevertheless, it is referred to as Stadtautobahn by most locals. Fully accomplished in contrast was the Nord-Sd-Fahrt ("North-South-Drive"), a new four/six lane downtown thoroughfare, which had already been anticipated by planners like Fritz Schumacher in the 1920s. The last section south of Ebertplatz was completed in 1972.


          In 2005 the first stretch of an eight-lane freeway in North Rhine-Westphalia was opened to traffic on Bundesautobahn 3, part of the eastern section of the freeway belt between the interchanges Cologne East and Heumar.


          


          Public transportation
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          Cologne has Deutsche Bahn Service with Intercity and ICE-trains stopping at Kln Hauptbahnhof (Cologne Central Station), Kln-Deutz station and at Cologne Bonn Airport (Konrad-Adenauer-Flughafen). ICE and Thalys high-speed trains link Cologne with Brussels and Paris. There are frequent ICE trains to other German cities, including Frankfurt am Main and Berlin.


          The Cologne subway (Klner-Verkehrs-Betriebe AG) operates an extensive light rail system (partially underground) serving Cologne and some neighboring cities, referred to as the S-Bahn, and U-Bahn. Nearby Bonn is linked by the S-Bahn as well as Deutsche Bahn trains, and occasional recreational boats on the Rhine.


          There also are frequent buses covering most of the city and surrounding suburbs, and Eurolines coaches to London via Brussels.


          


          Cycling


          Like most German cities, Cologne has a traffic layout designed to be bicycle-friendly. There is an extensive cycle network, featuring pavement-edge cycle lanes linked by cycle priority crossings. In many of the small city centre streets with one-way restrictions, cyclists are explicitly allowed to cycle both ways.


          


          Air transportation


          Cologne's international airport is Cologne Bonn Airport (CGN). It is also called Konrad Adenauer Airport after Germany's post-war Chancellor, Konrad Adenauer, who was born in Cologne and was mayor of the city from 1917 until 1933. The airport is shared with the neighboring city of Bonn. Most destinations are located in Europe, however, there are two proper intercontinental services: a daily flight to Newark Liberty Airport (EWR) and Iran Air flights to Tehran's Mehrabad International Airport 4 times a week. More intercontinental flights are offered at nearby Dsseldorf International Airport (DUS).


          


          Sports


          The city is host to the soccer team 1. FC Kln who compete in the Bundesliga and American football team Cologne Centurions who played in the now defunct NFL Europa. These two teams both play out of the RheinEnergieStadion, one of the stadiums used during the 2006 FIFA World Cup. The city is also home of the hockey team Klner Haie (Cologne Sharks), of the DEL, the highest hockey league in Germany. Their home arena is the Klnarena (Cologne Arena). Furthermore Cologne is home of the basketball team Kln 99ers of the Basketball Bundesliga(BBL).


          Since 1997 the city has hosted the annual Cologne Marathon.


          



          


          Sister cities


          This is a list of cities which are " cultural pen pals" of Cologne, as well as the year they first established this relationship.
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          Born in Cologne


          Notable people whose roots can be found in Cologne:


          
            	Adenauer, Konrad ( January 5, 1876 April 19, 1967), politician, mayor of Cologne (19171933, 1945) and German Chancellor (19491963)


            	Agrippa, Heinrich Cornelius (14861535), alchemist, occultist, and author of Three Books of Occult Philosophy


            	Agrippina the Younger (November 6 15between March 19 and March 23 59), Roman Empress (wife of Emperor Claudius) and mother of Emperor Nero


            	Bach, Dirk (born April 23, 1961), actor and comedian


            	Birnbaum, Heinrich (14031473), a Catholic monk


            	Blum, Robert ( November 10, 1807 November 9, 1848), politician and martyr of the 19th century democratic movement in Germany


            	Bll, Heinrich ( December 21, 1917 July 16, 1985), writer and winner of the Nobel prize for literature in 1972


            	Bruch, Max ( January 6, 1838 October 2, 1920) composer


            	Calatrava, Alex ( June 14, 1973), Spanish professional tennis player


            	Donnersmarck, Florian Henckel von (born May 2, 1973), Academy Award-winning director and screenwriter


            	Ernst, Max ( April 2, 1891 April 1, 1976), artist


            	Gossow, Angela (born November 5, 1974), vocalist for Melodic death metal band Arch enemy


            	Herr, Trude ( May 4, 1927 March 16, 1991), actress and singer


            	Kier, Udo (born October 14, 1944), actor


            	Klemperer, Werner ( March 22, 1920 December 6, 2000), Emmy Award-winning comedy actor


            	Krekel, Hildegard (born June 2, 1952), actress


            	Krekel, Lotti (born August 23, 1941), actress and singer


            	Krupp, Uwe (born June 24, 1965), professional (ice) hockey player


            	Lauterbach, Heiner (born April 10, 1953), actor


            	Liebert, Ottmar (born February 1, 1961), musician


            	Millowitsch, Willy ( January 8, 1909 September 20, 1999), actor and playwright


            	Niedecken, Wolfgang (born March 30, 1951), singer, musician, artist and bandleader of BAP


            	Neuhoff, Theodor von ( 25 August 1694 11 December 1756), briefly King Theodore of Corsica


            	Offenbach, Jacques ( June 20, 1819 October 5, 1880), composer


            	Ostermann, Wilhelm ( October 1, 1876 August 6, 1936) composer


            	Prausnitz, Frederik William ( August 26, 1920 November 12, 2004), American conductor and teacher


            	Pffgen, Christa aka Nico ( October 16, 1938 July 18, 1988), model, actress, singer and songwriter (see Velvet Underground) and Warhol Superstar


            	Raab, Stefan Konrad (born October 20, 1966), entertainer and comedian


            	Ruland, Tina (born October 9, 1966), actress


            	Rttgers, Jrgen (born June 26, 1951), Minister-President of North Rhine-Westphalia since 2005


            	Stockhausen, Markus (born May 2, 1957), musician and composer


            	Vondel, Joost van den ( November 17, 1587 February 5, 1679), Dutch poet and playwright


            	Weimar, Robert (born May 13, 1932), legal scientist and psychologist

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cologne"
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              	Motto:"Libertad y Orden"(Spanish)

              "Liberty and Order"
            


            
              	Anthem: Oh, Gloria Inmarcesible!(Spanish)
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              	Capital

              (and largest city)

              	Bogot

            


            
              	Official languages

              	Spanish
            


            
              	Demonym

              	Colombian
            


            
              	Government

              	Presidential republic
            


            
              	-

              	President

              	lvaro Uribe Velez
            


            
              	-

              	Vice President

              	Francisco Santos
            


            
              	-

              	President of Congress

              	Nancy Gutirrez
            


            
              	-

              	President of the Supreme Court

              	Csar Valencia
            


            
              	Independence

              	from Spain
            


            
              	-

              	Declared

              	July 20, 1810
            


            
              	-

              	Recognized

              	August 7, 1819
            


            
              	Area
            


            
              	-

              	Total

              	1,141,748km( 26th)

              440,839 sqmi
            


            
              	-

              	Water(%)

              	8.8
            


            
              	Population
            


            
              	-

              	December 2007estimate

              	44,065,000( 29th)
            


            
              	-

              	2005census

              	42,888,592
            


            
              	-

              	Density

              	40/km( 161st)

              104/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$337.286 billion( 29th)
            


            
              	-

              	Per capita

              	$7,565( 81st)
            


            
              	Gini(2006)

              	52(high)
            


            
              	HDI(2007)

              	▲ 0.791(medium)( 75th)
            


            
              	Currency

              	Peso ( COP)
            


            
              	Time zone

              	( UTC-5)
            


            
              	Internet TLD

              	.co
            


            
              	Calling code

              	+57
            

          


          Colombia (IPA: /kəˈlʌmbɪə/) officially the Republic of Colombia (Spanish: Repblica de Colombia ( help info), IPA: [reˈpu̞lika ̞e koˈlombja]), is a country located in the northwestern region of South America. Colombia is bordered to the east by Venezuela and Brazil; to the south by Ecuador and Peru; to the North by the Atlantic Ocean, through the Caribbean Sea; to the north-west by Panama; and to the west by the Pacific Ocean. Besides the countries in South America, the Republic of Colombia is recognized to share maritime borders with the Caribbean countries of Jamaica, Haiti, the Dominican Republic and the Central American countries of Honduras, Nicaragua, and Costa Rica.


          Colombia is the 26th largest nation in the world and the fourth-largest country in South America (after Brazil, Argentina, and Peru), with an area more than twice that of France. In Latin America, it is also the country with the third largest population after Brazil and Mexico.


          Colombia is a standing middle power with the second largest Spanish speaking population of the world after Mexico. It is largely recognized for its culture and is also one of the largest manufacturers in South America. Colombia is also one of the most ethnically diverse nations in the Southern Cone, the product of large-scale migrations during the 20th century which has caused a dramatic population growth since then.


          The country currently suffers from a low-intensity conflict involving rebel guerrilla groups, paramilitary militias, drug trafficking and corruption inside minor towns and some cities. The conflict originated around 1964-1966, when the Revolutionary Armed Forces of Colombia (FARC) and the National Liberation Army (ELN) were founded and began their guerrilla insurgency campaigns against successive Colombian government administrations.


          


          Etymology


          The word "Colombia" comes from the name of Christopher Columbus (Cristbal Coln in Spanish, Cristoforo Colombo in Italian). It was conceived by the revolutionary Francisco de Miranda as a reference to the New World, especially to all American territories and colonies under Spanish and Portuguese rule. The name was then adopted by the Republic of Colombia of 1819 formed by the union of Venezuela, New Granada and Ecuador.


          In 1830 when Venezuela and Ecuador separated, the Cundinamarca region that remained became a new country: the Republic of New Granada. In 1863 New Granada officially changed its name to United States of Colombia, and in 1886 adopted its present day name:Republic of Colombia.


          


          History
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          Approximately 10,000 BC hunter-gatherer societies existed near present-day Bogot (at " El Abra" and "Tequendama") which traded with one another and with cultures living in the Magdalena River Valley. Beginning in the first millennium BC, groups of Amerindians developed the political system of " cacicazgos" with a pyramidal structure of power headed by caciques. Within Colombia, the two cultures with the most complex cacicazgo systems were the Tayronas in the Caribbean Region, and the Muiscas in the highlands around Bogot, both of which were of the Chibcha language family. The Muisca people are considered to have had one of the most developed political systems in South America, after the Incas.


          Spanish explorers made the first exploration of the Caribbean littoral in 1500 led by Rodrigo de Bastidas. Christopher Columbus navigated near the Caribbean in 1502. In 1508, Vasco Nuez de Balboa started the conquest of the territory through the region of Urab. In 1513, he was also the first European to discover the Pacific Ocean which he called Mar del Sur (or "Sea of the South") and which in fact would bring the Spaniards to Peru and Chile. The territory's main population was made up of hundreds of tribes of the Chibchan and Carib, currently known as the Caribbean people, whom the Spaniards conquered through warfare and alliances, while resulting disease and the conquest itself caused a demographic reduction among the indigenous. In the sixteenth century, Europeans began to bring slaves from Africa.
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          Since the beginning of the periods of Conquest and Colonization, there were several rebel movements under Spanish rule, most of them either being crushed or remaining too weak to change the overall situation. The last one, which sought outright independence from Spain, sprang up around 1810, following the independence of St. Domingue in 1804 (present day Haiti), who provided a non-negligible degree of support to the eventual leaders of this rebellion: Simn Bolvar and Francisco de Paula Santander. Simn Bolvar had become the first president of Colombia and Francisco de Paula Santander was Vice President; when Simn Bolvar stepped down, Santander became the second president of Colombia. The rebellion finally succeeded in 1819 when the territory of the Viceroyalty of New Granada became the Republic of Greater Colombia organized as a Confederation along Ecuador and Venezuela (Panama was part of Colombia).
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          Internal political and territorial divisions led to the secession of Venezuela and Quito (today's Ecuador) in 1830. At this time, the so-called "Department of Cundinamarca" adopted then the name " Nueva Granada", which it kept until 1856 when it became the "Confederacin Granadina" ( Grenadine Confederation). After a two year civil war in 1863, the " United States of Colombia" was created, lasting until 1886, when the country finally became known as the Republic of Colombia. Internal divisions remained between the bipartisan political forces, occasionally igniting very bloody civil wars, the most significant being the Thousand Days civil war (1899 - 1902) which together with the United States intentions to influence in the area (especially the Panama Canal construction and control) led to the separation of the Department of Panama in 1903 and the establishment of it as a nation. Colombia engulfed in a year long war with Peru over a territorial dispute involving the Amazonas Department and its capital Leticia. Soon after, Colombia achieved a relative degree of political stability, which was interrupted by a bloody conflict that took place between the late 1940s and the early 1950s, a period known as La Violencia ("The Violence"). Its cause was mainly because of mounting tensions between the two leading political parties, which subsequently ignited after the assassination of the Liberal Presidential candidate Jorge Elicer Gaitn on April 9, 1948. This assassination caused riots in Bogot and became known as El Bogotazo, the violence from these riots spread through out the country and claimed the lives of at least 180,000 Colombians. From 1953 to 1964 the violence between the two political parties decreased first when Gustavo Rojas deposed the President of Colombia in a coup d'etat, and negotiated with the guerrillas, and then under the military junta of General Gabriel Pars Gordillo.


          After Rojas deposition the two political parties Colombian Conservative Party and Colombian Liberal Party agreed to the creation of a "National Front", whereby the Liberal and Conservative parties would govern jointly. The presidency would be determined by an alternating conservative and liberal president every 4 years for 16 years; the two parties would have parity in all other elective offices. The National Front ended " La Violencia", and National Front administrations attempted to institute far-reaching social and economic reforms in cooperation with the Alliance for Progress. In the end, the contradictions between each successive Liberal and Conservative administration made the results decidedly mixed. Despite the progress in certain sectors, many social and political injustices continued and many guerrillas were formally created such as the FARC, ELN and M-19 to fight the government and political apparatus with influences from Cold War doctrines.


          Emerging in the late 1970s, powerful and violent drug cartels developed during the 1980s and 1990s. The Medelln Cartel under Pablo Escobar and the Cali Cartel, in particular, exerted political, economic and social influence in Colombia during this period. These cartels also financed and influenced different illegal armed groups throughout the political spectrum. Some enemies of these allied with the guerrillas and created or influenced paramilitary groups.


          The new Colombian Constitution of 1991 was ratified after being drafted by the Constituent Assembly of Colombia. The constitution included key provisions on political, ethnic, human and gender rights. The new constitution initially prohibited the extradition of Colombian nationals. There were accusations of lobbying by drug cartels in favour of this prohibition. The cartels had previously promoted a violent campaign against extradition, leading to many terrorist attack and mafia style executions. They also tried to influence the government and political structure of Colombia by means of corruption, as in the case of the 8000 Process scandal.
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          In recent years, the country has continued to be plagued by the effects of the drug trade, guerrilla insurgencies like FARC and paramilitary groups such as the AUC (later demobilized, though paramilitarism remains active), which along with other minor factions have engaged in a bloody internal armed conflict. President Andrs Pastrana and the FARC attempted to negotiate a solution to the conflict between 1998 and 2002 but failed to do so. President Andrs Pastrana also began to implement the Plan Colombia initiative, with the dual goal of ending the armed conflict and promoting a strong anti-narcotic strategy.


          During the presidency of lvaro Uribe, who was elected on the promise of applying military pressure on the FARC and other criminal groups, some security indicators have improved, showing a decrease in reported kidnappings (from 3700 in the year 2000 to 800 in 2005) and a decrease of more than 48% in homicides between July 2002 and May 2005 and of the terrorist guerrila itself reduced from 16.900 insurgents to 8.900 insurgents. It is argued that these improvements have favored economic growth and tourism. The 20062007 Colombian parapolitics scandal emerged due to the revelations and judicial implications of past and present links between paramilitary groups, mainly the AUC, and some government officials and many politicians, most of them allied to the governing administration.


          


          Geography and climate
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          Colombia is the 26th largest nation in the world and the fourth-largest country in South America. Located in the northwestern region of South America, it is bordered to the east by Venezuela and Brazil; to the south by Ecuador and Peru; to the North by the Atlantic Ocean, through the Caribbean Sea; to the north-west by Panama; and to the west by the Pacific Ocean. Besides the countries in South America, the Republic of Colombia is recognized to share maritime borders with the Caribbean countries of Jamaica, Haiti, the Dominican Republic and the Central American countries of Honduras, Nicaragua, and Costa Rica. Colombia has more physical diversity packed into its borders than any other area of comparable size in Latin America. The country is part of the Pacific Ring of Fire, a region of the world subject to earthquakes and volcanic eruptions.
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          Geologically Colombia is formed by two great territorial zones, one submerged in the Pacific Ocean and the Caribbean sea covering a total area of 828,660 km and the second is the emerged land which is formed by the Andes mountain range and the Llanos plains that are shared with Venezuela and cover an area of some 1'143,748 km. Colombian surface features form complicated land patterns. The western third of the country is the most complex, starting at the shore of the Pacific Ocean in the west and moving eastward at a latitude of 5 degrees north, a diverse sequence of features is encountered; In the extreme west are the very narrow and discontinuous Pacific coastal lowlands, which are backed by the Serrana de Baud, one of the lowest and narrowest of Colombia's mountain ranges. Next is the broad region of the Ro Atrato/Ro San Juan lowland.
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          The western mountain range, the Cordillera Occidental, is a moderately high range with peaks reaching up to about 13,000ft (4,000m). The Cauca River Valley, an important agricultural region with several large cities on its borders, separates the Cordillera Occidental from the massive Cordillera Central. Several snow-clad volcanoes in the Cordillera Central have summits that rise above 18,000ft (5,500m). The valley of the Magdalena River, a major transportation artery, separates the Cordillera Central from the main eastern range, the Cordillera Oriental. The peaks of the Cordillera Oriental are moderately high. This range differs from Colombia's other mountain ranges in that it contains several large basins. To the east of the country, the sparsely populated, flat to gently rolling eastern lowlands called Llanos orientales part of the Orinoco river basin and the jungle covered Amazon region part of the Amazon river basin (both basins called eastern plains) cover almost 60 percent of the country's total land area. The northern plains are mostly part of the Caribbean natural region which includes the Sierra Nevada de Santa Marta mountain range, the highest mountain by the sea and the Guajira Peninsula, mostly arid with another separate formation from the Andes mountain range, the Serrana de Macuira to form the Guajira-Barranquilla xeric scrub.


          


          Climate
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          The climate of Colombia is determined by its proximity to the Earth's Equator predominating a tropical and isothermal climate, presenting variations within five natural regions and depending on the altitude; determined by mountain climate, temperature, humidity, winds; influenced by the trade winds and precipitation which is influenced by the Intertropical Convergence Zone. Colombia is also affected by the effects of the El Nio and La Nia.


          Depending on the altitude temperatures decrease about 3.5  F (2  C) for every 1,000-foot (300-m) increase in altitude above sea level, presenting perpetual snowy peaks to lower hot lands. Rainfall varies by location and is present in two seasons (two dry and two rainy) in Colombia presenting one of the highest rainfalls in the world in the Pacific region. Rainfall in parts of the Guajira Peninsula seldom exceeds 30in (75cm) per year. Colombia's rainy southeast, however, is often drenched by more than 200in (500cm) of rain per year. Rainfall in most of the rest of the country runs between these two extremes.
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          Altitude affects not only temperature, but also vegetation. In fact, altitude is one of the most important influences on vegetation patterns in Colombia. The mountainous parts of the country can be divided into several vegetation zones according to altitude, although the altitude limits of each zone may vary somewhat depending on the latitude. The "tierra caliente" (hot land), below 3,300ft (1,000m), is the zone of tropical crops. The tierra templada (temperate land), extending from an altitude of 3,300 to 6,600ft (1,000 to 2,000m). Wheat and potatoes dominate in the "tierra fra" (cold land), at altitudes from 6,600 to 10,500ft (2,000 to 3,200m). In the "zona forestada" (forested zone), which is located between 10,500 and 12,800ft (3,200 and 3,900m). Treeless pastures table lands dominate the pramos, or alpine grasslands, at altitudes of 12,800 to 15,100ft (3,900 to 4,600m). Above 15,100ft (4,600m), where temperatures are below freezing, is the "tierra helada", a zone of permanent snow and ice.


          Colombian Flora and Fauna also interact with climate zone patterns. A scrub woodland of scattered trees and bushes dominates the semiarid northeastern steppe and tropical desert. To the south, savannah (tropical grassland) vegetation covers the eastern plains; Colombian portion of the llanos. The rainy areas in the southeast are blanketed by tropical rain forest. In the mountains, the spotty patterns of precipitation in alpine areas complicate vegetation patterns. The rainy side of a mountain may be lush and green, while the other side, in the rain shadow, may be parched. As a result Colombia is considered to be among 17 of the most megadiverse countries in the world.


          


          Environmental issues
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          The environment issues in Colombia are caused by both natural hazards and human effects on the environment. Natural hazards are determined by the global positioning of Colombia by the Pacific ring of fire causing geological instability. Colombia has some 15 major volcanoes which have caused tragedies like Armero and geological faults that have caused numerous devastating earthquakes like the 1999 Armenia earthquake. Human induced deforestation have also added to the problems of geological instability and inundations during the rainy seasons, two regions are very susceptible to these mainly in the Caribbean region of Colombia; La Mojana Region and the Magdalena river basin. The population increase and the burning of fossil fuels and industry, among other human produced waste has contaminated the environment of major cities and nearby water sources. Participants in the Colombian armed conflict have also contributed to the pollution of the environment in Colombia. The illegally armed groups have deforested large portions of land to plant illegal crops (mostly on government designated protected areas) while the government fumigated these crops using hazardous chemicals. The guerrillas also destroyed oil pipelines creating major ecological disasters.


          


          Government, law and politics
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          The Government of Colombia takes place in a framework of a presidential representative democratic republic as established in the Colombian Constitution of 1991. The Colombian government is divided into three branches of power; the executive, legislative and judicial with special control institutions and electoral institutions. The President of Colombia is the maximum representative of executive branch of government in Colombia and is also the head of state and head of government with supreme administrative authority, followed by the Vice President and the Council of Ministers of the Republic of Colombia.


          At a provincial level the executive is managed by department governors, municipal mayors at municipal level and local administrators for smaller administrative subdivisions such as corregidor for corregimientos. The legislative branch of government in Colombia is represented by the National Congress of Colombia which is formed by an upper house the Senate and the Chamber of Representatives. At a provincial level the legislative branch is represented by department assemblies and a municipal level with municipal councils. Both the legislative and executive branches share most of the government power while the judicial branch of Colombia functions as an independent body from the other two branches which are vested with a shared power. The judicial branch under a adversarial system is represented by the Supreme Court of Justice which is the highest entity in this branch but shared in responsibility with the Council of State, Constitutional Court and the Superior Council of the Judicature which also have jurisdictional and regional courts.


          


          Administrative divisions


          Colombia is divided into 32 departments and one capital district which is treated as a department. There are in total 10 districts assigned to cities in Colombia including Bogot, Barranquilla, Cartagena, Santa Marta, Tunja, Ccuta, Popayn, Buenaventura, Tumaco and Turbo. Colombia is also subdivided into some municipalities which form departments, each with a municipal seat capital city assigned. Colombia is also subdivided into corregimientos which form municipalities. Each department has a local government which is headed by a department governor and its own department assembly elected for a period of four years in a regional election. Each municipality also headed by a municipal mayor and a municipal council. And for corregimientos there will be an elected corregidor or local leader.
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                1 Amazonas

                2 Antioquia

                3 Arauca

                4 Atlntico

                5 Bolvar

                6 Boyac

                7 Caldas

                8 Caquet

                9 Casanare

                10 Cauca

                11 Cesar

                12 Choc

                13 Crdoba

                14 Cundinamarca

                15 Guaina

                16 Guaviare

                17 Huila

              

              	

              	
                18 La Guajira

                19 Magdalena

                20 Meta

                21 Nario

                22 Norte de Santander

                23 Putumayo

                24 Quindo

                25 Risaralda

                26 San Andrs and Providencia

                27 Santander

                28 Sucre

                29 Tolima

                30 Valle del Cauca

                31 Vaupes

                32 Vichada

                33 Bogot* (Distrito Capital)

              

              	
                



                


              
            

          


          Some department have also local administrative regional subdivisions such as the departments of Antioquia and Cundinamarca, where towns have a large concentration of population and municipalities are near each other. In the case of some department where the population is still scarce and there are security problems such as in eastern Colombian departments of Amazonas, Vaups and Vichada there special administrative definitions for territories, some are considered Department corregimientos, which are a hybrid between a corregimiento and a municipality. The difference besides the population is also subject to a cut in the assigned budget.


          


          Defense
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          The executive branch of government is in charge of managing the defense affairs of Colombia with the President of Colombia being the supreme chief of the armed forces, followed by the Minister of Defense, which controls the Military of Colombia and the Colombian National Police among other institutions. The Colombian military is divided into three branches with their respective chains of command; the Colombian National Army, the Colombian Air Force and the Colombian National Armada.


          The national police functions as a gendarmerie independently from the Military as a the law enforcement agency for the entire country. Each of these operating with their own intelligence apparatus and also separately form the national intelligence agency Departamento Administrativo de Seguridad. The National Police has a presence in all municipality seats of Colombia, while the National Army is formed by divisions, regiments and special units, the Colombian National Armada is formed by the Colombian Marine Corps, Naval Force of the Pacific, Naval Force of the Caribbean, Naval Force of the South, Colombia Coast Guards, Naval Aviation and the Specific Command of San Andres y Providencia, the Colombian Air Force is formed by combat air commands units supported by other air support units.


          


          Foreign affairs


          The Foreign affairs of Colombia are headed by the President of Colombia and managed by the Minister of Foreign Affairs. Colombia has diplomatic missions in all the continents, but not in all countries, and also multilateral relations with Brussels (Mission to the European Union) Geneva (Permanent Mission to the United Nations and other International Organizations) Montevideo (Permanent Missions to ALADI and MERCOSUR) Nairobi (Permanent Missions to the United Nations and other International Organizations) New York City (Permanent Mission to the United Nations) Paris (Permanent Mission to UNESCO) Rome (Permanent Mission to FAO) Washington DC (Permanent Mission to the Organization of American States).


          The foreign relations of Colombia are mostly concentrated on combating illegal drug trade, improving Colombian image in the international community, fight against terrorism, expanding the Colombian products in the global market and environmental issues. Colombia receives special military and commercial cooperation and support from the United States mainly through Plan Colombia to fight against the internal armed groups as well as special financial preferences from the European Union in certain products.


          


          Politics of Colombia
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          The Politics of Colombia take place in the framework of a presidential representative democratic republic as established in the Colombian Constitution of 1991. The constitution vested the National Electoral Council along with the National Registry of the Civil State with the function of organizing and controlling the electoral process in Colombia. Since the 2005 reform the electoral process abides by the Law 974 of 2005 which modified the way political parties organize and interact in the government. Colombia goes through three electoral processes to elect candidates for a period of four years; a Presidential election, for president and vice president candidates (authorized to serve one reelection, 8 years), a legislative election for congress; senate and chamber of representatives (authorized many terms through reelection) and a regional election to elect department governors, department assemblies, municipal mayors and municipal councils and Local administrative juntas (executive regional leaders are only authorized one term in office).


          The last presidential and legislative elections were on May 28, 2006, in which president lvaro Uribe was reelected by a vote of 62%, with 22% going to Carlos Gaviria of the Democratic Pole, and 12% to Horacio Serpa of the Liberal Party. Colombia's bicameral parliament is the Congress of Colombia consists of a 166-seat Chamber of Representatives of Colombia and a 102-seat Senate of Colombia. Members of both houses are elected by popular vote to serve four-year terms. With congressmen, Colombia also elects the president. Department deputies, city councils and mayors are elected one year and five months after the president's and congressmen's election. The latest regional election was on October 28, 2007 with some 27 million Colombians apt to vote to elect between some 86 thousand candidates to represent 1,098 Colombian municipalities and 32 governors of Colombian Departments. Colombian authorities mobilized 167,559 soldiers and policemen in order to vigil the 9,950 voting sites.


          The election process in the judicial system is headed by the Constitutional Court and members are appointed by the Congress of Colombia out of nominations made by the President and other high ranking tribunals, presidents of courts in the other hand are elected in internal elections. In Electoral Institutions and Control Institutions of Colombia officials are also appointed by the president and approved by congress like the Inspector General of Colombia.


          


          Economy
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          Colombia's economy is fueled by abundant natural resources, a highly literate population and relatively high-valued currency. After experiencing decades of steady growth (average GDP growth exceeded 4% in the 1970-1998 period), Colombia experienced a recession in 1999 (the first full year of negative growth since 1929), and the recovery from that recession was long and painful. Colombia's economy suffers from weak domestic and foreign demand, austere government budgets, and serious internal armed conflicts.
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          The IMF Economic Indicators published on September 2006, forecast the Colombian GDP to reach US$156.69 billion in 2008. Inflation has been below 6% for 2004, 2005, and 2006. Colombia's main exports include manufactured goods (41.32% of exports), petroleum (28.28%), coal (13.17%), and coffee (6.25%). Unofficially, illegal drugs are also a major export. Colombia is one of the largest producers of pop-up books in the world.


          Colombia is also the largest exporter of plantains to the United States. Within Latin America, Colombia is known as a provider of fine lingerie, with the industry being centered in Medelln. All imports, exports, and the general trade balance are in record levels, and the inflow of export dollars has resulted in substantial revaluation of the Colombian Peso.


          The problems facing the country range from pension system problems to drug dealing to moderately high unemployment (12%). Several international financial institutions have praised the economic reforms introduced by current President lvaro Uribe, which include measures designed to bring the public-sector deficit below 2.5% of gross domestic product (GDP). The government's economic policy and its controversial democratic security strategy have engendered a growing sense of confidence in the economy, and GDP growth in 2003 was among the highest in Latin America. On May 28, 2007, the American magazine BusinessWeek published an article naming Colombia the most Extreme Emerging Market on Earth.


          


          Tourism
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          The Tourism industry in Colombia developed in the 1940s and has maintained a steady growth since then. The main touristic destinations are Bogot, Cartagena, Eje cafetero, Santa Marta, Medelln, Cali, Barranquilla, San Andrs Island among others, each presenting different tourist attractions. There are different tourist season in Colombia, the two most busy are related to religious celebrations; the holy week and Christmas among other numerous public holidays, including the celebrations surrounding the Independence of Colombia.


          The most notable festivities are the Cali's Fair, the Barranquilla's Carnival, the Bogot summer festival, the Iberoamerican Theatre Festival, the Festival of the Flowers, the Vallenato Legend Festival, Carnival of Blacks and Whites and the Fiestas del Mar. Despite Travel advisories warning not to travel to Colombia due to Colombian armed conflict, the country continues to attract more tourists in recent years. The apparent cause appears to be the current hardline approach of President lvaro Uribe called democratic security to push rebels groups farther away from the major cities, highways and tourist sites that may attract international visitors. Since President Uribe took office in 2002, he has notably increased Colombia's stability and security by significantly boosting its military strength and police presence throughout the country.
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          This apparently has achieved fruitful results for the country's economy, particularly international tourism. In 2006, Colombia received some 1.5 million international visitors, an astonishing increase of about 50% from the previous year. Lonely Planet, a world travel publisher, has picked Colombia as one of their top 10 world destinations for 2006. The World Tourism Organization reported in 2004 that Colombia achieved the third highest percentage increase of tourist arrivals in South America between 2000 and 2004 (9.2%). Only Peru and Suriname had higher increases during the same period. Because of the improved security, Caribbean cruise ships tours stop in Cartagena and Santa Marta. To further point out the improved security in the country, in June 2007, the Travel Channel's show, 5 Takes Latin America, aired an episode on Colombia. Points of interest on the show were Bogot, Cocora Valley in Salento, and the Salt Cathedral of Zipaquir.


          The varied and rich geography, flora and fauna of Colombia has also developed an eco-touristic industry, mostly developed in the National Natural Parks of Colombia which include the areas of Amacayacu Park in the Department of Amazonas, Colombian National Coffee Park in the town of Montenegro, Quindo, the Nevado del Ruiz volcano in Los Nevados National Park (near the city of Manizales), Cocora valley in Salento, Quindo, PANACA theme Park, PANACA Savanna Park, Tayrona Park in the Sierra Nevada de Santa Marta mountain range (near the city of Santa Marta), the Tatacoa Desert, the Chicamocha Canyon National Park, Gorgona and Malpelo islands, as well as Cabo de la Vela in the Guajira Peninsula.


          


          Transportation
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          Colombia has a network of national highways maintained by the Instituto Nacional de Vas or INVIAS (National Institute of Roadways) government agency under the Ministry of Transport. The Pan-American Highway travels through Colombia, connecting the country with Venezuela to the east and Ecuador to the south.


          Colombia's principal airport is El Dorado International Airport in Bogot. Several national airlines ( Avianca, AeroRepblica, AIRES , SATENA and Easy Fly, ), and international airlines (such as Iberia, American Airlines, Varig, Copa, Continental, Delta, Air Canada, Air France, Aerolineas Argentinas, Aerogal, TAME, TACA) operate from El Dorado. Bogot's airport is one of the largest and most expensive in Latin America. Because of its central location in Colombia and America, it is preferred by national land transportation providers, as well as national and international air transportation providers.


          


          Demographics
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          With approximately 43.6 million people in 2006, Colombia is the third-most populous country in Latin America, after Brazil and Mexico.


          Movement from rural to urban areas was very heavy in the mid-twentieth century, but has since tapered off. The urban population increased from 31% of the total population in 1938, to 57% in 1951 and about 70% by 1990. Currently the figure is about 77%. Thirty cities have a population of 100,000 or more. The nine eastern lowlands departments, constituting about 54% of Colombia's area, have less than 3% of the population and a density of less than one person per square kilometer (two persons per sq mi.). Colombia's total population in 2015 is projected to be more than 52 million.
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          The country has a diverse population that reflects its colourful history and the peoples that have populated here from ancient times to the present. The historic amalgam of the different main groups forms the basics of Colombia's current demographics: European immigrants, Indigenous Natives, Africans, Asians, Middle Easterners and other recent immigrants. Many of the indigenous peoples were absorbed into the mestizo population, but the remaining 700,000 currently represent over eighty-five distinct cultures. The European immigrants were primarily Spanish colonists, but a good number of other Europeans ( Dutch, German, French, Swiss, Belgian, also many North Americans migrated to the Caribbean region in the late XIX early XX century, in smaller numbers Polish, Lithuanian, English and Croatian communities) immigrated during the Second World War and the Cold War. For example, former Bogot mayor Antanas Mockus is the son of Lithuanian immigrants. Africans were brought as slaves, mostly to the coastal lowlands, beginning early in the sixteenth century, and continuing into the nineteenth century. Other immigrant populations include Asians and Middle Easterners, particularly Lebanese, Jordanians, Syrians, Chinese, Japanese and Koreans.


          


          Indigenous peoples


          Before the Spanish colonization of the region that would become the country of Colombia, the territory was the home of many different indigenous peoples. Today more than fifty different indigenous ethnic groups exist in Colombia. Most of them speak languages belonging to the Chibchan and Cariban linguistic families. The Colombian government has established 567 reserves for indigenous peoples and they are inhabitated by more than 800,000 persons. Some of the largest indigenous groups are the Arhuacos, the Muisca, the Kuna people, the Witoto, the Pez, the Tucano, the Wayuu and the Guahibo.


          


          Immigrant groups


          Because of its strategic location Colombia has received several immigration waves during its history. Most of these immigrants have settled in the Caribbean Coast; Barranquilla (the largest city in the Colombian Caribbean Coast) has the largest population of Arab Lebanese, Jewish, Italian, German, American, Chinese, French, Portuguese and Gypsy descendants. There are also important communities of German and Chinese descendants in the Caribbean Coast.


          


          Ethnic groups


          The census data in Colombia does not take into account ethnicity, so percentages are basically estimates from other sources and can vary from one another. Statistics reveal that Colombians are predominantly Roman Catholic and overwhelmingly speakers of Spanish, and that a majority of them are the result of the a mixture of Europeans, Africans, Amerindians.


          58% of the population is mestizo, or of mixed European and Amerindian ancestry, while 20% is of European ancestry. Another 14% is mulatto, or of mixed black African and European ancestry, while 4% is of black African ancestry and 3% are zambos, of mixed black African and Amerindian ancestry. Pure indigenous Amerindians comprise 1 percent of the population. There are 101 languages listed for Colombia in the Ethnologue database, of which 80 are spoken today as living languages. There are about 500,000 speakers of indigenous languages in Colombia today.


          More than two-thirds of all Colombians live in urban areasa figure significantly higher than the world average. The literacy rate (94 percent) in Colombia is also well above the world average, and the rate of population growth is slightly higher than the world average. Also, a large proportion of Colombians are young, largely because of recent decreases in the infant mortality rate. While 33 percent of the people are 14 years of age or younger, just 4 percent are aged 65 or older.


          


          Education
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          Over 93% of the entire population over 15 years of age can read and write, and this number has continued to increase throughout the years. Sixty percent of students complete primary schooling (5 years) and move onto secondary schooling(6 years). Most primary schools are private. Approximately 80 percent of Colombian children enter school, but they usually join a preschool academy until age 6 and then go to school. The school year extends from February to November in the capital city while in many other cities it extends from August to June. Primary education is free and compulsory for nine years for children between 6 and 12 years of age. The net primary enrollment (percentage of relevant age-group) in 2001 was 86.7 percent. The completion rate (percentage of age-group) for children attending elementary school (primaria) in 2001 totaled 89.5 percent. In many rural areas, teachers are poorly qualified, and only five years of primary school are offered. Secondary education (educacin media) begins at age 11 and lasts up to six years, without any opportunity for vocational training. Secondary-school graduates are awarded the diploma (high-school diploma). Net secondary enrollment in 2001 was 53.5 percent. School life expectancy in 2001 was 11.1 years. Total public spending as a percentage of gross domestic product (GDP) in 2001 was 4.4 percentone of the highest rates in Latin Americaas compared with 2.5 percent at the end of the 1980s. Government expenditures on education in 1999 totaled 19.7 percent of total government spending. The ratio of pupils to teachers in 2001 in primary school was 26:1 and in secondary school, 19:2. Colombia has 24 public universities. A total of 92.5 percent of the population is literate (male: 92.4 percent; female: 92.6 percent), according to a 2003 estimate. Literacy is at 93 percent in urban areas, but only 67 percent in rural areas. People in Colombia are educated in Spanish (see also Colombian Spanish). The second most spoken language is English.


          


          Religion
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          The National Administrative Department of Statistics (DANE) does not collect religious statistics, and accurate reports are hard to obtain. Based on various studies, more than 95% of the population adheres to Christianity, in which a huge segment of the population, between 81% and 90%, practices Roman Catholicism. About 1% of Colombians practice indigenous religions.


          Under 1% practice Judaism, Islam, Hinduism, and Buddhism. Despite strong numbers of adherents, around 60% of respondents to a poll by El Tiempo report that they do not practice their faith actively.


          The Colombian constitution guarantees religious freedom, but also states that the State "is not atheist or agnostic, nor indifferent to Colombians' religious sentiment." Religious groups are readily able to obtain recognition as organized associations, but some smaller ones face difficulty in obtaining recognition as religious entities, which is required to offer chaplaincy services in public facilities.


          


          Crime
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          Colombia has become notorious for its illicit drug production, kidnappings, and murder rate. In the 1990s, it became the world's largest producer of cocaine and coca derivatives. Cultivation of coca in 2000 was estimated at 402,782acres (1,630km).


          For some time Colombia also had the highest murder rate in the world at 62 murders per 100,000 people. However, it has descended in recent years to 39 murders per 100,000 people, bringing it down in the List of countries by murder rate below the levels of South Africa. Over 90 percent of the murdered are males. Regions like Putumayo, Guaviare and Arauca remain at 100 or more murders per 100,000 inhabitants in 2005.


          Between 1992 and 1999 a total of 5,181 kidnappings, two-thirds of the world's reported, occurred in Colombia. In the year 2005, 800 kidnappings were reported, (73% less than in 2002) of which 35% were rescued in the same year. In 2005, 18,960 vehicles were stolen (37% less than in 2002) and 18,111 persons were murdered (38% less than in 2002).


          Coca cultivation is a major illegal business in Colombia. In several rural regions, large tracts of land have been used for coca plant cultivation. According to U.S. figures, in 2004 an estimated 281,947acres (1,141km) of land were used to grow the plant, and the nation had a producing potential of 430,000 metric tons of cocaine per year. According to a United Nations Office on Drugs and Crime survey, coca cultivation was estimated at 212,511acres (860km) in December 2006.


          In the year of 2006 the Colombian government had destroyed around 180,387acres (730km) beating all records in coca plant destruction. The Colombian government now plans to destroy around 123,553acres (500km) of coca plants in 2007 and they claim there will be only around 49,421acres (200km) left, which they claim will be destroyed in 2008. While Colombian efforts to eradicate the coca plant have displaced production, they have not diminished the area on which the crop is harvested.This disputes the Colombian claim that coca will be eradicated in 2008.


          


          Human rights


          According to Amnesty International's Annual Report 2006, "Although the number of killings and kidnappings in some parts of the country fell, serious human rights abuses committed by all parties to the conflict remained at critical levels. Of particular concern were reports of extrajudicial executions carried out by the security forces, killings of civilians by armed opposition groups and paramilitaries, and the forced displacement of civilian communities." More than 3.5 million civilians out of the countrys 40 million people have been displaced during the last two decades, according to the Internal Displacement Monitoring Centre.


          "Women comprise over 55 percent of Colombias internally displaced population (IDP). According to the Profamilia study, conducted from 2000 to 2001, one displaced woman in five is a victim of sexual violence; many suffer unwanted pregnancies." The victims, as reported by Ms. Magazine, have sometimes resorted to illegal abortions. In 2007, abortion was decriminalized in the cases of rape, when a fetus is expected to die, and when the mother's life or health is endangered.


          According to Amnesty International, "Paramilitaries who had supposedly demobilized under the terms of a controversial law ratified in July continued to commit human rights violations, while armed opposition groups continued to commit serious and widespread breaches of international humanitarian law. Individuals who may have been responsible for war crimes and crimes against humanity were not brought to justice." The Justice and Peace law, together with other legal mechanisms such as Decree 128, provides legal and economic benefits to demobilized paramilitaries. More than 25,000 paramilitary members are taking advantage of the demobilization process. Amnesty International believes that some have concealed their paramilitary activities by using different names or acting as civilian informers and civic guards.


          
            Retrieved from " http://en.wikipedia.org/wiki/Colombia"
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              	Coordinates:
            


            
              	District

              	Colombo District
            


            
              	Government
            


            
              	- Mayor

              	Uvais Mohamed Imitiyas ( Independent)
            


            
              	- Deputy Mayor

              	S. Rajendran ( Independent Group)
            


            
              	Area
            


            
              	-City

              	37.31km(14.4sqmi)
            


            
              	Population (2001)
            


            
              	-City

              	642,163
            


            
              	- Density

              	17,211/km(44,576.3/sqmi)
            


            
              	- Metro

              	2,234,000
            


            
              	Time zone

              	Sri Lanka Standard Time Zone ( UTC+5:30)
            


            
              	-Summer( DST)

              	Summer time ( UTC+6)
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          Colombo ( Sinhala: [image: ], pronounced [ˈkoləmbə]; Tamil: கொழும்பு) is the largest city and commercial capital of Sri Lanka. Located on the west coast of the island and adjacent to Sri Jayawardenepura Kotte, the administrative capital of Sri Lanka, Colombo is a busy and vibrant city with a mixture of modern life and colonial buildings and ruins and a city population of over 600,000.


          The name "Colombo", first introduced by the Portuguese in 1505, is believed to be derived from the classical Sinhalese name Kolon thota, meaning "port on the river Kelani". It has also been suggested that the name may be derived from the Sinhalese name Kola-amba-thota which means "Harbour with leafy mango trees".


          Due to its large harbour and its strategic position along the East-West sea trade routes, Colombo was known to ancient traders 2,000 years ago. However it was only made the capital of the island when Sri Lanka was ceded to the British Empire in 1815, and its status as capital was retained when the nation became independent in 1948. In 1978, when administrative functions were moved to Sri Jayawardenepura Kotte, Colombo was designated as the commercial capital of Sri Lanka.


          Like many cities, Colombo's urban area extends well beyond the boundaries of a single local authority, encompassing other Municipal and Urban Councils. The main city is home to a majority of the Sri Lanka's corporate offices, restaurants and entertainment venues. Famous landmarks in Colombo include the Galle Face Green, the Viharamahadevi Park as well as the National Museum.


          


          History


          As Colombo possesses a natural harbour, it was known to Romans, Arabs, and Chinese traders over 2,000 years ago. Traveller Ibn Batuta who visited the island in the 14th century, referred to it as Kalanpu. Arabian Muslims whose prime interests were trade, began to settle in Colombo around the 8th century CE mostly because the port helped their business and controlled much of the trade between the Sinhalese kingdoms and the outside world. They now comprise the local Sri Lankan Moor community.


          


          The Portuguese Era


          Portuguese explorers led by Dom Loureno de Almeida first arrived in Sri Lanka in 1505. During their initial visit they made a treaty with the King of Kotte Parakramabahu VIII (1484-1508) enabling them to trade in the islands' crop of cinnamon, which lay along the coastal areas of the island, including in Colombo. As part of the treaty, the Portuguese were given full authority over the coast line in exchange for the promise of guarding the coast against invaders. They were also allowed to establish a trading post in Colombo. Within a short time, however, they then expelled the Muslim inhabitants of Colombo and began to build a fort there in 1517.
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          The Portuguese soon realized that control of Sri Lanka was necessary for protection of their coastal establishments in India and they began to manipulate the rulers of the Kotte Kingdom in order to gain control of the area. After skilfully exploiting rivalries within the Royal Family, they took control of a large area of the Kingdom and the Sinhalese King Mayadunne established a new Kingdom at Sitawaka, a domain in the Kotte kingdom. Before long he annexed much of the Kotte kingdom and forced the Portuguese to retreat to Colombo, which was repeatedly besieged by Mayadunne and the later Kings of Sitawaka, forcing them to seek reinforcement from their major base in Goa, India. However, following the fall of the Kingdom in 1593, the Portuguese were able to establish complete control over the entire coastal area, with Colombo as their capital.
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          This part of Colombo is still known as Fort and houses the presidential palace and the majority of Colombo's five star hotels. The area immediately outside Fort is known as Pettah (Sinhala piṭa koṭuva, "outer fort") and is a commercial hub.


          


          The Dutch Era


          In 1638 the Dutch signed a treaty with King Rajasinha II of Kandy which assured the king assistance in his war against the Portuguese in exchange for a monopoly of the island's major trade goods. The Portuguese resisted the Dutch and the Kandyans, but were gradually defeated in their strongholds beginning in 1639. They captured Colombo in 1656 after an epic siege, at the end of which a mere 93 Portuguese survivors were given safe conduct out of the fort. Although the Dutch initially restored the captured area back to the Sinhalese Kings, they later refused to turn them over and gained control over the island's richest cinnamon lands including Colombo which then served as the capital of the Dutch maritime provinces under the control of the Dutch East India Company until 1796.


          


          The British era
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          Although the British captured Colombo in 1796, it remained a British military outpost until the Kandyan Kingdom was ceded to them in 1815 and they made Colombo the capital of their newly created crown colony of Ceylon. Unlike the Portuguese and Dutch before them, whose primary use of Colombo was as a military fort, the British began constructing houses and other civilian structures around the fort, giving rise to the current City of Colombo.


          Initially, they placed the administration of the city under a "Collector", and John Macdowell of the Madras Service was the first to hold the office. Then, in 1833, the Government Agent of the Western Province was charged with the administration of the city. Centuries of colonial rule had meant a decline of indigenous administration of Colombo, and in 1865 the British conceived a Municipal Council as a means of training the local population in self-governance. The Legislative Council of Ceylon constituted the Colombo Municipal Council in 1865 and the Council met for the first time on the January 16, 1866. At the time, the population of the region was around 80,000.


          During the time they were in control of the Colombo, the British were responsible for much of the planning of the present city. In some parts of the city tram car tracks and granite flooring laid during the era are still visible today.


          


          Post Independence
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          This era of colonialism ended peacefully in 1948 when Ceylon gained independence from Britain. Due to the tremendous impact this caused on the city's inhabitants and on the country as a whole, the changes that resulted at the end of the colonial period were drastic. An entire new culture took root. Changes in laws and customs, clothing styles, religions and proper names were a significant result of the colonial era. These cultural changes were followed by the strengthening of the island's economy. Even today, the influence of the Portuguese, the Dutch and the British is clearly visible in Colombos architecture, names, clothing, food, language and attitudes. Buildings from all three eras stand in their glory as reminders of the turbulent past of Colombo. The city and its people show an interesting mix of European clothing and lifestyles together with local customs. Colombo is by far more modern than most cities in neighbouring countries and continues to be a blossoming metropolis of the East.


          Historically, Colombo referred to the area around the Fort and Pettah Market which is famous for the variety of products available as well as the Khan Clock Tower, a local landmark. At present, it refers to the city limits of the Colombo Municipal Council. More often, the name is used for the Conurbation known as Greater Colombo, which encompasses several Municipal councils including Kotte, Dehiwela and Colombo.


          Although Colombo lost its status as the capital of Sri Lanka in the 1980s, it continues to be the island's commercial centre. Despite the official capital of Sri Lanka moving to the adjacent Sri Jayawardanapura Kotte, most countries still maintain their diplomatic missions in Colombo.


          


          Geography and climate
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          Colombo's geography is a mix of land and water. The city has many canals and, in the heart of the city, the 65- hectare (160- acre) Beira Lake. The lake is one of the most distinctive landmarks of Colombo, and was used for centuries by colonists to defend the city. It remains a popular attraction, hosting regattas, and theatrical events on its shores. The Northern and North-Eastern border of the city of Colombo is formed by the Kelani River, which meets the sea in a part of the city known as the Modera (mōdara in Sinhala) which means river delta.


          Colombos climate is fairly temperate all throughout the year. From March to April the temperature averages around 31 degrees Celsius (88 degrees Fahrenheit) maximum. The only major change in the Colombo weather occurs during the monsoon seasons from May to August and October to January. This is the time of year where heavy rains can be expected. Colombo sees little relative diurnal range of temperature, although this is more marked in the drier winter months, where minimum temperatures average 22 degrees Celsius (72 degrees Fahrenheit). Rainfall in the city averages around 2,400millimetres (94in) a year.


          
            
              
                	Month

                	Jan

                	Feb

                	Mar

                	Apr

                	May

                	Jun

                	Jul

                	Aug

                	Sep

                	Oct

                	Nov

                	Dec

                	Year
              


              
                	Avg Temp C

                (F)

                	27

                (81)

                	27

                (82)

                	28

                (83)

                	28

                (84)

                	28

                (84)

                	28

                (83)

                	28

                (83)

                	28

                (83)

                	28

                (83)

                	27

                (82)

                	27

                (81)

                	27

                (81)

                	27

                (82)
              


              
                	Precipitation cm

                	8

                	6

                	11

                	25

                	33

                	19

                	12

                	9

                	15

                	35

                	30

                	15

                	223
              

            

          


          


          Demographics
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          Colombo is a multi-ethnic, multi-cultural city. The population of Colombo is a mix of numerous ethnic groups, mainly Sinhalese, Moors and Tamils. There are also small communities of people with Chinese, Portuguese, Dutch, Malay and Indian origins living in the city, as well as numerous European expatriates. Colombo is the most populated city in Sri Lanka, with 642,163 people living within the city limits. According to the census of 2001 the demographics of urban Colombo by ethnicity is as follows.


          
            
              
                	No

                	Ethnicity

                	Population

                	% Of Total
              


              
                	1

                	Sinhalese

                	265,657

                	41.36
              


              
                	2

                	Tamils

                	185,672

                	28.91
              


              
                	3

                	Moors

                	153,299

                	23.87
              


              
                	4

                	Indian Tamils

                	13,968

                	2.17
              


              
                	5

                	Malays

                	11,149

                	1.73
              


              
                	6

                	Burghers

                	5,273

                	0.82
              


              
                	7

                	Sri Lankan Chetty

                	740

                	0.11
              


              
                	8

                	Bharatha

                	471

                	0.07
              


              
                	9

                	Other

                	5,934

                	0.96
              


              
                	10

                	Total

                	642,163

                	100
              

            

          


          


          Government and politics
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          Local Government


          Colombo is a charter city, with a Mayor Council form of government. Colombo's mayor and the council members are elected through local government elections held once in five years. For the past 50 years the city had been ruled by the United National Party (UNP), a right leaning party, whose business friendly policies resonate with the population of Colombo. However the UNP nomination list for the 2006 Municipal elections was rejected, and an Independent Group supported by the UNP won the elections. Uvais Mohamed Imitiyas was subsequently appointed Mayor of Colombo.


          The city government provides sewer, road management and waste management services, in case of water, electricity and telephone utility services the council liaises with the water supply and drainage board, the Ceylon electricity board and telephone service providers.


          
            	Official Vision and mission

          


          Vision:


          
            
              	

              	Colombo being a model city in Asia, a caring organization looking after interests of citizens and users with an efficient quality service for creation of safe, healthy and wealthy life.

              	
            

          


          Mission


          
            
              	

              	Organization achieving excellence in providing citizen centered services to the public / customer, optimizing the use of available resources through a competent, motivated and dedicated team.

              	
            

          


          


          National capital


          Colombo was the capital of the coastal areas controlled by the Portuguese, Dutch and the British from the 1700s to the 1815 when the British gained control of the entire island following the Kandian convention. Since then till the 1980's the national capital of the island was Colombo. During the 1980's plans were made to move the administrative capital to Sri Jayawardanapura Kotte and thus move all governmental institutions out of Colombo to make way for commercial activities. As a primary setp the Parliament was moved to a new complex in Kotte and several ministries and departments were also moved. However the move was never completed. Today many governmental institutions still remain in Colombo. These include the President's House, Presidential Secretariat, Prime Minister's House (Temple Trees), Prime Minister's Office, the Supreme Court of Sri Lanka, Central Bank of Sri Lanka, important government ministries and departments; such as Finance (Treasury), Defence, Home affairs, Foreign affairs, Public Administration, Justice and the Military headquarters, Naval headquarters (SLNS Ranagala), Air Force headquarters (SLAF Colombo) and Police national and field force headquarters.


          


          Economy
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          The great majority of Sri Lankan corporations have their head offices in Colombo. Some of the industries include chemicals, textiles, glass, cement, leather goods, furniture, and jewelry. In the city centre is located South Asia's second tallest building - The World Trade Centre. The 40 story Twin Tower complex is the centre of important commercial establishments, situated in the Fort district, the city's nerve centre. Right outside the Fort area is Pettah which is derived from the Sinhalese word pita which means out or outside as it is outside the Fort.


          Pettah is more crowded than the fort area. It's a place you can buy almost anything you want, Pettah's roads are always packed and pavements are full of small stalls selling from delicious Sharbat to Shirts. Main Street consists mostly of clothes shops and the cross roads, which are literally known as Cross Streets where each of the five streets specializes in a specific business. For example the first cross street mostly comprises electronic goods shops, the second cellular phones and fancy goods. Most of these businesses in Pettah are dominated by Muslim traders. At the end of the main street further away from Fort is the Sea Street, Sri Lanka's Gold market. This mile-long street is full of jewellery shops.


          The Colombo Metropolitan Region (CMR) encompasses the country's administrative capital Kotte and Colombo. Found within the borders of the CMR is 80% of the countrys industrialization and over 60% of all vehicles plying Sri Lankan roads.


          


          Law enforcement & Crime
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          The Sri Lanka Police the main law enforcement agency of the island liaise with the municipal council, but is under the control of the Ministry of Defence of the central government. Policing in Colombo and its suburbs falls within the Metropolitan Range headed by the Deputy Inspector General of Police (Metropolitan), this also includes the Colombo Crime Division. As with most Sri Lankan cities, the magistrate court handles felony crimes, the district court handles civil cases.


          As in other large cities around the world, Colombo experiences cretin levels of street crime and bribery. In addition, in since the 1980's there has been a number of major terrorist attacks. The LTTE has been linked to bombings and assassinations in the city. Welikada Prison is situated in Colombo and it is the one of the largest maximum security Prisons in the country.


          


          Infrastructure


          Colombo has most of the amneties that a modern city has. The majority of the major shopping malls in Sri Lanka are located in the city, of which all are wi-fi enabled. In recent times there's been an outpour of high rise condominiums in the city, mainly due to the very high land prices.


          


          Landmarks
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          The two World Trade Centre towers use to be the most recognized landmarks of the city. Before these towers were completed in 1997, the adjacent Bank of Ceylon tower was the tallest structure and the most prominent landmark of the city. Before the skyscrapers were built it was the Old Parliament Building that stood majestically in the Fort district with the Old Colombo Lighthouse situated close to it. Another important landmark of the city is the Independence Hall at Independence Square in Cinnamon gardens.


          Even before the parliament was built some claim that the Jami Ul-Alfar Mosque was recognized as the landmark of Colombo by sailors approaching the port. The mosque is still one of the most visited tourist sites in Colombo.


          The Fort district also has the famous Cargills & Millers complex that is protected by a special government law from demolition. This is done mainly to preserve the historic beauty of the Fort area.


          The Galle Face Green is the city's largest and most elegant promenade. Lined with palm trees and adjacent to the coast, this mile-long stretch in the heart of the city is a constant beehive of activity. The green is especially busy on Fridays and Saturdays. In the evenings it plays host to families and children playing sports and flying kites, lovers embracing under umbrellas and health enthusiasts taking their daily evening walks. There are numerous small food stalls and a small stretch of beach to get wet. The green was recently given a make over and since then has been even more popular with the local community. The Green also frequently hosts numerous international and local concerts and performances, such as the recently concluded World Drum Festival.


          Cannons that were once mounted on the rampart of the old fort of Colombo laid out for observance and prestige at the Green, giving a colonial touch to the city. The famous colonial styled Galle Face Hotel, known as Asia's Emerald on the Green since 1864, is also adjacent to Galle Face Green. The Hotel has played host to distinguished guests including the British Royal Family and other Royal Guests and Celebrities. Apparently after having stayed at the hotel, Princess Alexandra of Denmark had commented that "the peacefulness and generosity encountered at the Galle Face Hotel cannot be matched". Around the corner from Galle Face are prominent coffee bars, chic bars and boutiques.


          


          Transport
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          Colombo has an extensive public transport system based on buses, The bus service is operated both by private and government own Sri Lanka Transport Board (SLTB). Train transport within the city is limited since most trains are meant for transport to and from the city rather than within the city and are often overcrowded. However the Central Bus Stand and Fort Railway Station functions as the islands primary hub for bus and rail transport respectively. Up until the 1970's the city had a trams service, which was discontinued. Other means of transport includes auto rickshaws (commonly called "three wheelers" in Sri Lanka) and taxicabs. Three wheelers are entirely operated by individuals and hardly regulated whilst cab services are run by private companies and are metered.


          Construction of the Colombo Metro Rail, a Mass Rapid Transit railway system, similar to that of other advanced Asian cities has begun, this is to control the excessive traffic in the city. The project is carried out by NEB Rapid Infrastructure Projects Pvt.Ltd. an Indian and Singaporean collaboration.


          Bandaranaike International Airport serves the city for all International flights while the Ratmalana Airport serves all local flights.


          


          Education


          After independence in late 1950's the subsequent governments established free education Sri Lanka thus making 13 years of education compulsory for everyone . As per the world bank and UNESCO reports 96% of the population have at least complete primary education Colombo has many of the prominent public schools in the country some of them government owned and others are private. . Most of the urban schools of Sri Lanka have some relgious alignment, this is partly due to the influence of British and Dutch colonization who established Christian missionary schools. Continuing this tradition in Colombo and other parts of Sri Lanka there are Buddhist, Hindu, Muslim and Christian schools. This religious alignment does not effect the curriculum of the school except for the demography of the student population .


          Higher education in the city has a long history, it begins with the Colombo Medical School and the Colombo Law College being established in the 1870s. The first step in the creation of a University in the island was taken in 1913 with the established of the Ceylon University College, this was followed by the formation of the University of Ceylon, which had a campus in Colombo. Today the University of Colombo and the University of the Visual & Performing Arts are state universities in the city. The Sri Lanka Institute of Information Technology also has a metropolitan campus in the centre of the city. There are several private higher education institutions within the city.


          


          Architecture


          Colombo has wildly varying architecture, spanning centuries, however both the old and new coexists side by side. Now other place is this more evident in the heart of the city the Fort area. Here one may find new towering skyscrapers as well as historic buildings dating far back as the 1700's.


          


          Colombo Fort


          The Portuguese were the first colonist to settle in Colombo, establishing a small trading post they had laid the foundations for a small fort which in time became the largest colonial fort in the island. The Dutch expanded the fort thus creating a well old fortified harbour. This came in to the possession of the British in the late 1700's and by the late 19th century the seeing no threat to the Colombo harbour, began demolishing the ramparts to make way for the development of the city. Although now there is nothing left of the fortifications the area which was once the fort is still refereed to as Fort and the area out side the fort; Pettah or pita-koutuwa in Sinhalese which means outer fort.


          


          Dutch era buildings


          There are none of the buildings of the Portuguese era and only a little from the Dutch times. These include the oldest building in the fort area, the Dutch Hospital; the Dutch House which is now the Colombo Dutch Museum and several churches. The President's House (formal the Queen's House) add original been the Dutch governors house and successive British Governors made it their office and residence, however it has under gone much change since the Dutch period. Adjoining the President's House is the Gordon Gardens, now off-limits to the public.


          


          British era buildings
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          Much of the old buildings of the fort area and in other parts of the city date back to the British times, these include governmental, commercial buildings and private houses. Some of the notable government building of British colonial architecture includes; the old Parliament building which is now the Presidential Secretariat, the Republic Building which houses the Ministry of Foreign affairs, but once housed the Ceylon Legislative council, the Treasury building, the old General Post Office an Edwardian style building opposite the President's House, the Prime Minister's Office, the Mathematics department of the University of Colombo (formally the Royal College, Colombo). Notable commercial buildings of the British era include, the Galle Face Hotel, Cargills & Millers complex, Grand Oriental Hotel. Several old clubs of the city gives a glimpse of the British equestrian life style, these include the Orient Club, the 80's Club, the Colombo Cricket Club.


          


          Culture


          


          Annual cultural events and fairs


          
            [image: Vesak Lanterns, A type of pooja (offering) known as Aloka pooja (offering of light). Followed by the buddhists]

            
              Vesak Lanterns, A type of pooja (offering) known as Aloka pooja (offering of light). Followed by the buddhists
            

          


          
            [image: The Neoclassical style Colombo National Museum. This image is a candidate for speedy deletion. It may be deleted after seven days from the date of nomination.]

            
              The Neoclassical style Colombo National Museum.

              This image is a candidate for speedy deletion. It may be deleted after seven days from the date of nomination.
            

          


          Colombo's most beautiful festival is the celebration of Lord Buddha's Birth, Enlightenment and Death all falling on the same day.In Sinhala this is known as Vesak. During this festival, much of the city is decorated with lanterns, lights and special displays of light(known as Thoran). The festival falls in mid May and lasts a week when many Sri Lankans visit the city to see the lantern competitions and decorations. During this week people distribute, rice, drinks and various other food items for free in places what is known as Dunsal which means charity place. These Dunsals are popular amongst visitors from the suburbs.


          Christmas is another major festival in the city. Although Sri Lanka's Christians make up only just over 7% of the population, Christmas is one of the island's biggest festivals. Most streets and commercial buildings light up from the beginning of December and festive sales begin at all shopping centres and department stores. Caroling and nativity plays are also frequent sights during the season.


          


          Performing arts


          Colombo has several performing arts centers which are popular for their musical and theatrical performances. The most famous performing arts centers are the Lionel Wendt Theatre, the Elphinstone and the Tower Hall, all of which have a very rich history and made for western style productions. The Navarangahala also found in the city is the country's first national theatre designed and build for Asiatic and local style musical and theatrical productions.


          


          Museums and art collections


          The National Museum of Colombo, was established on 1st of January ,1877 during the tenure of the British Colonial Governor Sir William Henry Gregory is situated in cinnamon gardens area. Next to it is the Natural History Museum.The museum houses the crown jewels and throne of the last king of the Kingdom of Kandy, Sri Vikrama Rajasinha.. There is also the Colombo Dutch Museum detailing the Dutch colonial history of the country. Colombo does not boast a very big art gallery. There is only a small collection of Sri Lankan masterpieces at the Art Gallery in Green Path.


          


          Sports
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          Undoubtedly the most popular sport in Sri Lanka is cricket. The country emerged as champions of the 1996 Cricket World Cup and became runners up in 2007. The sport is played in parks, playgrounds, beaches and even in the streets of the city. Colombo is also the home for two of the country's international cricket stadiums, Sinhalese Sports Club's cricket stadium and R. Premadasa Stadium (named after late president Premadasa). Rugby is also a popular sport at the club and school level. Colombo has the distinction of being the only city in the world to have 4 cricket Test venues in the past: P. Saravanamuttu Stadium, Sinhalese Sports Club Ground, Colombo Cricket Club Ground and Ranasinghe Premadasa Stadium. The Sugathadasa Stadium situated in the city, is an international standard stadium for athletics, swimming and football, also held the South Asian Games in 1991 and 2006.


          Fashion


          The city is a popular fashion centre in South East Asia today. The industry has evolved to meet modern standards and conducts regular shows to showcase local talent.


          


          Sister cities


          This is a list of all sister cities to Colombo.
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              	Colorado River
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              	Mouth

              	Gulf of California
            


            
              	Basin countries

              	United States, Mexico
            


            
              	Length

              	2,330 km (1,450 mi)
            


            
              	Source elevation

              	~2700 m (~9000 ft)
            


            
              	Avg. discharge

              	620 m/s (22,000 ft/s)
            


            
              	Basin area

              	629,100 km (242,900 mi)
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          The Colorado River ('Aha Kwahwat in Mojave) is a river in the southwestern United States and northwestern Mexico, approximately 1,450 mi (2,330 km) long, draining a part of the arid regions on the western slope of the Rocky Mountains. The natural course of the river flows into the Gulf of California, but the heavy use of the river as an irrigation source for the Imperial Valley has desiccated the lower course of the river in Mexico such that it no longer consistently reaches the sea.


          The Colorado River drains 242,900 sq mi (629,100 km). Total flows of the river range from 4000 cubic feet per second (113 m/s) in droughts to 1,000,000 ft/s (28,000 m/s) in severe floods. With the construction of massive power dams on the lower course of the river, floods of over 70,000 ft/s (2000 m/s) are rare. The mean flow of the total river before diversion is 22,000 ft/s (620 m/s). Historically the flow was much higher before water usage began in the basin.


          


          History


          


          Grand River


          Until 1921, the section of the Colorado River from its headwaters in Rocky Mountain National Park to its confluence with the Green River in Utah was known as the "Grand River," the origin of several now orphaned names including Grand Lake, Grand Valley, Grand Junction, Grand County, Colorado, and Grand County, Utah. Colorado U.S. Representative Edward T. Taylor petitioned the Congressional Committee on Interstate and Foreign Commerce to rename the Grand River as the Colorado River. On July 25, 1921 the name change was made official in House Joint Resolution 460 of the 66th Congress, over the objections of representatives from Wyoming and Utah and the United States Geological Survey which noted that the drainage basin of the Green River was more than 70% more extensive than that of the Grand River, although the Grand carried a slightly higher volume of water at its confluence with the Green.


          


          Course


          


          Prehistory


          It is the opinion of some geologists that before the Gulf of California came into being some 7-8 million years ago, the Colorado River initially had its outlet somewhere along what is now the California coast. They believe that the massive Monterey Submarine Canyon under Monterey Bay along with the associated undersea sedimentary fan may be remnants of the Colorado's ancient outlet. The canyon has moved north to its current location by the action of the San Andreas Fault and would have been approximately where Santa Barbara is located when both the San Andreas Fault and the Gulf of California came into being.


          


          Today


          The Colorado River's source is La Poudre Pass Lake, located high in Rocky Mountain National Park, just west of the Continental Divide. Below Rocky Mountain National Park, the river flows through the Kawuneeche Valley and then flows through Grand Lake, the largest natural body of water in Colorado, before being dammed to create Shadow Mountain Reservoir. The river then flows into Lake Granby, another reservoir, and finally begins its journey to the Gulf of California where U.S. Highway 40 roughly parallels the river to the town of Kremmling, where it enters Gore Canyon. Most of the river's tributaries within Colorado are small. However there are exceptions, such as the Gunnison and Roaring Fork Rivers, in which massive amounts of water flow. About a hundred miles later it meets the Eagle River in the town of Dotsero, Colorado and where I-70 parallels the river through Glenwood Canyon. The river then passes through the city of Glenwood Springs where it is joined by the swift flowing Roaring Fork River. West of Glenwood Springs, the Colorado runs through the Grand Valley and is joined by the Gunnison River in Grand Junction. From there it flows westward to the Utah border and Westwater Canyon. The Colorado here ranges from 200 to 1200 feet wide (60 to 370 m) and from 6 to 30 feet in depth (2 to 9 m) with occasional deeper areas.


          The river turns southwest near Fruita, Colorado and is joined by the Dolores River soon after entering Utah. It partially forms the southern border of Arches National Park near Moab, Utah and then passes by Dead Horse Point State Park and through Canyonlands National Park where it is met by one of its primary tributaries, the Green River. The Colorado then flows into Lake Powell, formed by the Glen Canyon Dam. Below the dam, water released from the bottom of Lake Powell makes the river clear, clean, and cold. Just south of the town of Page, Arizona, the river forms the dramatic Horseshoe Bend, then at Lees Ferry is joined by another tributary, the warm, shallow, muddy Paria River, and begins its course through Marble Canyon. Here, the Colorado ranges from 175 to 700 feet in width (53 to 213 m) and 9 to 130 feet in depth (3 to 40 m).


          At the southern end of Marble Canyon, the river is joined by another tributary, the Little Colorado, and the river then turns abruptly west directly across the folds and fault line of the plateau, through the Grand Canyon, which is 217 miles long (349 km) and from 4 to 20 miles wide (6 to 30 km) between the upper cliffs. The walls, 4000 to 6000 feet high (1200 to 1800 m), drop in successive escarpments of 500 to 1600 feet (150 to 490 m), banded in splendid colours toward the narrow gorge of the present river.


          Below the confluence of the Virgin River of Nevada the Colorado abruptly turns southward. Hoover Dam, built during the Great Depression, forms Lake Mead, a popular recreation site as well as the supplier of most of the water for the city of Las Vegas. From Hoover Dam, the river flows south and forms part of the boundary between Arizona and Nevada and between Arizona and California. Along the California-Arizona reach of the river, four additional dams are operated to divert water for agricultural irrigation and for recreation. Lake Mohave, formed by Davis Dam, lies in the southern portion of the Lake Mead National Recreation Area. Lake Havasu, formed by Parker Dam, provides recreation as well as the home of the retired New London Bridge. The two remaining dams supply irrigation water: Palo Verde Diversion Dam and Imperial Dam. Here, the Colorado River ranges in width from 700 to 2500 feet (210 to 760 m) and from 8 to 100 feet in depth (2 to 30 m).


          Below the Black Canyon the river lessens in gradient and in its lower course flows in a broad sedimentary valley's distinct estuarine plain upriver from Yuma, where it is joined by the Gila River. The channel through much of this region is bedded in a dike-like embankment lying above the floodplain over which the escaping water spills in time of flood. This dike cuts off the flow of the river to the remarkable low area in southern California known as the Salton Sink, Coachella Valley, or Imperial Valley. The Salton Sink is located below sea level; therefore, the descent from the river near Yuma is very much greater than the descent from Yuma to the gulf.


          The lower course of the river, which forms the border between Baja California and Sonora, is essentially a trickle or a dry stream today due to use of the river as Imperial Valley's irrigation source. Prior to the mid 20th century, the Colorado River Delta provided a rich estuarine marshland that is now essentially desiccated, but nonetheless is an important ecological resource.


          


          Elevation summary


          Approximate heights above sea level at several key locations:


          
            
              	Feet

              	Meters

              	Location
            


            
              	9000

              	2750

              	Colorado headwaters (Rocky Mountains)
            


            
              	6100

              	1850

              	midway to Colorado- Utah border
            


            
              	4300

              	1300

              	Colorado- Utah border
            


            
              	3850

              	1170

              	midway to Utah- Arizona border
            


            
              	3700

              	1130

              	Utah- Arizona border ( Wahweap Bay)
            


            
              	3000

              	900

              	midway to Grand Canyon ( Rider Point)
            


            
              	2800

              	850

              	Grand Canyon North Rim
            


            
              	2500

              	760

              	Grand Canyon South Rim
            


            
              	1200

              	365

              	Lake Mead (above Hoover Dam)
            


            
              	600

              	183

              	below Hoover Dam
            


            
              	485

              	150

              	California- Nevada- Arizona border
            


            
              	100

              	30

              	California- Arizona-Mexico border
            

          


          Note that the significant difference between the present height of the rim of the Grand Canyon (about 8000 ft; 2440 m) and the levels at which the river enters/exits it gives rise to the geologic theory that its upheaval must have begun around the same time the river began flowing through it and eroding it (since rivers do not run uphill, it would have otherwise followed some other path around the upheaval). Estimates for the beginning of this erosion/upheaval process range from 5 to 70 million years ago.


          


          Engineering
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          In the autumn of 1904, the river's waters escaped into a diversion canal a few miles below Yuma, Arizona, creating the New River and Alamo River. The rivers re-created in California a great inland sea in an area that it had frequently inundated before, for example, in 1884 and 1891, when it had for a time practically abandoned its former course through Mexican territory to the Sea of Cortez. However, it was effectively dammed in the early part of 1907 and returned to its normal course, from which, however, there was still much leakage to the Salton Sea. In July 1907, the permanent dam was completed. From the Black Canyon towards the sea the Colorado normally flows through a desert-like basin.
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          The Colorado River is a major and in some cases life-sustaining source of water for irrigation, drinking, and other uses by people living in the arid American southwest. Allocation of the river's water is governed by the Colorado River Compact. Several dams have been built along the Colorado River, beginning with Glen Canyon Dam near the Utah-Arizona border. Other dams include Hoover Dam, Parker Dam, Davis Dam, Palo Verde Diversion Dam, and Imperial Dam. Since the completion of the dams, the majority of the river in normal hydrologic years is diverted for agricultural and municipal water supply. The Colorado's last drops evaporate in the Sonoran Desert, miles before the river reaches the Gulf of California. Almost 90% of all water diverted from the river is for irrigation purposes. The All-American Canal is the largest irrigation canal in the world and carries a volume of water from 15,000 to 30,000 ft/s (420 to 850 m/s), making it larger in volume than New York's Hudson River. The canal's waters are used to irrigate the parched but fertile Imperial Valley, where several years can pass between measurable rainfalls. Hydrology transport models are used to assess management of the river's flow and water quality.


          Hoover Dam (originally Boulder Dam, and the first dam of its type) was completed in 1936. Its impoundment of the river in the Mojave Desert creates Lake Mead, which provides water for irrigation and the generation of hydroelectric power.


          Several cities such as Los Angeles, Las Vegas, San Bernardino, San Diego, Phoenix, and Tucson have aqueducts leading all the way back to the Colorado River. One such aqueduct is the Central Arizona Project ("CAP") canal, which was begun in the 1970s and finished in the 1990s. The canal begins at Parker Dam and runs all the way to Phoenix and then Tucson to supplement those cities' water needs.


          The lower Colorado is navigable by moderate to large sized craft. The lower river from Davis Dam to Yuma is navigable by large paddlewheel boats and river barges, but commercial navigation on the river is unimportant because the river is cut off from the sea, making other means of transportation more efficient in the region. Before the railroads arrived, the lower Colorado River from the Sea to near present day Laughlin, Nevada was an important means of transportation via large steamers. Most of the rest of the river, excluding the rapids in the canyons, is navigable by small to moderate sized river craft and power boats.
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          Moab uranium tailings


          Atlas Corporation operated a uranium mine in the area of Moab, Utah, just under three miles from downtown Moab. As a byproduct of mining activities, a ten-million-ton pile of radioactive tailings exists. The pile is located about 700-800 feet from the Colorado River. Although no pollution has been detected, proximity of the material to the watershed has been a concern. The Senate has authorized the U.S. Department of Energy to budget $22.8 million in 2007 to begin the project of moving the uranium tailings farther from the river. The plan is to move the pile 15-20 miles north and away from the river. The project is expected to be completed by 2017.


          


          Wildlife


          The Colorado River basin is home to fourteen native species of fish. Four are endemic and endangered: Colorado pikeminnow (formerly Colorado squawfish), razorback sucker, bonytail chub, and humpback chub. The Upper Colorado River Endangered Fish Recovery Program is a controversial effort by the US Fish and Wildlife Service, in conjunction with the Arizona Game and Fish Department, the Colorado Division Of Wildlife, and the Utah Department Of Wildlife to recover these endangered fish.


          


          Fish Species


          
            	Rainbow


            	Largemouth Bass


            	Striped Bass


            	Crappie


            	Sunfish


            	Catfish (Channel)


            	Carp
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          The Colosseum or Coliseum, originally the Flavian Amphitheatre (Latin: Amphitheatrum Flavium, Italian Anfiteatro Flavio or Colosseo), is an elliptical amphitheatre in the centre of the city of Rome, Italy, the largest ever built in the Roman Empire. It is one of the greatest works of Roman architecture and engineering.


          Occupying a site just east of the Roman Forum, its construction started between 70 and 72 AD under the emperor Vespasian and was completed in 80 AD under Titus, with further modifications being made during Domitian's reign (8196). The name "Amphitheatrum Flavium" derives from both Vespasian's and Titus' family name ("Flavius, from the gens Flavia).


          Originally capable of seating around 50,000 spectators, the Colosseum was used for gladiatorial contests and public spectacles. It remained in use for nearly 500 years with the last recorded games being held there as late as the 6th century. As well as the traditional gladiatorial games, many other public spectacles were held there, such as mock sea battles, animal hunts, executions, re-enactments of famous battles, and dramas based on Classical mythology. The building eventually ceased to be used for entertainment in the early medieval era. It was later reused for such varied purposes as housing, workshops, quarters for a religious order, a fortress, a quarry and a Christian shrine.


          Although it is now in a ruined condition due to damage caused by earthquakes and stone-robbers, the Colosseum has long been seen as an iconic symbol of Imperial Rome. Today it is one of modern Rome's most popular tourist attractions and still has close connections with the Roman Catholic Church, as each Good Friday the Pope leads a torchlit "Way of the Cross" procession to the amphitheatre.



          The Colosseum is also depicted on the Italian version of the five-cent euro coin.


          


          Name


          
            [image: The Colosseum.]

            
              The Colosseum.
            

          


          The Colosseum's original Latin name was Amphitheatrum Flavium, often anglicized as Flavian Amphitheater. The building was constructed by emperors of the Flavian dynasty, hence its original name. This name is still used frequently in modern English, but it is generally unknown.


          The name Colosseum has long been believed to be derived from a colossal statue of Nero nearby. This statue was later remodeled by Nero's successors into the likeness of Helios (Sol) or Apollo, the sun god, by adding the appropriate solar crown. Nero's head was also replaced several times and substituted with the heads of succeeding emperors. Despite its pagan links, the statue remained standing well into the medieval era and was credited with magical powers. It came to be seen as an iconic symbol of the permanence of Rome.


          In the 8th century, the Venerable Bede (c. 672735) wrote a famous epigram celebrating the symbolic significance of the statue: Quandiu stabit coliseus, stabit et Roma; quando cadit coliseus, cadet et Roma; quando cadet Roma, cadet et mundus ("as long as the Colossus stands, so shall Rome; when the Colossus falls, Rome shall fall; when Rome falls, so falls the world"). This is often mistranslated to refer to the Colosseum rather than the Colossus (as in, for instance, Byron's poem Childe Harold's Pilgrimage). However, at the time that Bede wrote, the masculine noun coliseus was applied to the statue rather than to what was still known as the Flavian amphitheatre.


          The Colossus did eventually fall, probably being pulled down to reuse its bronze. By the year 1000 the name "Colosseum" (a neuter noun) had been coined to refer to the amphitheatre. The statue itself was largely forgotten and only its base survives, situated between the Colosseum and the nearby Temple of Venus and Roma.


          The name was further corrupted to Coliseum during the Middle Ages. In Italy, the amphitheatre is still known as il Colosseo, and other Romance languages have come to use similar forms such as le Colise (French), el Coliseo (Spanish) and o Coliseu (Portuguese).


          


          History


          


          Ancient
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          Construction of the Colosseum began under the rule of the Emperor Vespasian in around 70 72. The site chosen was a flat area on the floor of a low valley between the Caelian, Esquiline and Palatine Hills, through which a canalised stream ran. By the 2nd century BC the area was densely inhabited. It was devastated by the Great Fire of Rome in AD 64, following which Nero seized much of the area to add to his personal domain. He built the grandiose Domus Aurea on the site, in front of which he created an artificial lake surrounded by pavillions, gardens and porticoes. The existing Aqua Claudia aqueduct was extended to supply water to the area and the gigantic bronze Colossus of Nero was set up nearby at the entrance to the Domus Aurea.


          The area was transformed under Vespasian and his successors. Although the Colossus was preserved, much of the Domus Aurea was torn down. The lake was filled in and the land reused as the location for the new Flavian Amphitheatre. Gladiatorial schools and other support buildings were constructed nearby within the former grounds of the Domus Aurea. According to a reconstructed inscription found on the site, "the emperor Vespasian ordered this new amphitheatre to be erected from his general's share of the booty." This is thought to refer to the vast quantity of treasure seized by the Romans following their victory in the Great Jewish Revolt in 70. The Colosseum can be thus interpreted as a great triumphal monument built in the Roman tradition of celebrating great victories. Vespasian's decision to build the Colosseum on the site of Nero's lake can also be seen as a populist gesture of returning to the people an area of the city which Nero had appropriated for his own use. In contrast to many other amphitheatres, which were located on the outskirts of a city, the Colosseum was constructed in the city centre; in effect, placing it both literally and symbolically at the heart of Rome.


          The Colosseum had been completed up to the third story by the time of Vespasian's death in 79. The top level was finished and the building inaugurated by his son, Titus, in 80. Dio Cassius recounts that over 9,000 wild animals were killed during the inaugural games of the amphitheatre. The building was remodelled further under Vespasian's younger son, the newly-designated Emperor Domitian, who constructed the hypogeum, a series of underground tunnels used to house animals and slaves. He also added a gallery to the top of the Colosseum to increase its seating capacity.


          In 217, the Colosseum was badly damaged by a major fire (caused by lightning, according to Dio Cassius) which destroyed the wooden upper levels of the amphitheatre's interior. It was not fully repaired until about 240 and underwent further repairs in 250 or 252 and again in 320. An inscription records the restoration of various parts of the Colosseum under Theodosius II and Valentinian III (reigned 425 450), possibly to repair damage caused by a major earthquake in 443; more work followed in 484 and 508. The arena continued to be used for contests well into the 6th century, with gladiatorial fights last mentioned around 435. Animal hunts continued until at least 523.


          


          Medieval


          
            [image: Map of medieval Rome depicting the Colosseum]

            
              Map of medieval Rome depicting the Colosseum
            

          


          The Colosseum underwent several radical changes of use during the medieval period. By the late 6th century a small church had been built into the structure of the amphitheatre, though this apparently did not confer any particular religious significance on the building as a whole. The arena was converted into a cemetery. The numerous vaulted spaces in the arcades under the seating were converted into housing and workshops, and are recorded as still being rented out as late as the 12th century. Around 1200 the Frangipani family took over the Colosseum and fortified it, apparently using it as a castle.


          Severe damage was inflicted on the Colosseum by the great earthquake of 1349, causing the outer south side to collapse. Much of the tumbled stone was reused to build palaces, churches, hospitals and other buildings elsewhere in Rome. A religious order moved into the northern third of the Colosseum in the mid-14th century and continued to inhabit it until as late as the early 19th century. The interior of the amphitheatre was extensively stripped of stone, which was reused elsewhere, or (in the case of the marble facade) was burned to make quicklime. The bronze clamps which held the stonework together were pried or hacked out of the walls, leaving numerous pockmarks which still scar the building today.


          


          Modern
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          During the 16th and 17th century, Church officials sought a productive role for the vast derelict hulk of the Colosseum. Pope Sixtus V ( 1585 1590) planned to turn the building into a wool factory to provide employment for Rome's prostitutes, though this proposal fell through with his premature death. In 1671 Cardinal Altieri authorized its use for bullfights; a public outcry caused the idea to be hastily abandoned.


          In 1749, Pope Benedict XIV endorsed as official Church policy the view that the Colosseum was a sacred site where early Christians had been martyred. He forbade the use of the Colosseum as a quarry and consecrated the building to the Passion of Christ and installed Stations of the Cross, declaring it sanctified by the blood of the Christian martyrs who perished there (see Christians and the Colosseum). Later popes initiated various stabilization and restoration projects, removing the extensive vegetation which had overgrown the structure and threatened to damage it further. The facade was reinforced with triangular brick wedges in 1807 and 1827, and the interior was repaired in 1831, 1846 and in the 1930s. The arena substructure was partly excavated in 18101814 and 1874 and was fully exposed under Mussolini in the 1930s.
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          The Colosseum is today one of Rome's most popular tourist attractions, receiving millions of visitors annually. The effects of pollution and general deterioration over time prompted a major restoration programme carried out between 1993 and 2000, at a cost of 40 billion Italian lira ($19.3m / 20.6m at 2000 prices). In recent years it has become a symbol of the international campaign against capital punishment, which was abolished in Italy in 1948. Several antideath penalty demonstrations took place in front of the Colosseum in 2000. Since that time, as a gesture against the death penalty, the local authorities of Rome change the colour of the Colosseum's night time illumination from white to gold whenever a person condemned to the death penalty anywhere in the world gets their sentence commuted or is released,, or if a jurisdiction abolishes the death penalty. Most recently, the Colosseum was illuminated in gold when capital punishment was abolished in the American state of New Jersey in December, 2007
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          Due to the ruined state of the interior, it is impractical to use the Colosseum to host large events; only a few hundred spectators can be accommodated in temporary seating. However, much larger concerts have been held just outside, using the Colosseum as a backdrop. Performers who have played at the Colosseum in recent years have included Ray Charles (May 2002), Paul McCartney (May 2003), and Elton John (September 2005).


          On July 7, 2007, the Colosseum was voted as one of New Open World Corporation's New Seven Wonders of the World.


          


          Physical description


          


          Exterior
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          Unlike earlier amphitheatres that were built into hillsides, the Colosseum is an entirely free-standing structure. It is elliptical in plan and is 189 metres (615ft / 640 Roman feet) long, and 156 metres (510ft / 528 Roman feet) wide, with a base area of 6 acres. The height of the outer wall is 48 metres (157ft / 165 Roman feet). The perimeter originally measured 545 metres (1,788ft / 1,835 Roman feet). The central arena is an oval (287ft) long and (180ft) wide, surrounded by a wall (15ft) high, above which rose tiers of seating.


          The outer wall is estimated to have required over 100,000 cubic meters (131,000 cuyd) of travertine stone which were set without mortar held together by 300 tons of iron clamps. However, it has suffered extensive damage over the centuries, with large segments having collapsed following earthquakes. The north side of the perimeter wall is still standing; the distinctive triangular brick wedges at each end are modern additions, having been constructed in the early 19th century to shore up the wall. The remainder of the present-day exterior of the Colosseum is in fact the original interior wall.


          The surviving part of the outer wall's monumental faade comprises three stories of superimposed arcades surmounted by a podium on which stands a tall attic, both of which are pierced by windows interspersed at regular intervals. The arcades are framed by half-columns of the Doric, Ionic, and Corinthian orders, while the attic is decorated with Corinthian pilasters. Each of the arches in the second- and third-floor arcades framed statues, probably honoring divinities and other figures from Classical mythology.


          Two hundred and forty mast corbels were positioned around the top of the attic. They originally supported a retractable awning, known as the velarium, that kept the sun and rain off spectators. This consisted of a canvas-covered, net-like structure made of ropes, with a hole in the centre. It covered two-thirds of the arena, and sloped down towards the centre to catch the wind and provide a breeze for the audience. Sailors, specially enlisted from the Roman naval headquarters at Misenum and housed in the nearby Castra Misenatium, were used to work the velarium.


          The Colosseum's huge crowd capacity made it essential that the venue could be filled or evacuated quickly. Its architects adopted solutions very similar to those used in modern stadiums to deal with the same problem. The amphitheatre was ringed by eighty entrances at ground level, 76 of which were used by ordinary spectators. Each entrance and exit was numbered, as was each staircase. The northern main entrance was reserved for the Roman Emperor and his aides, whilst the other three axial entrances were most likely used by the elite. All four axial entrances were richly decorated with painted stucco reliefs, of which fragments survive. Many of the original outer entrances have disappeared with the collapse of the perimeter wall, but entrances XXIII to LIV still survive.


          Spectators were given tickets in the form of numbered pottery shards, which directed them to the appropriate section and row. They accessed their seats via vomitoria (singular vomitorium), passageways that opened into a tier of seats from below or behind. These quickly dispersed people into their seats and, upon conclusion of the event or in an emergency evacuation, could permit their exit within only a few minutes. The name vomitoria derived from the Latin word for a rapid discharge, from which English derives the word vomit.


          


          Interior seating
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          According to the Codex-Calendar of 354, the Colosseum could accommodate 87,000 people, although modern estimates put the figure at around 50,000. They were seated in a tiered arrangement that reflected the rigidly stratified nature of Roman society. Special boxes were provided at the north and south ends respectively for the Emperor and the Vestal Virgins, providing the best views of the arena. Flanking them at the same level was a broad platform or podium for the senatorial class, who were allowed to bring their own chairs. The names of some 5th century senators can still be seen carved into the stonework, presumably reserving areas for their use.


          The tier above the senators, known as the maenianum primum, was occupied by the non-senatorial noble class or knights ( equites). The next level up, the maenianum secundum, was originally reserved for ordinary Roman citizens ( plebians) and was divided into two sections. The lower part (the immum) was for wealthy citizens, while the upper part (the summum) was for poor citizens. Specific sectors were provided for other social groups: for instance, boys with their tutors, soldiers on leave, foreign dignitaries, scribes, heralds, priests and so on. Stone (and later marble) seating was provided for the citizens and nobles, who presumably would have brought their own cushions with them. Inscriptions identified the areas reserved for specific groups.


          Another level, the maenianum secundum in legneis, was added at the very top of the building during the reign of Domitian. This comprised a gallery for the common poor, slaves and women. It would have been either standing room only, or would have had very steep wooden benches. Some groups were banned altogether from the Colosseum, notably gravediggers, actors and former gladiators.


          Each tier was divided into sections (maeniana) by curved passages and low walls (praecinctiones or baltei), and were subdivided into cunei, or wedges, by the steps and aisles from the vomitoria. Each row (gradus) of seats was numbered, permitting each individual seat to be exactly designated by its gradus, cuneus, and number.


          


          Arena and hypogeum
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          The arena itself was 83metres by 48metres (272ft by 157ft / 280 by 163Roman feet). It comprised a wooden floor covered by sand (the Latin word for sand is harena or arena), covering an elaborate underground structure called the hypogeum (literally meaning "underground"). Little now remains of the original arena floor, but the hypogeum is still clearly visible. It consisted of a two-level subterranean network of tunnels and cages beneath the arena where gladiators and animals were held before contests began. Eighty vertical shafts provided instant access to the arena for caged animals and scenery pieces concealed underneath; larger hinged platforms, called hegmata, provided access for elephants and the like. It was restructured on numerous occasions; at least twelve different phases of construction can be seen.


          The hypogeum was connected by underground tunnels to a number of points outside the Colosseum. Animals and performers were brought through the tunnel from nearby stables, with the gladiators' barracks at the Ludus Magnus to the east also being connected by tunnels. Separate tunnels were provided for the Emperor and the Vestal Virgins to permit them to enter and exit the Colosseum without needing to pass through the crowds.


          Substantial quantities of machinery also existed in the hypogeum. Elevators and pulleys raised and lowered scenery and props, as well as lifting caged animals to the surface for release. There is evidence for the existence of major hydraulic mechanisms and according to ancient accounts, it was possible to flood the arena rapidly, presumably via a connection to a nearby aqueduct.


          


          Supporting buildings
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          The Colosseum and its activities supported a substantial industry in the area. In addition to the amphitheatre itself, many other buildings nearby were linked to the games. Immediately to the east is the remains of the Ludus Magnus, a training school for gladiators. This was connected to the Colosseum by an underground passage, to allow easy access for the gladiators. The Ludus Magnus had its own miniature training arena, which was itself a popular attraction for Roman spectators. Other training schools were in the same area, including the Ludus Matutinus (Morning School), where fighters of animals were trained, plus the Dacian and Gallic Schools.


          Also nearby were the Armamentarium, comprising an armory to store weapons; the Summum Choragium, where machinery was stored; the Sanitarium, which had facilities to treat wounded gladiators; and the Spoliarium, where bodies of dead gladiators were stripped of their armor and disposed of.


          Around the perimeter of the Colosseum, at a distance of 18m (59ft) from the perimeter, was a series of tall stone posts, with five remaining on the eastern side. Various explanations have been advanced for their presence; they may have been a religious boundary, or an outer boundary for ticket checks, or an anchor for the velarium or awning.


          Right next to the Colosseum is also the Arch of Constantine.


          


          Use
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          The Colosseum was used to host gladiatorial shows as well as a variety of other events. The shows, called munera, were always given by individuals rather than the state. They had a strong religious element but were also demonstration of power and family prestige, and were immensely popular with the population. Another popular type of show was the animal hunt, or venatio. This utilised a great variety of wild beasts, mainly imported from Africa, and included creatures such as rhinoceros, hippos, elephants, giraffes, lions, panthers, leopards, crocodiles and ostriches. Battles and hunts were often staged amid elaborate sets with movable trees and buildings. Such events were occasionally on a huge scale; Trajan is said to have celebrated his victories in Dacia in 107 with contests involving 11,000 animals and 10,000 gladiators over the course of 123 days.


          During the early days of the Colosseum, ancient writers recorded that the building was used for naumachiae (more properly known as navalia proelia) or simulated sea battles. Accounts of the inaugural games held by Titus in AD 80 describe it being filled with water for a display of specially trained swimming horses and bulls. There is also an account of a re-enactment of a famous sea battle between the Corcyrean (Corfiot) Greeks and the Corinthians. This has been the subject of some debate among historians; although providing the water would not have been a problem, it is unclear how the arena could have been waterproofed, nor would there have been enough space in the arena for the warships to move around. It has been suggested that the reports either have the location wrong, or that the Colosseum originally featured a wide floodable channel down its central axis (which would later have been replaced by the hypogeum).


          Sylvae or recreations of natural scenes were also held in the arena. Painters, technicians and architects would construct a simulation of a forest with real trees and bushes planted in the arena's floor. Animals would be introduced to populate the scene for the delight of the crowd. Such scenes might be used simply to display a natural environment for the urban population, or could otherwise be used as the backdrop for hunts or dramas depicting episodes from mythology. They were also occasionally used for executions in which the hero of the story  played by a condemned person  was killed in one of various gruesome but mythologically authentic ways, such as being mauled by beasts or burned to death.


          


          Today


          The Colosseum today is now a major tourist attraction in Rome with thousands of tourists each year paying to view the interior arena, though entrance for EU citizens is partially subsidised, and under-18 and over-65 EU citizens' entrances are free. There is now a museum dedicated to Eros located in the upper floor of the outer wall of the building. Part of the arena floor has been re-floored.


          


          Christians and the Colosseum
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          The Colosseum has long been regarded as having been the scene of numerous martyrdoms of early Christians. However, this belief appears to have arisen only around the 16th century. Roman and early medieval accounts refer to Christians being martyred in various vaguely described locations in Rome (in the amphitheatre, in the arena etc) but without specifying which; there were, in fact, numerous stadia, amphitheatres and circuses in Rome. Saint Telemachus, for instance, is often said to have died in the Colosseum, but Theodoret's account of his death merely states that it happened "in the stadium" (eis to stadio). Similarly, the death of Saint Ignatius of Antioch is recorded as having been in "the arena", without specifying which arena.


          In the Middle Ages, the Colosseum was clearly not regarded as a sacred site. Its use as a fortress and then a quarry demonstrates how little spiritual importance was attached to it, at a time when sites associated with martyrs were highly venerated. It was not included in the itineraries compiled for the use of pilgrims nor in works such as the 12th century Mirabilia Urbis Romae ("Marvels of the City of Rome"), which claims the Circus Flaminius  but not the Colosseum  as the site of martyrdoms. Part of the structure was inhabited by a Christian order, but apparently not for any particular religious reason.
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          It appears to have been only in the 16th and 17th centuries that the Colosseum came to be regarded as a Christian site. Pope Pius V ( 1566- 1572) is said to have recommended that pilgrims gather sand from the arena of the Colosseum to serve as a relic, on the grounds that it was impregnated with the blood of martyrs. This seems to have been a minority view until it was popularised nearly a century later by Fioravante Martinelli, who listed the Colosseum at the head of a list of places sacred to the martyrs in his 1653 book Roma ex ethnica sacra.


          Martinelli's book evidently had an effect on public opinion; in response to Cardinal Altieri's proposal some years later to turn the Colosseum into a bullring, Carlo Tomassi published a pamphlet in protest against what he regarded as an act of desecration. The ensuing controversy persuaded Pope Clement X to close the Colosseum's external arcades and declare it a sanctuary, though quarrying continued for some time to come.


          At the instance of St. Leonard of Port Maurice, Pope Benedict XIV ( 1740-1758) forbade the quarrying of the Colosseum and erected Stations of the Cross around the arena, which remained until February 1874. St. Benedict Joseph Labre spent the later years of his life within the walls of the Colosseum, living on alms, prior to his death in 1783. Several 19th century popes funded repair and restoration work on the Colosseum, and it still retains a Christian connection today. Crosses stand in several points around the arena and every Good Friday the Pope leads a Via Crucis procession to the amphitheatre.


          


          Flora
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          The Colosseum has a wide and well-documented history of flora ever since Domenico Panaroli made the first catalogue of its plants in 1643. Since then, 684 species have been identified there. The peak was in 1855 (420 species). Attempts were made in 1871 to eradicate the vegetation, due to concerns over the damage that was being caused to the masonry, but much of it has returned. 242 species have been counted today and of the species first identified by Panaroli, 200 remain.


          The variation of plants can be explained by the change of climate in Rome through the centuries. Additionally, bird migration, flower blooming, and the growth of Rome that caused the Colosseum to become embedded within the modern city centre rather than on the outskirts of the ancient city, as well as deliberate transport of species, are also contributing causes. One other romantic reason often given is their seeds being unwittingly transported on the animals brought there from all corners of the empire.


          


          The Colosseum in popular culture


          


          The iconic status of the Colosseum has led it to be featured in numerous films and other items of popular culture:


          
            	Cole Porter's song " You're the Top" from the musical Anything Goes (1934) includes the line "You're the Top, You're the Colosseum"


            	In the 1953 film Roman Holiday, the Colosseum famously serves as the backdrop for several scenes.


            	In the 1954 film Demetrius and the Gladiators, the Emperor Caligula anachronistically sentences the Christian Demetrius to fight in the Colosseum.


            	The conclusion of the 1957 film 20 Million Miles to Earth takes place at the Colosseum.


            	In the 1972 film Way of the Dragon, Bruce Lee fought Chuck Norris in the Colosseum.


            	In Ridley Scott's 2000 film Gladiator, the Colosseum was re-created via computer-generated imagery (CGI) to "restore" it to the glory of its heyday in the 2nd century. The depiction of the building itself is generally accurate and it gives a good impression of what the underground hypogeum would have been like.


            	In the seventeenth season of the animated television series The Simpsons an episode titled The Italian Bob featured the Colosseum, where Krusty the Klown preformed Pagliacci.

          


          The Colosseum's fame as an entertainment venue has also led the name to be re-used for modern entertainment facilities, particularly in the United States, where theatres, music halls and large buildings used for sport or exhibitions have commonly been called Colosseums or Coliseums.


          The optical disc authoring software program Nero Burning ROM uses an image of the Colosseum on fire as one of its main icons, even though Emperor Nero's Great Fire of Rome (which the program's name and icon refer to) occurred in 64 AD, before the Colosseum was built.


          
            Retrieved from " http://en.wikipedia.org/wiki/Colosseum"
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          The Colossus of Rhodes was a colossus of the Greek god Helios, erected on the Greek island of Rhodes by Chares of Lindos between 292 and 280 BC. It is considered one of the Seven Wonders of the Ancient World. Before its destruction, the Colossus of Rhodes stood over 30 meters (107ft) high, making it one of the tallest statues of the ancient world.


          


          Siege of Rhodes


          Alexander the Great of Macedonia died at an early age in 323 BC without having had time to put into place any plans for his succession. Fighting broke out among his generals, the Diadochi, with four of them eventually dividing up much of his empire in the Mediterranean area. During the fighting, Rhodes had sided with Ptolemy, and when Ptolemy eventually took control of Egypt, Rhodes and Ptolemaic Egypt formed an alliance which controlled much of the trade in the eastern Mediterranean.


          Antigonus I Monophthalmus was upset by this turn of events. In 305 BC he had his son Demetrius Poliorcetes, also a general, invade Rhodes with an army of 40,000; however, the city was well defended, and Demetriuswhose name "Poliorcetes" signifies the "besieger of cities"had to start construction of a number of massive siege towers in order to gain access to the walls. The first was mounted on six ships, but these capsized in a storm before they could be used. He tried again with a larger, land-based tower named Helepolis, but the Rhodan defenders stopped this by flooding the land in front of the walls so that the rolling tower could not move.


          In 304 BC a relief force of ships sent by Ptolemy arrived, and Demetrius's army abandoned the siege, leaving most of their siege equipment. To celebrate their victory, the Rhodians sold the equipment left behind for 300 talents (roughly US$360 million in today's money) and decided to use the money to build a colossal statue of their patron god, Helios. Construction was left to the direction of Chares, a native of Lindos in Rhodes, who had been involved with large-scale statues before. His teacher, the sculptor Lysippos, had constructed a 22 meter (70 ft) high bronze statue of Zeus at Tarentum.


          


          Construction


          Ancient accounts, which differ to some degree, describe the structure as being built with iron tie bars to which brass plates were fixed to form the skin. The interior of the structure, which stood on a 15 meters (50 ft) high white marble pedestal near the Mandraki harbour entrance, was then filled with stone blocks as construction progressed. Other sources place the Colossus on a breakwater in the harbour. The statue itself was 30 meters (100 ft) tall. Much of the iron and bronze was reforged from the various weapons Demetrius's army left behind, and the abandoned second siege tower was used for scaffolding around the lower levels during construction. Upper portions were built with the use of a large earthen ramp. During the building, workers would pile mounds of dirt on the sides of the colossus. Upon completion all of the dirt was removed and the colossus was left to stand alone. After twelve years, in 280 BC, the statue was completed. Preserved in Greek anthologies of poetry is what is believed to be the genuine dedication text for the Colossus.


          
            To you, o Sun, the people of Dorian Rhodes set up this bronze statue reaching to Olympus, when they had pacified the waves of war and crowned their city with the spoils taken from the enemy. Not only over the seas but also on land did they kindle the lovely torch of freedom and independence. For to the descendants of Herakles belongs dominion over sea and land.

          


          


          Possible Construction Method


          Based on the technology of the day and the accounts of Philo and Pliny who both saw and described the remains, modern engineers have put forward a plausible hypothesis for the construction.


          The base pedestal was at least 60 feet in diameter and either circular or octagonal. The feet were carved in stone and covered with thin bronze plates riveted together. Eight forged iron bars set in a radiating horizontal position formed the ankles and turned up to follow the lines of the legs while becoming progressively smaller. Individually cast curved bronze plates 60 inches square with turned in edges were joined together by rivets through holes formed during casting to form a series of rings. The lower plates were 1 inch in thickness to the knee and 3/4 inch thick from knee to abdomen, while the upper plates were 1/4 to 1/2 inch thick except where additional strength was required at joints such as the shoulder, neck, etc. The legs would need to be filled at least to the knees with stones for stability. Accounts described earthen mounds used to aid construction; however, to reach the top of the statue would have required a mound 300 feet in diameter, which exceeded the available land area, so modern engineers have proposed that the abandoned siege towers stripped down would have made efficient scaffolding.


          A computer simulation of this construction indicated that an earthquake would have caused a cascade failure of the rivets, causing the statue to break up at the joints while still standing instead of breaking after falling to the ground, as described in second hand accounts. The arms would have been first to separate, followed by the legs. The knees were less likely to break and the ankles' survival would have depended on the quality of the workmanship.


          


          Destruction


          The statue stood for only 54 years until Rhodes was hit by an earthquake in 226 BC. The statue snapped at the knees and fell over on to the land. Ptolemy III offered to pay for the reconstruction of the statue, but the oracle of Delphi made the Rhodians afraid that they had offended Helios, and they declined to rebuild it. The remains lay on the ground as described by Strabo (xiv.2.5) for over 800 years, and even broken, they were so impressive that many traveled to see them. Pliny the Elder remarked that few people could wrap their arms around the fallen thumb and that each of its fingers was larger than most statues.


          In 654 an Arab force under Muawiyah I captured Rhodes, and according to the chronicler Theophanes the Confessor, the remains were sold to a "Jewish merchant of Edessa". The buyer had the statue broken down, and transported the bronze scrap on the backs of 900 camels to his home. There is compelling evidence that all traces of the Colossus had actually disappeared long before the Arab invasion. Theophanes is the sole source of this story to which all other sources can be traced. The stereotypical Arab destruction and the sale of such a statue to a Jew probably originated as a powerful metaphor for Nebuchadnezzar's dream of the destruction of a great and awesome statue, and would have been understood by any seventh century monk as evidence for the coming apocalypse. The same story is recorded by Barhebraeus, writing in syriac in the 13th century in Edessa (see E.A. Wallis Budge, The Chronography of Gregory Abu'l-Faraj, vol I, p. 98, APA - Philo Press, Amsterdam, 1932): (After the Arab pillage of Rhodes) "And a great number of men hauled on strong ropes which were tied round the brass Colossus which was in the city and pulled it down. And they weighed from it three thousand loads of Corinthian brass, and they sold it to a certain Jew from Emesa" (that is the Syrian city of Homs).


          


          Posture


          The harbour-straddling Colossus was a figment of medieval imaginations based on the dedication texts mention of "over land and sea" twice. Many older illustrations (above) show the statue with one foot on either side of the harbour mouth with ships passing under it: "...the brazen giant of Greek fame, with conquering limbs astride from land to land..." (" The New Colossus", a poem engraved on a bronze plaque and mounted inside the Statue of Liberty in 1903). Shakespeare's Cassius in Julius Caesar (I,ii,13638) says of Caesar:


          
            	Why man, he doth bestride the narrow world


            	Like a Colossus, and we petty men


            	Walk under his huge legs and peep about


            	To find ourselves dishonorable graves

          


          Shakespeare alludes to the Colossus also in Troilus and Cressida (V.5) and in Henry IV, Part 1 (V.1).


          While these fanciful images feed the misconception, the mechanics of the situation reveal that the Colossus could not have straddled the harbour as described in Lemprire's Classical Dictionary. If the completed statue straddled the harbor, the entire mouth of the harbor would have been effectively closed during the entirety of the construction; nor would the ancient Rhodians have had the means to dredge and re-open the harbor after construction. The statue fell in 224 BC: if it straddled the harbor mouth, it would have entirely blocked the harbor, and since the ancients would not have had the ability to remove the entire statue from the harbour, it would have remained visible on land for the next 800 years, as discussed above. Even neglecting these objections, the statue was made of bronze, and an engineering analysis proved that it could not have been built with its legs apart without collapsing from its own weight. Many researchers have considered alternate positions for the statue which would have made it more feasible for actual construction by the ancients.


          


          Modern times


          
            	Perhaps the most famous reference to the Colossus is in the poem "The New Colossus" by Emma Lazarus, written in 1883 and inscribed on a plaque located inside the pedestal of the Statue of Liberty, in New York Harbour:

          


          
            
              	Not like the brazen giant of Greek fame,



              	With conquering limbs astride from land to land;



              	Here at our sea-washed, sunset gates shall stand



              	A mighty woman with a torch, whose flame



              	Is the imprisoned lightning, and her name



              	Mother of Exiles. From her beacon-hand



              	Glows world-wide welcome; her mild eyes command



              	The air-bridged harbour that twin cities frame.



              	"Keep, ancient lands, your storied pomp!" cries she



              	With silent lips. "Give me your tired, your poor,



              	Your huddled masses yearning to breathe free,



              	The wretched refuse of your teeming shore.



              	Send these, the homeless, tempest-tost to me,



              	I lift my lamp beside the golden door!"

            

          


          
            	The design, posture and dimensions of the Statue of Liberty are based on what the Colossus was thought by engineers to have looked like.


            	There has been much debate as to whether to rebuild the Colossus. Those in favour say it would boost tourism in Rhodes greatly, but those against construction say it would cost too large an amount (over 100 million euro). This idea has been revived many times since it was first proposed in 1970 but, due to lack of funding, work has not yet started.

          


          


          Location of the ruins


          Media reports in 1989 initially suggested that large stones found on the seabed off the coast of Rhodes might have been the remains of the Colossus; however this theory was later shown to be without merit.


          Another theory published in an article in 2008 by Ursula Vedder suggests that the Colossus was never in the port, but rather on a hill named Monte Smith, which overlooks the port area. The temple on top of Monte Smith has traditionally thought to have been devoted to Apollo, but according to Vedder, it would have been a Helios sanctuary. The enormous stone foundations at the temple site, the function of which is not definitively known by modern scholars, are proposed by Vedder to have been the supporting platform of the Colossus.


          


          Popular culture


          
            	In the comic book Asterix at the Olympic Games, Rhodes sends "a colossus" to compete in the Olympic Games.


            	In Sergio Leone's sword and sandal film Il Colosso di Rodi (1961) the Colossus stands spread-legged over the only entrance to Rhodes' harbour. In this instance the statue is hollow (like the Statue of Liberty) and is armed with defensive weaponry.


            	Sylvia Plath's poem "The Colossus", refers to the Colossus of Rhodes.


            	In the popular Playstation 2 game God of War II, both Rhodes and the Colossus of Rhodes are featured at the start of the game, offering an interactive theory as to how the Colossus was destroyed.


            	In the novel Seven Ancient Wonders by Australian novelist Matthew Reilly, The Colossus is fictionalised to have been holding a piece of the Golden Capstone (which fictionally sat atop the Great Pyramid) and after being felled by the earthquake, was hidden in a trap laden abandoned mine.


            	The novel The Bronze God of Rhodes by L. Sprague de Camp is a fictionalized account of the building of the Colossus.


            	In the video game X-Men Legends, an opponent called "Champion of Rhodes" challenges the character, serving as a dark version of the character Colossus.


            	In the Civilization (series), The Colossus is one of first wonders available.


            	In Rise of Nations, 'The Colossus' is one of the first wonders available to be built. It allows the player who built it to have a population cap increased by 50. This makes The Colossus an important wonder for the whole game.


            	In the strategy game Rome Total War, the Colossus of Rhodes is a wonder that can be captured when a player's faction controls the Isle of Rhodes. Capturing this wonder increases tradable goods for whatever faction is in control of it.


            	In the open movie Elephants Dream, Emo "creates" the Colossus of Rhodes to mock and to anger Proog.


            	In the Disney animated movie Hercules, Phil lives in the head of the Colossus.


            	In the novel A Feast for Crows by George R.R. Martin the "Titan of Braavos" stands astride the harbour of Braavos as an homage to the Colossus of Rhodes


            	In the video game Talismania, one of the levels consists of building the Colossus to scare away the Kraken.


            	In Transformers animated there is a character known as Colossus Rhodes.
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          Colour or Colour is the visual perceptual property corresponding in humans to the categories called red, yellow, blue and others. Colour derives from the spectrum of light (distribution of light energy versus wavelength) interacting in the eye with the spectral sensitivities of the light receptors. Color categories and physical specifications of colour are also associated with objects, materials, light sources, etc., based on their physical properties such as light absorption, reflection, or emission spectra.


          Typically, only features of the composition of light that are detectable by humans (wavelength spectrum from 400 nm to 700 nm, roughly) are included, thereby objectively relating the psychological phenomenon of colour to its physical specification. Because perception of colour stems from the varying sensitivity of different types of cone cells in the retina to different parts of the spectrum, colors may be defined and quantified by the degree to which they stimulate these cells. These physical or physiological quantifications of colour, however, do not fully explain the psychophysical perception of colour appearance.


          The science of colour is sometimes called chromatics. It includes the perception of color by the human eye and brain, the origin of colour in materials, colour theory in art, and the physics of electromagnetic radiation in the visible range (that is, what we commonly refer to simply as Light).


          


          Physics of colour
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              The colors of the visible light spectrum
            

            
              	colour

              	wavelength interval

              	frequency interval
            


            
              	red

              	~ 700630nm

              	~ 430480THz
            


            
              	orange

              	~ 630590nm

              	~ 480510THz
            


            
              	yellow

              	~ 590560nm

              	~ 510540THz
            


            
              	green

              	~ 560490nm

              	~ 540610THz
            


            
              	blue

              	~ 490450nm

              	~ 610670THz
            


            
              	violet

              	~ 450400nm

              	~ 670750THz
            

          


          
            
              Colour, wavelength, frequency and energy of light
            

            
              	Colour

              	[image: \lambda \,\!]/nm

              	[image: \nu \,\!]/1014 Hz

              	[image: \nu_b \,\!]/104 cm1

              	[image: E \,\!]/eV

              	[image: E \,\!]/kJ mol1
            


            
              	Infrared

              	>1000

              	<3.00

              	<1.00

              	<1.24

              	<120
            


            
              	Red

              	700

              	4.28

              	1.43

              	1.77

              	171
            


            
              	Orange

              	620

              	4.84

              	1.61

              	2.00

              	193
            


            
              	Yellow

              	580

              	5.17

              	1.72

              	2.14

              	206
            


            
              	Green

              	530

              	5.66

              	1.89

              	2.34

              	226
            


            
              	Blue

              	470

              	6.38

              	2.13

              	2.64

              	254
            


            
              	Violet

              	420

              	7.14

              	2.38

              	2.95

              	285
            


            
              	Near ultraviolet

              	300

              	10.0

              	3.33

              	4.15

              	400
            


            
              	Far ultraviolet

              	<200

              	>15.0

              	>5.00

              	>6.20

              	>598
            

          


          Electromagnetic radiation is characterized by its wavelength (or frequency) and its intensity. When the wavelength is within the visible spectrum (the range of wavelengths humans can perceive, approximately from 380 nm to 740nm), it is known as "visible light".


          Most light sources emit light at many different wavelengths; a source's spectrum is a distribution giving its intensity at each wavelength. Although the spectrum of light arriving at the eye from a given direction determines the colour sensation in that direction, there are many more possible spectral combinations than color sensations. In fact, one may formally define a color as a class of spectra that give rise to the same colour sensation, although such classes would vary widely among different species, and to a lesser extent among individuals within the same species. In each such class the members are called metamers of the colour in question.


          


          Spectral colors


          The familiar colors of the rainbow in the spectrum  named using the Latin word for appearance or apparition by Isaac Newton in 1671  include all those colors that can be produced by visible light of a single wavelength only, the pure spectral or monochromatic colors. The table at right shows approximate frequencies (in terahertz) and wavelengths (in nanometers) for various pure spectral colors. The wavelengths are measured in vacuum (see refraction).


          The colour table should not be interpreted as a definitive list  the pure spectral colors form a continuous spectrum, and how it is divided into distinct colors is a matter of culture, taste, and language. A common list identifies six main bands: red, orange, yellow, green, blue, and violet. Newton's conception included a seventh colour, indigo, between blue and violet  but most people do not distinguish it, and most color scientists do not recognize it as a separate colour; it is sometimes designated as wavelengths of 420440 nm.


          The intensity of a spectral colour may alter its perception considerably; for example, a low-intensity orange-yellow is brown, and a low-intensity yellow-green is olive-green.


          For discussion of non-spectral colors, see below.


          


          Colour of objects


          
            [image: The upper disk and the lower disk have exactly the same objective color, and are in identical gray surrounds; based on context differences, humans perceive the squares as having different reflectances, and may interpret the colors as different color categories; see same color illusion.]

            
              The upper disk and the lower disk have exactly the same objective color, and are in identical gray surrounds; based on context differences, humans perceive the squares as having different reflectances, and may interpret the colors as different colour categories; see same colour illusion.
            

          


          The color of an object depends on both the physics of the object in its environment and the characteristics of the perceiving eye and brain. Physically, objects can be said to have the color of the light leaving their surfaces, which normally depends on the spectrum of that light and of the incident illumination, as well as potentially on the angles of illumination and viewing. Some objects not only reflect light, but also transmit light or emit light themselves (see below), which contribute to the color also. And a viewer's perception of the object's color depends not only on the spectrum of the light leaving its surface, but also on a host of contextual cues, so that the colour tends to be perceived as relatively constant: that is, relatively independent of the lighting spectrum, viewing angle, etc. This effect is known as colour constancy.


          Some generalizations of the physics can be drawn, neglecting perceptual effects for now:


          
            	Light arriving at an opaque surface is either reflected "specularly" (that is, in the manner of a mirror), scattered (that is, reflected with diffuse scattering), or absorbed  or some combination of these.


            	Opaque objects that do not reflect specularly (which tend to have rough surfaces) have their colour determined by which wavelengths of light they scatter more and which they scatter less (with the light that is not scattered being absorbed). If objects scatter all wavelengths, they appear white. If they absorb all wavelengths, they appear black.


            	Opaque objects that specularly reflect light of different wavelengths with different efficiencies look like mirrors tinted with colors determined by those differences. An object that reflects some fraction of impinging light and absorbs the rest may look black but also be faintly reflective; examples are black objects coated with layers of enamel or lacquer.


            	Objects that transmit light are either translucent (scattering the transmitted light) or transparent (not scattering the transmitted light). If they also absorb (or reflect) light of varying wavelengths differentially, they appear tinted with a colour determined by the nature of that absorption (or that reflectance).


            	Objects may emit light that they generate themselves, rather than merely reflecting or transmitting light. They may do so because of their elevated temperature (they are then said to be incandescent), as a result of certain chemical reactions (a phenomenon called chemoluminescence), or for other reasons (see the articles Phosphorescence and List of light sources).


            	Objects may absorb light and then as a consequence emit light that has different properties. They are then called fluorescent (if light is emitted only while light is absorbed) or phosphorescent (if light is emitted even after light ceases to be absorbed; this term is also sometimes loosely applied to light emitted due to chemical reactions).

          


          For further treatment of the colour of objects, see structural colour, below.


          To summarize, the color of an object is a complex result of its surface properties, its transmission properties, and its emission properties, all of which factors contribute to the mix of wavelengths in the light leaving the surface of the object. The perceived color is then further conditioned by the nature of the ambient illumination, and by the colour properties of other objects nearby, via the effect known as colour constancy and via other characteristics of the perceiving eye and brain.


          


          Colour perception


          
            [image: Normalized typical human cone cell responses (S, M, and L types) to monochromatic spectral stimuli]

            
              Normalized typical human cone cell responses (S, M, and L types) to monochromatic spectral stimuli
            

          


          


          Development of theories of colour vision


          Although Aristotle and other ancient scientists had already written on the nature of light and colour vision, it was not until Newton that light was identified as the source of the colour sensation. In 1810, Goethe published his comprehensive Theory of Colors. In 1801 Thomas Young proposed his trichromatic theory, based on the observation that any colour could be matched with a combination of three lights. This theory was later refined by James Clerk Maxwell and Hermann von Helmholtz. As Helmholtz puts it, "the principles of Newton's law of mixture were experimentally confirmed by Maxwell in 1856. Young's theory of colour sensations, like so much else that this marvellous investigator achieved in advance of his time, remained unnoticed until Maxwell directed attention to it."


          At the same time as Helmholtz, Ewald Hering developed the opponent process theory of colour, noting that colour blindness and afterimages typically come in opponent pairs (red-green, blue-yellow, and black-white). Ultimately these two theories were synthesized in 1957 by Hurvich and Jameson, who showed that retinal processing corresponds to the trichromatic theory, while processing at the level of the lateral geniculate nucleus corresponds to the opponent theory.


          In 1931, an international group of experts known as the Commission Internationale d'Eclairage ( CIE) developed a mathematical colour model, which mapped out the space of observable colors and assigned a set of three numbers to each.


          


          Colour in the eye


          The ability of the human eye to distinguish colors is based upon the varying sensitivity of different cells in the retina to light of different wavelengths. The retina contains three types of colour receptor cells, or cones. One type, relatively distinct from the other two, is most responsive to light that we perceive as violet, with wavelengths around 420 nm. (Cones of this type are sometimes called short-wavelength cones, S cones, or, misleadingly, blue cones.) The other two types are closely related genetically and chemically. One of them (sometimes called long-wavelength cones, L cones, or, misleadingly, red cones) is most sensitive to light we perceive as yellowish-green, with wavelengths around 564 nm; the other type (sometimes called middle-wavelength cones, M cones, or, misleadingly, green cones) is most sensitive to light perceived as green, with wavelengths around 534 nm.


          Light, no matter how complex its composition of wavelengths, is reduced to three colour components by the eye. For each location in the visual field, the three types of cones yield three signals based on the extent to which each is stimulated. These values are sometimes called tristimulus values.


          The response curve as a function of wavelength for each type of cone is illustrated above. Because the curves overlap, some tristimulus values do not occur for any incoming light combination. For example, it is not possible to stimulate only the mid-wavelength/"green" cones; the other cones will inevitably be stimulated to some degree at the same time. The set of all possible tristimulus values determines the human colour space. It has been estimated that humans can distinguish roughly 10 million different colors.


          The other type of light-sensitive cell in the eye, the rod, has a different response curve. In normal situations, when light is bright enough to strongly stimulate the cones, rods play virtually no role in vision at all. On the other hand, in dim light, the cones are understimulated leaving only the signal from the rods, resulting in a colorless response. (Furthermore, the rods are barely sensitive to light in the "red" range.) In certain conditions of intermediate illumination, the rod response and a weak cone response can together result in colour discriminations not accounted for by cone responses alone.


          


          Colour in the brain


          
            [image: The visual dorsal stream (green) and ventral stream (purple) are shown. The ventral stream is responsible for color perception.]

            
              The visual dorsal stream (green) and ventral stream (purple) are shown. The ventral stream is responsible for colour perception.
            

          


          While the mechanisms of color vision at the level of the retina are well-described in terms of tristimulus values (see above), color processing after that point is organized differently. A dominant theory of color vision proposes that colour information is transmitted out of the eye by three opponent processes, or opponent channels, each constructed from the raw output of the cones: a red-green channel, a blue-yellow channel and a black-white "luminance" channel. This theory has been supported by neurobiology, and accounts for the structure of our subjective colour experience. Specifically, it explains why we cannot perceive a "reddish green" or "yellowish blue," and it predicts the colour wheel: it is the collection of colors for which at least one of the two colour channels measures a value at one of its extremes.


          The exact nature of color perception beyond the processing already described, and indeed the status of colour as a feature of the perceived world or rather as a feature of our perception of the world, is a matter of complex and continuing philosophical dispute (see qualia).


          


          Nonstandard colour perception


          


          Colour deficiency


          If one or more types of a person's colour-sensing cones are missing or less responsive than normal to incoming light, that person can distinguish fewer colors and is said to be colour deficient or colour blind (though this latter term can be misleading; almost all color deficient individuals can distinguish at least some colors). Some kinds of colour deficiency are caused by anomalies in the number or nature of cones in the retina. Others (like central or cortical achromatopsia) are caused by neural anomalies in those parts of the brain where visual processing takes place.


          


          Tetrachromacy


          While most humans are trichromatic (having three types of colour receptors), many animals, known as tetrachromats, have four types. These include some species of spiders, most marsupials, birds, reptiles, and many species of fish. Other species are sensitive to only two axes of color or do not perceive colour at all; these are called dichromats and monochromats respectively. A distinction is made between retinal tetrachromacy (having four pigments in cone cells in the retina, compared to three in trichromats) and functional tetrachromacy (having the ability to make enhanced colour discriminations based on that retinal difference). As many as half of all women, but only a small percentage of men, are retinal tetrachromats. The phenomenon arises when an individual receives two slightly different copies of the gene for either the medium- or long-wavelength cones, which are carried on the x-chromosome, accounting for the differences between genders. For some of these retinal tetrachromats, colour discriminations are enhanced, making them functional tetrachromats.


          


          Synesthesia


          In certain forms of synesthesia, perceiving letters and numbers ( graphemecolour synesthesia) or hearing musical sounds (musiccolor synesthesia) will lead to the unusual additional experiences of seeing colors. Behavioural and functional neuroimaging experiments have demonstrated that these color experiences lead to changes in behavioral tasks and lead to increased activation of brain regions involved in color perception, thus demonstrating their reality, and similarity to real colour percepts, albeit evoked through a non-standard route.


          


          Afterimages


          After exposure to strong light in their sensitivity range, photoreceptors of a given type become desensitized. For a few seconds after the light ceases, they will continue to signal less strongly than they otherwise would. Colors observed during that period will appear to lack the colour component detected by the desensitized photoreceptors. This effect is responsible for the phenomenon of afterimages, in which the eye may continue to see a bright figure after looking away from it, but in a complementary colour.


          Afterimage effects have also been utilized by artists, including Vincent van Gogh.


          


          Colour constancy


          There is an interesting phenomenon which occurs when an artist uses a limited colour palette: the eye tends to compensate by seeing any grey or neutral color as the color which is missing from the colour wheel. E.g., in a limited palette consisting of red, yellow, black and white, a mixture of yellow and black will appear as a variety of green, a mixture of red and black will appear as a variety of purple, and pure grey will appear bluish.


          The trichromatric theory discussed above is strictly true only if the whole scene seen by the eye is of one and the same colour, which of course is unrealistic. In reality, the brain compares the various colors in a scene, in order to eliminate the effects of the illumination. If a scene is illuminated with one light, and then with another, as long as the difference between the light sources stays within a reasonable range, the colors of the scene will nevertheless appear constant to us. This was studied by Edwin Land in the 1970s and led to his retinex theory of colour constancy.


          


          Colour naming


          Colors vary in several different ways, including hue (red vs. orange vs. blue), saturation, brightness, and gloss. Some color words are derived from the name of an object of that colour, such as "orange" or "salmon", while others are abstract, like "red".


          Different cultures have different terms for colors, and may also assign some colour names to slightly different parts of the spectrum: for instance, the Chinese character 青 (rendered as qīng in Mandarin and ao in Japanese) has a meaning that covers both blue and green; blue and green are traditionally considered shades of "青."


          In the 1969 study Basic Colour Terms: Their Universality and Evolution, Brent Berlin and Paul Kay describe a pattern in naming "basic" colors (like "red" but not "red-orange" or "dark red" or "blood red", which are "shades" of red). All languages that have two "basic" colour names distinguish dark/cool colors from bright/warm colors. The next colors to be distinguished are usually red and then blue or green. All languages with six "basic" colors include black, white, red, green, blue and yellow. The pattern holds up to a set of twelve: black, grey, white, pink, red, orange, yellow, green, blue, purple, brown, and azure (distinct from blue in Russian and Italian but not English).


          


          Associations


          Individual colors have a variety of cultural associations such as national colors (in general described in individual colour articles and colour symbolism). The field of colour psychology attempts to identify the effects of colour on human emotion and activity. Chromotherapy is a form of alternative medicine attributed to various Eastern traditions.


          


          Health effects


          When the colour spectrum of artificial lighting is mismatched to that of sunlight, material health effects may arise including increased incidence of headache. This phenomenon is often coupled with adverse effects of over-illumination, since many of the same interior spaces that have colour mismatch also have higher light intensity than desirable for the task being conducted in that space.


          


          Measurement and reproduction of colour


          


          Relation to spectral colors


          
            [image: The CIE 1931 color space chromaticity diagram. The outer curved boundary is the spectral (or monochromatic) locus, with wavelengths shown in nanometers. Note that the colors depicted depend on the color space of the device on which you are viewing the image, and therefore may not be a strictly accurate representation of the color at a particular position, and especially not for monochromatic colors.]
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          Most light sources are mixtures of various wavelengths of light. However, many such sources can still have a spectral color insofar as the eye cannot distinguish them from monochromatic sources. For example, most computer displays reproduce the spectral colour orange as a combination of red and green light; it appears orange because the red and green are mixed in the right proportions to allow the eye's red and green cones to respond the way they do to orange.


          A useful concept in understanding the perceived colour of a non-monochromatic light source is the dominant wavelength, which identifies the single wavelength of light which produces a sensation most similar to the light source. Dominant wavelength is roughly akin to hue.


          Of course, there are many colour perceptions that by definition cannot be pure spectral colors due to desaturation or because they are purples (mixtures of red and violet light, from opposite ends of the spectrum). Some examples of necessarily non-spectral colors are the achromatic colors (black, gray and white) and colors such as pink, tan, and magenta.


          Two different light spectra which have the same effect on the three color receptors in the human eye will be perceived as the same colour. This is exemplified by the white light that is emitted by fluorescent lamps, which typically has a spectrum consisting of a few narrow bands, while daylight has a continuous spectrum. The human eye cannot tell the difference between such light spectra just by looking into the light source, although reflected colors from objects can look different. (This is often exploited e.g. to make fruit or tomatoes look more brightly red in shops.)


          Similarly, most human colour perceptions can be generated by a mixture of three colors called primaries. This is used to reproduce colour scenes in photography, printing, television and other media. There are a number of methods or colour spaces for specifying a colour in terms of three particular primary colors. Each method has its advantages and disadvantages depending on the particular application.


          No mixture of colors, though, can produce a fully pure color perceived as completely identical to a spectral colour, although one can get very close for the longer wavelengths, where the chromaticity diagram above has a nearly straight edge. For example, mixing green light (530 nm) and blue light (460 nm) produces cyan light that is slightly desaturated, because response of the red colour receptor would be greater to the green and blue light in the mixture than it would be to a pure cyan light at 485 nm that has the same intensity as the mixture of blue and green.


          Because of this, and because the primaries in colour printing systems generally are not pure themselves, the colors reproduced are never perfectly saturated colors, and so spectral colors cannot be matched exactly. However, natural scenes rarely contain fully saturated colors, thus such scenes can usually be approximated well by these systems. The range of colors that can be reproduced with a given colour reproduction system is called the gamut. The CIE chromaticity diagram can be used to describe the gamut.


          Another problem with color reproduction systems is connected with the acquisition devices, like cameras or scanners. The characteristics of the colour sensors in the devices are often very far from the characteristics of the receptors in the human eye. In effect, acquisition of colors that have some special, often very "jagged," spectra caused for example by unusual lighting of the photographed scene can be relatively poor.


          Species that have colour receptors different from humans, e.g. birds that may have four receptors, can differentiate some colors that look the same to a human. In such cases, a color reproduction system 'tuned' to a human with normal colour vision may give very inaccurate results for the other observers.


          The next problem is different color response of different devices. For colour information stored and transferred in a digital form, colour management technique based on ICC profiles attached to color data and to devices with different colour response helps to avoid deformations of the reproduced colors. The technique works only for colors in gamut of the particular devices, e.g. it can still happen that your monitor is not able to show you real color of your goldfish even if your camera can receive and store the colour information properly and vice versa.


          Structural colour


          Structural colors are colors caused by interference effects rather than by pigments. Color effects are produced when a material is scored with fine parallel lines, formed of a thin layer or of two or more parallel thin layers, or otherwise composed of microstructures on the scale of the colour's wavelength. If the microstructures are spaced randomly, light of shorter wavelengths will be scattered preferentially to produce Tyndall effect colors: the blue of the sky, the luster of opals, and the blue of human irises. If the microstructures are aligned in arrays, for example the array of pits in a CD, they behave as a diffraction grating: the grating reflects different wavelengths in different directions due to interference phenomena, separating mixed "white" light into light of different wavelengths. If the structure is one or more thin layers then it will reflect some wavelengths and transmit others, depending on the layers' thickness.


          Structural colour is responsible for the blues and greens of the feathers of many birds (the blue jay, for example), as well as certain butterfly wings and beetle shells. Variations in the pattern's spacing often give rise to an iridescent effect, as seen in peacock feathers, soap bubbles, films of oil, and mother of pearl, because the reflected colour depends upon the viewing angle. Peter Vukusic has carried out research in butterfly wings and beetle shells using electron micrography, and has since helped develop a range of " photonic" cosmetics using structural colour.


          Structural colour is studied in the field of thin-film optics. A layman's term that describes particularly the most ordered or the most changeable structural colors is iridescence.


          


          Additional terms


          
            	Colorfulness, chroma, or saturation: how "intense" or "concentrated" a colour is; also known as chroma or purity.


            	Hue: the colour's direction from white, for example in a colour wheel or chromaticity diagram.


            	Shade: a colour made darker by adding black.


            	Tint: a colour made lighter by adding white.


            	Value, brightness, or lightness: how light or dark a colour is.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Colour"
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          Colour blindness, a colour vision deficiency in animals, is the inability to perceive differences between some of the colors that others can distinguish. It is most often of genetic nature, but may also occur because of eye, nerve, or brain damage, or due to exposure to certain chemicals. The English chemist John Dalton in 1798 published the first scientific paper on the subject, "Extraordinary facts relating to the vision of colours", after the realization of his own colour blindness; because of Dalton's work, the condition is sometimes called Daltonism, although this term is now used for a type of colour blindness called deuteranopia.


          Colour blindness is usually classed as disability; however, in selected situations color blind people have an advantage over people with normal color vision. There are some studies which conclude that colour blind individuals are better at penetrating certain camouflages. Monochromats may have a minor advantage in dark vision, but only in the first five and a half minutes of dark adaptation.


          
            [image: An 1895 illustration of normal vision and various kinds of color blindness]
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          Background


          The normal human retina contains two kinds of light cells: the rod cells ( active in low light) and the cone cells ( active in normal daylight). Normally, there are three kinds of cones, each containing a different pigment. The cones are activated when the pigments absorb light. The absorption spectra of the cones differ; one is maximally sensitive to short wavelengths, one to medium wavelengths, and the third to long wavelengths (their peak sensitivities are in the blue, yellowish-green, and yellow regions of the spectrum, respectively). The absorption spectra of all three systems cover much of the visible spectrum, so it is not entirely accurate to refer to them as " blue", " green" and " red" receptors, especially because the "red" receptor actually has its peak sensitivity in the yellow. The sensitivity of normal color vision actually depends on the overlap between the absorption spectra of the three systems: different colors are recognized when the different types of cone are stimulated to different extents. Red light, for example, stimulates the long wavelength cones much more than either of the others, and reducing wavelength causes the other two cone systems to be increasingly stimulated, causing a gradual change in hue. Many of the genes involved in color vision are on the X chromosome, making colour blindness more common in males than in females.


          


          Causes


          Any recessive genetic characteristic that persists at a level as high as 5% is generally regarded as possibly having some advantage over the long term. In World War II it was discovered that analysis of color aerial photos yielded more information if at least one team member was color blind. Significantly, humans are the only trichromatic primates with such a high percentage of colour blindness. As the color blind test example (next to analysis) demonstrates, colour blind people see different patterns. WWII teams that analyzed aerial photographs were looking for unusual patterns, so a color blind person could prove useful. From an evolutionary perspective a hunting group will be more effective if it includes a colour blind hunter (one in twenty) who can spot prey that others cannot.


          Another possible advantage might result from the presence of a tetrachromic female. Owing to X-chromosome inactivation, women who are heterozygous for anomalous trichromacy ought to have at least four types of cone in their retinae. It is possible that this affords them an extra dimension of colour vision, by analogy to New World monkeys where heterozygous females gain trichromacy in a basically dichromatic species.


          


          Genetic modes of inheritance


          Colour blindness can be inherited genetically. Some people believe, incorrectly, that it is only ever inherited from mutations on the X chromosome but the mapping of the human genome has shown there are many causative mutations--mutations capable of causing colour blindness originate from at least 19 different chromosomes and many different genes (as shown online at the Online Mendelian Inheritance in Man (OMIM) database at Johns Hopkins University). Cone dystrophy, Cone-rod dystrophy, Achromatopsia (aka Rod Monochromatism, aka Stationery Cone Dystrophy, aka Cone Dysfunction Syndrome), Blue cone monochromatism, Retinitis pigmentosa (initially affects rods but can later progress to cones and therefore colour blindness), Diabetes, Age-Related Macular degeneration, Retinoblastoma, Leber's congenital amaurosis - These are some of the inherited diseases known to cause colour blindness.


          Inherited color blindness can be congenital (from birth), or it can commence in childhood or adulthood. Depending on the mutation, it can be stationary, that is, remain the same throughout a person's lifetime, or progressive. As progressive phenotypes involve deterioration of the retina and other parts of the eye, certain forms of colour blindness can progress to legal blindness, i.e., an acuity of 6/60 or worse, and often leave a person with complete blindness.


          Color blindness always pertains to the cone photoreceptors in our retina as the cones are capable of detecting the colour frequencies of light we perceive. There are 3 types of cones, each responsible for detecting either red, green or blue.


          About two percent of females and eight percent of males are color blind (Sewell, 1983). The reason males are at a greater risk of inheriting an X linked mutation is because males only have one X chromosome (XY), and females have two (XX); if the women inherit a normal X chromosome in addition to the one which carries the mutation, they will not display the mutation, while men have no 'spare' normal chromosome to override the chromosome which carries the mutation. In colour blindness caused by mutations on the X chromosome there is a 50% chance of male offspring being affected and a 50% chance of female offspring being carriers. Nature usually deals with mutated genes by expressing the healthy copy in offspring.


          


          Other causes


          Shaken Baby Syndrome (this can cause damage to the retina and brain damage and therefore cause colour blindness); Accidents and other trauma to the retina and brain; UV damage (not wearing appropriate protection). Most UV damage is caused during childhood and this form of retinal degeneration is the leading cause of blindness in the world. Damage often presents later in life.


          


          Types


          There are many types of color blindness. The most common are red-green hereditary (genetic) photoreceptor disorders, but it is also possible to acquire color blindness through damage to the retina, optic nerve, or higher brain areas. Higher brain areas implicated in colour processing include the parvocellular pathway of the lateral geniculate nucleus of the thalamus, and visual area V4 of the visual cortex. Acquired color blindness is generally unlike the more typical genetic disorders. For example, it is possible to acquire color blindness only in a portion of the visual field but maintain normal color vision elsewhere. Some forms of acquired color blindness are reversible. Transient colour blindness also occurs (very rarely) in the aura of some migraine sufferers.


          The different kinds of inherited colour blindness result from partial or complete loss of function of one or more of the different cone systems. When one cone system is compromised, dichromacy results. The most frequent forms of human color blindness result from problems with either the middle or long wavelength sensitive cone systems, and involve difficulties in discriminating reds, yellows, and greens from one another. They are collectively referred to as "red-green color blindness", though the term is an over-simplification and is somewhat misleading. Other forms of color blindness are much more rare. They include problems in discriminating blues from yellows, and the rarest forms of all, complete colour blindness or monochromacy, where one cannot distinguish any colour from grey, as in a black-and-white movie or photograph.


          


          Classification of colour deficiencies


          


          By etiology
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            [image: The colors of the rainbow as viewed by a person with protanopia.]

            
              The colors of the rainbow as viewed by a person with protanopia.
            

          


          
            [image: The colors of the rainbow as viewed by a person with deuteranopia.]
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            [image: The colors of the rainbow as viewed by a person with tritanopia.]

            
              The colors of the rainbow as viewed by a person with tritanopia.
            

          


          Colour vision deficiencies can be classified as acquired or inherited.


          
            	Acquired


            	Inherited: There are three types of inherited or congenital colour vision deficiencies: monochromacy, dichromacy, and anomalous trichromacy.

          


          
            	
              
                	Monochromacy, also known as "total colour blindness", is the lack of ability to distinguish colors; caused by cone defect or absence. Monochromacy occurs when two or all three of the cone pigments are missing and colour and lightness vision is reduced to one dimension.

              


              
                	
                  
                    	Rod monochromacy (achromatopsia) is a rare, nonprogressive inability to distinguish any colors as a result of absent or nonfunctioning retinal cones. It is associated with light sensitivity ( photophobia), involuntary eye oscillations ( nystagmus), and poor vision.


                    	Cone monochromacy is a rare, total colour blindness that is accompanied by relatively normal vision, electoretinogram, and electrooculogram.

                  

                

              


              
                	Dichromacy is a moderately severe color vision defect in which one of the three basic colour mechanisms is absent or not functioning. It is hereditary and sex-linked, affecting predominantly males. Dichromacy occurs when one of the cone pigments is missing and colour is reduced to two dimensions.

              


              
                	
                  
                    	Protanopia is a severe type of colour vision deficiency caused by the complete absence of red retinal photoreceptors. It is a form of dichromatism in which red appears dark. It is hereditary, sex-linked, and present in 1% of all males.


                    	Deuteranopia is a colour vision deficiency in which the green retinal photoreceptors are absent, moderately affecting red-green hue discrimination. It is a form of dichromatism in which there are only two cone pigments present. It is likewise hereditary, sex-linked, and present in 1% of all males.


                    	Tritanopia is an exceedingly rare colour vision disturbance in which there are only two cone pigments present and a total absence of blue retinal receptors.

                  

                

              


              
                	Anomalous trichromacy is a common type of inherited color vision deficiency, occurring when one of the three cone pigments is altered in its spectral sensitivity. This results in an impairment, rather than loss, of trichromacy (normal three-dimensional colour vision).

              


              
                	
                  
                    	Protanomaly is a mild colour vision defect in which an altered spectral sensitivity of red retinal receptors (closer to green receptor response) results in poor red-green hue discrimination. It is hereditary, sex-linked, and present in 1% of all males. It is often passed from mother to child.


                    	Deuteranomaly, caused by a similar shift in the green retinal receptors, is by far the most common type of colour vision deficiency, mildly affecting red-green hue discrimination in 5% of all males. It is hereditary and sex-linked.


                    	Tritanomaly is a rare, hereditary colour vision deficiency affecting blue-yellow hue discrimination.

                  

                

              

            

          


          


          By clinical appearance


          Based on clinical appearance, color blindness may be described as total or partial. Total color blindness is much less common than partial colour blindness. There are two major types of colour blindness: those who have difficulty distinguishing between red and green, and those who have difficulty distinguishing between blue and yellow.
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          Congenital colour vision deficiencies


          Congenital colour vision deficiencies are subdivided based on the number of primary hues needed to match a given sample in the visible spectrum.


          


          Monochromacy


          Monochromacy is the condition of possessing only a single channel for conveying information about colour. Monochromats possess a complete inability to distinguish any colors and perceive only variations in brightness. It occurs in two primary forms:


          
            	Rod monochromacy, frequently called achromatopsia, where the retina contains no cone cells, so that in addition to the absence of colour discrimination, vision in lights of normal intensity is difficult. While normally rare, achromatopsia is very common on the island of Pingelap, a part of the Pohnpei state, Federated States of Micronesia, where it is called maskun: about 1/12 of the population there has it. The island was devastated by a storm in the 18th century, and one of the few male survivors carried a gene for achromatopsia; the population is now several thousand, of whom about 30% carry this gene.


            	Cone monochromacy is the condition of having both rods and cones, but only a single kind of cone. A cone monochromat can have good pattern vision at normal daylight levels, but will not be able to distinguish hues. Blue cone monochromacy (X chromosome) is caused by a complete absence of L- and M-cones. It is encoded at the same place as red-green colour blindness on the X chromosome. Peak spectral sensitivities are in the blue region of the visible spectrum (near 440 nm). They generally show nystagmus ("jiggling eyes"), photophobia (light sensitivity), reduced visual acuity, and myopia (nearsightedness). Visual acuity usually falls to the 20/50 to 20/400 range

          


          


          Dichromacy


          Protanopes, deuteranopes, and tritanopes are dichromats; that is, they can match any colour they see with some mixture of just two spectral lights (whereas normally humans are trichromats and require three lights). These individuals normally know they have a color vision problem and it can affect their lives on a daily basis. Protanopes and deuteranopes see no perceptible difference between red, orange, yellow, and green. All these colors that seem so different to the normal viewer appear to be the same colour for this two percent of the population.


          
            [image: Test for Protanopia(Note: the number in this and the next two images may not be visible on LCD screens or with excessive screen glare.) �Most people should see the number 37, but someone who is protanopic may not be able to see it.]

            
              
                Test for Protanopia

                (Note: the number in this and the next two images may not be visible on LCD screens or with excessive screen glare.)
              


              
                Most people should see the number 37, but someone who is protanopic may not be able to see it.
              

            

          


          
            	Protanopia (1% of males): Lacking the long-wavelength sensitive retinal cones, those with this condition are unable to distinguish between colors in the green-yellow-red section of the spectrum. They have a neutral point at a greenish wavelength around 492 nm  that is, they cannot discriminate light of this wavelength from white. For the protanope, the brightness of red, orange, and yellow is much reduced compared to normal. This dimming can be so pronounced that reds may be confused with black or dark gray, and red traffic lights may appear to be extinguished. They may learn to distinguish reds from yellows and from greens primarily on the basis of their apparent brightness or lightness, not on any perceptible hue difference. Violet, lavender, and purple are indistinguishable from various shades of blue because their reddish components are so dimmed as to be invisible. E.g. Pink flowers, reflecting both red light and blue light, may appear just blue to the protanope. Very few people have been found who have one normal eye and one protanopic eye. These unilateral dichromats report that with only their protanopic eye open, they see wavelengths below the neutral point as blue and those above it as yellow. This is a rare form of colour blindness.

          


          
            [image: Test for Deuteranopia �This image shows a number 44 or 49, but someone who is deuteranopic may not be able to see it.]

            
              
                Test for Deuteranopia
              


              
                This image shows a number 44 or 49, but someone who is deuteranopic may not be able to see it.
              

            

          


          
            	Deuteranopia (1% of males): Lacking the medium-wavelength cones, those affected are again unable to distinguish between colors in the green-yellow-red section of the spectrum. Their neutral point is at a slightly longer wavelength, 498 nm. The deuteranope suffers the same hue discrimination problems as the protanope, but without the abnormal dimming. The names red, orange, yellow, and green really mean very little to him aside from being different names that every one else around him seems to be able to agree on. Similarly, violet, lavender, purple, and blue, seem to be too many names to use logically for hues that all look alike to him. This is one of the rarer forms of colorblindness making up about 1% of the male population, also known as Daltonism after John Dalton. (Dalton's diagnosis was confirmed as deuteranopia in 1995, some 150 years after his death, by DNA analysis of his preserved eyeball.) Deuteranopic unilateral dichromats report that with only their deuteranopic eye open, they see wavelengths below the neutral point as blue and those above it as yellow.

          


          
            [image: Test for Tritanopia �This image shows the number 56, but someone who is tritanopic may not be able to see it.]

            
              
                Test for Tritanopia
              


              
                This image shows the number 56, but someone who is tritanopic may not be able to see it.
              

            

          


          
            	Tritanopia (less than 1% of males and females): Lacking the short-wavelength cones, those affected are unable to distinguish between the colors in the blue-yellow section of the spectrum. This form of colour blindness is not sex-linked.

          


          


          Anomalous trichromacy


          Those with protanomaly, deuteranomaly, or tritanomaly are trichromats, but the color matches they make differ from the normal. They are called anomalous trichromats. In order to match a given spectral yellow light, protanomalous observers need more red light in a red/green mixture than a normal observer, and deuteranomalous observers need more green. From a practical stand point though, many protanomalous and deuteranomalous people breeze through life with very little difficulty doing tasks that require normal color vision. Some may not even be aware that their color perception is in any way different from normal. The only problem they have is passing a colour vision test.


          Protanomaly and deuteranomaly can be readily observed using an instrument called an anomaloscope, which mixes spectral red and green lights in variable proportions, for comparison with a fixed spectral yellow. If this is done in front of a large audience of men, as the proportion of red is increased from a low value, first a small proportion of people will declare a match, while most of the audience sees the mixed light as greenish. These are the deuteranomalous observers. Next, as more red is added the majority will say that a match has been achieved. Finally, as yet more red is added, the remaining, protanomalous, observers will declare a match at a point where everyone else is seeing the mixed light as definitely reddish.


          
            	Protanomaly (1% of males, 0.01% of females): Having a mutated form of the long-wavelength (red) pigment, whose peak sensitivity is at a shorter wavelength than in the normal retina, protanomalous individuals are less sensitive to red light than normal. This means that they are less able to discriminate colors, and they do not see mixed lights as having the same colors as normal observers. They also suffer from a darkening of the red end of the spectrum. This causes reds to reduce in intensity to the point where they can be mistaken for black. Protanomaly is a fairly rare form of colour blindness, making up about 1% of the male population. Both protanomaly and deuteranomaly are carried on the X chromosome.


            	Deuteranomaly (most common - 6% of males, 0.4% of females): Having a mutated form of the medium-wavelength (green) pigment. The medium-wavelength pigment is shifted towards the red end of the spectrum resulting in a reduction in sensitivity to the green area of the spectrum. Unlike protanomaly the intensity of colors is unchanged. This is the most common form of colour blindness, making up about 6% of the male population. The deuteranomalous person is considered "green weak". For example, in the evening, dark green cars appear to be black to Deuteranomalous people. Similar to the protanomates, deuteranomates are poor at discriminating small differences in hues in the red, orange, yellow, green region of the spectrum. They make errors in the naming of hues in this region because the hues appear somewhat shifted towards red. One very important difference between deuteranomalous individuals and protanomalous individuals is deuteranomalous individuals do not have the loss of "brightness" problem.


            	Tritanomaly (equally rare for males and females): Having a mutated form of the short-wavelength (blue) pigment. The short-wavelength pigment is shifted towards the green area of the spectrum. This is the rarest form of anomalous trichromacy color blindness. Unlike the other anomalous trichromasy color deficiencies, the mutation for this colour blindness is carried on chromosome 7. Therefore it is equally prevalent in both male & female populations. The OMIM gene code for this mutation is 304000 Colorblindness, Partial Tritanomaly.

          


          


          Clinical forms of colour blindness


          


          Total colour blindness


          Achromatopsia is strictly defined as the inability to see colour. Although the term may refer to acquired disorders such as colour agnosia and cerebral achromatopsia, it typically refers to congenital colour vision disorders (i.e. more frequently rod monochromacy and less frequently cone monochromacy).


          In color agnosia and cerebral achromatopsia, a person cannot perceive colors even though the eyes are capable of distinguishing them. Some sources do not consider these to be true colour blindness, because the failure is of perception, not of vision. They are forms of visual agnosia.


          


          Red-green colour blindness


          
            [image: X-linked recessive inheritance]
          


          Those with protanopia, deuteranopia, protanomaly, and deuteranomaly have difficulty with discriminating red and green hues. Genetic red-green colour blindness affects men much more often than women, because the genes for the red and green colour receptors are located on the X chromosome, of which men have only one and women have two. Such a trait is called sex-linked. Females (46, XX) are red-green colour blind only if both their X chromosomes are defective with a similar deficiency, whereas males (46, XY) are colour blind if their single X chromosome is defective.


          The gene for red-green color blindness is transmitted from a colour blind male to all his daughters who are heterozygote carriers and are usually unaffected. In turn, a carrier woman has a fifty percent chance of passing on a mutated X chromosome region to each of her male offspring. The sons of an affected male will not inherit the trait from him, since they receive his Y chromosome and not his (defective) X chromosome. Should an affected male have children with a carrier or colorblind woman, their daughters may be colorblind by inheriting an affected X chromosome from each parent.


          Because one X chromosome is inactivated at random in each cell during a woman's development, it is possible for her to have four different cone types, as when a carrier of protanomaly has a child with a deuteranomalic man. Denoting the normal vision alleles by P and D and the anomalous by p and d, the carrier is PD pD and the man is Pd. The daughter is either PD Pd or pD Pd. Suppose she is pD Pd. Each cell in her body expresses either her mother's chromosome pD or her father's Pd. Thus her red-green sensing will involve both the normal and the anomalous pigments for both colors. Such women are tetrachromats, since they require a mixture of four spectral lights to match an arbitrary light.


          


          Blue-yellow colour blindness


          Those with tritanopia and tritanomaly have difficulty with discriminating blue and yellow hues.


          Colour blindness involving the inactivation of the short-wavelength sensitive cone system (whose absorption spectrum peaks in the bluish-violet) is called tritanopia or, loosely, blue-yellow colour blindness. The tritanopes neutral point occurs near a yellowish 570 nm; green is perceived at shorter wavelengths and red at longer wavelengths. Mutation of the short-wavelength sensitive cones is called tritanomaly. Tritanopia is equally distributed among males and females. Jeremy H. Nathans (with the Howard Hughes Medical Institute) proved that the gene coding for the blue receptor lies on chromosome 7, which is shared equally by men and women. Therefore it is not sex-linked. This gene does not have any neighbor whose DNA sequence is similar. Blue colour blindness is caused by a simple mutation in this gene. (2006, Howard Hughes Medical Institute).


          


          Prevalence


          
            [image: Paul Newman is known to have color blindness]

            
              Paul Newman is known to have colour blindness
            

          


          Colour blindness affects a significant number of people , although exact proportions vary among groups. In Australia, for example, it occurs in about 8 percent of males and only about 0.4 percent of females. Isolated communities with a restricted gene pool sometimes produce high proportions of colour blindness, including the less usual types. Examples include rural Finland, Hungary, and some of the Scottish islands. In the United States, about 7 percent of the male population  or about 10.5 million men  and 0.4 percent of the female population either cannot distinguish red from green, or see red and green differently (Howard Hughes Medical Institute, 2006). It has been found that more than 95 percent of all variations in human colour vision involve the red and green receptors in male eyes. It is very rare for males or females to be "blind" to the blue end of the spectrum.
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              	Red-green (Asians)

              	5%

              	

              	

              	
            


            
              	Red-green (Africans)
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              	Rod monochromacy (no cones)
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              	Protanopia (L-cone absent)
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              	Deuteranopia (M-cone absent)
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              	Tritanopia (S-cone absent)
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              	Anomalous Trichromacy

              	6.3%
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              	Protanomaly (L-cone defect)
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              	0.02%

              	

              	
            


            
              	Deuteranomaly (M-cone defect)

              	5.0%
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              	Tritanomaly (S-cone defect)

              	0.01%

              	0.01%

              	

              	
            

          


          


          Diagnosis
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              Example of an Ishihara color test plate. The numeral "74" should be clearly visible to viewers with normal colour vision. Viewers with dichromacy or anomalous trichromacy may read it as "21", and viewers with achromatopsia may see nothing.
            

          


          The Ishihara colour test, which consists of a series of pictures of colored spots, is the test most often used to diagnose red-green colour deficiencies. A figure (usually one or more Arabic digits) is embedded in the picture as a number of spots in a slightly different color, and can be seen with normal color vision, but not with a particular color defect. The full set of tests has a variety of figure/background colour combinations, and enable diagnosis of which particular visual defect is present. The anomaloscope, described above, is also used in diagnosing anomalous trichromacy.


          However, the Ishihara colour test is criticized for containing only numerals and thus not being useful for young children, who have not yet learned to use numerals. It is often stated that it is important to identify these problems as soon as possible and explain them to the children to prevent possible problems and psychological traumas. For this reason, alternative colour vision tests were developed using only symbols (square, circle, car).


          Most clinical tests are designed to be fast, simple, and effective at identifying broad categories of color blindness. In academic studies of colour blindness, on the other hand, there is more interest in developing flexible tests (, for example) to collect thorough datasets, identify copunctal points, and measure just noticeable differences.


          


          Treatment and management


          There is generally no treatment to cure colour deficiencies. However, certain types of tinted filters and contact lenses may help an individual to distinguish different colors better. Optometrists can supply a singular red-tint contact lens to wear in the dominant eye. This may enable the wearer to pass colour blindness tests for certain occupations. The effect of wearing such a device is akin to wearing red/blue 3D glasses and can take some getting used to as certain wavelengths can "jump" out and be overly represented. Additionally, computer software has been developed to assist those with visual colour difficulties.


          The Gnome Desktop provides colorblind accessibility using the gnome-mag and the libcolorblind software. Using a gnome applet, the user may switch a color filter on and off choosing from a set of possible color transformations that will displace the colors in order to disambiguate the colors. The software enables, for instance, a colour blind person to see the numbers in the ishihara test.


          The National Eye Institute is doing research into treating/curing colour blindness, and it is now required to donate 5% of its resources to this cause under instruction of the National Institutes of Health.


          


          Design implications of colour blindness


          Colour codes present particular problems for color blind people as they are often difficult or impossible for colour blind people to understand.


          Good graphic design avoids using color coding or color contrasts alone to express information, as this not only helps colour blind people, but also aids understanding by normally sighted people. The use of Cascading Style Sheets on the world wide web allows pages to be given an alternative color scheme for colour-blind readers. This colour scheme generator helps a graphic designer see color schemes as seen by eight types of color blindness. For an example of a map that could present a significant problem to a colour blind reader, see this graphic from a recent New York Times article. The typical red-green colour blind reader will find the green sections of the map nearly indistinguishable from the orange, rendering the graphic unreadable.


          Designers should take into account that color-blindness is highly sensitive to differences in material. For example, a red-green colorblind person who is incapable of distinguishing colors on a map printed on paper may have no such difficulty when viewing the map on a computer screen or television. In addition, some color blind people find it easier to distinguish problem colors on artificial materials, such as plastic or in acrylic paints, than on natural materials, such as paper or wood. Thirdly, for some color blind people, color can only be distinguished if there is a sufficient "mass" of color: thin lines might appear black while a thicker line of the same color can be perceived as having colour.


          When the need to process visual information as rapidly as possible arises, for example in a train or aircraft crash, the visual system may operate only in shades of grey, with the extra information load in adding colour being dropped. This is an important possibility to consider when designing, for example, emergency brake handles or emergency phones.


          Due to this inability to recognize colors such as red and green, some countries (e.g., Singapore prior to the 1990s or Romania even to the present day) have refused to grant individuals with colour blindness driving licenses. In Romania there is an undergoing effort to remove the legal restrictions that prohibit its colorblind citizens from getting drivers' licenses.


          


          Misconceptions and compensations


          Color blindness is not the swapping of colors in the observer's eyes. Grass is never red, and stop signs are never green. The colour impaired do not learn to call red "green" and vice versa. However, dichromats often confuse red and green items. For example, they may find it difficult to distinguish a Braeburn from a Granny Smith and in some cases, the red and yellow of a traffic light without other clues (e.g., shape or location). This is demonstrated in this simulation of the two types of apple as viewed by a trichromat or by a dichromat.



          
            [image: Image:Braeburn GrannySmith dichromat sim.jpg]

          


          Anomalous Trichromats are often able to readily spot camouflage clothing, netting, and paint that has been designed for individuals with colour-normal vision. They tend to learn to see texture and shape. This lets them see through some camouflage patterns. In the apple example, above, they will see the clear difference because the surface pattern is different.


          Traffic light colors are confusing to some dichromats: there is insufficient apparent difference between the red and amber and sodium street lamps and the green can be confused with a grubby white lamp. This is a risk factor on a high-speed undulating road where angular cues can't be used. British Rail color lamp signals use more easily identifiable colors: the red is really blood red, the amber is quite yellow and the green is a bluish colour.


          Color blindness almost never means complete monochromatism. In almost all cases, color blind people retain blue-yellow discrimination, and most color blind individuals are anomalous trichromats rather than complete dichromats. In practice this means that they often retain a limited discrimination along the red-green axis of colour space although their ability to separate colors in this dimension is severely reduced.


          It should also be noted that even though some people are unable to see some or maybe even any of the numbers in (e.g. red-green) colour blindness tests, they might still be able to tell the difference between the colors in their everyday lives.
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Saint Columba, Apostle of the Picts
              
            


            
              	Apostle of the Picts
            


            
              	Born

              	December 7, 521(521-12-07), County Donegal, Ireland
            


            
              	Died

              	June 9, 597 (aged75), Iona, Scotland
            


            
              	Venerated in

              	Roman Catholic Church, Eastern Orthodox Church, Lutheran Church, Anglican Church
            


            
              	Major shrine

              	Iona, Scotland
            


            
              	Feast

              	June 9
            


            
              	Patronage

              	floods, bookbinders, poets, Ireland, Scotland
            

          


          Saint Columba ( 7 December 521  9 June 597), sometimes referred to as Columba of Iona, or, in Old Irish, as Colm Cille or Columcille (meaning "Dove of the church") was an outstanding figure among the Gaelic missionary monks who, some of his advocates claim, introduced Christianity to the Kingdom of the Picts during the Early Medieval Period. He was one of the Twelve Apostles of Ireland.


          


          Early life in Ireland


          Columba was born to Fedlimid and Eithne of the U Nill house in Gartan, near Lough Gartan, County Donegal, in Ireland. On his father's side he was great-great-grandson of Niall of the Nine Hostages, an Irish high king of the 5th century.


          In early Christian Ireland the druidic tradition collapsed, with the spread of the new Christian faith. The study of Latin learning and Christian theology in monasteries flourished. Columba became a pupil at the monastic school at Clonard Abbey, situated on the River Boyne in modern County Meath. During the sixth century, some of the most significant names in the history of Irish christianity studied at the Clonard monastery. It is said that the average number of scholars under instruction at Clonard was 3,000. Twelve students who studied under St. Finian became known as the Twelve Apostles of Ireland, Columba was one of these. He became a monk and was ordained as a priest.


          Tradition asserts that, sometime around 560, he became involved in a quarrel with Saint Finnian of Moville over a psalter. Columba copied the manuscript at the scriptorium under Saint Finnian, intending to keep the copy. Saint Finnian disputed his right to keep the copy. The dispute eventually led to the pitched Battle of Cl Dreimhne in 561, during which many men were killed. Columba's copy of the psalter has been traditionally associated with the Cathach of St. Columba. A synod of clerics and scholars threatened to excommunicate him for these deaths, but St. Brendan of Birr spoke on his behalf with the result that he was allowed to go into exile instead. Columba suggested that he would work as a missionary in Scotland to help convert as many people as had been killed in the battle. He exiled himself from Ireland, to return only once again, several years later.


          


          Scotland


          In 563 he travelled to Scotland with twelve companions, where according to his legend he first landed at the southern tip of the Kintyre peninsula, near Southend. However, being still in sight of his native land he moved further north up the west coast of Scotland. In 563 he was granted land on the island of Iona off the west coast of Scotland which became the centre of his evangelising mission to the Picts. However, there is a sense in which he was not leaving his native people, as the Irish Gaels had been colonizing the west coast of Scotland for the previous couple of centuries. Aside from the services he provided guiding the only centre of literacy in the region, his reputation as a holy man led to his role as a diplomat among the tribes; there are also many stories of miracles which he performed during his work to convert the Picts. He visited the pagan king Bridei, king of Fortriu, at his base in Inverness, winning the king's respect. He subsequently played a major role in the politics of the country. He was also very energetic in his evangelical work, and, in addition to founding several churches in the Hebrides, he worked to turn his monastery at Iona into a school for missionaries. He was a renowned man of letters, having written several hymns and being credited with having transcribed 300 books. One of the few, if not the only, times he left Scotland after his arrival was toward the end of his life, when he returned to Ireland to found the monastery at Durrow. He died on Iona and was buried in the abbey he created.


          Several islands are named after Columba in Scotland - including " Chaluim Chille" (one of the Scottish Gaelic names of Iona), Inchcolm and Eilean Chaluim Chille


          


          Lasting legacy


          Columba is credited as being a leading figure in the revitalization of monasticism, and "[h]is achievements illustrated the importance of the Celtic church in bringing a revival of Christianity to Western Europe after the fall of the Roman Empire".


          


          Vita Columbae


          The main source of information about Columba's life is the Vita Columbae by Adomnn (also known as Eunan), the ninth Abbot of Iona, who died in 704. Both the Vita Columbae and Bede record Columba's visit to Bridei. Whereas Adomnn just tells us that Columba visited Bridei, Bede relates a later, perhaps Pictish tradition, whereby the saint actually converts the Pictish king. Another early source is a poem in praise of Columba, most probably commissioned by Columba's kinsman, the king of the Ui Neill clan. It was almost certainly written within three or four years of Columba's death and is the earliest vernacular poem in European history. It consists of 25 stanzas of four verses of seven syllables each.


          The earliest recorded example of the name Arthur in a British document occurs, as Arturius, in Adomnan's vita. There it occurs as the name of a prince among the Scots, the son of edn mac Gabrin, king of Dl Riata from AD 574, far from the legendary King Arthur's familiar haunts in the southwest.


          The vita of Columba is also the source of the first known reference to a Loch Ness Monster. According to Adomnan, Columba came across a group of Picts who were burying a "poor little man" who had been killed by the monster, and saved a swimmer with the sign of the Cross and the imprecation "You will go no further", at which the beast fled terrified, to the amazement of the assembled Picts who glorified Columba's God. Whether or not this incident is true, Adomnan's text specifically states that the monster was swimming in the River Ness -- the river flowing from the loch -- rather than in Loch Ness itself.


          Through the reputation of its venerable founder and its position as a major European centre of learning, Columba's Iona became a place of pilgrimage. A network of Celtic high crosses marking processional routes developed around his shrine at Iona.


          Columba is historically revered as a warrior saint, and was often invoked for victory in battle. His relics were finally removed in 849 and divided between Alba and Ireland. Relics of Columba were carried before Scottish armies in the reliquary made at Iona in the mid-8th century, called the Brecbennoch. Legend has it that the Brecbennoch, was carried to Bannockburn by the vastly outnumbered Scots army and the intercession to the Saint helped them to victory. It is widely thought that the Monymusk Reliquary is this object.


          O Columba spes Scotorum... "O Columba, hope of the Scots" begins a 13th century prayer in the Antiphoner of Inchcolm, the "Iona of the East".


          St Columba's feast day is June 9 and with Saint Patrick, March 17, and Saint Brigid, February 1, is one of the three patron saints of Ireland. Prior to the battle of Athelstaneford, he was the sole patron saint of Scotland. He is also venerated within the Orthodox faiths as a saint and Righteous Father.
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                  Bonneville Dam, in the Columbia River Gorge
                

              
            


            
              	Countries

              	Canada, United States
            


            
              	States

              	Washington, Oregon
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          The Columbia River (known as Wimahl or Big River to the Chinook-speaking natives who live on its lowermost reaches) is the largest river in the Pacific Northwest region of North America. It is named after the Columbia Rediviva, the first ship from the western world known to have traveled up the river. It stretches from the Canadian province of British Columbia through the U.S. state of Washington, forming much of the border between Washington and Oregon before emptying into the Pacific Ocean. The river is 1,243miles (2,000km) long, and its drainage basin is 258,000square miles (670,000km).


          Measured by the volume of its flow, the Columbia is the largest river flowing into the Pacific from North America and is the fourth-largest river in the United States. The river's heavy flow, and its large elevation drop over a relatively short distance, give it tremendous potential for the generation of electricity. It is the largest hydroelectric power producing river in North America with fourteenhydroelectric dams in the United States and Canada.


          The Columbia and its tributaries are home to numerous anadromous fish, which migrate between small fresh water tributaries of the river and the Pacific Ocean. These fishespecially the various species of salmonhave been a vital part of the river's ecology and the local economy for thousands of years.


          The taming of the river for human use, and the industrial waste that resulted in some cases, have come into conflict with ecological conservation numerous times since Americans and Europeans began to settle the area in the 18th century. This "harnessing", as it was commonly described in the popular culture of the early 20th century, included dredging for navigation by larger ships, nuclear power generation and nuclear weapons research and production, and the construction of dams for power generation, irrigation, navigation, and flood control.


          


          Drainage basin


          With an average annual flow of about 265 thousand cubic feet per second (7.5103m3/s), the Columbia is the largest river by volume flowing into the Pacific from North America and is the fourth-largest by volume in the United States. Ranked by size of drainage basin and length, the Columbia is sixth- and twelfth-largest in the U.S., respectively. The Columbia's highest recorded flow, measured at The Dalles, Oregon, was 1.24 million cubic feet per second (35103m3/s) in June 1894. The river flows 1,243miles (2,000km) from its headwaters to the Pacific and drains an area of about 260,000square miles (670,000km). The river's drainage basin covers nearly all of Idaho, large portions of British Columbia, Oregon, and Washington, and small portions of several neighboring states. Roughly 85 percent of the drainage basin and 745miles (1,200km) of the river's length are in the United States.


          Columbia Lake, elevation 2,690feet (820m) and the adjoining Columbia Wetlands form the Columbias headwaters in the southern Rocky Mountain Trench, a broad, deep and very long glacial valley running between the Canadian Rockies and Columbia Mountains in British Columbia (the province derives its name, indirectly, from the river). For its first 200miles (320km), the Columbia flows northwest along the Trench through Windermere Lake and the town of Invermere, a region known in British Columbia as the Columbia Valley then northwest to Golden and into Kinbasket Lake. Rounding the northern end of the Selkirk Mountains,, the river then turns sharply south through a region known as the Big Bend Country, passing through Revelstoke Lake and the Arrow Lakes; Revelstoke, the Big Bend and the Columbia Valley combined are referred to in BC parlance as the Columbia Country. Below the Arrow Lakes, the Columbia passes the cities of Castlegar, located at the Columbia's confluence with the lower Kootenay River, and Trail, two major centres of the West Kootenay region. The Pend Oreille River joins the Columbia about 2miles (3km) north of the U.S.Canada border.
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          The Columbia enters eastern Washington flowing southwest. It marks the southern and eastern borders of the Colville Indian Reservation and the western border of the Spokane Indian Reservation before turning south and then southeasterly near the confluence with the Wenatchee River in central Washington. This C-shaped segment of the river is also known as the "Big Bend". During the Missoula Floods, 10,000 to 15,000years ago, much of the floodwaters took a more direct route south, forming the Grand Coulee. After the floods, the river found its present course, and the Grand Coulee was left dry. The construction of the Grand Coulee Dam in the mid-20th century backed the river up into the dry coulee, forming the reservoir of Banks Lake.


          The river flows past The Gorge Amphitheatre, a prominent concert venue in the Northwest, and then past the Hanford Nuclear Reservation. The Snake River joins the Columbia in the Tri-Cities area. Hanford Reach, a section of the Columbia between Priest Rapids Dam and the Tri-Cities, is the only American stretch of the river that is free-flowing, unimpeded by dams, and not a tidal estuary. The Columbia makes a sharp bend to the west at the WashingtonOregon border. The river defines that border for the final 309miles (497km) of its journey.


          Between The Dalles and Portland, the river cuts through the Cascade Mountains, forming the dramatic Columbia River Gorge. Along with the Klamath River in southern Oregon and the Pit River in northern California, the Columbia is one of only three rivers to pass through the Cascades. The gorge is known for its strong and steady winds, scenic beauty, and its role as an important transportation link.


          The river continues west, bending sharply to the north-northwest between Portland and Vancouver, Washington, at the river's confluence with the Willamette River. Here the river slows considerably, dropping sediment that might otherwise form a river delta. The Columbia empties into the Pacific Ocean just past Astoria, Oregon, over the Columbia Bar, a shifting sandbar that makes the river's mouth one of the most hazardous stretches of water to navigate in the world.


          


          


          Geology
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          Volcanic activity in the region has been traced to 40million years ago, in the Eocene era, forming much of the landscape traversed by the Columbia. In the Pleistocene era (the last ice age, two million to 700,000years ago), the river broke through the Cascade Range, forming the Columbia River Gorge.


          The river and its drainage basin experienced some of the worlds greatest known floods toward the end of the last ice age. The periodic rupturing of ice dams at Glacial Lake Missoula resulted in discharge rates ten times the combined flow of all the rivers of the world, as many as forty times over a thousand-year period.
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          Water levels during the Missoula Floods have been estimated at 1,250feet (380m) at the Wallula Gap, 830feet (250m) at Bonneville Dam, and 400feet (120m) over modern Portland, Oregon. The floods' periodic inundation of the lower Columbia River Plateau deposited rich lake sediments, establishing the fertility that supports extensive agriculture in the modern era. They also formed many unusual geological features, such as the channeled scablands of eastern Washington.


          The river was blocked by the collapse of a mountain on the north side of the Columbia River Gorge, likely a result of the Cascadia earthquake in 1700, in an event known as the Bonneville Slide. The resulting land bridge blocked the river until rising waters tunneled through and finally washed away the sediment. In 1980, the eruption of Mount St. Helens deposited large amounts of sediment in the lower Columbia, temporarily reducing the depth of the shipping channel by 25feet (7.6m)


          


          Indigenous peoples
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          Humans have inhabited the Columbia River Basin for more than 15,000years, with a transition to a sedentary lifestyle based mainly on salmon starting about 3,500years ago. In 1962, archaeologists found evidence of human activity dating back 11,230years at the Marmes Rockshelter, near the confluence of the Palouse and Snake rivers in eastern Washington. In 1996, the skeletal remains of a 9,000-year-old prehistoric man (dubbed Kennewick Man) were found near Kennewick, Washington. The discovery rekindled debate in the scientific community over the origins of human habitation in North America and sparked a protracted controversy over whether the scientific or Native American community was entitled to possess and/or study the remains.


          Numerous different Native American and First Nations tribes have a historical and continuing presence on the Columbia. The Sinixt or Lakes people lived on the lower stretch of the Canadian portion (also claimed as part of Okanagan territory) the Secwepemc, Ktunaxa and at one time the Blackfoot on the upper; the Colville, Spokane, Yakama, Nez Perce, Umatilla, and the Confederated Tribes of Warm Springs live along the U.S. stretch. Along the upper Snake River and Salmon River, the Shoshone Bannock Tribes are present. Near the lower Columbia River, the Cowlitz and Chinook tribes, which are not federally recognized, are present. The Yakama, Nez Perce, Umatilla, and Warm Springs tribes all have treaty fishing rights along the Columbia and its tributaries.


          Perhaps a century before Europeans began to explore the Pacific Northwest, the Bonneville Slide created a land bridge in the Columbia Gorge, known to natives as the Bridge of the Gods. The bridge was described as the result a battle between gods, represented by Mount Adams and Mount Hood, vying for the affection of a goddess, represented by Mount St. Helens. The bridge permitted increased interaction and trade between tribes on the north and south sides of the river until it was finally washed away.


          The Cascades Rapids of the Columbia River Gorge, and Kettle Falls and Priest Rapids in eastern Washington, were important fishing and trading sites submerged by the construction of dams. The Confederated Tribes of Warm Springs, a coalition of various tribes, adopted a constitution and incorporated after the 1938 completion of the Bonneville Dam flooded Cascades Rapids.


          For 11,000years, Celilo Falls was the most significant economic and cultural hub for native peoples on the Columbia. It was located east of the modern city of The Dalles. An estimated 15 to 20million salmon passed through the falls every year, making it one of the greatest fishing sites in North America. The falls were strategically located at the border between Chinookan and Sahaptian speaking peoples and served as the centre of an extensive trading network across the Pacific Plateau. It was the oldest continuously inhabited community on the North American continent until 1957, when it was submerged by the construction of The Dalles Dam and the native fishing community was displaced. The affected tribes received a $26.8million settlement for the loss of Celilo and other fishing sites submerged by the Dalles Dam. The Confederated Tribes of Warm Springs used part of its $4million settlement to establish the Kah-Nee-Tah resort south of Mount Hood.


          


          New waves of explorers
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          Some historians believe that Japanese or Chinese vessels blown off course reached the Northwest Coast long before Europeans, possibly as early as 219 B.C. It is unknown whether they landed near the Columbia. There is some evidence that Spanish castaways reached the shore in 1679 and traded with the Clatsop; if these were indeed the first Europeans to see the Columbia, they never managed to send word home to Spain.


          The first documented European discovery of the Columbia River was that of Bruno de Heceta, who in 1775 sighted the river's mouth. On the advice of his officers, he did not explore it, as he was short-staffed and the current was strong. He considered it a bay, and called it Ensenada de Asuncin. Later Spanish maps based on his discovery showed a river, labeled Rio de San Roque, or an entrance, called Entrada de Hezeta.


          Following Heceta's reports, British fur trader Captain John Meares searched for the river in 1788, but he misread the currents and concluded that the river did not exist. Royal Navy commander George Vancouver sailed past the mouth in April 1792 and observed a change in the water's colour, but he accepted Meares' report and continued on his journey northward. Later that month, Vancouver encountered the American captain Robert Gray at the Strait of Juan de Fuca. Gray reported that he had seen the entrance to the Columbia and planned to sail into it.


          On May 12, 1792, Gray returned south and crossed the Columbia Bar, becoming the first explorer to enter the river. Gray's fur trading mission had been financed by Boston merchants, who outfitted him with a private vessel named Columbia Rediviva; he named the river after the ship on May 18.


          In October 1792, Vancouver sent Lieutenant William Robert Broughton, his second-in-command, up the river. Broughton sailed up for some miles, and then his company continued in small boats. He got as far as the Columbia River Gorge, about 100miles (160km) upstream, sighting and naming Mount Hood, as well as Point Vancouver, near the present-day city of Vancouver, Washington. Broughton formally claimed the river, its watershed, and the nearby coast for Britain (which Gray had not done on hehalf of the United States).
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          Explorers had long speculated about the existence of a Northwest Passage or a great River of the West connecting the Atlantic Ocean to the Pacific, and some mapmakers depicted it on their maps. As the Columbia was at the same latitude as the headwaters of the Missouri River, they now concluded that Gray and Vancouver had discovered the Northwest Passage. A 1798 British map showed a dotted line connecting the Columbia with the Missouri. However, when the American explorers Meriwether Lewis and William Clark charted the vast, unmapped lands of the American West in their overland expedition (1803-05), they found no passage between the rivers. After crossing the Rocky Mountains, Lewis and Clark built dug-out canoes and paddled down the Snake River, reaching the Columbia at the confluence near the present-day Tri-Cities, Washington. They explored a few miles upstream as far as Bateman Island before heading down the Columbia, concluding their journey at the river's mouth and establishing Fort Clatsop.


          Canadian explorer David Thompson, of the North West Company, spent the winter of 180708 at Kootenae House near the source of the Columbia at present-day Invermere, British Columbia. In 1811, he traveled down the Columbia to the Pacific Ocean, becoming the first European-American to travel the entire length of the river, arriving just after John Jacob Astor's Pacific Fur Company had founded Astoria.


          In 1825, on behalf of the Hudson's Bay Company, Dr. John McLoughlin established Fort Vancouver (currently Vancouver, Washington) on the banks of the Columbia as a fur trading headquarters in the company's Columbia District. The fort was by far the largest European settlement in the northwest at the time. Every year ships would come from London (via the Pacific) to drop off supplies and trade goods in exchange for the furs. For many settlers the fort became the last stop on the Oregon Trail to buy supplies and land before starting their homestead. Because of its access to the Columbia River, Fort Vancouvers influence reached from Alaska to California and from the Rocky Mountains to the Hawaiian Islands.


          The earliest French Canadian employees of the North West Company called the Columbia River Ouragan (translation: "hurricane"), which is one of several plausible origins of the name "Oregon".


          The United States and Britain agreed in 1818 to settle the Oregon Country jointly. Americans generally settled south of the river, while British fur traders generally settled to the north. The Columbia was considered a possible border in the boundary dispute that ensued, but ultimately the Oregon Treaty of 1846 established the boundary at the 49thparallel. The river later came to define most of the border between the U.S. territories of Oregon and Washington. Oregon became a U.S. state in 1857, Washington in 1889.


          By the turn of the 20thcentury, the difficulty of navigating the Columbia was seen as an impediment to the economic development of the Inland Empire region east of the Cascades. The dredging and dam building that followed would permanently alter the river, disrupting its natural flow but also providing electricity, irrigation, navigability and other benefits to the region.


          


          Navigation
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          American captain Robert Gray and British captain George Vancouver, who explored the river in 1792, proved that it was possible to cross the Columbia Bar. But the challenges associated with that feat remain today; even with modern engineering alterations to the mouth of the river, the strong currents and shifting sandbar make it dangerous to pass between the river and the Pacific Ocean.


          The use of steamboats along the river, beginning in 1850, contributed to the rapid settlement and economic development of the region. Steamboats operated in several places: on the river's lower reaches, from the Pacific Ocean to Cascades Rapids, from the Cascades to Celilo Falls, and from Celilo to the confluence with the Snake River; on the Wenatchee Reach of eastern Washington; on British Columbia's Arrow Lakes; and on tributaries like the Willamette, the Snake and Kootenay Lake. The boats, initially powered by burning wood, carried both passengers and freight throughout the region for many years. Railroads served to connect steamboat lines where interrupted by waterfalls on the river's lower reaches. In the 1880s, railroads maintained by companies such as the Oregon Railroad and Navigation Company and the Shaver Transportation Company began to supplement steamboat operations as the major transportation links along the river.


          


          Opening the passage to Lewiston


          As early as 1881, industrialists proposed altering the natural channel of the Columbia to improve navigation. Changes to the river over the years have included the construction of jetties at the river's mouth, dredging, and the construction of canals and navigation locks. Today, ocean freighters can travel upriver as far as Portland and Vancouver, and barges can reach as far inland as Lewiston, Idaho.


          The Columbia Bar, a shifting sandbar at the mouth of the river, makes passage between the river and the Pacific Ocean difficult and dangerous, and numerous rapids along the river hinder navigation. Jetties, first constructed in 1886, extend the river's channel into the ocean. Strong currents and the shifting sandbar remain a threat to ships entering the river and necessitate continuous maintenance of the jetties.


          In 1891 the Columbia was dredged to enhance shipping. The channel between the ocean and Portland and Vancouver was deepened from 17feet (5.2m) to 25feet (7.6m) The Columbian newspaper called for the channel to be deepened to 40feet (12m) as early as 1905, but that depth was not attained until 1976.


          Navigation locks were first constructed in 1896 around the Cascades Rapids, enabling boats to travel safely through the Columbia River Gorge. The Celilo Canal, bypassing Celilo Falls, opened to river traffic in 1915. In the mid-20thcentury, the construction of dams along the length of the river submerged the rapids beneath a series of reservoirs. An extensive system of locks allowed ships and barges to pass easily from one reservoir to the next. A navigation channel reaching to Lewiston, Idaho, along the Columbia and Snake Rivers, was completed in 1975. One of the main commodities is wheat, mainly for export. More than 40 percent of all US wheat exports are barged on the Columbia River.


          The 1980 eruption of Mount St. Helens caused mudslides in the area, which reduced the Columbia's depth by 25feet (7.6m) for a 4-mile (6.4km) stretch, disrupting Portland's economy.


          


          Deeper shipping channel


          Efforts to maintain and improve the navigation channel have continued to the present day. In 1990, a new round of studies examined the possibility of further dredging on the lower Columbia. The plans were controversial from the start because of economic and environmental concerns.


          In 1999, Congress authorized deepening the channel between Portland and Astoria from 40feet (12m) to 43feet (13m), which will make it possible for large container and grain ships to reach Portland and Vancouver. The project includes measures to mitigate environmental damage; for instance, for every acre (4,000m) of wetland damaged by the project, the U.S. Army Corps of Engineers must restore 12acres (49,000m) of wetland. However, it has met opposition due to concerns about stirring up toxic sediment on the riverbed. Portland-based Northwest Environmental Advocates brought a lawsuit against the Army Corps of Engineers, but it was rejected by the 9th U.S. Circuit Court of Appeals in August 2006. In early 2006, the Corps spilled 50USgallons (190 L) of hydraulic oil into the Columbia, drawing further criticism from environmental organizations.


          Work on the project began in 2005 and is expected to conclude in 2010. The project's cost is estimated at $150million. The federal government is paying 65percent, Oregon and Washington are paying $27million each, and six local ports make payments as well.


          


          Dams: harnessing the river
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              	This river may have been shaped by God, or glaciers, or the remnants of the inland sea, or gravity or a combination of all, but the Army Corps of Engineers controls it now. The Columbia rises and falls, not by the dictates of tide or rainfall, but by a computer-activated, legally-arbitrated, federally-allocated schedule that changes only when significant litigation is concluded, or a United States Senator nears election time. In that sense, it is reliable.

              

              Timothy Egan, in TheGoodRain
            

          


          In 1902, the United States Bureau of Reclamation was established to aid in the economic development of arid western states. One of its major undertakings was building Grand Coulee Dam to provide irrigation for the 600,000acres (2,400km) of the Columbia Basin Project in central Washington. With the onset of World War II, the focus of dam construction shifted to production of hydroelectricity. Irrigation efforts resumed after the war.


          River development occurred within the structure of the 1909 International Boundary Waters Treaty between the U.S. and Canada. In the 1960s, the United States and Canada signed the Columbia River Treaty. Canada agreed to build dams and provide reservoir storage, and the U.S. agreed to deliver to Canada one-half of the increase in U.S. downstream power benefits as estimated five years in advance. Canada's obligation was met by building three dams (two on the Columbia, and one on the Duncan River), the last of which was completed in 1973.


          Today, the main stem of the Columbia River has 14dams (3 in Canada, 11 in the U.S.) Four mainstem dams and four lower Snake River dams contain navigation locks to allow ship and barge passage from the ocean as far as Lewiston, Idaho. The river system as a whole has over 400 dams for hydroelectricity and irrigation. The dams address a variety of demands, including flood control, navigation, stream flow regulation, storage and delivery of stored waters, reclamation of public lands and Indian reservations, and the generation of hydroelectric power.


          The larger U.S. dams are owned and operated by the federal government (some by the Army Corps of Engineers and some by the Bureau of Reclamation), while the smaller dams are operated by public utility districts, and private power companies. The federally operated system is known as the Federal Columbia River Power System, which includes 31dams on the Columbia and its tributaries. The system has altered the seasonal flow of the river in order to meet higher electricity demands during the winter. At the beginning of the 20thcentury, roughly 75percent of the Columbia's flow occurred in the summer, between April and September. By 1980, the summer proportion had been lowered to about 50percent, essentially eliminating the seasonal pattern.


          The installation of dams dramatically altered the landscape and ecosystem of the river. At one time, the Columbia was one of the top salmon-producing river systems in the world. Previously active fishing sites, most notably Celilo Falls in the eastern Columbia River Gorge, have exhibited a sharp decline in fishing along the Columbia in the last century, and salmon populations have been dramatically reduced. Fish ladders have been installed at some dam sites to help the fish journey to spawning waters. Chief Joseph Dam has no fish ladders and completely blocks fish migration to the upper half of the Columbia River system.


          


          Irrigation


          The Bureau of Reclamation's Columbia Basin Project focused on the generally dry Columbia River Basin, which features rich loess soil deposited by the Missoula Floods. Several groups developed competing proposals, and in 1933, President Franklin D. Roosevelt authorized the Columbia Basin Project. The Grand Coulee Dam was the project's central component; upon completion, it pumped water up from the Columbia to fill the formerly dry Grand Coulee, forming Banks Lake. By 1935, the intended height of the dam was increased from a range between 200feet (61m) and 300feet (91m) to 500feet (150m), a height that would extend the lake impounded by the dam all the way to the Canadian border; the project had grown from a local New Deal relief measure to a major national project.


          The project's initial purpose was irrigation, but the onset of World War II created a high demand for electricity, mainly for aluminium production and for the development of nuclear weapons at the Hanford Site. (See next section.) Irrigation began in 1951. The project provides water to more than 500,000acres (2,000km) of fertile but arid lands in central Washington State. Water from the project has transformed the region from a wasteland barely able to produce subsistence levels of dry-land wheat crops to a major agricultural centre. Important crops include apples, potatoes, alfalfa, wheat, corn (maize), barley, hops, beans, and sugar beets.


          Since 1750, the Columbia has experienced six multi-year droughts, much more severe than any in recent memory. The longest, in the mid-1800s, lasted 12years, with the river's flow dropping 20percent below average. Scientists have expressed concern over what such a drought could do to the today's regional economy, with its heavy reliance on the Columbia. In 199293, a lesser drought impacted farmers, hydroelectric power producers, shippers, and wildlife managers.


          Many farmers in central Washington build dams on their property for irrigation and to control frost on their crops. The Washington Department of Ecology, using new techniques involving aerial photographs, estimated there may be as many as 100 such dams in the area, most of which are illegal. Six such dams have failed in recent years, causing hundreds of thousands of dollars of damage to crops and public roads. 14 farms in the area have gone through the permitting process to build such dams legally.


          


          Hydroelectricity
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          The Columbia's heavy flow and extreme elevation drop over a short distance, 2.16feet per mile (0.41 m/ km), give it tremendous capacity for hydroelectricity generation. In comparison, the Mississippi drops less than 0.65feet per mile (0.12 m/ km). The Columbia alone possesses a third of the United States's hydroelectric potential.


          The largest of the 150hydroelectric projects, the Grand Coulee Dam and the Chief Joseph Dam, are also the largest in the United States and among the largest in the world.


          Inexpensive hydro-power supported the emergence of an extensive aluminium industry, which draws tremendous amounts of power. Until 2000, the Northwestern United States produced up to 40percent of the aluminum produced in the U.S., and 17percent of the world's aluminium. But the commoditization of power in the early 2000s, coupled with drought that reduced the generation capacity of the river, damaged the industry; by 2003, the U.S. produced only 15percent of the world's aluminium, many smelters among the Columbia having gone dormant or having gone out of business.


          Power remains relatively inexpensive along the Columbia, and in recent years high-tech companies like Google have begun to move server farm operations into the area to avail themselves of cheap power.


          Downriver of Grand Coulee, each dams reservoir is closely regulated by the Bonneville Power Administration (BPA), Army Corps of Engineers, and various Washington Public Utility Districts to ensure flow, flood control, and power generation objectives are met. Increasingly, hydro-power operations are required to meet standards under the U.S. Endangered Species Act and other agreements to manage operations to minimize impacts on salmon and other fish, and some conservation and fishing groups support removing four dams on the lower Snake River, the largest tributary of the Columbia.


          In 1941, the BPA hired Oklahoma folksinger Woody Guthrie to write songs for a documentary film promoting the benefits of hydropower. In the month he spent traveling the region Guthrie wrote 26songs, which have become an important part of the cultural history of the region.


          


          


          Ecology and environment


          


          Fish migration
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          The Columbia supports several species of anadromous fish that migrate between the Pacific Ocean and fresh water tributaries of the river. Coho and Chinook (a.k.a King) salmon and Steelhead, all of the genus Oncorhynchus, are ocean fish that migrate up the rivers at the end of their life cycles to spawn. White sturgeon, which take 25years to grow to full size, typically migrate between the ocean and the upstream habitat several times during their lives.


          Dams interrupt the migration of anadromous fish. Salmon and steelhead return to the streams in which they were born to spawn; where dams prevent their return, entire populations of salmon die. Some of the Columbia and Snake River dams employ fish ladders, which are effective to varying degrees at allowing these fish to travel upstream. Another problem exists for the juvenile salmon headed downstream to the ocean. Previously, this journey would have taken two to three weeks. With river currents slowed by the dams, and the Columbia converted from wild river to a series of slackwater pools, the journey can take several months, which increases the mortality rate. In some cases, the Army Corps of Engineers transports juvenile fish downstream by truck or river barge. The Grand Coulee Dam and several dams on the Columbia's tributaries entirely block migration, and there are no migrating fish on the river above these dams. Sturgeon have different migration habits and can survive without ever visiting the ocean. In many upstream areas cut off from the ocean by dams, sturgeon simply live upstream of the dam.


          In 1994, the salmon catch was smaller than usual in the rivers of Oregon, Washington, and British Columbia, causing concern among commercial fishermen, government agencies, and tribal leaders. U.S. government intervention, to which the states of Alaska, Idaho, and Oregon objected, included an 11-day closure of an Alaska fishery. In April 1994 the Pacific Fisheries Management Council unanimously approved the strictest regulations in 18years, banning all commercial salmon fishing for that year from Cape Falcon north to the Canadian border. In the winter of 1994, the return of coho salmon far exceeded expectations, which was attributed in part to the fishing ban.


          Also in 1994, United States Secretary of the Interior Bruce Babbitt first proposed the removal of several Pacific Northwest dams because of their impact on salmon spawning. The Northwest Power Planning Council approved a plan that provided more water for fish and less for electricity, irrigation, and transportation. Environmental advocates have called for the removal of certain dams in the Columbia system in the years since. Of the 227major dams in the Columbia River Basin, the four Washington dams on the lower Snake River are often identified for removal, notably in an ongoing lawsuit concerning a Bush administration plan for salmon recovery. These dams and reservoirs currently limit the recovery of upriver salmon runs to Idaho's Salmon and Clearwater rivers. Historically, the Snake produced over 1.5million spring and summer Chinook Salmon, a number that has dwindled to several thousand in recent years. Idaho Power Company's Hells Canyon dams have no fish ladders (and do not pass juvenile salmon downstream), and thus allow no steelhead or salmon to migrate above Hells Canyon. In 2007, the destruction of the Marmot Dam on the Sandy River was the first dam removal in the system. There are plans to remove the Condit Dam on Washington's White Salmon River, and the Milltown Dam on the Clark Fork in Montana.


          


          Pollution


          In southeastern Washington, a 50-mile (80km) stretch of the river passes through the Hanford Site, established in 1943 as part of the Manhattan Project. The site served as a plutonium production complex, with nine nuclear reactors and related facilities located on the banks of the river. From 1944 to 1971, pump systems drew cooling water from the river and, after treating this water for use by the reactors, returned it to the river. Before being released back into the river, the used water was held in large tanks known as retention basins for up to six hours. Longer-lived isotopes were not affected by this retention, and several terabecquerels entered the river every day. By 1957, the eight plutonium production reactors at Hanford dumped a daily average of 50,000 curies of radioactive material into the Columbia. These releases were kept secret by the federal government until the release of declassified documents in the late 1980s. Radiation was measured downstream as far west as the Washington and Oregon coasts.
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          The nuclear reactors were decommissioned at the end of the Cold War, and the Hanford site is now the focus of the worlds largest environmental cleanup, managed by the Department of Energy under the oversight of the Washington Department of Ecology and the Environmental Protection Agency. Nearby aquifers contain an estimated 270billionUSgallons (1billionm) of groundwater contaminated by high-level nuclear waste that has leaked out of Hanford's massive underground storage tanks. As of 2008, 1millionUSgallons (3,785m) of highly radioactive waste is traveling through groundwater toward the Columbia River. This waste is expected to reach the river in 12 to 50years if cleanup does not proceed on schedule.


          In addition to concerns about nuclear waste, numerous other pollutants are found in the river. These include chemical pesticides, bacteria, arsenic, dioxins, and polychlorinated biphenyl (PCB).


          Studies have also found significant levels of toxins in fish and the waters they inhabit within the basin. Accumulation of toxins in fish threatens the survival of fish species, and human consumption of these fish can lead to health problems. Water quality is also an important factor in the survival of other wildlife and plants that grow in the Columbia River Basin. The states, Indian tribes, and federal government are all engaged in efforts to restore and improve the water, land, and air quality of the Columbia River Basin and have committed to work together to enhance and accomplish critical ecosystem restoration efforts. A number of cleanup efforts are currently underway, including Superfund projects at Portland Harbour, Hanford, and Lake Roosevelt.


          Timber harvesting further contaminates river water; the Northwest Forest Plan, a piece of federal legislation from 1994, mandated that timber companies consider the environmental impacts of their practices on rivers like the Columbia.


          On July 1, 2003, Christopher Swain of Portland, Oregon, became the first person to swim the Columbia River's entire length, in an effort to raise public awareness about the river's environmental health.


          


          Major tributaries
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              	Tributary

              	Average

              discharge:

            


            
              	cuft/s

              	m/s
            


            
              	Snake River

              	56,900

              	1,611
            


            
              	Willamette River

              	35,660

              	1,010
            


            
              	Kootenay River (Kootenai)

              	30,650

              	867
            


            
              	Pend Oreille River

              	27,820

              	788
            


            
              	Cowlitz River

              	9,200

              	261
            


            
              	Spokane River

              	6,700

              	190
            


            
              	Deschutes River

              	6,000

              	170
            


            
              	Lewis River

              	4,800

              	136
            


            
              	Yakima River

              	3,540

              	100
            


            
              	Wenatchee River

              	3,220

              	91
            


            
              	Okanogan River

              	3,050

              	86
            


            
              	Kettle River

              	2,930

              	83
            


            
              	Sandy River

              	2,260

              	64
            

          


          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Columbia_River"
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              Fossil range: Early Miocene - Recent
            


            
              	
                [image: Feral Pigeon (Columba livia domestica) in flight]


                
                  Feral Pigeon (Columba livia domestica) in flight
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Columbiformes

                  


                  
                    	Family:

                    	Columbidae

                  

                

              
            


            
              	Subfamilies
            


            
              	
                see article text

              
            

          


          Pigeons and doves constitute the family Columbidae within the order Columbiformes, which include some 300 species of near passerine birds. In general parlance the terms "dove" and "pigeon" are used somewhat interchangeably. In ornithological practice, there is a tendency for "dove" to be used for smaller species and "pigeon" for larger ones, but this is in no way consistently applied, and historically the common names for these birds involve a great deal of variation between the term "dove" and "pigeon." This family occurs worldwide, but the greatest variety is in the Indomalaya and Australasia ecozones. The young doves and pigeons are called "squabs."


          Pigeons and doves are stout-bodied birds with short necks and short slender bills with a fleshy cere. The species commonly referred to just as the "pigeon" is the feral Rock Pigeon, common in many cities.


          Their usually flimsy nests are made of sticks, and the two white eggs are incubated by both sexes. Doves feed on seeds, fruit and plants. Unlike most other birds (but see flamingo), the doves and pigeons produce " crop milk," which is secreted by a sloughing of fluid-filled cells from the lining of the crop. Both sexes produce this highly nutritious substance to feed to the young.


          


          Biology


          


          Morphology


          
            [image: The Common Ground Dove is the smallest species in the family]

            
              The Common Ground Dove is the smallest species in the family
            

          


          The pigeons and doves exhibit considerable variation in size. The largest species are the crowned pigeons of New Guinea, which can weigh up to 2000 g, the smallest species is the new World Common Ground-dove, which is the same size as a House Sparrow and weighs only 30g. The largest arboreal species are the imperial-pigeons like the New Caledonian Imperial-pigeon and the Kereru of New Zealand. Smaller species tend to be known as doves, and larger species as pigeons, but there is no taxonomic basis for distinguishing between the two.


          Overall, the Columbidae tend to have short bills and legs, small heads on large compact bodies. The wings are large and have low wing loadings; pigeons have strong wing muscles (wing muscles comprise 31-44% of their body weight) and are amongst the strongest fliers of all birds. They are also highly manoeuvrable in flight.


          The plumage of the family is variable. Granivorous species tend to have dull plumage, with a few exceptions, whereas the frugivorous species have brightly coloured plumage. The Ptilinopus fruit-doves are some of the brightest coloured pigeons, with the three endemic species of Fiji and the Indian Ocean Alectroenas being amongst the brightest coloured. Pigeons and doves may be sexually monochromatic or dichromatic. In addition to bright colours pigeons may sport crests or other ornamentation.


          


          Distribution and habitat
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          The pigeons and doves are distributed everywhere on Earth except for the driest areas of the Sahara Desert, Antarctica and its surrounding islands and the high Arctic. They have colonised most of the world's oceanic islands (with the notable exception of Hawaii), reaching eastern Polynesia and the Chatham Islands in the Pacific, Mauritius, the Seychelles and Reunion in the Indian Ocean, and the Azores in the Atlantic Ocean.


          The family has adapted to most of the habitats available on the planet. The largest number of species are found in tropical forests and woodlands, where they may be arboreal, terrestrial or semi-terrestrial. Various species also inhabit savannas, grasslands, deserts, temperate woodlands and forests, mangrove forests, and even the barren sands and gravels of atolls.


          Some species have large natural ranges. The Eared Dove ranges across the entirety of South America from Colombia to Tierra Del Fuego, the Eurasian Collared Dove has a massive (if discontinuous) distribution from Britain across Europe, the Middle East, India and China, and the Laughing Dove across most of sub-Saharan Africa as well as India and the Middle-east. Other species have a tiny restricted distribution, this is most common in island endemics. The Whistling Dove is endemic to the tiny island of Kadavu in Fiji, the Caroline Ground-dove is restricted to two islands, Truk and Pohnpei in the Caroline Islands and the Grenada Dove is restricted to Grenada in the Caribbean. Some continental species also have tiny distributions; for example the Black-banded Fruit-dove is restricted to a small area of the Arnhem Land of Australia, the Somali Pigeon is restricted to a tiny area of northern Somalia, and Bare-eyed Ground-dove is restricted to the area around Salta and Tucuman in northern Argentina.
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              The Zebra Dove has been widely introduced around the world
            

          


          The largest range of any species is that of the Rock Pigeon (formerly Rock Dove). The species had a large natural distribution from Britain and Ireland to northern Africa, across Europe, Arabia, Central Asia, India, the Himalayas and up into China and Mongolia. The range of the species increased dramatically upon domestication as the species went feral in cities around the world. The species is currently resident across most of North America, and has established itself in cities and urban areas in South America, sub-Saharan Africa, South East Asia, Japan, Australia and New Zealand. The species is not the only pigeon to have increased its range due to actions of man, several other species have become established outside of their natural range after escaping captivity, and other species have increased their natural ranges due to habitat changes caused by human activities.


          


          Diet
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          Seeds and fruit form the major component of the diet of pigeons and doves. In fact, the family can be divided into the seed eating or granivorous species (subfamily Columbinae) and the fruit eating or frugivorous species (the other four subfamilies). The granivorous typically feed on seed found on the ground, whereas the species that feed on fruit and mast tend to feed in trees. There are morphological adaptations that can be used to distinguish between the two groups, granivorous species tend to have thick walls in the gizzards, whereas the frugivores tend to have thin walls. In addition fruit eating species have short intestines whereas those that eat seeds have longer ones. Frugivores are capable of clinging to branches and even hang upside down in order to reach fruit.


          In addition to fruit and seeds a number of other food items are taken by many species. Some species, particularly the ground-doves and quail-doves take a large number of prey items such as insects and worms. One species, the Atoll Fruit-dove is specialised in taking insect and reptile prey. Snails, moths and other insects are taken by White-crowned Doves, Orange Doves and Ruddy Ground Doves.


          


          Systematics and evolution


          This family is a highly coherent group with no members showing obvious links with other bird families, or vice versa. The dodo and solitaires are clearly related, as discussed below, but equally lacking in obvious links with other bird families. The limited fossil record also consists only of unequivocal Columbidae species. Links to the sandgrouse and parrots have been suggested, but resemblances to the first group are due to convergent evolution and the second depend on the parrot-like features of the Tooth-billed Pigeon. However, the distinctive features of that bird seem to have arisen from its specialized diet rather than a real relationship to the parrots.


          The family is usually divided into five subfamilies, but this is probably inaccurate. For example, the American ground and quail doves which are usually placed in the Columbinae seem to be two distinct subfamilies. The order presented here follows Baptista et al. (1997) with some updates (Johnson & Clayton 2000, Johnson et al. 2001, Shapiro et al. 2002).


          Note that the arrangement of genera and naming of subfamilies is in some cases provisional because analyzes of different DNA sequences yield results that differ, often radically, in the placement of certain (mainly Indo-Australian) genera. This ambiguity, probably caused by Long branch attraction, seems to confirm that the first pigeons evolved in the Australasian region, and that the "Treronidae" and allied forms (crowned and pheasant pigeons, for example) represent the earliest radiation of the group.


          As the Dodo and Rodrigues Solitaire are in all likelihood part of the Indo-Australian radiation that produced the 3 small subfamilies mentioned above with the fruit-doves and -pigeons (including the Nicobar Pigeon), they are here included as a subfamily Raphinae, pending better material evidence of their exact relationships.


          Exacerbating these issues, columbids are not well represented in the fossil record. No truly primitive forms have been found to date. The genus Gerandia which most likely belongs to the Columbinae has been described from Early Miocene deposits of France. Fragmentary remains of an indeterminate (probably "treronine") Early/ Middle Miocene pigeon were found in New Zealand. Apart from that, all other fossils belong to extant genera. For these, and for the considerable number of more recently extinct prehistoric species, see the respective genus accounts.


          A list of all the species, sortable by common and scientific name, is at list of Columbidae species


          


          Subfamily Columbinae - typical pigeons & doves


          
            [image: Brown Cuckoo-dove, Macropygia phasianella.]

            
              Brown Cuckoo-dove, Macropygia phasianella.
            

          


          Genus Columba including Aplopelia - Old World pigeons (33-34 living species, 2-3 recently extinct)


          Genus Streptopelia including Stigmatopelia and Nesoenas - turtledoves (14-18 living species)


          Genus Patagioenas - American pigeons; formerly included in Columba (17 species)


          Genus Macropygia (10 species)


          Genus Reinwardtoena (3 species)


          Genus Turacoena (2 species)


          
            [image: Emerald Dove, Chalcophaps indica, native to tropical southern Asia and Australia.]

            
              Emerald Dove, Chalcophaps indica, native to tropical southern Asia and Australia.
            

          


          


          Subfamily N.N. - Bronzewings and relatives


          Genus Turtur - African wood-doves (5 species; tentatively placed here)


          Genus Oena - Namaqua Dove (tentatively placed here)


          Genus Chalcophaps (2 species)


          Genus Henicophaps (2 species)


          Genus Phaps (3 species)


          Genus Ocyphaps - Crested Pigeon


          Genus Geophaps (3 species)


          Genus Petrophassa - rock-pigeons (2 species)


          Genus Geopelia (3-5 species)


          


          Subfamily Leptotilinae - Zenaidine and quail-doves


          Genus Zenaida


          
            	White-winged Dove, Zenaida asiatica


            	Pacific Dove, Zenaida meloda


            	Zenaida Dove, Zenaida aurita


            	Galapagos Dove, Zenaida galapagoensis


            	Eared Dove, Zenaida auriculata


            	Mourning Dove, Zenaida macroura


            	Socorro Dove, Zenaida graysoni ( extinct in the wild)

          


          Genus Ectopistes - Passenger Pigeon (extinct; 1914)
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          Genus Leptotila


          
            	White-tipped Dove, Leptotila verreauxi


            	White-faced Dove, Leptotila megalura


            	Grey-fronted Dove, Leptotila rufaxilla


            	Grey-headed Dove, Leptotila plumbeiceps


            	Pallid Dove, Leptotila pallida


            	Brown-backed Dove, Leptotila battyi


            	Grenada Dove, Leptotila wellsi


            	Caribbean Dove, Leptotila jamaicensis


            	Grey-chested Dove, Leptotila cassini


            	Ochre-bellied Dove, Leptotila ochraceiventris


            	Tolima Dove, Leptotila conoveri

          


          Genus Geotrygon - quail-doves


          
            	Purplish-backed Quail-dove, Geotrygon lawrencii


            	Veracruz Quail-dove, Geotrygon carrikeri


            	Costa Rica Quail-dove, Geotrygon costaricensis


            	Russet-crowned Quail-dove, Geotrygon goldmani


            	Sapphire Quail-dove, Geotrygon saphirina


            	Grey-headed Quail-dove, Geotrygon caniceps

              
                	Hispaniolan Quail-dove, Geotrygon (caniceps) leucometopius

              

            


            	Crested Quail-dove, Geotrygon versicolor


            	Rufous-breasted Quail-dove, Geotrygon chiriquensis


            	Olive-backed Quail-dove, Geotrygon veraguensis


            	White-faced Quail-dove, Geotrygon albifacies


            	Lined Quail-dove, Geotrygon linearis


            	White-throated Quail-dove, Geotrygon frenata


            	Key West Quail-dove, Geotrygon chrysia


            	Bridled Quail-dove, Geotrygon mystacea


            	Violaceous Quail-dove, Geotrygon violacea


            	Ruddy Quail-dove, Geotrygon Montana

          


          Genus Starnoenas


          
            	Blue-headed Quail-dove, Starnoenas cyanocephala

          


          


          Subfamily Columbininae - American ground doves
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              Ruddy Ground Dove
            

          


          Genus Columbina


          
            	Common Ground Dove, Columbina passerina


            	Plain-breasted Ground Dove, Columbina minuta


            	Ecuadorian Ground Dove, Columbina buckleyi


            	Ruddy Ground Dove, Columbina talpacoti


            	Picui Dove, Columbina picui


            	Croaking Ground Dove, Columbina cruziana


            	Blue-eyed Ground Dove, Columbina cyanopis

          


          Genus Claravis


          
            	Blue Ground Dove, Claravis pretiosa


            	Purple-winged Ground Dove, Claravis godefrida


            	Maroon-chested Ground-dove, Claravis mondetoura

          


          Genus Metriopelia


          
            	Bare-faced Ground Dove, Metriopelia ceciliae


            	Moreno's Ground Dove, Metriopelia morenoi


            	Black-winged Ground Dove, Metriopelia melanoptera


            	Golden-spotted Ground Dove, Metriopelia aymara

          


          Genus Scardafella - possibly belongs into Columbina


          
            	Inca Dove, Scardafella inca


            	Scaled Dove, Scardafella squammata

          


          Genus Uropelia


          
            	Long-tailed Ground Dove, Uropelia campestris...

          


          


          Subfamily N.N. - Indopacific ground doves


          
            [image: Luzon Bleeding-heart Pigeon Gallicolumba crinigera, native to the Philippines.]

            
              Luzon Bleeding-heart Pigeon Gallicolumba crinigera, native to the Philippines.
            

          


          Genus Gallicolumba (16-17 living species, 3-4 recently extinct)


          
            	Luzon Bleeding-heart, Gallicolumba luzonica


            	Mindanao Bleeding-heart, Gallicolumba crinigera (criniger is a spelling error in the description)


            	Mindoro Bleeding-heart, Gallicolumba platenae


            	Negros Bleeding-heart, Gallicolumba keayi


            	Sulu Bleeding-heart, Gallicolumba menagei - possibly extinct (late 1990s?)


            	Cinnamon Ground-dove, Gallicolumba rufigula


            	Sulawesi Ground-dove, Gallicolumba tristigmata


            	White-breasted Ground-dove, Gallicolumba jobiensis


            	Norfolk Island Ground-dove, Gallicolumba norfolciensis - extinct (c.1800)


            	White-throated Ground-dove, Gallicolumba xanthonura


            	Rota Ground Dove, Gallicolumba sp. - prehistoric


            	Caroline Islands Ground-dove, Gallicolumba kubaryi


            	Polynesian Ground-dove, Gallicolumba erythroptera


            	Great Ground-dove, Gallicolumba nui - prehistoric


            	Henderson Island Ground-dove, Gallicolumba leonpascoi - prehistoric


            	New Caledonian Ground-dove, Gallicolumba longitarsus - prehistoric


            	Shy Ground-dove, Gallicolumba stairi


            	Santa Cruz Ground-dove, Gallicolumba sanctaecrucis


            	Tanna Ground-dove, Gallicolumba ferruginea - extinct (late 18th-19th century)


            	Thick-billed Ground-dove, Gallicolumba salamonis - extinct (mid-20th century)


            	Marquesan Ground-dove, Gallicolumba rubescens


            	Bronze Ground-dove, Gallicolumba beccarii


            	Palau Ground-dove, Gallicolumba canifrons


            	Wetar Ground-dove, Gallicolumba hoedtii

          


          Genus Trugon


          
            	Thick-billed Ground Pigeon, Trugon terrestris

          


          


          Subfamily Otidiphabinae - Pheasant Pigeon


          Genus Otidiphaps - Pheasant Pigeon


          


          Subfamily Didunculinae - Tooth-billed Pigeon


          Genus Didunculus


          
            	Tooth-billed Pigeon, Didunculus strigirostris


            	Tongan Tooth-billed Pigeon, Didunculus placopedetes - prehistoric

          


          


          Subfamily Gourinae - crowned pigeons


          
            [image: Victoria Crowned Pigeon Goura victoria in Bristol Zoo.]

            
              Victoria Crowned Pigeon Goura victoria in Bristol Zoo.
            

          


          Genus Goura (3 species)


          
            	Western Crowned Pigeon, Goura cristata


            	Southern Crowned Pigeon, Goura scheepmakeri


            	Victoria Crowned Pigeon, Goura victoria

          


          


          Subfamily N.N. ("Treroninae") - green and fruit-doves and imperial pigeons


          Genus Ducula - imperial-pigeons


          
            	Pink-bellied Imperial Pigeon, Ducula poliocephala


            	White-bellied Imperial Pigeon, Ducula forsteni


            	Mindoro Imperial Pigeon, Ducula mindorensis


            	Grey-headed Imperial Pigeon, Ducula radiata


            	Grey-necked Imperial Pigeon, Ducula carola


            	Green Imperial Pigeon, Ducula aenea


            	White-eyed Imperial Pigeon, Ducula perspicillata


            	Blue-tailed Imperial Pigeon, Ducula concinna


            	Pacific Imperial Pigeon, Ducula pacifica


            	Micronesian Imperial Pigeon, Ducula oceanica


            	Polynesian Imperial Pigeon, Ducula aurorae


            	Nukuhiva Imperial Pigeon, Ducula galeata


            	Red-knobbed Imperial Pigeon, Ducula rubricera

          


          
            [image: Pied Imperial Pigeon Ducula bicolor.]

            
              Pied Imperial Pigeon Ducula bicolor.
            

          


          
            	Spice Imperial Pigeon, Ducula myristicivora


            	Purple-tailed Imperial Pigeon, Ducula rufigaster


            	Cinnamon-bellied Imperial Pigeon, Ducula basilica


            	Finsch's Imperial Pigeon, Ducula finschii


            	Shining Imperial Pigeon, Ducula chalconota


            	Island Imperial Pigeon, Ducula pistrinaria


            	Pink-headed Imperial Pigeon, Ducula rosacea


            	Christmas Imperial Pigeon, Ducula whartoni


            	Grey Imperial Pigeon, Ducula pickeringii


            	Peale's Imperial Pigeon, Ducula latrans


            	Chestnut-bellied Imperial Pigeon, Ducula brenchleyi


            	Vanuatu Imperial Pigeon, Ducula bakeri


            	New Caledonian Imperial Pigeon, Ducula goliath


            	Pinon's Imperial Pigeon, Ducula pinon


            	Bismarck Imperial Pigeon, Ducula melanochroa


            	Collared Imperial Pigeon, Ducula mullerii


            	Zoe's Imperial Pigeon, Ducula zoeae


            	Mountain Imperial Pigeon, Ducula badia


            	Dark-backed Imperial Pigeon, Ducula lacernulata


            	Timor Imperial Pigeon, Ducula cineracea


            	Pied Imperial Pigeon, Ducula bicolor


            	Torresian Imperial Pigeon, Ducula spilorrhoa


            	White Imperial Pigeon, Ducula luctuosa

          


          Genus Lopholaimus - Topknot Pigeon
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              Kererū (New Zealand Pigeon), Hemiphaga novaeseelandiae.
            

          


          Genus Hemiphaga


          
            	Kererū Hemiphaga novaseelandiae


            	Parea Hemiphaga chathamensis

          


          Genus Cryptophaps


          
            	Sombre Pigeon, Cryptophaps poecilorrhoa

          


          Genus Gymnophaps - mountain-pigeons


          
            	Papuan Mountain-pigeon Gymnophaps albertisii


            	Long-tailed Mountain-pigeon Gymnophaps mada


            	Pale Mountain-pigeon Gymnophaps solomonensis
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          Genus Ptilinopus - fruit-doves (some 50 living species, 1-2 recently extinct)


          Genus Natunaornis - Viti Levu Giant Pigeon ( prehistoric)


          Genus Drepanoptila


          
            	Cloven-feathered Dove, Drepanoptila holosericea

          


          Genus Alectroenas - blue pigeons


          
            	Madagascar Blue Pigeon, Alectroenas madagascariensis


            	Comoro Blue Pigeon, Alectroenas sganzini


            	Seychelles Blue Pigeon, Alectroenas pulcherrima


            	Farquhar Blue Pigeon, Alectroenas sp. (extinct)


            	Mauritius Blue Pigeon, Alectroenas nitidissima (extinct)


            	Rodrigues Pigeon "Alectroenas" rodericana (extinct; probably distinct genus)

          


          


          Subfamily Raphinae - didines


          Genus Raphus - Dodo (extinct; late 17th century)


          Genus Pezophaps - Rodrigues Solitaire (extinct; c. 1730)


          


          Placement unresolved
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          Genus Caloenas


          
            	Nicobar Pigeon, Caloenas nicobarica


            	Greater Maned Pigeon, Caloenas canacorum ( prehistoric)


            	Liverpool Pigeon, "Caloenas" maculata - extinct; probably distinct genus

          


          Genus Treron - green pigeons


          
            	Cinnamon-headed Green Pigeon, Treron fulvicollis


            	Little Green Pigeon, Treron olax


            	Pink-necked Green Pigeon, Treron vernans


            	Orange-breasted Green Pigeon, Treron bicincta


            	Pompadour Green Pigeon, Treron pompadora


            	Thick-billed Green Pigeon, Treron curvirostra


            	Grey-cheeked Green Pigeon, Treron griseicauda


            	Sumba Green Pigeon, Treron teysmannii


            	Flores Green Pigeon, Treron floris


            	Timor Green Pigeon, Treron psittacea


            	Large Green Pigeon, Treron capellei


            	Yellow-footed Green Pigeon, Treron phoenicoptera


            	Bruce's Green Pigeon, Treron waalia


            	Madagascar Green Pigeon, Treron australis


            	African Green Pigeon, Treron calva


            	Pemba Green Pigeon, Treron pembaensis


            	Sao Tome Green Pigeon, Treron sanctithomae


            	Pin-tailed Green Pigeon, Treron apicauda


            	Sumatran Green Pigeon, Treron oxyura


            	Yellow-vented Green Pigeon, Treron seimundi


            	Wedge-tailed Green Pigeon, Treron sphenura


            	White-bellied Green Pigeon, Treron sieboldii


            	Whistling Green Pigeon, Treron formosae

          


          
            [image: Wonga Pigeon, Leucosarcia melanoleuca, native to Australia.]

            
              Wonga Pigeon, Leucosarcia melanoleuca, native to Australia.
            

          


          Genus Phapitreron - brown doves


          
            	White-eared Brown Dove, Phapitreron leucotis


            	Amethyst Brown Dove, Phapitreron amethystina


            	Dark-eared Brown Dove, Phapitreron cinereiceps

          


          Genus Leucosarcia - Wonga Pigeon


          Genus Microgoura - Choiseul Crested Pigeon (extinct; early 20th century)


          Genus Dysmoropelia


          
            	St Helena Dove, Dysmoropelia dekarchiskos (extinct)

          


          Genus indeterminate


          
            	Henderson Island Archaic Pigeon, Columbidae gen. et sp. indet. ( prehistoric)

          


          


          Relationship with humans


          
            [image: Doves in a dove house]

            
              Doves in a dove house
            

          


          


          Doves as food


          Several species of pigeon or dove are used as food, and probably any could be; the powerful breast muscles characteristic of the family make excellent meat. In Europe the Wood Pigeon is commonly shot as a game bird, while Rock Pigeons were originally domesticated as a food species, and many breeds were developed for their meat-bearing qualities. The extinction of the Passenger Pigeon was at least partly due to shooting for use as food.


          


          Doves in religion


          According to the Tanakh, doves are kosher, and they are the only birds that may be used for a korban. Other kosher birds may be eaten, but not brought as a korban. In the New Testament a dove is the symbol of the Holy Spirit.


          


          Threats and conservation


          While many species of pigeons and doves have benefited from human activities and have increased their ranges, many other species have declined in numbers and some have become threatened or even succumbed to extinction. Amongst the 10 species that have become extinct since 1600 (the conventional date for estimating modern extinctions) are two of the most famous extinct species, the Dodo and the Passenger Pigeon. The Passenger Pigeon was exceptional for a number of reasons, along with being the only pigeon species to have gone extinct in modern times that was not an island species it was once the most numerous species of bird on Earth. Its former numbers are difficult to estimate but one ornithologist, Alexander Wilson, estimated that one flock he observed contained over two billion birds. The decline of the species was abrupt; in 1871 a breeding colony was estimated to contain over a hundred million birds, yet the last individual in the species was dead by 1914. Although habitat loss was a contributing factor, the species is thought to have been massively overhunted, being used as food for slaves and, later, the poor in the United States throughout the 19th century.


          The Dodo, and its extinction, was more typical of the extinctions of pigeons in the past. Like many species that colonize remote islands with few predators it lost much of its anti-predator behaviour, along with its ability to fly. The arrival of people, along with a suite of other introduced species such as rats, pigs and cats, quickly spelt the end for this species and all the other island forms that have become extinct.


          Around 59 species of pigeon and dove are threatened with extinction today, this is 19% of all species. Most of these are tropical and live on islands. All of the species threatened today are threatened by introduced predators, habitat loss and hunting, or a combination of these factors. In some cases they may be extinct in the wild, as is the Socorro Dove of Socorro Island, Mexico, which was driven to the edge of extinction by habitat loss and introduced feral cats. In some areas a lack of knowledge means that the true status of a species is unknown; the Negros Fruit Dove has not been seen since 1953 and may or may not be extinct, and the Polynesian Ground-dove is classified as critically endangered as it is unknown whether it survives or not on remote islands in the far west of the Pacific Ocean.


          Various conservation techniques are employed in order to prevent these extinctions. These include laws and regulations in order to control hunting pressure, the establishment of protected areas to prevent further habitat loss, the establishment of captive populations for reintroduction back into the wild ( ex situ conservation) and the translocation of individuals to suitable habitat to create additional populations.
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        Combinatorics


        
          

          Combinatorics is a branch of pure mathematics concerning the study of discrete (and usually finite) objects. It is related to many other areas of mathematics, such as algebra, probability theory, ergodic theory and geometry, as well as to applied subjects in computer science and statistical physics. Aspects of combinatorics include "counting" the objects satisfying certain criteria ( enumerative combinatorics), deciding when the criteria can be met, and constructing and analyzing objects meeting the criteria (as in combinatorial designs and matroid theory), finding "largest", "smallest", or "optimal" objects ( extremal combinatorics and combinatorial optimization), and finding algebraic structures these objects may have ( algebraic combinatorics).


          Combinatorics is as much about problem solving as theory building, though it has developed powerful theoretical methods, especially since the later twentieth century (see the page List of combinatorics topics for details of the more recent development of the subject). One of the oldest and most accessible parts of combinatorics is graph theory, which also has numerous natural connections to other areas.


          There are many combinatorial patterns and theorems related to the structure of combinatoric sets. These often focus on a partition or ordered partition of a set. See the List of partition topics for an expanded list of related topics or the List of combinatorics topics for a more general listing. Some of the more notable results are highlighted below.


          An example of a simple combinatorial question is the following: What is the number of possible orderings of a deck of 52 distinct playing cards? The answer is 52! (52 factorial), which is equal to about 8.0658  1067.


          Another example of a more difficult problem: Given a certain number n of people, is it possible to assign them to sets so that each person is in at least one set, each pair of people is in exactly one set together, every two sets have exactly one person in common, and no set contains everyone, all but one person, or exactly one person? The answer depends on n. See "Design theory" below.


          Combinatorics is used frequently in computer science to obtain estimates on the number of elements of certain sets. A mathematician who studies combinatorics is often referred to as a combinatorialist or combinatorist.


          


          History of Combinatorics


          


          Earliest uses


          
            [image: The appearance of the Fibonacci number five in prosody. There is one way to arrange one beat, two for two, three for three, and five for four beats.]

            
              The appearance of the Fibonacci number five in prosody. There is one way to arrange one beat, two for two, three for three, and five for four beats.
            

          


          
            	The earliest books about combinatorics are from India. A Jainist text, the Bhagabati Sutra, had the first mention of a combinatorics problem; it asked how many ways one could take six tastes one, two, or three tastes at a time. The Bhagabati Sutra was written around 300 BC, and thus was the first book to mention the choice function . The next ideas of Combinatorics came from Pingala, who was interested in prosody. Specifically, he wanted to know how many ways a six syllable meter could be made from short and long notes. He wrote this problem in the Chanda sutra (also Chandahsutra) in the second century BC . In addition, he also found the number of meters that had n long notes and k short notes, which is equivalent to finding the binomial coefficients.

          


          
            	The ideas of the Bhagabati were generalized by the Indian mathematician Mahariva in 850 AD, and Pingala's work on prosody was expanded by Bhaskara and Hemacandra in 1100 AD. Bhaskara was the first known person to find the generalized choice function, although Brahmagupta may have known earlier. Hemacandra asked how many meters existed of a certain length if a long note was considered to be twice as long as a short note, which is equivalent to finding the Fibonacci numbers.

          


          
            [image: A Hexagram]

            
              A Hexagram
            

          


          
            	While India was the first nation to publish results on Combinatorics, there were discoveries by other nations on similar topics. The earliest known connection to Combinatorics comes from the Rhind papyrus, problem 79, for the implementation of a geometric series. The next milestone is held by the I Ching. The book is about what different hexagrams mean, and to do this they needed to know how many possible hexagrams there were. Since each hexagram is a permutation with repetitions of six lines, where each line can be one of two states, solid or dashed, combinatorics yields the result that their are 26 = 64 hexagrams. A monk also may have counted the number of configurations to a game similar to Go around 700 AD. Although China had relatively few advancements in enumerative combinatorics, they solved a combinatorial design problem, the magic square, around 100 AD.

          


          
            	In Greece, Plutarch wrote that the Xenocrates discovered the number of different syllables possible in the Greek language. This, however, is unlikely because this is one of the few mentions of Combinatorics in Greece. The number they found, [image: 1.002 \cdot 10^{12}] also seems too round to be more than a guess. .

          


          
            	Magic squares remained an interest of China, and they began to generalize their original 33 square between 900 and 1300 AD. China corresponded with the Middle East about this problem in the 13th century. The Middle East also learned about binomial coefficients from Indian work, and found the connection to polynomial expansion.

          


          


          Combinatorics in the West


          
            	Combinatorics came to Europe in the 13th century through two mathematicians, Leonardo Fibonacci and Jordanus de Nemore. Fibonacci's Liber Abaci introduced many of the Arabian and Indian ideas to Europe, including that of the Fibonacci numbers. Jordanus was the first person to arrange the Binomial coefficient's in a triangle, as he did in proposition 70 of De Arithmetica. This was also done in the Middle East in 1265, and China around 1300. Today, this triangle is known as Pascal's triangle.

          


          
            	Pascal's contribution to the triangle that bears his name comes from his work on formal proofs about it, in addition to his connection between it and probability. Together with Leibniz and his ideas about partitions in the 17th century, they are considered the founders of modern combinatorics.

          


          
            	Both Pascal and Leibniz understood that algebra and combinatorics corresponded (aka, binomial expansion was equivalent to the choice function.) This was expanded by De Moivre, who found the expansion of a multinomial. De Moivre also found the formula for derangements using the principle of inclusion-exclusion, a method different from Nikolaus Bernouli, who had found them previously. He managed to approximate the binomial coefficients and factorial. Finally, he found a closed form for the Fibonacci numbers by inventing generating functions.

          


          
            	In the 18th century, Euler worked on problems of combinatorics. In addition to working on several problems of probability which link to combinatorics, he worked on the knights tour, Graeco-Latin square, Eulerian numbers, and others. He also invented graph theory by solving the Seven Bridges of Knigsberg problem, which also lead to the formation of topology. Finally, he broke ground with partitions by the use of generating functions.

          


          


          Enumerative combinatorics


          Counting the number of ways that certain patterns can be formed is the central problem of enumerative combinatorics. Two examples of this type of problem are counting combinations and counting permutations (as discussed in the previous section). More generally, given an infinite collection of finite sets {Si} indexed by the natural numbers, enumerative combinatorics seeks to describe a counting function which counts the number of objects in Sn for each n. Although counting the number of elements in a set is a rather broad mathematical problem, many of the problems that arise in applications have a relatively simple combinatorial description.


          The simplest such functions are closed formulas, which can be expressed as a composition of elementary functions such as factorials, powers, and so on. For instance, as shown below, the number of different possible orderings of a deck of n cards is f(n) = n!. Often, no closed form is initially available. In these cases, we frequently first derive a recurrence relation, then solve the recurrence to arrive at the desired closed form.


          Finally, f(n) may be expressed by a formal power series, called its generating function, which is most commonly either the ordinary generating function


          
            	[image: \sum_{n\ge 1} f(n) x^n]

          


          or the exponential generating function


          
            	[image: \sum_{n \ge 1} f(n) \frac{x^n}{n!}.]

          


          Often, a complicated closed formula yields little insight into the behaviour of the counting function as the number of counted objects grows. In these cases, a simple asymptotic approximation may be preferable. A function g(n) is an asymptotic approximation to f(n) if [image: f(n)/g(n)\rightarrow 1] as [image: n\rightarrow]infinity. In this case, we write [image: f(n) \sim g(n)\,].


          Once determined, the generating function may allow one to extract all the information given by the previous approaches. In addition, the various natural operations on generating functions such as addition, multiplication, differentiation, etc., have a combinatorial significance; this allows one to extend results from one combinatorial problem in order to solve others.


          


          Permutations with repetitions


          When the order matters, and an object can be chosen more than once, the number of permutations is


          
            	[image:  n^r \,\!]

          


          where n is the number of objects from which you can choose and r is the number to be chosen.


          For example, if you have the letters A, B, C, and D and you wish to discover the number of ways to arrange them in three letter patterns ( trigrams)


          
            	order matters (e.g., A-B is different from B-A, both are included as possibilities)


            	an object can be chosen more than once (A-A possible)

          


          you find that there are 43 or 64 ways. This is because for the first slot you can choose any of the four values, for the second slot you can choose any of the four, and for the final slot you can choose any of the four letters. Multiplying them together gives the total.


          


          Permutations without repetitions


          When the order matters and each object can be chosen only once, then the number of permutations is


          
            	[image:  (n)_{r} = \frac{n!}{(n-r)!}] where n is the number of objects from which you can choose, r is the number to be chosen and "!" is the standard symbol meaning factorial.

          


          For example, if you have five people and are going to choose three out of these, you will have 5!/(53)! = 60 permutations.


          Note that if n = r (meaning the number of chosen elements is equal to the number of elements to choose from; five people and pick all five) then the formula becomes


          
            	[image:  \frac{n!}{(n-n)!} = \frac{n!}{0!} = n!]

          


          where 0! = 1.


          For example, if you have the same five people and you want to find out how many ways you may arrange them, it would be 5! or 54321=120 ways. The reason for this is that you can choose from 5 for the initial slot, then you are left with only 4 to choose from for the second slot etc. Multiplying them together gives the total of 120.


          


          Combinations without repetitions


          When the order does not matter and each object can be chosen only once, the number of combinations is the binomial coefficient:


          
            	[image: {n\choose k} = {{n!} \over {k!(n - k)!}}]

          


          where n is the number of objects from which you can choose and k is the number to be chosen.


          For example, if you have ten numbers and wish to choose 5 you would have 10!/(5!(105)!) = 252 ways to choose. The binomial coefficient is also used to calculate the number of permutations in a lottery.


          


          Combinations with repetitions


          When the order does not matter and an object can be chosen more than once, then the number of combinations is


          
            	[image: {{(n + k - 1)!} \over {k!(n - 1)!}} = {{n + k - 1} \choose {k}} = {{n + k - 1} \choose {n - 1}}]

          


          where n is the number of objects from which you can choose and k is the number to be chosen.


          For example, if you have ten types of donuts (n) on a menu to choose from and you want three donuts (k) there are (10 + 3  1)! / 3!(10  1)! = 220 ways to choose (see also multiset).


          


          Fibonacci numbers


          Let f(n) be the number of distinct subsets of the set [image: S(n)=\{1,2,3, \ldots ,n \}] that do not contain two consecutive integers. When n = 4, we have the sets {}, {1}, {2}, {3}, {4}, {1,3}, {1,4}, {2,4}, so f(4) = 8. We count the desired subsets of S(n) by separately counting those subsets that contain element n and those that do not. If a subset contains n, then it does not contain element n  1. So there are exactly f(n  2) of the desired subsets that contain element n. The number of subsets that do not contain n is simply f(n  1). Adding these numbers together, we get the recurrence relation:


          
            	[image: f(n) = f(n-1) + f(n-2)\, ,]

          


          where f(1) = 2 and f(2) = 3.


          As early as 1202, Leonardo Fibonacci studied these numbers. They are now called Fibonacci numbers; in particular, f(n) is known as the n + 2nd Fibonacci number. Although the recurrence relation allows us to compute every Fibonacci number, the computation is inefficient. However, by using standard techniques to solve recurrence relations, we can reach the closed form solution:


          
            	[image: f(n) = \frac{\phi^{n+2}-(1-\phi)^{n+2}}{\sqrt{5}}]

          


          where [image: \phi = (1 + \sqrt 5) / 2], the golden ratio.


          In the above example, an asymptotic approximation to f(n) is:


          
            	[image: f(n) \sim \frac{\phi^{n+2}}{\sqrt{5}}]

          


          as n becomes large.


          


          Structural combinatorics


          


          Graph theory


          Graphs are basic objects in combinatorics. The questions range from counting (e.g. the number of graphs on n vertices with k edges) to structural (e.g. which graphs contain Hamiltonian cycles).


          


          Design theory


          A simple result in the block design area of combinatorics is that the problem of forming sets, described in the introduction, has a solution only if n has the form q2 + q + 1. It is less simple to prove that a solution exists if q is a prime power. It is conjectured that these are the only solutions. It has been further shown that if a solution exists for q congruent to 1 or 2 mod 4, then q is a sum of two square numbers. This last result, the Bruck-Ryser theorem, is proved by a combination of constructive methods based on finite fields and an application of quadratic forms.


          When such a structure does exist, it is called a finite projective plane; thus showing how finite geometry and combinatorics intersect.


          


          Matroid theory


          Matroid theory abstracts part of geometry. It studies the properties of sets (usually, finite sets) of vectors in a vector space that do not depend on the particular coefficients in a linear dependence relation. Not only the structure but also enumerative properties belong to matroid theory.


          For instance, given a set of n vectors in Euclidean space, what is the largest number of planes they can generate? Answer: the binomial coefficient


          
            	[image: \binom{n}{2}.]

          


          Is there a set that generates exactly one less plane? (No, in almost all cases.) These are extremal questions in geometry, as discussed below.


          


          Extremal and probabilistic combinatorics


          Many extremal questions deal with set systems. A simple example is the following: what is the largest number of subsets of an n-element set one can have, if no two of the subsets are disjoint? Answer: half the total number of subsets. Proof: Call the n-element set S. Between any subset T and its complement S  T, at most one can be chosen. This proves the maximum number of chosen subsets is not greater than half the number of subsets. To show one can attain half the number, pick one element x of S and choose all the subsets that contain x.


          A more difficult problem is to characterize the extremal solutions; in this case, to show that no other choice of subsets can attain the maximum number while satisfying the requirement.


          Often it is too hard even to find the extremal answer f(n) exactly and one can only give an asymptotic estimate.


          


          Ramsey theory


          Ramsey theory is a celebrated part of extremal combinatorics. It states that any sufficiently large random configuration will contain some sort of order.


          Frank P. Ramsey proved that for every integer k there is an integer n, such that every graph on n vertices either contains a clique or an independent set of size k. This is a special case of Ramsey's theorem. For example, given any group of six people, it is always the case that one can find three people out of this group that either all know each other or all do not know each other. The key to the proof in this case is the Pigeonhole Principle: either A knows three of the remaining people, or A does not know three of the remaining people.


          Here is a simple proof: Take any one of the six people, call him A. Either A knows three of the remaining people, or A does not know three of the remaining people. Assume the former (the proof is identical if we assume the latter). Let the three people that A knows be B, C, and D. Now either two people from {B,C,D} know each other (in which case we have a group of three people who know each other - these two plus A) or none of B,C,D know each other (in which case we have a group of three people who do not know each other - B,C,D). QED.


          


          Extremal combinatorics


          The types of questions addressed in this case are about the largest possible graph which satisfies certain properties. For example, the largest triangle-free graph on 2n vertices is a complete bipartite graph Kn,n.


          


          Probabilistic combinatorics


          Here the questions are of the following type: what is the probability of a certain graph property for a random graph (within a certain class) E.g. what is the average number of triangles in a random graph?


          


          Geometric combinatorics


          Geometric combinatorics is related to convex and discrete geometry. It asks, e.g. how many faces of each dimension can a convex polytope have. Metric properties of polytopes play an important role as well, e.g. the Cauchy theorem on rigidity of convex polytopes. Special polytopes are also considered, such as permutohedron, associahedron and Birkhoff polytope.
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        Combine harvester


        
          

          The combine harvester, or simply combine, also known as a thresher is a machine that combines the tasks of harvesting, threshing, and cleaning grain crops. The objective is the harvest of the crop; corn (maize), soybeans, flax ( linseed), oats, wheat, or rye among others). The waste straw left behind on the field is the remaining dried stems and leaves of the crop with limited nutrients which is either chopped and spread on the field or baled for feed and bedding for livestock.


          


          History


          The first combine was invented by Hiram Moore in 1838. It took many decades for the combine to become popular. Early combines often took more than 16 horses to drive them. Later combines were pulled by steam engines. George Stockton Berry joined the combine into a single machine using straw to heat the boiler. The header was over forty feet long, cutting over one hundred acres per day.


          
            [image: Old Style Harverster found in the Henty, Australia region.]

            
              Old Style Harverster found in the Henty, Australia region.
            

          


          Early combines, some of them quite large, were drawn by horse or mule teams and used a bull wheel to provide power. In 1902, a combine could harvest enough grain in one hour to make 10 loaves of bread. Tractor-drawn, PTO-powered combines were used for a time. These combines used a shaker to separate the grain from the chaff and straw-walkers (grates with small teeth on an eccentric shaft) to eject the straw while retaining the grain. Tractor drawn combines evolved to have separate gas or diesel engines to power the grain separation. Newer kinds of combines are self-propelled and use diesel engines for power. A significant advance in the design of combines was the rotary design. Straw and grain were separated by use of a powerful fan. "Axial-Flow" rotary combines were introduced by International Harvester "IH" in 1977. In about the 1980's on-board electronics were introduced to measure threshing efficiency. This new instrumentation allowed operators to get better grain yields by optimizing ground speed and other operating parameters.


          


          Combine Heads


          
            [image: A John Deere 9410 Combine set to harvest Oats.]

            
              A John Deere 9410 Combine set to harvest Oats.
            

          


          Combines are equipped with removable heads (called headers) that are designed for particular crops. The standard header, sometimes called a grain platform (or platform header), is equipped with a reciprocating knife cutter bar, and features a revolving reel with metal or plastic teeth to cause the cut crop to fall into the head. A cross auger then pulls the crop into the throat. The grain header is used for many crops including grains and legumes.


          Wheat headers are similar except that the reel is not equipped with teeth. Some wheat headers, called "draper" headers, use a fabric or rubber apron instead of a cross auger. Draper headers allow faster feeding than cross augers, leading to higher throughputs. In high yielding European crops, such headers have no advantage, as the limiting factor becomes grain separation. On many farms, platform headers are used to cut wheat, instead of separate wheat headers, so as to reduce overall costs.


          Dummy heads or pick-up headers feature spring-tined pickups, usually attached to a heavy rubber belt. They are used for crops that have already been cut and placed in windrows or swaths. This is particularly useful in northern climates such as western Canada where swathing kills weeds resulting in a faster dry down.


          
            [image: A John Deere combine harvesting corn]

            
              A John Deere combine harvesting corn
            

          


          While a grain platform can be used for corn, a specialized corn head is ordinarily used instead. The corn head is equipped with snap rolls that strip the stalk and leaf away from the ear, so that only the ear (and husk) enter the throat. This improves efficiency dramatically since so much less material must go through the cylinder. The corn head can be recognized by the presence of points between each row.


          Occasionally rowcrop heads are seen that function like a grain platform, but have points between rows like a corn head. These are used to reduce the amount of weed seed picked up when harvesting small grains.


          Self propelled Gleaner combines could be fitted with special tracks instead of tires or tires with tread measuring almost 10in deep to assist in harvesting rice. Some combines, particularly pull type, have tires with a diamond tread which prevents sinking in mud.These tracks can fit other combines by having adapter plates made, they will fit a JD6620 2WD only having to remove one shield.


          


          Conventional combine


          The cut crop is carried up the feeder throat by a chain and flight elevator, then fed into the threshing mechanism of the combine, consisting of a rotating threshing drum, to which grooved steel bars are bolted. These bars thresh or separate the grains and chaff from the straw through the action of the drum against the concave, a shaped "half drum", also fitted with steel bars and a meshed grill, through which grain, chaff and smaller debris may fall, whereas the straw, being too long, is carried through onto the straw walkers. The drum speed is variably adjustable, whilst the distance between the drum and concave is finely adjustable fore, aft and together, to achieve optimum separation and output. Manually engaged disawning plates are usually fitted to the concave. These provide extra friction to remove the awns from barley crops.


          


          Sidehill levelling


          An interesting technology is in use in the Palouse region of the Pacific Northwest of the United States in which the combine is retrofitted with a hydraulic sidehill levelling system. This allows the combine to harvest the incredibly steep but fertile soil in the region. Hillsides can be as steep as a 50% slope. Gleaner, IH and Case IH, John Deere, and others all have made combines with this sidehill levelling system, and local machine shops have fabricated them as an aftermarket add-on. Linked pictures below show the technology.


          The first levelling technology was developed by Holt Co., a California firm, in 1891. Modern levelling came into being with the invention and patent of a level sensitive mercury switch system invented by Raymond Alvah Hanson in 1946. Raymond's son, Raymond, Jr., produced leveling systems exclusively for John Deere combines until 1995 as R. A. Hanson Company, Inc. In 1995, his son, Richard, purchased the company from his father and renamed it RAHCO International, Inc. In April, 2007, the company was renamed The Factory Company International, Inc. Production continues to this day.


          Sidehill levelling has several advantages. Primary among them is an increased threshing efficiency on sidehills. Without levelling, grain and chaff slide to one side of separator and come through the machine in a large ball rather than being separated, dumping large amounts of grain on the ground. By keeping the machinery level, the straw-walker is able to operate more efficiently, making for more efficient threshing. IH produced the 453 combine which leveled both side-to-side and front-to-back, enabling efficient threshing whether on a sidehill or climbing a hill head on.


          Secondarily, levelling changes a combine's centre of gravity relative to the hill and allows the combine to harvest along the contour of a hill without tipping, a very real danger on the steeper slopes of the region; it is not uncommon for combines to roll on extremely steep hills.


          Newer leveling systems do not have as much tilt as the older ones. A John Deere 9600 combine equipped with a Rahco hillside conversion kit will level over to 44%, while the newer STS combines will only go to 35%. These modern combines use the rotary grain separator which makes leveling less critical. Most combines on the Palouse have dual drive wheels on each side to stabilize them.


          Sidehill levelling system in Europe was developed by Italian combines' manifacturer Laverda that still today produces those systems as a leader.


          


          Maintaining threshing speed


          
            [image: Allis-Chalmers GLEANER L2]

            
              Allis-Chalmers GLEANER L2
            

          


          Another technology that is sometimes used on combines is a continuously variable transmission. This allows the ground speed of the machine to be varied while maintaining a constant engine and threshing speed. It is desirable to keep the threshing speed since the machine will typically have been adjusted to operate best at a certain speed.


          Self-propelled combines started with standard manual transmissions that provided one speed based on input rpm. Deficiencies were noted and in the early 1950s combines were equipped with what John Deere called the "Variable Speed Drive". This was simply a variable width sheave controlled by spring and hydraulic pressures. This sheave was attached to the input shaft of the transmission. A standard 4 speed manual transmission was still used in this drive system. The operator would select a gear, typically 3rd. An extra control was provided to the operator to allow him to speed up and slow down the machine within the limits provided by the variable speed drive system. By decreasing the width of the sheave on the input shaft of the transmission, the belt would ride higher in the groove. This slowed the rotating speed on the input shaft of the transmission, thus slowing the ground speed for that gear. A clutch was still provided to allow the operator to stop the machine and change transmission gears.


          

          Later, as hydraulic technology improved, hydrostatic transmissions were introduced by Versatile Mfg for use on swathers but later this technology was applied to combines as well. This drive retained the 4 speed manual transmission as before, but this time used a system of hydraulic pumps and motors to drive the input shaft of the transmission. This system is called a Hydrostatic drive system. The engine turns the hydraulic pump capable of high flow rates at up to 4000 psi. This pressure is then directed to the hydraulic motor that is connected to the input shaft of the transmission. The operator is provided with a lever in the cab that allows for the control of the hydraulic motor's ability to use the energy provided by the pump. By adjusting the swash plate in the motor, the stroke of its pistons are changed. If the swash plate is set to neutral, the pistons do not move in their bores and no rotation is allowed, thus the machine does not move. By moving the lever, the swash plate moves its attached pistons forward, thus allowing them to move within the bore and causing the motor to turn. This provides an infinitely variable speed control from 0 ground speed to what ever the maximum speed is allowed by the gear selection of the transmission. The standard clutch was removed from this drive system as it was no longer needed.


          Most if not all modern combines are equipped with hydrostatic drives. These are larger versions of the same system used in consumer and commercial lawn mowers that most are familiar with today. In fact, it was the downsizing of the combine drive system that placed these drive systems into mowers and other machines.


          


          The threshing process


          Despite great advances mechanically and in computer control, the basic operation of the combine harvester has remained unchanged almost since it was invented.


          First of all the header, described above, cuts the crop and feeds it into the threshing cylinder. This consists of a series of horizontal rasp bars fixed across the path of the crop and in the shape of a quarter cylinder, guiding the crop upwards through a 90 degree turn. Moving rasp bars or rub bars pull the crop through concaved grates that separate the grain and chaff from the straw. The grain heads fall through the fixed concaves onto the sieves. The straw exits the top of the concave onto the straw walkers.


          Since the New Holland TR70 Twin-Rotor Combine came out in 1975, combines have rotors in place of conventional cylinders. A rotor is a long, longitudily mounted rotating cylinder with plates similar to rub bars.


          There are usually two sieves, one above the other. Each is a flat metal plate with holes set according to the size of the grain mounted at an angle which shakes. The holes in the top sieve are set larger than the holes in the bottom sieve. While straw is carried to the rear, crop and weed seeds, as well as chaff, fall onto the second sieves, where chaff and crop fall though and are blown out by a fan. The crop is carried to the elevator which carries it into the hopper. Setting the concave clearance, fan speed, and sieve size is critical to ensure that the crop is threshed properly, the grain is clean of debris, and that all of the grain entering the machine reaches the grain tank. ( Observe, for example, that when travelling uphill the fan speed must be reduced to account for the shallower gradient of the sieves.)


          Heavy material, e.g., unthreshed heads, fall off the front of the sieves and are returned to the concave for re-threshing.


          The straw walkers are located above the sieves, and also have holes in them. Any grain remaining attached to the straw is shaken off and falls onto the top sieve.


          When the straw reaches the end of the walkers it falls out the rear of the combine. It can then be baled for cattle bedding or spread by two rotating straw spreaders with rubber arms. Most modern combines are equipped with a straw spreader.


          


          Rotary vs. Conventional Design


          For a considerable time, combine harvesters used the conventional design, which used a rotating cylinder at the front-end which knocked the seeds out of the heads, and then used the rest of the machine to separate the straw from the chaff, and the chaff from the grain.
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          In the decades before the widespread adoption of the rotary combine in the late seventies, several inventors had pioneered designs which relied more on centrifugal force for grain separation and less on gravity alone. By the early eighties, most major manufacturers had settled on a "walkerless" design with much larger threshing cylinders to do most of the work. Advantages were faster grain harvesting and gentler treatment of fragile seeds, which were often cracked by the faster rotational speeds of conventional combine threshing cylinders.


          It was the disadvantages of the rotary combine (increased power requirements and over-pulverization of the straw by-product) which prompted a resurgence of conventional combines in the late nineties. Perhaps overlooked but nonetheless true, when the large engines that powered the rotary machines were employed in conventional machines, the two types of machines delivered similar production capacities. Also, research was beginning to show that incorporating above-ground crop residue (straw) into the soil is less useful for rebuilding soil fertility than previously believed. This meant that working pulverized straw into the soil became more of a hindrance than a benefit. An increase in feedlot beef production also created a higher demand for straw as fodder. Conventional combines, which use straw walkers, preserve the quality of straw and allow it to be baled and removed from the field.


          
            Retrieved from " http://en.wikipedia.org/wiki/Combine_harvester"
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          Comets are small Solar System bodies that orbit the Sun and, when close enough to the Sun, exhibit a visible coma (or atmosphere) and/or a tail both primarily from the effects of solar radiation upon the comet's nucleus. Comet nuclei are themselves loose collections of ice, dust and small rocky particles, measuring a few kilometres or tens of kilometres across.


          Comets have a variety of different orbital periods, ranging from a few years, to hundreds of thousands of years, while some are believed to pass through the inner Solar System only once before being thrown out into interstellar space. Short-period comets are thought to originate in the Kuiper Belt, or associated scattered disc, which lie beyond the orbit of Neptune. Long-period comets are believed to originate at a very much greater distance from the Sun, in a cloud (the Oort cloud) consisting of debris left over from the condensation of the solar nebula. Comets are thrown from these outer reaches of the Solar System inwards towards the Sun by gravitational perturbations from the outer planets (in the case of Kuiper Belt objects) or nearby stars (in the case of Oort Cloud objects), or as a result of collisions.


          Comets leave a trail of debris behind them. If the comet's path crosses Earth's path, then at that point may be meteor showers as the Earth passes through the trail of debris. The Perseid meteor shower occurs every year between August 9 and 13 when the Earth passes through the orbit of the comet Swift-Tuttle. Halley's comet is the source of the Orionid shower in October.


          Comets are distinguished from asteroids by the presence of a coma and/or tail, though very old comets that have lost all their volatile materials may come to resemble asteroids. Asteroids are also believed to have a different origin from comets, having formed in the inner Solar System rather than the outer Solar System. Recent findings have, however, somewhat blurred the distinction between asteroids and comets; see also Asteroid: Terminology.


          There are a reported 3,354 known comets as of November 2007, of which several hundred are short-period. This number is steadily increasing. However, this represents only a tiny fraction of the total potential comet population: the reservoir of comet-like bodies in the outer solar system may number one trillion. The number of naked-eye comets averages to roughly one per year, though many of these are faint and unspectacular. When a historically bright or notable naked-eye comet is witnessed by many people, it is often considered a Great comet.


          The word "comet" came to the English language through Latin cometes from the Greek word komē, meaning "hair of the head"; Aristotle first used the derivation komētēs to depict comets as "stars with hair." The astronomical symbol for comets (☄) accordingly consists of a disc with a hairlike tail.


          


          Physical characteristics
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          Comet nuclei are in a range from 1/2 kilometer to 50 kilometers across and are composed of rock, dust, water ice, and frozen gases such as carbon monoxide, carbon dioxide, methane and ammonia. They are often popularly described as "dirty snowballs", though recent observations have revealed dry dusty or rocky surfaces, suggesting that the ices are hidden beneath the crust (see Debate over comet composition). Comets also contain a variety of organic compounds; in addition to the gases already mentioned, these may include methanol, hydrogen cyanide, formaldehyde, ethanol and ethane, and perhaps more complex molecules such as long-chain hydrocarbons and amino acids. Comet nuclei are irregularly shaped: they have insufficient mass (and hence gravity) to become spherical.


          In the outer solar system, comets remain frozen and are extremely difficult or impossible to detect from Earth due to their small size (though some observations of comet nuclei in the Kuiper Belt have been made). As a comet approaches the inner solar system, solar radiation causes the water, frozen gases and other volatile materials within the comet to vaporise and stream out of the nucleus, carrying dust away with them. The streams of dust and gas thus released form a huge, extremely tenuous atmosphere around the comet called the coma, and the force exerted on the coma by the Sun's radiation pressure and solar wind cause an enormous tail to form, which points away from the sun.


          The streams of dust and gas each form their own distinct tail, pointing in slightly different directions. The tail of dust is left behind in the comet's orbit in such a manner that it often forms a curved tail. At the same time, the ion tail, made of gases, always points directly away from the Sun, as this gas is more strongly affected by the solar wind than is dust, following magnetic field lines rather than an orbital trajectory. While the solid nucleus of comets is generally less than 50km across, the coma may be larger than the Sun, and ion tails have been observed to extend 1 astronomical unit (150 million km) or more.


          Both the coma and tail are illuminated by the Sun and may become visible from Earth when a comet passes through the inner solar system, the dust reflecting sunlight directly and the gases glowing from ionisation. Most comets are too faint to be visible without the aid of a telescope, but a few each decade become bright enough to be visible with the naked eye. Occasionally a comet may experience a huge and sudden outburst of gas and dust, during which the size of the coma temporarily greatly increases in size. This happened in 2007 to Comet Holmes.


          Surprisingly, cometary nuclei are among the darkest objects known to exist in the solar system. The Giotto probe found that Comet Halley's nucleus reflects approximately 4% of the light that falls on it, and Deep Space 1 discovered that Comet Borrelly's surface reflects only 2.4% to 3% of the light that falls on it; by comparison, asphalt reflects 7% of the light that falls on it. It is thought that complex organic compounds are the dark surface material. Solar heating drives off volatile compounds leaving behind heavy long-chain organics that tend to be very dark, like tar or crude oil. The very darkness of cometary surfaces allows them to absorb the heat necessary to drive their outgassing.


          In 1996, comets were found to emit X-rays. These X-rays surprised researchers, because their emission by comets had not previously been predicted. The X-rays are thought to be generated by the interaction between comets and the solar wind: when highly charged ions fly through a cometary atmosphere, they collide with cometary atoms and molecules. In these collisions, the ions will capture one or more electrons leading to emission of X-rays and far ultraviolet photons.


          


          The fate of comets


          Eventually  typically after many orbits of the Sun  all the volatile material contained in a comet nucleus evaporates away, and the comet either disintegrates into a trail of dust or becomes a small, dark, inert lump of rock or rubble that may come to resemble an asteroid. Comets are also known to break up into large fragments, as happened with Comet Schwassmann-Wachmann 3 in 2006. This breakup may be triggered by tidal gravitational forces from the Sun or a large planet, by an "explosion" of volatile material, or for other reasons not fully explained.


          Some comets meet a more spectacular end  either falling into the Sun, or smashing into a planet or other body. Collisions between comets and planets or moons were common in the early Solar System: some of the many craters on the Earth's Moon, for example, may have been caused by comets. A recent collision of a comet with a planet occurred in 1994 when Comet Shoemaker-Levy 9 broke up into pieces and collided with Jupiter.


          Many comets and asteroids collided into Earth in its early stages. Many scientists believe that comets bombarding the young Earth (about 4 billion years ago) brought the vast quantities of water that now fill the Earth's oceans, or at least a significant proportion of it. But other researchers have cast doubt on this theory. The detection of organic molecules in comets has led some to speculate that comets and/or meteorites may have brought the precursors of life  or even life itself  to Earth. There are still many near-Earth comets, although a collision with an asteroid is more likely than with a comet.


          It is suspected that comet impacts have, over long timescales, also delivered significant quantities of water to the Earth's Moon, some of which may have survived as lunar ice.


          


          Orbital characteristics
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          Most comets have elongated elliptical orbits (oval shaped) that take them close to the Sun for a part of their orbit, and then out into the further reaches of the Solar System for the remainder. Comets are often classified according to the length of their orbital period; the longer the period the more elongated the ellipse.


          
            	Short-period comets are generally defined as having orbital periods of less than 200 years. They usually orbit more-or-less in the ecliptic plane in the same direction as the planets. Their orbits typically take them out to the region of the outer planets (Jupiter and beyond) at aphelion; for example, Comet Halley's aphelion is a little way beyond the orbit of Neptune. At the shorter extreme, Comet Encke has an orbit which never places it farther from the Sun than Jupiter. Short-period comets are further divided into the Jupiter family (periods less than 20 years) and Halley family (periods between 20 and 200 years).

          


          
            	Long-period comets have highly eccentric (elongated) orbits and periods ranging from 200 years to thousands or even millions of years. (However, by definition they remain gravitationally bound to the Sun; those comets that are ejected from the solar system due to close passes by major planets are no longer properly considered as having "periods".) Their orbits take them far beyond the outer planets at aphelia, and the plane of their orbits need not lie near the ecliptic.

          


          
            	Single-apparition comets are similar to long-period comets, but have parabolic or hyperbolic trajectories which will cause them to permanently exit the solar system after passing the Sun once.

          


          
            	Some authorities use the term periodic comet to refer to any comet with a periodic orbit (that is, all short-period comets plus all long-period comets), while others use it to mean exclusively short-period comets. Similarly, although the literal meaning of non-periodic comet is the same as single-apparition comet, some use it to mean all comets that are not "periodic" in the second sense (that is, to also include all comets with a period greater than 200 years).

          


          
            	Recently-discovered main-belt comets form a distinct class, orbiting in more circular orbits within the asteroid belt.

          


          Based on their orbital characteristics, short-period comets are thought to originate in the Kuiper belt or the scattered disk  a disk of objects in the transneptunian region  whereas the source of long-period comets is thought to be the far more distant spherical Oort cloud (after the Dutch astronomer Jan Hendrik Oort who hypothesised its existence). Vast swarms of comet-like bodies are believed to orbit the Sun in these distant regions in roughly circular orbits. Occasionally the gravitational influence of the outer planets (in the case of Kuiper Belt objects) or nearby stars (in the case of Oort cloud objects) may throw one of these bodies into an elliptical orbit that takes it inwards towards the Sun, to form a visible comet. Unlike the return of periodic comets whose orbits have been established by previous observations, the appearance of new comets by this mechanism is unpredictable.


          Since their elliptical orbits frequently take them close to the giant planets, comets are often subject to further gravitational perturbations. Short period comets display a tendency for their aphelia to coincide with a giant planet's orbital radius, with the Jupiter family of comets being the largest, as the histogram shows. It is clear that comets coming in from the Oort cloud often have their orbits strongly influenced by the gravity of giant planets as a result of a close encounter. Jupiter is the source of the greatest perturbations, being more than twice as massive as all the other planets combined, in addition to being the swiftest of the giant planets. These perturbations may sometimes deflect long-period comets into shorter orbital periods (Halley's Comet being a possible example).


          Early observations have revealed a few genuinely hyperbolic (i.e. non-periodic) trajectories, but no more than could be accounted for by perturbations from Jupiter. If comets pervaded interstellar space, they would be moving with velocities of the same order as the relative velocities of stars near the Sun (a few tens of kilometres per second). If such objects entered the solar system, they would have positive total energies, and would be observed to have genuinely hyperbolic trajectories. A rough calculation shows that there might be four hyperbolic comets per century, within Jupiter's orbit, give or take one and perhaps two orders of magnitude.


          A number of periodic comets discovered in earlier decades or previous centuries are now "lost." Their orbits were never known well enough to predict future appearances. However, occasionally a "new" comet will be discovered and upon calculation of its orbit it turns out to be an old "lost" comet. An example is Comet 11P/Tempel-Swift-LINEAR, discovered in 1869 but unobservable after 1908 because of perturbations by Jupiter. It was not found again until accidentally rediscovered by LINEAR in 2001.


          


          Comet nomenclature


          The names given to comets have followed several different conventions over the past two centuries. Before any systematic naming convention was adopted, comets were named in a variety of ways. Prior to the early 20th century, most comets were simply referred to by the year in which they appeared, sometimes with additional adjectives for particularly bright comets; thus, the " Great Comet of 1680" (Kirch's Comet), the "Great September Comet of 1882," and the " Daylight Comet of 1910" ("Great January Comet of 1910"). After Edmund Halley demonstrated that the comets of 1531, 1607, and 1682 were the same body and successfully predicted its return in 1759, that comet became known as Comet Halley. Similarly, the second and third known periodic comets, Comet Encke and Comet Biela, were named after the astronomers who calculated their orbits rather than their original discoverers. Later, periodic comets were usually named after their discoverers, but comets that had appeared only once continued to be referred to by the year of their apparition.


          In the early 20th century, the convention of naming comets after their discoverers became common, and this remains so today. A comet is named after up to three independent discoverers. In recent years, many comets have been discovered by instruments operated by large teams of astronomers, and in this case, comets may be named for the instrument. For example, Comet IRAS-Araki-Alcock was discovered independently by the IRAS satellite and amateur astronomers Genichi Araki and George Alcock. In the past, when multiple comets were discovered by the same individual, group of individuals, or team, the comets' names were distinguished by adding a numeral to the discoverers' names (but only for periodic comets); thus Comets Shoemaker-Levy 19. Today, the large numbers of comets discovered by some instruments (in August 2005, SOHO discovered its 1000th comet) has rendered this system impractical, and no attempt is made to ensure that each comet has a unique name. Instead, the comets' systematic designations are used to avoid confusion.


          Until 1994, comets were first given a provisional designation consisting of the year of their discovery followed by a lowercase letter indicating its order of discovery in that year (for example, Comet 1969i (Bennett) was the 9th comet discovered in 1969). Once the comet had been observed through perihelion and its orbit had been established, the comet was given a permanent designation of the year of its perihelion, followed by a Roman numeral indicating its order of perihelion passage in that year, so that Comet 1969i became Comet 1970 II (it was the second comet to pass perihelion in 1970)


          Increasing numbers of comet discoveries made this procedure awkward, and in 1994 the International Astronomical Union approved a new naming system. Comets are now designated by the year of their discovery followed by a letter indicating the half-month of the discovery and a number indicating the order of discovery (a system similar to that already used for asteroids), so that the fourth comet discovered in the second half of February 2006 would be designated 2006D4. Prefixes are also added to indicate the nature of the comet:


          
            	P/ indicates a periodic comet (defined for these purposes as any comet with an orbital period of less than 200 years or confirmed observations at more than one perihelion passage);


            	C/ indicates a non-periodic comet (defined as any comet that is not periodic according to the preceding definition);


            	X/ indicates a comet for which no reliable orbit could be calculated (generally, historical comets);


            	D/ indicates a comet which has broken up or been lost;


            	A/ indicates an object that was mistakenly identified as a comet, but is actually a minor planet.

          


          After their second observed perihelion passage, periodic comets are also assigned a number indicating the order of their discovery. So Halley's Comet, the first comet to be identified as periodic, has the systematic designation 1P/1682 Q1. Comet Hale-Bopp's designation is C/1995 O1. Comets which first received a minor planet designation keep the latter, which leads to some odd names such as P/2004 EW38 (Catalina-LINEAR).


          There are only five objects that are cross-listed as both comets and asteroids: 2060 Chiron ( 95P/Chiron), 4015 Wilson-Harrington ( 107P/Wilson-Harrington), 7968 Elst-Pizarro ( 133P/Elst-Pizarro), 60558 Echeclus ( 174P/Echeclus), and 118401 LINEAR ( 176P/LINEAR (LINEAR 52)).


          


          History of comet study


          


          Early observations and thought
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          Before the invention of the telescope, comets seemed to appear out of nowhere in the sky and gradually vanish out of sight. They were usually considered bad omens of deaths of kings or noble men, or coming catastrophes, or even interpreted as attacks by heavenly beings against terrestrial inhabitants. From ancient sources, such as Chinese oracle bones, it is known that their appearances have been noticed by humans for millennia. Some authorities interpret references to "falling stars" in Gilgamesh, the Book of Revelation and the Book of Enoch as references to comets, or possibly bolides.


          In the first book of his Meteorology, Aristotle propounded the view of comets that would hold sway in Western thought for nearly two thousand years. He rejected the ideas of several earlier philosophers that comets were planets, or at least a phenomenon related to the planets, on the grounds that while the planets confined their motion to the circle of the Zodiac, comets could appear in any part of the sky. Instead, he described comets as a phenomenon of the upper atmosphere, where hot, dry exhalations gathered and occasionally burst into flame. Aristotle held this mechanism responsible for not only comets, but also meteors, the aurora borealis, and even the Milky Way.


          A few later classical philosophers did dispute this view of comets. Seneca the Younger, in his Natural Questions, observed that comets moved regularly through the sky and were undisturbed by the wind, behaviour more typical of celestial than atmospheric phenomena. While he conceded that the other planets do not appear outside the Zodiac, he saw no reason that a planet-like object could not move through any part of the sky, humanity's knowledge of celestial things being very limited. However, the Aristotelian viewpoint proved more influential, and it was not until the 16th century that it was demonstrated that comets must exist outside the earth's atmosphere.


          One very famous old recording of a comet is the appearance of Halley's Comet on the Bayeux Tapestry, which records the Norman conquest of England in AD 1066.


          In 1577, a bright comet was visible for several months. The Danish astronomer Tycho Brahe used measurements of the comet's position taken by himself and other, geographically separated, observers to determine that the comet had no measurable parallax. Within the precision of the measurements, this implied the comet must be at least four times more distant from the earth than the moon.


          


          Orbital studies
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          Although comets had now been demonstrated to be in the heavens, the question of how they moved through the heavens would be debated for most of the next century. Even after Johannes Kepler had determined in 1609 that the planets moved about the sun in elliptical orbits, he was reluctant to believe that the laws that governed the motions of the planets should also influence the motion of other bodieshe believed that comets travel among the planets along straight lines. Galileo Galilei, although a staunch Copernicanist, rejected Tycho's parallax measurements and held to the Aristotelian notion of comets moving on straight lines through the upper atmosphere.


          The first suggestion that Kepler's laws of planetary motion should also apply to the comets was made by William Lower in 1610. In the following decades other astronomers, including Pierre Petit, Giovanni Borelli, Adrien Auzout, Robert Hooke, Johann Baptist Cysat, and Giovanni Domenico Cassini all argued for comets curving about the sun on elliptical or parabolic paths, while others, such as Christian Huygens and Johannes Hevelius, supported comets' linear motion.


          The matter was resolved by the bright comet that was discovered by Gottfried Kirch on November 14, 1680. Astronomers throughout Europe tracked its position for several months. In 1681, the Saxon pastor Georg Samuel Doerfel set forth his proofs that comets are heavenly bodies moving in parabolas of which the sun is the focus. Then Isaac Newton, in his Principia Mathematica of 1687, proved that an object moving under the influence of his inverse square law of universal gravitation must trace out an orbit shaped like one of the conic sections, and he demonstrated how to fit a comet's path through the sky to a parabolic orbit, using the comet of 1680 as an example.


          In 1705, Edmond Halley applied Newton's method to twenty-four cometary apparitions that had occurred between 1337 and 1698. He noted that three of these, the comets of 1531, 1607, and 1682, had very similar orbital elements, and he was further able to account for the slight differences in their orbits in terms of gravitational perturbation by Jupiter and Saturn. Confident that these three apparitions had been three appearances of the same comet, he predicted that it would appear again in 17589. (Earlier, Robert Hooke had identified the comet of 1664 with that of 1618, while Jean-Dominique Cassini had suspected the identity of the comets of 1577, 1665, and 1680. Both were incorrect.) Halley's predicted return date was later refined by a team of three French mathematicians: Alexis Clairaut, Joseph Lalande, and Nicole-Reine Lepaute, who predicted the date of the comet's 1759 perihelion to within one month's accuracy. When the comet returned as predicted, it became known as Comet Halley or Halley's Comet (its official designation is 1P/Halley). Its next appearance will be in 2061.


          Among the comets with short enough periods to have been observed several times in the historical record, Comet Halley is unique in consistently being bright enough to be visible to the naked eye. Since the confirmation of Comet Halley's periodicity, many other periodic comets have been discovered through the telescope. The second comet to be discovered to have a periodic orbit was Comet Encke (official designation 2P/Encke). Over the period 18191821 the German mathematician and physicist Johann Franz Encke computed orbits for a series of cometary apparitions observed in 1786, 1795, 1805, and 1818, concluded that they were same comet, and successfully predicted its return in 1822. By 1900, seventeen comets had been observed at more than one perihelion passage and recognized as periodic comets. As of April 2006, 175 comets have achieved this distinction, though several have since been destroyed or lost. In ephemerides, comets are often denoted by the symbol ☄.


          


          Studies of physical characteristics
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          Isaac Newton described comets as compact and durable solid bodies moving in oblique orbits, and their tails as thin streams of vapor emitted by their nuclei, ignited or heated by the sun. Newton suspected that comets were the origin of the life-supporting component of air. Newton also believed that the vapors given off by comets might replenish the planets' supplies of water (which was gradually being converted into soil by the growth and decay of plants), and the sun's supply of fuel 


          
            
              	

              	
                From his huge vapouring train perhaps to shake

                Reviving moisture on the numerous orbs,

                Thro' which his long ellipsis winds; perhaps

                To lend new fuel to declining suns,

                To light up worlds, and feed th' ethereal fire."

              

              	
            


            
              	

              	
                
                   James Thomson , "The Seasons" (1730; 1748)
                

              
            

          


          As early as the 18th century, some scientists had made correct hypotheses as to comets' physical composition. In 1755, Immanuel Kant hypothesized that comets are composed of some volatile substance, whose vaporization gives rise to their brilliant displays near perihelion. In 1836, the German mathematician Friedrich Wilhelm Bessel, after observing streams of vapor in the 1835 apparition of Comet Halley, proposed that the jet forces of evaporating material could be great enough to significantly alter a comet's orbit and argued that the non-gravitational movements of Comet Encke resulted from this mechanism.


          However, another comet-related discovery overshadowed these ideas for nearly a century. Over the period 18641866 the Italian astronomer Giovanni Schiaparelli computed the orbit of the Perseid meteors, and based on orbital similarities, correctly hypothesized that the Perseids were fragments of Comet Swift-Tuttle. The link between comets and meteor showers was dramatically underscored when in 1872, a major meteor shower occurred from the orbit of Comet Biela, which had been observed to split into two pieces during its 1846 apparition, and was never seen again after 1852. A "gravel bank" model of comet structure arose, according to which comets consist of loose piles of small rocky objects, coated with an icy layer.


          By the middle of the twentieth century, this model suffered from a number of shortcomings: in particular, it failed to explain how a body that contained only a little ice could continue to put on a brilliant display of evaporating vapor after several perihelion passages. In 1950, Fred Lawrence Whipple proposed that rather than being rocky objects containing some ice, comets were icy objects containing some dust and rock. This "dirty snowball" model soon became accepted. It was confirmed when an armada of spacecraft (including the European Space Agency's Giotto probe and the Soviet Union's Vega 1 and Vega 2) flew through the coma of Halley's comet in 1986 to photograph the nucleus and observed the jets of evaporating material. The American probe Deep Space 1 flew past the nucleus of Comet Borrelly on September 21, 2001 and confirmed that the characteristics of Comet Halley are common on other comets as well.


          Although comets formed in the outer Solar System, radial mixing of material during the early formation of the Solar System is thought to have redistributed material throughout the proto-planetary disk, so comets also contain crystalline grains which were formed in the hot inner Solar System. This is seen in comet spectra as well as in sample return missions.
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          The Stardust spacecraft, launched in February 1999, collected particles from the coma of Comet Wild 2 in January 2004, and returned the samples to Earth in a capsule in January 2006. Claudia Alexander, a program scientist for Rosetta from NASA's Jet Propulsion Laboratory who has modeled comets for years, reported to space.com about her astonishment at the number of jets, their appearance on the dark side of the comet as well as on the light side, their ability to lift large chunks of rock from the surface of the comet and the fact that comet Wild 2 is not a loosely-cemented rubble pile.


          Forthcoming space missions will add greater detail to our understanding of what comets are made of. In July 2005, the Deep Impact probe blasted a crater on Comet Tempel 1 to study its interior. And in 2014, the European Rosetta probe will orbit comet Comet Churyumov-Gerasimenko and place a small lander on its surface.


          Rosetta observed the Deep Impact event, and with its set of very sensitive instruments for cometary investigations, it used its capabilities to observe Tempel 1 before, during and after the impact. At a distance of about 80 million kilometres from the comet, Rosetta was the only spacecraft other than Deep Impact itself to view the comet.


          


          Debate over comet composition


          
            [image: Comet Borrelly exhibits jets, yet is hot and dry.]
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          Debate continues about how much ice is in a comet. In 2001, NASA's Deep Space 1 team, working at NASA's Jet Propulsion Lab, obtained high-resolution images of the surface of Comet Borrelly. They announced that comet Borrelly exhibits distinct jets, yet has a hot, dry surface. The assumption that comets contain water and other ices led Dr. Laurence Soderblom of the U.S. Geological Survey to say, "The spectrum suggests that the surface is hot and dry. It is surprising that we saw no traces of water ice." However, he goes on to suggest that the ice is probably hidden below the crust as "either the surface has been dried out by solar heating and maturation or perhaps the very dark soot-like material that covers Borrelly's surface masks any trace of surface ice".


          The recent Deep Impact probe has also yielded results suggesting that the majority of a comet's water ice is below the surface, and that these reservoirs feed the jets of vaporised water that form the coma of Tempel 1.


          However, more recent data from the Stardust mission show that materials retrieved from the tail of comet Wild 2 were crystalline and could only have been "born in fire." More recent still, the materials retrieved demonstrate that the "comet dust resembles asteroid materials." These new results have forced a rethink about the very nature of comets and their distinction from asteroids.


          


          Notable comets


          


          Great comets


          While hundreds of tiny comets pass through the inner solar system every year, very few are noticed by the general public. About every decade or so, a comet will become bright enough to be noticed by a casual observer  such comets are often designated Great Comets. In times past, bright comets often inspired panic and hysteria in the general population, being thought of as bad omens. More recently, during the passage of Halley's Comet in 1910, the Earth passed through the comet's tail, and erroneous newspaper reports inspired a fear that cyanogen in the tail might poison millions, while the appearance of Comet Hale-Bopp in 1997 triggered the mass suicide of the Heaven's Gate cult. To most people, however, a great comet is simply a beautiful spectacle.


          Predicting whether a comet will become a great comet is notoriously difficult, as many factors may cause a comet's brightness to depart drastically from predictions. Broadly speaking, if a comet has a large and active nucleus, will pass close to the Sun, and is not obscured by the Sun as seen from the Earth when at its brightest, it will have a chance of becoming a great comet. However, Comet Kohoutek in 1973 fulfilled all the criteria and was expected to become spectacular, but failed to do so. Comet West, which appeared three years later, had much lower expectations (perhaps because scientists were much warier of glowing predictions after the Kohoutek fiasco), but became an extremely impressive comet.


          The late 20th century saw a lengthy gap without the appearance of any great comets, followed by the arrival of two in quick succession  Comet Hyakutake in 1996, followed by Hale-Bopp, which reached maximum brightness in 1997 having been discovered two years earlier. The first great comet of the 21st century was Comet McNaught, which became visible to naked eye observers in January 2007. It was the brightest in over 40 years.


          


          Sungrazing comets
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          A Sungrazing comet is a comet that passes extremely close to the Sun at perihelion, sometimes within a few thousand kilometres of the Sun's surface. While small sungrazers can be completely evaporated during such a close approach to the Sun, larger sungrazers can survive many perihelion passages. However, the strong tidal forces they experience often lead to their fragmentation.


          About 90% of the sungrazers observed with SOHO are members of the Kreutz group, which all originate from one giant comet that broke up into many smaller comets during its first passage through the inner solar system. The other 10% contains some sporadic sungrazers, but four other related groups of comets have been identified among them: the Kracht, Kracht 2a, Marsden and Meyer groups. The Marsden and Kracht groups both appear to be related to Comet 96P/Machholz, which is also the parent of two meteor streams, the Quadrantids and the Arietids.


          


          Unusual comets


          Of the thousands of known comets, some are very unusual. Comet Encke orbits from outside the main asteroid belt to inside the orbit of Mercury while Comet 29P/Schwassmann-Wachmann travels in a nearly circular orbit entirely between Jupiter and Saturn. 2060 Chiron, whose unstable orbit keeps it between Saturn and Uranus, was originally classified as an asteroid until a faint coma was noticed. Similarly, Comet Shoemaker-Levy 2 was originally designated asteroid 1990 UL3. Roughly six percent of the near-earth asteroids are thought to be extinct nuclei of comets which no longer experience outgassing.


          Some comets have been observed to break up during their perihelion passage, including great comets West and Ikeya-Seki. Comet Biela was one significant example, breaking into two during its 1846 perihelion passage. The two comets were seen separately in 1852, but never again afterward. Instead, spectacular meteor showers were seen in 1872 and 1885 when the comet should have been visible. A lesser meteor shower, the Andromedids, occurs annually in November, and is caused by the Earth crossing Biela's orbit.


          Another significant cometary disruption was that of Comet Shoemaker-Levy 9, which was discovered in 1993. At the time of its discovery, the comet was in orbit around Jupiter, having been captured by the planet during a very close approach in 1992. This close approach had already broken the comet into hundreds of pieces, and over a period of 6 days in July 1994, these pieces slammed into Jupiter's atmosphere  the first time astronomers had observed a collision between two objects in the solar system. It has also been suggested that the object likely to have been responsible for the Tunguska event in 1908 was a fragment of Comet Encke.


          


          Observation
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          A new comet may be discovered photographically using a wide-field telescope or visually with binoculars. However, even without access to optical equipment, it is still possible for the amateur astronomer to discover a Sun-grazing comet online by downloading images accumulated by some satellite observatories such as SOHO.


          Comets visible to the naked eye are fairly infrequent, but comets that put on fine displays in amateur class telescopes (50mm to 100cm) occur fairly often  as often as several times a year, occasionally with more than one in the sky at the same time. Commonly available astronomical software will plot the orbits of these known comets. They are fast compared to other objects in the sky, but their movement is usually subtle in the eyepiece of a telescope. However, from night to night, they can move several degrees, which is why observers find it useful to have a sky chart such as the one in the adjoining illustration.


          The type of display presented by the comet depends on its composition and how close it comes to the sun. Because the volatility of a comet's material decreases as it gets further from the sun, the comet becomes increasingly difficult to observe as a function of not only distance, but the progressive shrinking and eventual disappearance of its tail and the reflective elements it carries. Comets are most interesting when their nucleus is bright and they display a long tail, which to be seen sometimes requires a large field of view best provided by smaller telescopes. Therefore, large amateur instruments (apertures of 25cm or larger) that have fainter light grasp do not necessarily confer an advantage in terms of viewing comets. The opportunity to view spectacular comets with relatively small aperture instruments in the 8cm to 15cm range is more frequent than might be guessed from the relatively rare attention they get in the mainstream press.


          


          Currently visible comets


          Comet C/2007 W1 (Boattini), discovered November 28, 2007 by Andrea Boattini (Mt Lemmon Survey), is as of mid May 2008 at about magnitude +6, potentially visible to the naked eye in the early evening sky in the constellation Pyxis. It will be lost in sunglow through June but reappears as a morning object in July at a predicted peak of +4. Perigee will be 24 June 2008.


          
            Retrieved from " http://en.wikipedia.org/wiki/Comet"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Comet Hale-Bopp


        
          

          
            
              C/1995 O1 (Hale-Bopp)
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              	Discovery
            


            
              	Discovered by:

              	Alan Hale and

              Thomas Bopp
            


            
              	Discovery date:

              	23 July 1995
            


            
              	Alternate designations:

              	The Great Comet of 1997,

              C/1995 O1
            


            
              	Orbital characteristics A
            


            
              	Epoch:

              	2450460.5
            


            
              	Aphelion distance:

              	371 AU
            


            
              	Perihelion distance:

              	0.91 AU
            


            
              	Semi-major axis:

              	186 AU
            


            
              	Eccentricity:

              	0.995086
            


            
              	Orbital period:

              	2537 a
            


            
              	Inclination:

              	89.4
            


            
              	Last perihelion:

              	April 1, 1997
            


            
              	Next perihelion:

              	4380
            


            
              	
            

          


          Comet Hale-Bopp ( formally designated C/1995O1) was probably the most widely observed comet of the twentieth century, and one of the brightest seen for many decades. It was visible to the naked eye for a record 18months, twice as long as the previous record holder, the Great Comet of 1811.


          Hale-Bopp was discovered on 23 July 1995 at a very large distance from the Sun, raising expectations that the comet could become very bright when it passed close to the Sun. Although comet brightnesses are very difficult to predict with any degree of accuracy, Hale-Bopp met or exceeded most predictions for its brightness when it passed perihelion on April 1 1997. The comet was dubbed the Great Comet of 1997.


          The passage of Hale-Bopp was notable also for inciting a degree of panic about comets not seen for decades. Rumours that the comet was being followed by an alien spacecraft gained remarkable currency, and inspired a mass suicide among followers of a cult named Heaven's Gate.


          


          Discovery


          The comet was discovered by two independent observers, Alan Hale and Thomas Bopp, both in the United States. Hale had spent many hundreds of hours searching for comets without finding one, and was tracking known comets from his driveway in New Mexico when he chanced upon Hale-Bopp, with an apparent magnitude of 10.5, near the globular cluster M70, in the constellation of Sagittarius, just after midnight. Hale first established that there was no other deep-sky object near M70, and then consulted a directory of known comets, finding that no known objects were in this area of the sky. Once he had established that the object was moving relative to the background stars, he emailed the Central Bureau for Astronomical Telegrams, the clearing house for astronomical discoveries.


          Bopp did not own a telescope. He was out with friends near Stanfield, Arizona observing star clusters and galaxies when he chanced across the comet while at the eyepiece of his friend's telescope. He realized he might have spotted something new when he checked his star atlases to find out what other deep-sky objects were near M70, and found that there were none. He contacted the Central Bureau of Astronomical Telegrams via telegram. The following morning, it was confirmed that this was a new comet, and it was named Comet Hale-Bopp, with the designation C/1995O1. The discovery was announced in International Astronomical Union circular 6187.


          


          Hale-Bopp becomes a Great Comet


          Hale-Bopp became visible to the naked eye in May 1996, and although its rate of brightening slowed considerably during the latter half of 1996, scientists were still cautiously optimistic that it would become very bright. It was too close to the Sun to be observable during December 1996, but when it reappeared in January 1997 it was already bright enough to be seen by anyone who looked for it, even from large cities with light-polluted skies.


          
            [image: The comet became a spectacular sight in early 1997.]
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          The Internet was a growing phenomenon at the time, and numerous websites that tracked the comet's progress and provided daily images from around the world became extremely popular. The Internet played a large role in encouraging the unprecedented public interest in Hale-Bopp.


          As the comet approached the Sun, it continued to brighten, shining at 2ndmagnitude in February, and showing a growing pair of tails, the blue gas tail pointing straight away from the Sun and the yellowish dust tail curving away along its orbit. On March 9, a solar eclipse in Mongolia and eastern Siberia allowed observers there to see the comet in the daytime. Hale-Bopp had its closest approach to Earth on March 22, 1997.


          As it passed perihelion on April 1 1997, the comet had developed into a spectacular sight. It shone brighter than any star in the sky except Sirius, and its two tails stretched 3040 degrees across the sky. The comet was visible well before the sky got fully dark each night, and while many great comets are very close to the Sun as they pass perihelion, Comet Hale-Bopp was visible all night to northern hemisphere observers.


          As impressive as the comet was, it could have been much more impressive. Had it passed as close to Earth as Comet Hyakutake (C/1996 B2) did in 1996 (0.1 AU), then the comet's tail would have spanned the entire sky and it would have been brighter than the full moon. However, even though its closest approach to Earth was at a distance of 1.315AU , a distance which would have rendered many lesser comets totally invisible, Hale-Bopp still spanned half the sky with its two tails, although the longest reaches of the tails were too faint to be visible to the naked eye.


          


          The comet recedes


          After its perihelion passage, the comet moved into the southern celestial hemisphere, and its show was over as far as most of the public of the Northern Hemisphere were concerned. The comet was much less impressive to Southern Hemisphere observers than it had been in the Northern Hemisphere, but southerners were able to see the comet gradually fade from view during the second half of 1997. The last naked-eye observations were reported in December 1997, which meant that the comet had remained visible without aid for 569 days, or about 18 and a half months. The previous record had been set by the Great Comet of 1811, which was visible to the naked eye for about 9 months.


          As the comet receded it continued to fade, but it is still being tracked by astronomers. As of January 2005, the comet is further from the Sun than Uranus, at a distance from Earth of about 21AU, but is still observable with large telescopes. Recent observations have found that it still displays a distinct tail.


          Astronomers expect that the comet will remain observable with large telescopes until perhaps 2020, by which time it will be nearing 30th magnitude. By this time it will become very difficult to distinguish the comet from the large numbers of distant galaxies of similar brightness. It will return around the year 4377.


          


          Orbital changes


          The comet probably made its last perihelion 4,200years ago. Its orbit is almost perpendicular to the plane of the ecliptic, which means that very close approaches to planets are rare. However, in March 1996 the comet passed within 0.77AU of Jupiter, close enough for its orbit to be affected by Jupiter's gravity. The comet's orbit was shortened considerably to a period of 2,380years, and it will next return to the inner solar system around the year 4377. Its greatest distance from the sun ( aphelion) will be about 360AU, reduced from about 525 AU.


          


          Scientific results
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          Comet Hale-Bopp was observed intensively by astronomers during its perihelion passage, and several important advances in cometary science resulted from these observations.


          One of the most remarkable discoveries was that the comet had a third type of tail. In addition to the well-known gas and dust tails, Hale-Bopp also exhibited a faint sodium tail, only visible with powerful instruments with dedicated filters. Sodium emission had been previously observed in other comets, but had not been shown to come from a tail. Hale-Bopp's sodium tail consisted of neutral atoms, and extended to some 50 million kilometres in length.


          The source of the sodium appeared to be in the inner coma, although not necessarily on the nucleus. There are several possible mechanisms for generating a source of sodium atoms, including collisions between dust grains surrounding the nucleus, and 'sputtering' of sodium from dust grains by ultraviolet light. It is not yet established which mechanism is primarily responsible for creating Hale-Bopp's sodium tail.


          While the comet's dust tail roughly followed the path of the comet's orbit and the gas tail pointed almost directly away from the Sun, the sodium tail appeared to lie between the two. This implies that the sodium atoms are driven away from the comet's head by radiation pressure.


          


          Deuterium abundance


          The abundance of deuterium in Comet Hale-Bopp in the form of heavy water was found to be about twice as much as that in Earth's oceans. This implies that, although cometary impacts are thought to be the source of a significant amount of the water on Earth, they cannot be the only source if Hale-Bopp's deuterium abundance is typical of all comets.


          The presence of deuterium in many other hydrogen compounds was also detected in the comet. The ratio of deuterium to normal hydrogen was found to vary from compound to compound, which astronomers believe suggests that cometary ices were formed in interstellar clouds, rather than in the solar nebula. Theoretical modelling of ice formation in interstellar clouds suggests that Comet Hale-Bopp formed at temperatures of around 2545 kelvins.


          


          Organic species


          Spectroscopic observations of Hale-Bopp revealed the presence of many organic chemicals, several of which had never been detected in comets before. These complex molecules may exist within the cometary nucleus, or might be synthesised by reactions in the comet.


          


          Rotation


          Comet Hale-Bopp's activity and outgassing was not spread uniformly over its nucleus, but instead came from several large jets from specific points. Observations of the material streaming away from these jets allowed astronomers to measure the rotation period of the comet, which was found to be about 11 hours 46 minutes. Superimposed on this rotation were several periodic variations over several days, implying that the comet was rotating about more than one axis.


          


          A satellite dispute


          In 1999, a paper was published that hypothesised the existence of a binary nucleus to fully explain the observed pattern of Comet Hale-Bopp's dust emission. The paper was based on theoretical analysis, and did not claim an observational detection of the proposed satellite nucleus, but estimated that it would have a diameter of about 30km, with the main nucleus being about 70km across, and would orbit in about three days at a distance of about 180km.


          The findings of this paper were disputed by observational astronomers, as even with the high resolution available with the Hubble Space Telescope, images of the comet reveal no trace of a double nucleus. Also, while comets have been observed to break up before, no case has previously been found of a stable binary nucleus. Given the very small mass of cometary nuclei, the orbit of a binary nucleus would be easily disrupted by the gravity of the Sun and planets.


          Observations using adaptive optics in late 1997 and early 1998 were claimed to show a double peak in the brightness of the nucleus. However, controversy still exists over whether any observations can only be explained by a binary nucleus.


          


          Unexplained
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          In many cultures, comets have historically been regarded as bad omens and viewed with great suspicion. Perhaps because of the very long build-up to Hale-Bopp's passage, its rare size and activity, and millenarianism linked to worries over the upcoming Y2K, the comet became the subject of many bizarre beliefs and theories.


          


          Companion


          In November 1996, amateur astronomer Chuck Shramek of Houston, Texas took a CCD image of the comet, which showed a fuzzy, slightly elongated object nearby. When his computer sky-viewing program did not identify the star, Shramek called the Art Bell radio program to announce that he had discovered a "Saturn-like object" following Hale-Bopp. UFO enthusiasts, such as remote viewing proponent Courtney Brown, soon concluded that there was an alien spacecraft following the comet. Some professionals in the astronomy community claimed the object was simply an 8.5-magnitude star, SAO141894, which did not appear on Shramek's computer program because the user preferences were set incorrectly. There was indeed a star thereabouts, but nothing of the magnitude of the object, as seen in one frame of Chuck's photos of the comet Hale-Bopp. Additionally, they claimed the "spires" of light which seem to extend from the object at a 45 degree angle were "diffractions" of light, and offered a few images of stars showing a similar effect (though the image provided had four spires of diffracted light, not two).


          Later, Art Bell even claimed to have obtained an image of the object from an anonymous astrophysicist who was about to confirm its discovery. However, astronomers Olivier Hainaut and David J. Tholen of the University of Hawaii stated that the alleged photo was an altered copy of one of their own comet images.


          A few months later, in March 1997, the cult group Heaven's Gate chose the appearance of the comet as a signal for their mass cult suicide. They claimed they were leaving their earthly bodies to travel to the spaceship following the comet.


          


          Hale-Bopp's legacy


          For almost everyone who saw it, Hale-Bopp was simply a beautiful and spectacular sight in the evening skies. Its lengthy period of visibility and extensive coverage in the media meant that the comet was probably the most-observed comet in history, making a far greater impact on the general public than the return of Halley's Comet in 1986 did, and certainly being seen by a greater number of people than witnessed any of Halley's previous appearances. It was a record-breaking comet discovered the furthest from the Sun, with the largest cometary nucleus known, and it was visible to the naked eye for twice as long as the previous record-holder. It was also brighter than magnitude0 for eightweeks, longer than any other comet in the past thousand years.
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                  Comet Hyakutake captured by the Hubble Space Telescope on April 4, 1996 with an infrared filter.
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              	Yuji Hyakutake
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              	Alternative names

              	Great Comet of 1996
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              	Epoch 2450400.5
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              	4367.87 AU
            


            
              	Peri

              	0.2301987 AU
            


            
              	Semi-major axis

              	2184.05 AU
            


            
              	Eccentricity

              	0.9998946
            


            
              	Orbital period

              	102070 a
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              	124.92246
            


            
              	Longitudeof ascendingnode
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              	130.17218
            


            
              	
                
                  Physical characteristics
                

              
            


            
              	Dimensions

              	~2 km
            


            
              	Sidereal rotation

              period

              	6 hours
            


            
              	Absolute magnitude

              	~5.3
            

          


          Comet Hyakutake ( Japanese: 百武彗星 Hyakutake suisei pronounced [jakɯtake sɯiseː]; formally designated C/1996B2) is a comet that was discovered in January 1996, which passed very close to Earth in March of that year. It was dubbed The Great Comet of 1996; its passage near the Earth was one of the closest cometary approaches of the previous 200 years. Hyakutake appeared very bright in the night sky and was widely seen around the world. The comet temporarily upstaged the much anticipated Comet Hale-Bopp, which was approaching the inner solar system at the time.


          Scientific observations of the comet led to several discoveries. Most surprising to cometary scientists was the first discovery of X-ray emission from a comet, believed to have been caused by ionised solar wind particles interacting with neutral atoms in the coma of the comet. The Ulysses spacecraft unexpectedly crossed the comet's tail at a distance of more than 500million km from the nucleus, showing that Hyakutake had the longest tail known for a comet.


          Hyakutake is a long-period comet. Before its most recent passage through the solar system, its orbital period was about 17,000 years, but the gravitational influence of the giant planets has increased this period to 100,000years.


          


          Discovery
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          The comet was discovered on January 30, 1996 by Yuji Hyakutake, an amateur astronomer from southern Japan. He had been searching for comets for years and had moved to Kagoshima Prefecture partly for the dark skies in nearby rural areas. He was using a powerful set of binoculars with six- inch (152 mm) objective lenses to scan the skies on the night of the discovery.


          This comet was actually the second Comet Hyakutake; Hyakutake had discovered comet C/1995Y1 several weeks earlier. While re-observing his first comet (which never became visible to the naked eye) and the surrounding patch of sky, Hyakutake was surprised to find another comet in almost the same position as the first had been. Hardly believing a second discovery so soon after the first, Hyakutake reported his observation to the National Astronomical Observatory of Japan the following morning. Later that day, the discovery was confirmed by independent observations.


          At the time of its discovery, the comet was shining at magnitude 11.0 and had a coma approximately 2.5 arcminutes across. It was approximately 2 astronomical units (AU) from the Sun. Later, a pre-discovery image of the comet was found on a photograph taken on January 1, when the comet was about 2.4AU from the Sun and had a magnitude of 13.3.


          


          Orbit


          When the first calculations of the comet's orbit were made, scientists realised that the comet was going to pass just 0.1AU from the Earth on 25 March. Only four comets in the previous century had passed closer. Comet Hale-Bopp was already being discussed as a possible "great comet"; the astronomical community eventually realised that Hyakutake might also become spectacular because of its close approach.


          Moreover, the comet's orbit showed that it had last returned to the inner solar system approximately 17,000years earlier. Because the comet likely had passed close to the Sun several times before, the approach in 1996 would not be a maiden arrival from the Oort cloud, a place where comets with orbital periods of millions of years came from. Comets entering the inner solar system for the first time may brighten rapidly before fading as they near the Sun, as a layer of highly volatile material evaporates. This was the case with Comet Kohoutek in 1973; it was initially touted as potentially spectacular, but only appeared moderately bright. Older comets show a more consistent brightening pattern. Thus, all indications pointed that Comet Hyakutake would be bright.


          Besides approaching close to the Earth, the comet would also be visible throughout the night to northern hemisphere observers at its closest approach because of its path, passing very close to the pole star. This would be an unusual occurrence, because most comets are close to the Sun in the sky when the comets are at their brightest, leading to the comets appearing in a sky not completely dark.


          


          The comet passes the Earth
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              The comet on the evening of its closest approach to Earth on 25 March 1996.
            

          


          Hyakutake became visible to the naked eye in early March 1996. By mid-March, the comet was still fairly unremarkable, shining at 4th magnitude with a tail about 5degrees long. As it neared its closest approach to Earth, it rapidly became brighter, and its tail grew in length. By March 24, the comet was one of the brightest objects in the night sky, and its tail stretched 35degrees. The comet had a notably bluish-green colour.


          The closest approach occurred on 25 March. Hyakutake was moving so rapidly across the night sky that its movement could be detected against the stars in just a few minutes; it covered the diameter of a full moon (half a degree) every 30minutes. Observers estimated its magnitude as around 0, and tail lengths of up to 80degrees were reported. Its coma, now close to the zenith for observers at mid-northern latitudes, appeared approximately 1.5 to 2degrees across, roughly four times the diameter of the full moon. Even to the naked eye, the comet's head appeared distinctly green, due to strong emissions from diatomic carbon (C2).


          Because Hyakutake was at its brightest for only a few days, it did not have time to permeate the public imagination in the way that Comet Hale-Bopp did the following year. Many European observers in particular did not see the comet at its peak because of unfavourable weather conditions.


          


          Perihelion and afterwards
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              The SOHO satellite captured this image of Hyakutake as it passed perihelion, with a nascent coronal mass ejection also visible to the left of the Sun.
            

          


          After its close approach to the Earth, the comet faded to about 2nd magnitude. It reached perihelion on May 1, 1996, brightening again and exhibiting a dust tail in addition to the gas tail seen as it passed the Earth. By this time, however, it was close to the Sun and was not seen as easily. It was observed passing perihelion by the SOHO Sun-observing satellite, which also recorded a large coronal mass ejection being formed at the same time. Its distance from the Sun at perihelion was 0.23AU, well inside the orbit of Mercury.


          After its perihelion passage, Hyakutake faded rapidly and was lost to naked-eye visibility by the end of May. Its orbital path carried it rapidly into the southern skies, but following perihelion it became much less monitored. The last known observation of the comet took place on November 2.


          Hyakutake had passed through the inner solar system approximately 17,000years ago; gravitational interactions with the gas giants during its 1996 passage stretched its orbit greatly, and fits to the comet's orbit predicted it will not return to the inner Solar System again for approximately 72,000years to 114,000 years.


          


          Scientific results


          


          Spacecraft passes through the tail


          The Ulysses spacecraft made an unexpected pass through the tail of the comet on May 1, 1996. Evidence of the encounter was not noticed until 1998. Astronomers analysing old data found that Ulysses' instruments had detected a large drop in the number of protons passing, as well as a change in the direction and strength of the local magnetic field. This implied that the spacecraft had crossed the 'wake' of an object, most likely a comet; the object responsible was not immediately identified.


          In 2000, two teams independently analyzed the same event. The magnetometer team realized that the changes in the direction of the magnetic field mentioned above agreed with the "draping" pattern expected in a comet's ion, or plasma tail. The magnetometer team looked for likely suspects. No known comets were located near the satellite, but looking further afield, they found that Hyakutake, 500 millionkm away, had crossed Ulysses' orbital plane on April 23, 1996. The solar wind had a velocity at the time of about 750km/s, at which speed it would have taken eight days for the tail to be carried out to where the spacecraft was situated at 3.73AU, approximately 45 degrees out of the ecliptic plane. The orientation of the ion tail inferred from the magnetic field measurements agreed with the source lying in Comet Hyakutake's orbital plane.


          The other team, working on data from the spacecraft's ion composition spectrometer, discovered a sudden large spike in detected levels of ionised particles at the same time. The relative abundance of chemical elements detected indicated that the object responsible was definitely a comet.


          Based on the Ulysses encounter, the comet's tail is known to have been at least 570millionkm (360million miles; 3.8AU) long. This is almost twice as long as the previous longest-known cometary tail, that of the Great Comet of 1843, which was 2.2AU long.


          


          Composition


          Terrestrial observers found ethane and methane in the comet, the first time either of these gases had been detected in a comet. Chemical analysis showed that the abundances of ethane and methane were roughly equal, which may imply that its ices formed in interstellar space, away from the Sun, which would have evaporated these volatile molecules. Hyakutake's ices must have formed at temperatures of 20 K or less, indicating that it probably formed in a denser than average interstellar cloud.


          The amount of deuterium in the comet's water ices was determined through spectroscopic observations. It was found that the ratio of deuterium to hydrogen (known as the D/H ratio) was about 3104, which compares to a value in Earth's oceans of about 1.5104. It has been proposed that cometary collisions with Earth might have supplied a large proportion of the water in the oceans, but the high D/H ratio measured in Hyakutake and other comets such as Hale-Bopp and Halley's Comet have caused problems for this theory.


          


          X-ray emission


          
            [image: X-ray emission from Hyakutake, as seen by the ROSAT satellite.]

            
              X-ray emission from Hyakutake, as seen by the ROSAT satellite.
            

          


          One of the great surprises of Hyakutake's passage through the inner solar system was the discovery that it was emitting X-rays, with observations made using the ROSAT satellite revealing very strong X-ray emission. This was the first time a comet had been seen to do so, but astronomers soon found that almost every comet they looked at was emitting X-rays. The emission from Hyakutake was brightest in a crescent shape surrounding the nucleus with the ends of the crescent pointing away from the Sun.


          The cause of the X-ray emission is thought to be a combination of two mechanisms. Interactions between energetic solar wind particles and cometary material evaporating from the nucleus is likely to contribute significantly to this effect. Reflection of solar X-rays is seen in other solar system objects such as the Moon, but a simple calculation assuming even the highest x-ray reflectivity possible per molecule or dust grain is not able to explain the majority of the observed flux from Hyakutake, as the comet's atmosphere is very tenuous and diffuse. Observations of comet C/1999 S4 (LINEAR) with the Chandra satellite in 2000 determined that X-rays observed from that comet were produced predominantly by charge exchange collisions between highly charged carbon oxygen and nitrogen minor ions in the solar wind, and neutral water, oxygen and hydrogen in the comet's coma.


          


          Nucleus size and activity


          
            [image: The region around the nucleus of Comet Hyakutake, as seen by the Hubble Space Telescope. Some fragments can be seen breaking off.]

            
              The region around the nucleus of Comet Hyakutake, as seen by the Hubble Space Telescope. Some fragments can be seen breaking off.
            

          


          Radar results from the Arecibo Observatory indicated that the nucleus of the comet was about 2km across, and surrounded by a flurry of pebble-sized particles ejected at a few metres per second. This size measurement corresponded well with indirect estimates using infrared emission and radio observations.


          The small size of the nucleus (Halley's Comet is about 15km across, while Comet Hale-Bopp was about 40km across) implies that Hyakutake must have been very active to become as bright as it did. Most comets undergo outgassing from a small proportion of their surface, but most or all of Hyakutake's surface seemed to have been active. The dust production rate was estimated to be about 2103kg/s at the beginning of March, rising to 3104kg/s as the comet approached perihelion. During the same period, dust ejection velocities increased from 50m/s to 500m/s.


          Observations of material being ejected from the nucleus allowed astronomers to establish its rotation period. As the comet passed the earth, a large puff or blob of material was observed being ejected in the sunward direction every 6.23 hours. A second smaller ejection with the same period confirmed this as the rotation period of the nucleus.
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              Image of Comet Shoemaker-Levy9 fragments (total: 21), taken on May 17, 1994.
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          Comet Shoemaker-Levy9 (SL9, formally designated D/1993F2) was a comet that collided with Jupiter in 1994, providing the first direct observation of the collision of two solar system objects, not including collisions involving Earth. This generated a large amount of coverage in the popular media, and SL9 was closely observed by astronomers worldwide. The comet provided many revelations about Jupiter and its atmosphere and highlighted Jupiter's role in reducing space debris in the inner solar system.


          The comet was discovered by astronomers Carolyn and Eugene M. Shoemaker and David Levy. Shoemaker-Levy 9 was located on the night of March 24, 1993, in a photograph taken with the 0.4 metre Schmidt telescope at the Mount Palomar Observatory in California. It was the first comet observed to be orbiting a planet rather than the Sun.


          SL9 was in pieces ranging in size up to 2kilometres in diameter, and is believed to have been pulled apart by Jupiter's tidal forces during a close encounter in July 1992. These fragments collided with Jupiter's southern hemisphere between July 16 and July 22, 1994, at a speed of approximately 60 kilometres per second (37 miles per second). The prominent scars from the impacts could be seen on Jupiter for many months after the impact, and observers described them as more easily visible than the Great Red Spot.


          


          Discovery


          Comet Shoemaker-Levy 9 (SL9) was discovered on the night of March 24, 1993 by the Shoemakers and Levy, in a photograph taken with the 0.4 metre Schmidt telescope at the Mount Palomar Observatory in California, while conducting a program of observations designed to uncover near-Earth objects. Unlike all other comets discovered before then, it was orbiting Jupiter rather than the Sun. The comet was thus a serendipitous discovery, but one that quickly overshadowed the results from their main observing program.


          SL9 was the ninth periodic comet (a comet whose orbital period is 200 years or less) discovered by the Shoemakers and Levy, hence its name. However, it was their eleventh discovery in all, because they had also discovered two non-periodic comets, which use a different nomenclature. The discovery was announced in IAU Circular 5725 on March 27, 1993. Subsequently, several other observers found the comet in images obtained before March 24, including K. Endate from a photograph exposed on March 15, S. Otomo on March 17, and a team led by Eleanor Helin from images on March 19 .


          The discovery image gave the first hint that SL9 was an unusual comet, as it appeared to show multiple nuclei in an elongated region about 50 arcseconds long and 10arcseconds wide. Brian Marsden of the Central Bureau for Astronomical Telegrams noted that the comet lay only about 4 degrees from Jupiter as seen from Earth, and that while this could of course be a projection effect, its apparent motion suggested that it was physically close to the giant planet . Because of this, he suggested that the Shoemakers and David Levy had discovered the fragments of a comet that had been disrupted by Jupiter's gravity.


          


          A Jupiter-orbiting comet


          Orbital studies of the new comet soon revealed that, unlike all other comets discovered before then, it was orbiting Jupiter rather than the Sun. Its orbit around Jupiter was very loosely bound, with a period of about 2 years and an apojove (furthest distance from Jupiter) of 0.33 Astronomical Units (AU) (49.4 million km). Its orbit around the planet was highly eccentric (e = 0.9986).


          Tracing back the comet's orbital motion revealed that it had been orbiting Jupiter for some time. It seems most likely that it was captured from a solar orbit in the early 1970s, although the capture may have occurred as early as the mid-1960s. No precovery images dating back to earlier than March 1993 have been found so far. Before the comet was captured by Jupiter, it was probably a short-period comet with an aphelion just inside Jupiter's orbit, and a perihelion interior to the asteroid belt.


          The volume of space within which an object can be said to orbit Jupiter is defined by Jupiter's Hill sphere (also called the Roche sphere). When the comet passed Jupiter in the late 1960s or early 1970s, it happened to be near its aphelion, and found itself slightly within Jupiter's Hill sphere. Jupiter's gravity nudged the comet towards it. Because the comet's motion with respect to Jupiter was very small, it fell almost straight toward Jupiter, which is why it ended up on a Jupiter-centric orbit of very high eccentricity that is to say, the ellipse was nearly flattened out.


          The comet had apparently passed extremely close to Jupiter on July 7, 1992, just over 40,000km above the planet's cloud tops  a smaller distance than Jupiter's radius of 70,000km, and well within the orbit of Jupiter's innermost moon Metis and the planet's Roche limit, inside which tidal forces are strong enough to disrupt a body held together only by gravity. Although the comet had approached Jupiter closely before, the July 7 encounter seemed to be by far the closest, and the fragmentation of the comet is thought to have occurred at this time. Each fragment of the comet was denoted by a letter of the alphabet, from "fragment A" through to "fragment W", a practice already established from previously observed broken-up comets.


          More exciting for planetary astronomers was that the best orbital solutions suggested that the comet would pass within 45,000km of the centre of Jupiter, a distance smaller than the planet's radius, meaning that there was an extremely high probability that SL9 would collide with Jupiter in July 1994. Studies suggested that the train of nuclei would plough into Jupiter's atmosphere over a period of about five days.


          


          Predictions for the collision


          The discovery that the comet was likely to collide with Jupiter caused great excitement within the astronomical community and beyond, as astronomers had never before seen two significant solar system bodies collide. Intense studies of the comet were undertaken, and as its orbit became more accurately established, the possibility of a collision became a certainty. The collision would provide a unique opportunity for scientists to look inside Jupiter's atmosphere, as the collisions were expected to cause eruptions of material from the layers normally hidden beneath the clouds.


          Astronomers estimated that the visible fragments of SL9 ranged in size from a few hundred metres to at most a couple of kilometres across, suggesting that the original comet may have had a nucleus up to 5km across  somewhat larger than Comet Hyakutake, which became very bright when it passed close to the Earth in 1996. One of the great debates in advance of the impact was whether the effects of the impact of such small bodies would be noticeable from Earth, apart from a flash as they disintegrated like giant meteors.


          Other suggested effects of the impacts were seismic waves travelling across the planet, an increase in stratospheric haze on the planet due to dust from the impacts, and an increase in the mass of the Jovian ring system. However, given that observing such a collision was completely unprecedented, astronomers were cautious with their predictions of what the event might reveal.


          


          Impacts
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              Jupiter in Ultraviolet (about 2.5 hours after R's impact)
            

          


          Anticipation was elevated as the predicted date for the collisions approached, and astronomers trained terrestrial telescopes on Jupiter. Several space observatories did the same, including the Hubble Space Telescope, the ROSAT X-ray observing satellite, and significantly the Galileo spacecraft, then on its way to a rendezvous with Jupiter scheduled for 1995. While the impacts would take place on the side of Jupiter hidden from Earth, Galileo, then at a distance of 1.6AU from the planet, would be able to see the impacts as they occurred. Jupiter's rapid rotation would bring the impact sites into view for terrestrial observers a few minutes after the collisions.


          Two other satellites made observations at the time of the impact: the Ulysses spacecraft, primarily designed for solar observations, was pointed towards Jupiter from its location 2.6AU away, and the distant Voyager 2 probe, some 44AU from Jupiter and on its way out of the solar system following its encounter with Neptune in 1989, was programmed to look for radio emission in the 1390 kHz range.


          
            [image: HST images of a fireball from the first impact appearing over the limb of the planet.]

            
              HST images of a fireball from the first impact appearing over the limb of the planet.
            

          


          The first impact occurred at 20:15 UTC on July 16, 1994, when fragment A of the nucleus slammed into Jupiter's southern hemisphere at a speed of about 60km/s. Instruments on Galileo detected a fireball which reached a peak temperature of about 24,000 K, compared to the typical Jovian cloudtop temperature of about 130K, before expanding and cooling rapidly to about 1500K after 40s. The plume from the fireball quickly reached a height of over 3,000km. A few minutes after the impact fireball was detected, Galileo measured renewed heating, probably due to ejected material falling back onto the planet. Earth-based observers detected the fireball rising over the limb of the planet shortly after the initial impact.


          Astronomers had expected to see the fireballs from the impacts, but did not have any idea in advance how visible the atmospheric effects of the impacts would be from Earth. Observers soon saw a huge dark spot after the first impact. The spot was visible even in very small telescopes, and was about 6,000km (one Earth radius) across. This and subsequent dark spots were thought to have been caused by debris from the impacts, and were markedly asymmetric, forming crescent shapes in front of the direction of impact.


          Over the next 6days, 21 discrete impacts were observed, with the largest coming on July 18 at 07:34 UTC when fragment G struck Jupiter. This impact created a giant dark spot over 12,000km across, and was estimated to have released an energy equivalent to 6,000,000 megatons of TNT (750 times the world's nuclear arsenal). Two impacts 12hours apart on July 19 created impact marks of similar size to that caused by fragment G, and impacts continued until July 22, when fragment W struck the planet.


          


          Observations and discoveries


          


          Chemical studies


          
            [image: Brown spots mark impact sites on Jupiter's southern hemisphere.]

            
              Brown spots mark impact sites on Jupiter's southern hemisphere.
            

          


          Observers hoped that the impacts would give them a first glimpse of Jupiter beneath the cloud tops, as lower material was exposed by the comet fragments punching through the upper atmosphere. Spectroscopic studies revealed absorption lines in the Jovian spectrum due to diatomic sulfur (S2) and carbon disulfide (CS2), the first detection of either in Jupiter, and only the second detection of S2 in any astronomical object. Other molecules detected included ammonia (NH3) and hydrogen sulfide (H2S). The amount of sulfur implied by the quantities of these compounds was much greater than the amount that would be expected in a small cometary nucleus, showing that material from within Jupiter was being revealed. Oxygen-bearing molecules such as sulfur dioxide were not detected, to the surprise of astronomers.


          As well as these molecules, emission from heavy atoms such as iron, magnesium and silicon was detected, with the abundances of these atoms being consistent with what would be found in a cometary nucleus. While substantial water was detected spectroscopically, it was not as much as predicted beforehand, meaning that either the water layer thought to exist below the clouds was thinner than predicted, or that the cometary fragments did not penetrate deeply enough.


          


          Seismic waves


          As predicted beforehand, the collisions generated enormous seismic waves which swept across the planet at speeds of 450km/s and were observed for over two hours after the largest impacts. These waves seemed to be gravity waves, but their location was subject to debate. The waves were thought to be travelling within a stable layer acting as a waveguide, and some scientists believed the stable layer must lie within the hypothesised tropospheric water cloud. However, other evidence seemed to indicate that the cometary fragments had not reached the water layer, and the waves were instead propagating within the stratosphere.


          


          Other observations


          


          Radio observations revealed a sharp increase in continuum emission at a wavelength of 21 cm after the largest impacts, which peaked at 120% of the normal emission from the planet. This was thought to be due to synchrotron radiation, caused by the injection of relativistic electrons into the Jovian magnetosphere by the impacts.


          About an hour after fragment K entered Jupiter, observers recorded auroral emission near the impact region, as well as at the antipode of the impact site with respect to Jupiter's strong magnetic field. The cause of these emissions was difficult to establish due to a lack of knowledge of Jupiter's internal magnetic field and of the geometry of the impact sites. One possible explanation was that upwardly accelerating shock waves from the impact accelerated charged particles enough to cause auroral emission, a phenomenon more typically associated with fast-moving solar wind particles striking a planetary atmosphere near a magnetic pole.


          Some astronomers had suggested that the impacts might have a noticeable effect on the Io torus, a torus of high-energy particles connecting Jupiter with the highly volcanic moon Io. High resolution spectroscopic studies found that variations in the ion density, rotational velocity, and temperatures at the time of impact and afterwards were within the normal limits.


          


          Post-impact analysis


          
            [image: Fragment G impact site, showing asymmetric ejecta pattern.]

            
              Fragment G impact site, showing asymmetric ejecta pattern.
            

          


          One of the surprises of the impacts was the small amount of water revealed compared to prior predictions. Before the impact, models of Jupiter's atmosphere had indicated that the break-up of the largest fragments would occur at atmospheric pressures of anywhere from 300 kilopascals to a few megapascals (from three to a few tens bar), and most astronomers expected that the impacts would penetrate a hypothesised water-rich layer underneath the clouds.


          Astronomers did not observe large amounts of water following the collisions, and later impact studies found that fragmentation and destruction of the cometary fragments in an 'airburst' probably occurred at much higher altitudes than previously expected, with even the largest fragments being destroyed when the pressure reached 250 kPa (2.5 bar), well above the expected depth of the water layer. The smaller fragments were probably destroyed before they even reached the cloud layer.


          


          Longer-term effects


          The visible scars from the impacts could be seen on Jupiter for many months after the impact. They were extremely prominent, and observers described them as more easily visible even than the Great Red Spot. A search of historical observations revealed that the spots were probably the most prominent transient features ever seen on the planet, and that while the Great Red Spot is notable for its striking colour, no spots of the size and darkness of those caused by the SL9 impacts have ever been recorded before.


          Spectroscopic observers found that ammonia and carbon sulfide persisted in the atmosphere for at least fourteen months after the collisions, with a considerable amount of ammonia being present in the stratosphere as opposed to its normal location in the troposphere.


          Counterintuitively, the atmospheric temperature dropped to normal levels much more quickly at the larger impact sites than at the smaller sites: at the larger impact sites, temperatures were elevated over a region 15,00020,000km wide, but dropped back to normal levels within a week of the impact. At smaller sites, temperatures 10 K higher than the surroundings persisted for almost two weeks. Global stratospheric temperatures rose immediately after the impacts, then fell to below pre-impact temperatures 23weeks afterwards, before rising slowly to normal temperatures.


          


          Frequency of impacts


          
            [image: A chain of craters on Ganymede, probably caused by a similar impact event. The picture covers an area approximately 190 km (120 mi) across.]

            
              A chain of craters on Ganymede, probably caused by a similar impact event. The picture covers an area approximately 190 km (120 mi) across.
            

          


          Since the impact of SL9, two further very small comets have been found to be orbiting Jupiter temporarily- 82P/Gehrels and 111P/Helin-Roman-Crockett . Studies have shown that the planet, by far the most massive in the solar system, can capture comets from solar orbit into Jovian orbit rather frequently.


          Cometary orbits around Jupiter are generally unstable, as they will be highly elliptical and likely to be strongly perturbed by the Sun's gravity at apojove (the furthest point on the orbit from the planet). Studies have estimated that comets probably crash into Jupiter once or twice per century, but the impact of comets the size of SL9 is much less common - probably no more often than once per millennium.


          There is very strong evidence that comets have previously been fragmented and collided with Jupiter and its satellites. During the Voyager missions to the planet, planetary scientists identified 13 crater chains on Callisto and three on Ganymede, the origin of which was initially a mystery. Crater chains seen on the Moon often radiate from large craters, and are thought to be caused by secondary impacts of the original ejecta, but the chains on the Jovian moons did not lead back to a larger crater. The impact of SL9 strongly implied that the chains were due to trains of disrupted cometary fragments crashing into the satellites.


          


          Jupiter as a "cosmic vacuum cleaner"


          The impact of SL9 highlighted Jupiter's role as a kind of "cosmic vacuum cleaner" for the inner solar system. The planet's strong gravitational influence leads to many small comets and asteroids colliding with the planet, and the rate of cometary impacts on Jupiter is thought to be between two thousand and eight thousand times higher than the rate on Earth. If Jupiter were not present, the probability of asteroid impacts with the Solar System's inner planets would be much greater.


          The extinction of the dinosaurs at the end of the Cretaceous period is generally believed to have been caused by the impact event which created the Chicxulub crater, demonstrating that impacts are a serious threat to life on Earth. Astronomers have speculated that without Jupiter to mop up potential impactors, extinction events might have been much more frequent on Earth, and complex life might not have been able to develop. This is part of the argument used in the Rare Earth hypothesis.
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              Approximate relationship of the largest members of the Kreutz Sungrazers. Note that the perihelion passage at which fragmentations occurred may not be well established
            

          


          Comet White-Ortiz-Bolelli (formal designations: C/1970 K1, 1970 VI, and 1970f) was a bright comet which appeared in 1970. It was a member of the Kreutz Sungrazers, a family of comets which resulted from the break-up of a large parent comet several centuries ago. It was already easily visible to the naked eye when first discovered, and reached a maximum apparent magnitude of +1.


          


          Discovery


          Comet White-Ortiz-Bolelli was first spotted on May 18 by Graeme White, an Australian amateur astronomer in Wollongong, New South Wales. He sighted the comet in binoculars shortly after sunset, and described it as having a star-like head at apparent magnitude 1-2, and a short tail about 1 degree long. He spotted it again on May 20 by naked eye as well as binoculars, and by this time the tail had grown to 10 in length.


          The second independent discovery was made on May 21 by Air France pilot Emilio Ortiz, from a location about 400km east of Madagascar. Ortiz saw the comet from his cockpit, and reported a magnitude of 0.5 to 1.0 and a tail about 58 long. A few hours later, Carlos Bolelli, a technician at the Cerro Tololo Inter-American Observatory in Chile became the third independent discoverer of the comet, although he saw only the tail, as the head was beneath the horizon.


          


          Subsequent observations


          Numerous independent discoveries were made in the days immediately following the comet's discovery, but astronomical naming conventions only allowed the comet to be given the names of the first three. All sightings of the comet were made from the southern hemisphere, due to the orientation of its orbit with respect to the Earth.


          Throughout the comet's brief appearance, it could only be seen low in the sky for a short time after sunset, but it was most easily visible on May 24. After that it faded rapidly, and by 1 June it had already faded to below naked-eye visibility. The last definite detection of the comet was made on June 7, when it appeared as a faint, ill-defined nebulosity. Increasing moonlight and the comet's decreasing brightness prevented any further visual sightings of the comet.


          


          A sungrazer


          The comet's sudden appearance very close to the sun and rapid subsequent decline in brightness both pointed to it being a sungrazing comet, and calculations of its orbit by Brian Marsden backed this suggestion. Marsden showed that the comet had reached perihelion on May 14, at a distance of just 1.35 million km, or 2 solar radii.


          The calculated orbit pinned down White-Ortiz-Bolelli as a member of the Kreutz Sungrazers, a group of comets which all originate from the fragmentation of one giant parent comet several hundred years ago, and which has provided some of the brightest comets ever seen. Kreutz Sungrazers all travel on similar orbits, which result in them being most easily visible from the southern hemisphere, between August and April. Kreutz sungrazers appearing between May and July may come and go unseen, as they approach from directly behind the Sun as seen from Earth; the only previous Kreutz Sungrazer seen during these months was the Eclipse Comet of 1882, which was only observed once, during a total solar eclipse.


          Before White-Ortiz-Bolelli, studies had divided the Kreutz Sungrazers into two sub-groups, originating from fragmentations at different orbits, but White-Ortiz-Bolelli seemed to be a member of neither. Studies showed that it probably broke away from the comet that spawned Subgroup II, before the main fragmentation, and it was classed as the first (and so far only) member of Subgroup IIa.
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          Comic Relief is a British charity organisation that was founded in the United Kingdom in 1985 by the comedy scriptwriter Richard Curtis in response to famine in Ethiopia. It was launched live on Noel Edmonds's Late, Late Breakfast Show on BBC1, on Christmas Day 1985 from a refugee camp in Sudan. The idea for Comic Relief came from the noted charity worker Jane Tewson, who became head of a British NGO Charity Projects and was inspired by the success of the first four Secret Policeman's Ball comedy benefit shows for Amnesty International (1976-1981). Initially funds were raised from live events and the best known is a comedy revue at the Shaftesbury Theatre in London which was finally broadcast on television on the 25 April 1986.


          One of the fundamental principles behind working at Comic Relief is the 'Golden Pound Principle' where every single donated pound is spent on charitable projects. All operating costs, such as staff salaries, are covered by corporate sponsors or interest which is earned while money raised is waiting to be spent (granted) to charitable projects.


          Currently, its two main supporters are the BBC and Sainsbury's. The BBC is responsible for the live television extravaganza on Red Nose Day and Sainsbury's sells merchandise on behalf of the charity.


          


          Red Nose Day


          Red Nose Day is the main way in which Comic Relief raises money. It is held in the spring every second year and is often treated as a semi-holiday, with, for example, schools having non-uniform days. The day culminates in a live telethon event on BBC One starting in the evening and going through into the early hours of the morning, but other money-raising events take place. As the name suggests, the day involves the wearing of plastic/foam red noses which are available, in exchange for a donation, from many shops.


          The first "Red Nose Day" was on 5 February 1988, and raised 15 million. The TV show was hosted by Lenny Henry, Griff Rhys Jones and Jonathan Ross. More than 300 million has so far been distributed to projects by Comic Relief.


          Red Nose Day was also copied in other countries. One of note was New Zealand, which actually introduced a brief fad in 1990 of selling over-sized red-noses for car grilles for charity.


          


          Call Centres


          Comic Relief rely on several hundred call centres around the United Kingdom to process calls from the public. The call centres are connected through the BT network and each centre has a certain number of fixed lines, all running off the main 0845 number. The centres, which are owned by various companies, provide support in the form of volunteers who usually work there.


          


          On television


          The television programming begins in the afternoon, with CBBC having various related reports, money-raising events and a celebrity gungeing. This is all in-between the regular programmes, but after the six o'clock news, the normal BBC One schedule is suspended at 7pm in favour of a live show, with a break at 10 O'Clock for the News. While the News is on BBC One, Comic Relief continues on BBC Two and then resumes on BBC One at 10:35pm with each hour overseen by a different celebrity team. These celebrities do the work for free, as do the crew, with studio space and production facilities donated by the BBC.


          Regular themes throughout the shows include parodies of recent popular shows, films and events and specially-filmed versions of comedy shows. Smith & Jones and a parody sketch starring Rowan Atkinson are both regularly featured  the first being Blackadder: The Cavalier Years (1988).


          [bookmark: 1999_event]


          1999 event


          The 1999 "Red Nose Day" was held on March 12, 1999. A parody of the Doctor Who series, Doctor Who and the Curse of Fatal Death, starring Rowan Atkinson as the Doctor, was featured during the show.


          [bookmark: 2001_event]


          2001 event


          The 2001 "Red Nose Day" was was held on March 16, 2001. In 2001 the total raised on Red Nose Day was 61,000,140. As well as donations on the night of the TV show money is raised from countrywide sponsored events and from merchandising, particularly of the red noses themselves. In 2001 5.8 million red noses were sold, approximately one each for 10% of the UK population.


          Jack Dee won Celebrity Big Brother. This is the only day on record nobody committed suicide in the UK between 1993 and 2002.
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          2003 event


          The 2003 "Red Nose Day" was held on March 14, 2003. The fund raising activities included Lenny Henry providing the voice of the speaking clock between March 10 and March 23 with the cost of the call going to Comic Relief. On the night of the live show itself, 35m was raised, an on-the-night record. A total of 61,477,539 was raised that year, setting a new record.


          Jack Dee stood outside at the top of a pole for the duration of the show, parodying the acts of David Blaine. Celebrity Driving School led up to the event, with the test results announced during the telethon: they all failed.


          The hosts of "Red Nose Day" 2003 were:


          
            	Jonathan Ross


            	Lenny Henry


            	Anthony McPartlin


            	Declan Donnelly


            	Vic Reeves


            	Bob Mortimer


            	Graham Norton

          


          


          Shows included


          As usual a variety of specially-filmed versions of television shows were made. Popular BBC talent show Fame Academy returned as Comic Relief does Fame Academy. Other shows included:


          
            	EastEnders


            	Auf Wiedersehen, Pet


            	University Challenge


            	Celebrity Driving School

          


          Harry Potter and the Secret Chamberpot of Azerbaijan a parody of Harry Potter starring Dawn French as Harry Potter, Jennifer Saunders as Ron Weasley and Miranda Richardson as Hermione Granger.


          [bookmark: 2005_event]


          2005 event


          The 2005 Red Nose Day was held on March 11 and was hosted by a collection of television stars:


          
            	Chris Evans


            	Lenny Henry


            	Davina McCall


            	Graham Norton


            	Dermot O'Leary


            	Jonathan Ross

          


          The 2005 event was also noteworthy for supporting the Make Poverty History campaign - many of the videos recorded for the MPH campaign (including videos by Bono and Nelson Mandela) were shown throughout the evening. Over 63m was raised as of November 2005.


          


          Shows included


          As usual a variety of specially-filmed versions of television shows were made. Popular BBC talent show Comic Relief does Fame Academy was attended by celebrities singing cover versions of songs. Viewers voted for their favourite, with the proceeds going to the cause and the celebrity. Other shows included:


          
            	Absolutely Fabulous


            	Little Britain I Want That One


            	My Family


            	The Vicar of Dibley


            	Green Wing


            	Wetty Hainthropp Investigates, a Victoria Wood parody of Hetty Wainthropp Investigates


            	Spider-Plant Man, a parody of Spider-Man starring Rowan Atkinson.

          


          Mcfly also recorded the Comic Relief single "All About You" for 2005 and raised it all for Comic Relief.


          


          Donation progress


          Times approximate and amounts rounded to the nearest million where not stated exactly:


          
            	7:30pm - 2 million


            	8:30pm - 7 million


            	9:30pm - 18 million


            	10pm - 22 million


            	11:30pm - 30,503,394


            	12:45am - 35,325,862


            	02:00am - 37,809,564

          


          Raised by March 2006: 65m


          [bookmark: 2007_event]


          2007 event


          2007's Red Nose Day was held on March 16, 2007. Its tagline is "The Big One" which is also representative of the novelty nose. As well as Sainsburys; Walkers, Kleenex and Andrex are promoting the charity. Some of the sketches shown were: The Vicar of Dibley. Also intended to be shown was A Question of Comedy, a comedy quiz utilizing the format (and set) of A Question of Sport, and hosted by Jack Dee, with team captains Frank Skinner, Dara O'Briain,and Mr. Bean and guests including Jade Goody. However, in light of Big Brother events involving Jade and racism, the pre-recorded segment has been scrapped by BBC producers.


          In the lead up to Red Nose Day many different fund raising events occurred:


          
            	Beginning Friday 9 March 2007, The Radio 1 breakfast team staged a tour around the UK entitled The Chris Moyles Rallyoke. The tour involved seven Karaoke nights held in a well known UK location featuring members of the public and well known celebrities and music artists. Most Radio 1 shows report on their progress and hold competitions to win tickets to be at the final on Red Nose Day and also to win the contents of a truck donated by various celebrities. As well as raising money at each event the profit of the phone in competitions go to Comic Relief making a total of 600,000

          


          
            	Televised events included a third series of Comic Relief Does Fame Academy and a celebrity version of the Apprentice entitled Comic Relief Does The Apprentice has also been screened. Also a special hybrid of Top of the Pops and Top Gear titled Top Gear of the Pops was made for Red Nose Day. It featured its presenters Jeremy Clarkson, Richard Hammond and James May singing with Justin Hawkins, as well as Top Gear segments such as The Cool Wall.

          


          
            	Fund raising merchendise sold during the 2007 campaign includes the Big One (Red Nose) itself, ' Walkears' an Andrex Puppy with a red nose, a special Little Britain Live DVD and the official single which is a cover of Aerosmith's 'Walk This Way' sung by Girls Aloud and Sugababes.

          


          
            	The last episode of the Vicar of Dibley was aired in the show, all the usual actors and actresses were in it. It featured Sting, in which he is taking part with a celebrity and non-entity television show, swapping wives with the vicar's husband Harry.

          


          
            	The special Little Britain Live featured famous people such as: Dennis Waterman, Chris Moyles, Jonathan Ross, Kate Moss and Russell Brand. Kate Moss played a chav, Russell Brand played a transvestite and both Chris Moyles and Jonathan Ross were brought on as either small parts or people who came up to the audience to be embarrassed.

          


          
            	There were several sketches from Catherine Tate, in which David Tennant became a school teacher, mouthy teenager Lauren was given work experience at 10 Downing Street, and lead to Tony Blair using her catchphrase "Am I bovvered?" and foul-mouthed "Nan" appearing with Noel Edmonds on Deal or No Deal.

          


          
            	To gain additional money, Peter Kay and Matt Lucas released a cover of The Proclaimers hit, I'm Gonna Be (500 Miles), and released it as a single 'I would roll five hundred miles' (because both were playing wheelchair bound characters from Little Britain and Phoenix Nights. It also featured numerous celebrity guests.

          


          
            	There was also a live show from The Mighty Boosh. By 16th November 2007, a record-breaking 67,250,099 had been raised.

          


          


          Donation progress


          Times approximate:


          
            	7.25pm - 2,256,037


            	8.19pm - 7,430,542 (2,000,136 raised by TK Maxx selling Red Nose Day t-shirts in store)


            	9.09pm - 15,139,826 (1,001,219 raised by Walkers WalkEars)


            	9.48pm - 22,148,068 (7,008,242 raised by Sainsbury's)


            	9.54pm - 26,820,554


            	11.30pm - 27,420,554 (600,000 raised by BBC Radio 1)


            	11.31pm - 27,771,803 (351,249 raised by Mller)


            	11.52pm - 34,269,843


            	12.39am - 34,346,177 (76,334 from Andrex)


            	01.35am - 38,157,240


            	03.03am - 40,236,142

          


          


          Merchandise


          Various items of merchandise have been sold to promote and raise money for Comic Relief. In 1991, The Totally Stonking, Surprisingly Educational And Utterly Mindboggling Comic Relief Comic was published by Fleetway. Conceived, plotted and edited by Neil Gaiman, Richard Curtis, Grant Morrison and Peter K. Hogan, it featured contributions from a vast array of British comics talent including Jamie Delano, Garth Ennis, Dave Gibbons, Mark Millar, Simon Bisley, Mark Buckingham, Steve Dillon, D'Israeli, Jamie Hewlett and Bryan Talbot (arguably Britain's most famous comics writer, Alan Moore, was not credited as working on the book having sworn never to work for Fleetway again, but was said to have worked with partner Melinda Gebbie on her pages). The comic was unique in that it featured appearances by characters from across the spectrum of comics publishers, including Marvel and DC superheroes, Beano, Dandy, Eagle and Viz characters, Doctor Who, the Teenage Mutant Ninja Turtles, in addition to a cavalcade of British comedy figures (both real and fictional). These were all linked by the twin framing narratives of the Comic Relief night itself, and the tale of "Britain's meanest man" Sir Edmund Blackadder being persuaded to donate money to the event. The comic "sold out in minutes", raising over 40,000 for the charity, and is now a highly prized collectors' item.


          In 1993, a computer platform game was released called Sleepwalker. The game featured voice overs from Lenny Henry and Harry Enfield and several other references to Comic Relief and tomatoes; the theme for the 1993 campaign.


          In 2007 Walkers complemented the usual merchandise by adding their own take on the red nose promoting red ears instead. The large ears, dubbed 'Walk-ears' are based on a very old joke involving the actual ears of ex-footballer Gary Lineker who has fronted their ad campaign since the early 1990s. Walkers previously promoted the charity in 2005 making four limited edition unusual crisp flavours.


          The 2007 game for Red Nose Day can be played here www.rednoseday.com/letitflow . This game has been developed by worldwide viral marketeers - Matmi. The game is called Let it Flow and its set in the African wilderness. Mischievous hyenas have messed up the water irrigation system that feeds the crops. Using your brain you have to help re-arrange the pipes to let the water flow to the crops to keep them alive. Once the pipes are arranged, you need to operate the elephants trunk to pump the water through the water pipes.


          For the 2007 campaign Andrex, known for their ad campaign fronted by a Labrador puppy, are giving away toy puppies with red noses.


          


          The Red Nose


          The most prominent symbol of Comic Relief is a rubber/foam red nose which is given in various supermarkets in exchange for a donation to the charity. People are encouraged to wear the noses on Red Nose Day to help raise awareness of the charity. The design of the nose has been changed each year, beginning with a fairly plain one, which later grew arms, turned into a tomato and even changed colour. In 2007, the red nose was made of foam; this was to facilitate the "growing" of the nose (by rolling it in the user's hands) to keep in line with that year's tagline, The Big One. See the table below. Larger noses are also available and are designed to be attached to the fronts of cars and even buildings. However, the nose's material used was classed as a fire hazard and were banned from the Comic Relief Does Fame Academy shows.


          


          Chronology of noses


          
            
              	Year

              	Type of nose
            


            
              	1988

              	The Plain Red Nose
            


            
              	1989

              	The Smiley Face - with face (known as Harry), made with rose scented plastic
            


            
              	1991

              	The Stonker Nose - with hands and face
            


            
              	1993

              	The Tomato Nose - with stalk and face
            


            
              	1995

              	The Colour Change Nose - changed either yellow or pink with 'MY NOSE' on
            


            
              	1997

              	The Furry Nose - clear plastic shell covered in red fur
            


            
              	1999

              	The Big Red Hooter - faceless, gold glitter and when squeezed it 'hoots'
            


            
              	2001

              	The Whoopee Nose - red head with inflated cheeks, when squeezed the tongue inflates
            


            
              	2003

              	The Big Hair Do - with gooey eyes that squeeze out and a tuft of red hairs came with gel for the hair
            


            
              	2005

              	Big Hair & Beyond - with smiley face (known as Chad) and colourful elastic hair came with red and yellow face paint and stickers for the nose
            


            
              	2007

              	The Big One (The Nose That Grows) - Made of foam which makes it more comfortable; comes with Chocpix and stickers to decorate the nose with.
            

          


          


          Comic Relief charity singles


          In April 1986 the first Comic Relief charity single was released. It featured Cliff Richard and the cast of The Young Ones in a rendition of "Living Doll".


          Some of the money raised from the sale of each single is donated to Comic Relief. Normally a song is released just before the official Red Nose Day. There have been exceptions, such as "(I want to be) Elected" which was released to coincide with the 1992 UK general election. Before 1995's song, they were all more-or-less comedy records, mostly involving an actual band or singer and a comedy group. From 1995 on they have been generally more serious, although the videos still feature comical moments.


          
            
              	Release Date

              	Title

              	Artists

              	Highest chart position reached
            


            
              	April 1986

              	"Living Doll"

              	Cliff Richard and the cast of The Young Ones

              	No. 1
            


            
              	December 1987

              	"Rockin' Around the Christmas Tree"

              	Mel & Kim ( Mel Smith and Kim Wilde)

              	No. 3
            


            
              	February 1989

              	" Help!"

              	Bananarama & Lanananeeneenoonoo ( French and Saunders with Kathy Burke)

              	No. 3
            


            
              	March 1991

              	"The Stonk"

              	Hale and Pace (backing band includes David Gilmour and Brian May)

              	No. 1
            


            
              	April 1992

              	"(I Want to Be) Elected"

              	Smear Campaign ( Bruce Dickinson, Rowan Atkinson, Angus Deayton)

              	No. 9
            


            
              	February 1993

              	"Stick It Out"

              	Right Said Fred and friends

              	No. 4
            


            
              	May 1994

              	" Absolutely Fabulous"

              	Absolutely Fabulous ( Pet Shop Boys, Jennifer Saunders, Joanna Lumley)

              	No. 6
            


            
              	March 1995

              	" Love Can Build a Bridge"

              	Cher, Chrissie Hynde, Neneh Cherry and Eric Clapton

              	No. 1
            


            
              	3 March 1997

              	" Mama/Who Do You Think You Are"

              	The Spice Girls

              	No. 1
            


            
              	March 1999

              	"When the Going Gets Tough"

              	Boyzone

              	No. 1
            


            
              	March 2001

              	" Uptown Girl"

              	Westlife

              	No. 1
            


            
              	March 2003

              	" Spirit in the Sky"

              	Gareth Gates and the Kumars

              	No. 1
            


            
              	7 March 2005

              	" All About You/You've Got a Friend"

              	McFly

              	No. 1
            


            
              	14 March 2005

              	" Is This the Way to Amarillo"

              	Tony Christie & Peter Kay

              	No. 1
            


            
              	12 March 2007

              	" Walk This Way"

              	Girls Aloud vs. Sugababes

              	No. 1
            


            
              	19 March 2007

              	" I'm Gonna Be (500 Miles)"

              	The Proclaimers & Brian Potter & Andy Pipkin

              	No. 1
            

          


          
            	Note 1: "Is This the Way to Amarillo", though released expressly with the intent of proceeds going to Comic Relief, was not an official Comic Relief single. The song was originally performed by Peter Kay (lipsynching to Tony Christie's voice) during the evening, and was later released as a single. It was the number one single for seven weeks, and in its first week it outsold the rest of the top 20 combined.


            	Note 2: In 2007, a version of The Proclaimers song "500 Miles" released on March 19, featured Peter Kay and Matt Lucas as their wheelchair-user characters Brian Potter & Andy Pipkin. Before its official release the song reached number 3 based on downloads alone. The single reached number one on March 25, knocking official Comic Relief single "Walk This Way" off the top spot.

          


          In addition, the first Red Nose Day Schools' song ('Make Someone Happy') was published in 2007. A CD of the song together with backing tracks and fundraising ideas was sent free of charge to all primary schools in the UK in February by the education music publisher 'Out of the Ark Music'. Schools will be free to use the song in assemblies, singathons or other fundraising activities


          


          Criticism


          On 5 October 2004, the Burma Campaign UK criticised Comic Relief for its association with the multinational DHL, a partner of Myanmar Post and Telecom. John Jackson, head of Burma Campaign UK, noted that they were aiding war victims in Rwanda while funding the military regime in Myanmar.


          In March 2005, several Catholic schools in the UK were banned from supporting Red Nose Day by church leaders because of claims that money raised would fund abortions in Africa. Reports of this were denied by other church leaders.


          Some have questioned whether the celebrities who appear donate themselves, arguing that many benefit financially from the exposure these charitable shows give. The counter argument to this point is that without the talents of the performers the show would lose its unique appeal. It's something of a "damned if you do, damned if you don't" situation.


          On 18 July 2007, it was discovered the Comic Relief breached editorial standards. During Red Nose Day 2007, viewers were told that by phoning in and donating, they would enter a prize draw. According to reports, "The first two callers taken on air gave incorrect answers. The other waiting callers were lost and a third caller was heard on air successfully answering the question. This caller was in fact not a viewer but a member of the production team." However, this was something beyond the charity's control and was a decision made by the BBC and its production team on the night.


          


          Similar events outside the United Kingdom


          


          In the United States


          Inspired by the British charity, a United States Comic Relief charity was founded in 1986 by Bob Zmuda.


          Comic Relief is an irregularly held event, televised on HBO, that has raised and distributed nearly $50 million toward providing health care services to homeless men, women, and children throughout the United States. Comedians Robin Williams, Billy Crystal, and Whoopi Goldberg are hosts of the event.


          The 1989 HBO Comic Relief show debuted the song, "Mr. President," written by Joe Sterling, Ray Reach and Mike Loveless. The song was sung by Al Jarreau and Natalie Cole.


          On November 18, 2006 the event was revived as a fundraiser for those affected by Hurricane Katrina and was simulcast on TBS.


          Richard Curtis also created the Idol Gives Back special for American Idol, which follows the same basic premise as Comic Relief, with specially filmed shorts, performances and footage of the stars of the show visiting empoverished countries.


          


          In Australia


          In 1988, the Red Nose Day concept was adopted by the SIDS and Kids organisation to help raise funds for research into sudden infant death syndrome. Since then, Red Nose Day in Australia is held annually on the last Friday of June.


          An Australian version of Comic Relief, Comic Relief Australia, has also been set up. ( ). It plans to divide the money raised between Australian causes (at least 40%) and overseas charities largely in Asia Pacific (at least 40%)


          Following a campaign encouraging people to buy articles such as red wristbands, the first telethon-style event was held on November 6, 2005 on the Seven Network. It followed the established format, with comedy interspersed with examples of the sorts of charities to benefit. According to its website, this raised over AUS $800,000. Another telethon was broadcast on November 27, 2006 on Seven Network. The 2006 Comic Relief Show was held under the title '50 Years of Laughs' celebrating 50 years of Television in Australia. It was hosted by Colin Lane and featured presenters such as Amanda Keller, Mikey Robbins, Ugly Dave Grey and Derryn Hinch interviewing Kylie Mole.


          


          In Germany


          The German TV station Pro 7 initiated a similar event in 2003. By selling red noses money is collected for the charity foundations PowerChild, Deutsche Kinder- und Jugendstiftung (lit., German Child and Youth Foundation), and Comic Relief. The event is called 'Red Nose Day' and took place annually in March or April from 2003 to 2006. However ratings and the collected donations fell way short of expectations in 2006. The Red Nose Day Germany 2007 is confirmed to take place on the 22nd of December at PRO7.


          


          In Russia


          A similar charity campaign, entitled "Red Nose, Kind Heart", was launched in Russia on April 1, 2007. The main goal of the drive, held between April 1 and May 19, 2007 by the Liniya Zhizni (Life Line) foundation, is raising money to help children afflicted with serious diseases (such as heart diseases).


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Comic_Relief"
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        Comics


        
          

          Comics (via Latin, from the Greek "-ό", kōmikos, of or pertaining to "comedy", from kōmos "revel".) is a graphic medium in which words and images are utilised in order to convey a narrative. Comics can contain little or no words, and consist of one or more images, which may either illustrate or counterpoint the text to affect greater depth.
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          Although historically the form dealt with humorous subject matter, its scope has expanded to encompass the full range of literary genres.


          Comics are typically seen as a low art, having established as a form in the late 19th and early 20th century. While preceding works are seen as sharing certain techniques, most notably the conveying of a narrative through imagery, most commentators are agreed that the form was established in the humorous cartoons and comic strips found in newspapers and magazines of the late 19th and early 20th century, and was fuelled by the boom in publishing technology. Early precursors include Trajan's Column and the Bayeaux Tapestry, as well as works by William Hogarth, Rodolphe Tpffer, Wilhelm Busch and George Cruikshank. Discussion of the form is even more recent, especially in the United States; although early criticism can be traced back to the 1920s, it is only in the latter half of the 20th century that serious examination of the form was begun. Definitions of the form are rather loose in their approach; some claim its printed format is crucial, some emphasize the interdependence of image and text, and others the sequential nature of the images.


          Different conventions were developed around the globe, from the Manhua of China to the manga of Japan, the comic books of the United States and the anthology comic magazines featuring a variety of strips in Europe, initially established by the Ally Sloper comic paper. The comic strip established itself on the pages of newspapers through the success of Outcalt's Hogan's Alley and Yellow Kid, and was soon adopted elsewhere.


          Although practitioners can eschew any formal constraints, they often use particular forms and conventions to convey narration and speech, or to evoke emotional or sensual responses. Devices such as speech balloons and boxes are used to indicate dialogue and impart establishing information, while panels, layout, gutters and zip ribbons can help indicate the flow of the story. Comics use of text, ambiguity, symbolism, design, iconography, literary technique, mixed media and stylistic elements of art help build a subtext of meanings. Similarly, the partnering of words and pictures can create a synergy of expression through the manner of their combination which can either enhance or subvert the meaning of each partner's individual contribution.


          The most common forms of printed comics are comic strips (most commonly four panels long) in newspapers and magazines, and longer comic stories in comic books, graphic novels and comic albums. In the first two forms the comics are secondary material usually confined to the entertainment sections, while the latter consist either entirely or primarily of comics.


          


          Early narratives in art
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          Comics as an art form established itself in the late 19th and early 20th century, alongside the similar forms of film and animation. The three forms share certain conventions, most noticeably the mixing of words and pictures, and all three owe parts of their conventions to the technological leaps made through the industrial revolution. Although the comics form was established and popularised in the pages of newspapers and magazines in the late 1890s, narrative illustration has existed for many centuries.


          Rome's Trajan's Column, dedicated in 113 AD, is one of the earliest surviving examples of a narrative told through the use of sequential pictures, while Egyptian heiroglyphics, Greek friezes, mediaeval tapestries such as the Bayeaux Tapestry and illustrated manuscripts also demonstrate the use of images and words combined to convey a narrative. However, these works lack the ability to travel to the reader; it needed the invention of modern printing techniques to allow the form to capture a wide audience and become a mass medium.


          


          The 15th18th centuries and printing advances
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          The invention of the printing press, allowing movable type, established a separation between images and words, the two requiring different methods in order to be reproduced. Early printed material concentrated on religious subjects, but through the 17th and 18th centuries they began to tackle aspects of political and social life, and also started to satirise and caricature. It was also during this period that the speech bubble was developed as a means of attributing dialogue.


          William Hogarth is often identified in histories of the comics form. His work, A Rake's Progress, was composed of a number of canvases, each reproduced as a print, and the eight prints together created a narrative. As printing techniques developed, due to the technological advances of the industrial revolution, magazines and newspapers were established. These publications utilised illustrations as a means of commenting on political and social issues, such illustrations becoming known as cartoons in the 1840s. Soon, artists were experimenting with establishing a sequence of images to create a narrative.


          While surviving works of these periods such as Francis Barlow's A True Narrative of the Horrid Hellish Popish Plot (c.1682) as well as The Punishments of Lemuel Gulliver and A Rake's Progress by William Hogarth, (1726) can be seen to establish a narrative over a number of images, it wasn't until the 19th century that the elements of such works began to crystallise into the comic strip.


          The speech balloon also evolved during this period, from the medieval origins of the phylacter, a label, usually in the form of a scroll, which identified a character either through naming them or using a short text to explain their purpose. Artists such as George Cruikshank helped codify such phylacters as balloons rather than as scrolls, although at this time they were still referred to as labels. Although they were now used to represent dialogue, this dialogue was still used for identification purposes rather than to create a dialogue within the work, and artists soon discarded them in favour of running dialogue underneath the panels. The speech balloons weren't reintroduced to the form until Richard F. Outcault utilised them as a means of establishing dialogue within his works.


          


          The 19th century: a form established
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          Rodolphe Tpffer, a Francophone Swiss artist, is seen as the key figure of the early part of the 19th century. Although speech balloons had fallen from favour during the middle part of the 19th century, Tpffer's sequentially illustrated stories, with the text compartmentalised below the images, were reprinted throughout Europe and the United States. The lack of copyright laws at this time allowed such pirated editions, and these translated versions created a market on both continents for similar works.


          In 1845 Tpffer formalised his thoughts on the picture story in his Essay on Physiognomics: "To construct a picture-story does not mean you must set yourself up as a master craftsman, to draw out every potential from your material  often down to the dregs! It does not mean you just devise caricatures with a pencil naturally frivolous. Nor is it simply to dramatize a proverb or illustrate a pun. You must actually invent some kind of play, where the parts are arranged by plan and form a satisfactory whole. You do not merely pen a joke or put a refrain in couplets. You make a book: good or bad, sober or silly, crazy or sound in sense."


          In 1843 the satirical drawings which had regularly been appearing in newspapers and magazines gained a name: cartoons. The British magazine Punch, launched in 1841, referred to its 'humorous pencilings' as cartoons in a satirical reference to the Parliament of the day, who were themselves organising an exhibition of cartoons, or preparatory drawings, at the time. This usage became common parlance, lasting into the present day. Similar magazines containing cartoons in continental Europe included Fliegende Bltter and Le Charivari, while in the U.S. Judge and Puck were popular.


          1865 saw the publication of Max and Moritz by Wilhelm Busch by a German newspaper. Busch refined the conventions of sequential art, and his work was a key influence within the form, Rudolph Dirks inspired by the strip to create The Katzenjammer Kids in 1897.


          It is around this time that Manhua, the Chinese form of comics, started to formalise, a process that lasted up until 1927. The introduction of lithographic printing methods derived from the West was a critical step in expanding the form within China during the early 20th century. Like Europe and the United States, satirical drawings were appearing in newspapers and periodicals, initially based on works from those countries. One of the first magazines of satirical cartoons was based on the United Kingdom's Punch, snappily re-branded as "The China Punch". The first piece drawn by a person of Chinese nationality was "The Situation in the Far East" from Tse Tsan-Tai, printed 1899 in Japan. By the 1920s a market was established for palm-sized picture books like Lianhuanhua.


          In 1884, Ally Sloper's Half Holiday was published, a magazine whose selling point was a strip featuring the titular character, and widely regarded as the first comic strip magazine to feature a recurring character. In 1890 two more comic magazines debuted to the British public, Comic Cuts and Illustrated Chips, establishing the tradition of the British comic as an anthology periodical containing comic strips.
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          In the United States, R.F. Outcault's work in combining speech balloons and images on Hogan's Alley and The Yellow Kid has been credited as establishing the form and conventions of the comic strip. Although this view is being revised by current academics, who are uncovering many other works which combine speech bubbles and a multi image narrative, the popularity of Outcalt and the position of the strip in a newspaper is credited as being the driving force of the form. 


          The 20th century and the mass medium


          The 1920s and 1930s saw further booms within the industry. In China a market was established for palm-sized picture books like Lianhuanhua, while the market for comic anthologies in Britain had turned to targeting children through juvenile humour, with The Dandy and The Beano launched. In Belgium, Herg created the Tintin newspaper strip for a comic supplement; this was successfully collected in a bound album and created a market for further such works. The same period in the United States had seen newspaper strips expand their subject matter beyond humour, with action, adventure and mystery strips launched. The collection of such material also began, with The Funnies, a reprint collection of newspaper strips, published in tabloid size in 1929.


          A market for such comic books soon followed, and by 1938 publishers were printing original material in the format. It was at this point that Action Comics#1 launched, with Superman as the cover feature. The popularity of the character swiftly enshrined the superhero as the defining genre of American comics, and although the genre fell out of favour in the 1950s, the 1960s saw it re-establish its domination of the form until the late 20th century.


          In Japan, a country with a long tradition for illustration and whose language evolved from pictures, comics were hugely popular. Referred to as manga, the Japanese form was established after World War II by Osamu Tezuka, who expanded the page count of a work to number in the hundreds, and who developed a filmic style, heavily influenced by the Disney animations of the time. The Japanese market expanded its range to cover works in many genres, from juvenile fantasy through romance to adult fantasies. Japanese manga is typically published in large anthologies, containing several hundred pages, and the stories told have long been used as sources for adaptation into animated film. In Japan such films are referred to as anime, and many creators will work in both forms simultaneously, leading to an intrinsic linking of the two forms.


          During the latter half of the 20th century comics have become a very popular item for collectors and from the 1970s American comics publishers have actively encouraged collecting and shifted a large portion of comics publishing and production to appeal directly to the collector's community.
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          Writing in 1972, Sir Ernst Gombrich certainly felt Tpffer to have evolved a new pictorial language, that of an abbreviated art style, which worked by allowing the audience to fill in gaps with their own imagination.


          The modern double usage of the term comic, as an adjective describing a genre, and a noun designating an entire medium, has been criticised as confusing and misleading. In the 1960s and 1970s, underground cartoonists used the spelling comix to distinguish their work from mainstream newspaper strips and juvenile comic books; ironically, although their work was written for an adult audience, it was usually comedic in nature as well, so the "comic" label was still appropriate. The term graphic novel was popularised in the late 1970s, having been coined at least two decades previous, to distance the material from this confusion.


          In the 1980s comics scholarship started to blossom in the U.S., and a resurgence in the popularity of comics was seen, with Alan Moore and Frank Miller producing notable superhero works and Bill Watterson's Calvin & Hobbes being syndicated.


          In 2005 Robert Crumb's work was exhibited in galleries both sides of the Atlantic, and The Guardian newspaper devoted its tabloid supplement to a week long exploration of his work and idioms.


          


          Forms


          Comics have been presented within a wide number of publishing and typographical formats, from the very short panel cartoon to the more lengthy graphic novel. The cartoon, traditionally containing satirical or humorous content in the manner of those seen in The New Yorker or Private Eye, originate from the mid nineteenth century. This form of comics is still popular, although the last few years has seen a reduction in the number of editorial cartoonists employed in the US media. Although there is some dispute as to whether the cartoon constitutes a form of comics, a precursor or a related form, it has been argued that since the cartoon both combines words with image and constructs a narrative, it merits inclusion as a form of comics.


          The comic strip is simply a sequence of cartoons which unite to tell a story within that sequence, and were originally known as strip cartoons. Originally the term comic strip was used to apply to any sequence of cartoons, no matter the venue of publication or length of the sequence, but now, mainly in the United States, the term refers to the strips published in newspapers. These strips are now typically humorous or satirical strips, such as Hgar the Horrible and Doonesbury, but have often been action themed, educational or even biographical. In the United States the term "comics" is sometimes used to describe the page of a newspaper upon which comic strips are found, with the term "comic" quickly adopting through popular usage to refer to the form rather than the content. Said pages are also referred to as the "funny pages", and comics are hence sometimes called "the funnies". In the United Kingdom, the term comic strip is still applied to the longer stories which appear in comics such as 2000 AD or The Beano.


          


          Publication formats


          Over time a number of formats have become closely associated with the form, from the comic book to the webcomic. The American comic book originated in the early part of the twentieth century, and grew from magazines which repackaged comic strips. Eventually, original material was commissioned, and the material developed from its humorous origins to encompass adventure stories, romance, war and superheroes, with the latter genre coming to dominate the comic book publishing industry in the latter parts of the twentieth century. Although referred to as comic books, these publications are actually more akin to magazines, having soft covers printed on glossy paper, with the interiors consisting of newsprint quality paper or higher grade. In Europe, magazines were always a venue for original material in the form, and such comic magazines or comic books soon grew into anthologies, in which a number of stories would be serialised. In continental Europe a market soon established itself to support collections of these strips. All of these publications are generally referred to as "comics" for short, with typical American and British comic books or magazines running 32 pages, including advertisements and letter column. (These are sometimes known as 36-page books, counting the covers.) European comic magazines have wildly varying page numbers, currently ranging mostly between 52 and 120 pages, while European comic albums traditionally had between 32 and 62 pages.


          


          In the United States, when a publisher collects previously serialised stories, such a collection is commonly referred to as either a trade paperback or as a graphic novel. These are books, typically squarebound and published with a card cover, containing no adverts. They generally collect a single story, which has been broken into a number of chapters previously serialised in comic books, with the issues collectively known as a story arc. Such trade paperbacks can contain anywhere from four issues (for example, there is Kingdom Come by Mark Waid and Alex Ross) to as many as twenty ( The Death of Superman). In continental Europe, especially Belgium and France, such collections are usually somewhat larger in size and published with a hardback cover, a format established by the Tintin' series in the 1930s. These are referred to as comic albums, a term which in the United States refers to anthology books. The United Kingdom has no great tradition of such collections, although during the 1980s Titan publishing launched a line collecting stories previously published in 2000 AD.


          The graphic novel format is similar to typical book publishing, with works being published in both hardback and paperback editions. The term has proved a difficult one to fully define, and refers not only to fiction but also factual works, and is also used to describe collections of previously serialised works as well as original material. Some publishers will distinguish between such material, using the term "original graphic novel" for work commissioned especially for the form.


          Newspaper strips also get collected, both in Europe and in the United States, and these are sometimes also referred to as graphic novels. In the UK it is traditional for the children's comics market to release comic annuals, which are hardback books containing strips, as well as text stories and puzzles and games. In the United States, the comic annual was a summer publication, typically an extended comic book, with storylines often linked across a publisher's line of comics.


          Webcomics, also known as online comics and web comics, are comics that are available on the Internet. Many webcomics are exclusively published online, while some are published in print but maintain a web archive for either commercial or artistic reasons. With the Internet's easy access to an audience, webcomics run the gamut from traditional comic strips to graphic novels and beyond.


          Webcomics are similar to self-published print comics in that almost anyone can create their own webcomic and publish it on the Web. Currently, there are thousands of webcomics available online, with some achieving popular, critical, or commercial success. The Perry Bible Fellowship is syndicated in print, while Brian Fies' Mom's Cancer won the inaugural Eisner Award for digital comics in 2005 and was subsequently collected and published in hardback.


          The comics form can also be utilized to convey information in mixed media. For example, strips designed for educative or informative purposes, notably the instructions upon an airplane's safety card. These strips are generally referred to as instructional comics. The comics form is also utilized in the film and animation industry, through storyboarding. Storyboards are illustrations displayed in sequence for the purpose of visualizing an animated or live-action film. A storyboard is essentially a large comic of the film or some section of the film produced beforehand to help the directors and cinematographers visualize the scenes and find potential problems before they occur. Often storyboards include arrows or instructions that indicate movement.


          Like many other media, comics can also be self-published. One typical format for self-publishers and aspiring professionals is the minicomic, typically small, often photocopied and stapled or with a handmade binding. These are a common inexpensive way for those who want to make their own comics on a very small budget, with mostly informal means of distribution. A number of cartoonists have started this way and gone on to more traditional types of publishing, while other more established artists continue to produce minicomics on the side.


          


          Artistic medium


          


          Defining comics


          Note: Although it takes the form of a plural noun, the common usage when referring to comics as a medium is to treat it as singular.


          Scholars disagree on the definition of comics; some claim its printed format is crucial, some emphasize the interdependence of image and text, and others its sequential nature. The term as a reference to the medium has also been disputed.
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          In 1996, Will Eisner published Graphic Storytelling, in which he defined comics as "the printed arrangement of art and balloons in sequence, particularly in comic books." Eisner's earlier, more influential definition from 1985's Comics and Sequential Art described the technique and structure of comics as sequential art, "...the arrangement of pictures or images and words to narrate a story or dramatize an idea."


          In Understanding Comics (1993) Scott McCloud defined sequential art and comics as: "juxtaposed pictorial and other images in deliberate sequence, intended to convey information and/or to produce an aesthetic response in the viewer"; this definition excludes single-panel illustrations such as The Far Side, The Family Circus, and most political cartoons from the category, classifying those as cartoons. By contrast, The Comics Journal's "100 Best Comics of the 20th Century", included the works of several single panel cartoonists and a caricaturist, and academic study of comics has included political cartoons .


          R.C. Harvey, in his essay Comedy At The Juncture Of Word And Image, offered a competing definition in reference to McCloud's: "...comics consist of pictorial narratives or expositions in which words (often lettered into the picture area within speech balloons) usually contribute to the meaning of the pictures and vice versa." This, however, ignores the existence of wordless comics.


          Most agree that animation, which creates the optical illusion of movement within a static physical frame, is a separate form, although ImageTexT, a peer-reviewed academic journal focusing on comics, accepts submissions relating to animation as well , and the third annual Conference on Comics at the University of Florida focused on comics and animation .


          


          Art styles


          


          While almost all comics art is in some sense abbreviated, and also while every artist who has produced comics work brings their own individual approach to bear, some broader art styles have been identified.


          The basic styles have been identified as realistic and cartoony, with a huge middle ground for which R. Fiore has coined the phrase liberal. Fiore has also expressed distaste with the terms realistic and cartoony, preferring the terms literal and freestyle, respectively.


          Scott McCloud has created The Big Triangle as a tool for thinking about comics art. He places the realistic representation in the bottom left corner, with iconic representation, or cartoony art, in the bottom right, and a third identifier, abstraction of image, at the apex of the triangle. This allows the placement and grouping of artists by triangulation.


          
            	The cartoony style is one which utilises comic effects and a variation of line widths as a means of expression. Characters here tend to have rounded, simplified anatomy. Noted exponents of this style are Carl Barks, Will Eisner, Ray Mullikin and Jeff Smith.


            	The realistic style, also referred to as the adventure style is the one developed for use within the adventure strips of the 1930s. They required a less cartoony look, focusing more on realistic anatomy and shapes, and used the illustrations found in pulp magazines as a basis. This style became the basis of the superhero comic book style, since Joe Shuster and Jerry Siegel originally worked Superman up for publication as an adventure strip.

          


          Another style is the Ligne claire of Herg and many others, which uses very simplified, uniform lines.


          


          The language


          As noted above, two distinct definitions have been used to define comics as an art form: the combination of both word and image; and the placement of images in sequential order. Both definitions are lacking, in that the first excludes any sequence of wordless images; and the second excludes single panel cartoons such as editorial cartoons. The purpose of comics is certainly that of narration, and so that must be an important factor in defining the art form.


          Comics, as sequential art, emphasise the pictorial representation of a narrative. This means comics are not an illustrated version of standard literature, and while some critics argue that they are a hybrid form of art and literature, others contend comics are a new and separate art; an integrated whole, of words and images both, where the pictures do not just depict the story, but are part of the telling. In comics, creators transmit expression through arrangement and juxtaposition of either pictures alone, or word(s) and picture(s), to build a narrative.


          The narration of a comic is set out through the layout of the images, and while there may be many people who work on one work, like films, there is one vision of the narrative which guides the work. The layout of images on a page can be utilised by artists to convey the passage of time, to build suspense or to highlight action.


          


          Comic creation
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          Comics artists will generally sketch a drawing in pencil before going over the drawing again in ink, using either a dip pen or a brush. Artists will also make use of a lightbox when creating the final image in ink. Some artists, Brian Bolland being a notable example, are now using digital means to create artwork, with the published work being the first physical appearance of the artwork.


          By many definitions (including McCloud's, above) the definition of comics extends to digital media such as webcomics and the mobile comic.


          The nature of the comics work being created determines the number of people who work upon its creation, with successful comic strips and comic books being produced through a studio system, in which an artist will assemble a team of assistants to help in the creation of the work. However, works from independent companies, self-publishers or those of a more personal nature can be produced by as little as one creator.


          Within the comic book industry of the United States, the studio system has come to be the main method of creation. Through its use by the industry, the roles have become heavily codified, and the managing of the studio has become the company's responsibility, with an editor discharging the management duties. The editor will assemble a number of creators and oversee the work to publication.


          Any number of people can assist in the creation of a comic book in this way, from a plotter, a breakdown artist, a penciller, an inker, a scripter, a letterer, and a colorist, with some roles being performed by the same person.


          In contrast, a comic strip tends to be the work of a sole creator, usually termed a cartoonist. However, it is not unusual for a cartoonist to employ the studio method, particularly when a strip become successful. Mort Walker is one such creator who employed a studio, while Bill Watterson was one such cartoonist who eschewed the studio method, preferring to create the strip himself. Gag, political and editorial cartoonists tend to work alone as well, although again it is not unheard of for a cartoonist to use assistants.


          


          Tools


          An artist will use a variety of pencils, paper, typically Bristol board, and a waterproof ink. When inking, an artist may choose to use a variety of brushes, dip pens, a fountain pen or a variety of technical pens or markers. Mechanical tints can be employed to add grey tone to an image. An artist might also choose to create his work in paints; either acrylics; gouache; poster paints; or watercolors. Colour can also be achieved through crayons, pastels or colored pencils.


          Eraser, rulers, templates, set squares and a T-square assist in creating lines and shapes. A drawing board gives a good angled surface to work from, with lamps supplying necessary lighting. A light box allows an artist to trace his pencil work when inking, allowing for a looser finish. Knives and scalpels will fill a variety of tasks, including cutting board or scraping mistakes. A cutting mat will assist when cutting paper. Process white is a thick opaque white handy for covering mistakes, while adhesives and tapes are helpful in composition where an image may need to be assembled from different sources.


          


          Computer generated comics


          With the growth of computer processing power and ownership, there are now an increasing number of examples of comic books or strips where the art is made by using computers, either mixing it with hand drawings or replacing hand drawing completely. Dave McKean is one artist who combines both paper and the digital methods of composition for comics, while in 1998 Pete Nash pioneered the use of fully digitised 3D artwork on his Striker comic strip for The Sun. Computers are also now widely used for both lettering and coloring.


          


          Comics in Higher Education


          A growing number of universities around the world are recognizing the academic legitimacy of comics studies, leading to the presence of comics courses being offered at the college level. See "Links" and "Syllabi" at http://www.teachingcomics.org for lists of available courses.
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        Commemorative coins of the United Kingdom


        
          

          Commemorative coins have been issued in the United Kingdom since 1935. Initially they only came out every few years, but since 1990 they have been much more frequent, typically 4 per year.


          Until decimalisation crowns (five shilling coins) were used for this purpose as they were the highest denomination of the time, but due to inflation this rle has been transferred to higher value coins.


          Crowns, 5 Coins and (until 1996) 2 Coins are non-circulating, although they are still legal tender. These denominations are only used for commemoratives.


          50p and recent 2 Coins circulate normally and can be found in change. Usually about 5 million of each of these are the commemorative issue, the rest being of the standard design.


          Since 1982 all of these have also been produced as Sterling silver and 22 carat Gold proofs.


          Although the design of the 1 Coin changes every year, these are not considered to be commemoratives.


          


          Crowns


          
            	1935 Silver Jubilee of George V


            	1937 Coronation of George VI


            	1951 Festival of Britain


            	1953 Coronation of Elizabeth II


            	1960 British Trade Fair in New York


            	1965 Death of Winston Churchill


            	1972 Silver Wedding of Elizabeth II and Prince Philip


            	1977 Silver Jubilee of Elizabeth II


            	1980 Queen Mother's 80th Birthday.


            	1981 Royal Wedding of Charles and Diana

          


          


          Five Pounds


          
            	1990 Queen Mother's 90th Birthday


            	1993 40th Anniversary of Coronation


            	1996 Queen's 70th Birthday


            	1997 Golden Wedding of Elizabeth II and Prince Philip


            	1998 Prince Charles' 50th Birthday


            	1999 Princess Diana Memorial


            	1999/2000 Millennium


            	2000 Queen Mother's 100th Birthday


            	2001 Queen Victoria Centenary


            	2002 Golden Jubilee of Elizabeth II


            	2002 Queen Mother Memorial


            	2003 50th Anniversary of Coronation


            	2004 Entente Cordiale Centenary


            	2005 Bicentenary of Battle of Trafalgar and Admiral Nelson (2 coins)


            	2006 Queen's 80th Birthday


            	2007 Diamond Wedding of Elizabeth II and Prince Philip

          


          


          Fifty Pence


          
            	1973 Joining EEC


            	1992 EU single market and the British Presidency


            	1994 D-Day 50th Anniversary


            	1998 25th Anniversary of joining European Community


            	1998 50th anniversary of the formation of the National Health Service


            	2000 Centenary of the Public Libraries Act 1850


            	2003 Centenary of the Women's Social and Political Union (the Suffragettes).


            	2004 50th anniversary of the first Four-minute mile by Roger Bannister.


            	2005 250th anniversary of the publication of Samuel Johnson's first English Dictionary


            	2006 150th anniversary of the creation of the Victoria Cross. (two coins)


            	2007 Centenary of the Scout Movement

          


          


          Two Pounds


          
            	1986 Commonwealth Games in Edinburgh


            	1989 Tercentenary of the Bill of Rights 1689


            	1989 Tercentenary of the Claim of Right Act 1689


            	1994 Tercentenary of Bank of England


            	1995 50th Anniversary of the end of the Second World War


            	1995 50th Anniversary of the United Nations


            	1996 Tenth European Football Championship

          


          
            	1999 Rugby World Cup


            	2001 Centenary - Guglielmo Marconi's successful transatlantic wireless transmission


            	2002 XVII Commonwealth Games in Manchester (4 coins)


            	2003 50th Anniversary of Discovery of the structure of DNA


            	2004 Bicentenary - Richard Trevithick - First Railway Locomotive


            	2005 400th Anniversary of Gunpowder Plot


            	2005 60th Anniversary of the end of the Second World War


            	2006 Isambard Kingdom Brunel (2 coins)


            	2007 Bicentenary - Abolition of the Slave Trade


            	2007 Tercentenary - Acts of Union 1707
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              Commodore 64
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              	Type

              	Home computer
            


            
              	Release date

              	August 1982
            


            
              	Discontinued

              	April 1994
            


            
              	Operating system

              	Commodore BASIC 2.0
            


            
              	CPU

              	MOS Technology 6510 @ 1.02 MHz (NTSC version) / 0.985MHz (PAL version)
            


            
              	Memory

              	64 KB
            

          


          The Commodore 64 is an 8-bit home computer released by Commodore International in August, 1982, at a price of US$595. Preceded by the Commodore VIC-20 and Commodore MAX Machine, the C64 features 64 kilobytes (65,536 bytes) of RAM with sound and graphics performance that were superior to IBM-compatible computers of that time.


          The Commodore 64 is commonly referred to as the C64 or C=64 and occasionally known as CBM 64 (Commodore Business Machines Model number 64), or VIC-64. It has also been affectionately nicknamed the "breadbox" and "bullnose" due to its shape.


          During the Commodore 64's lifetime sales totaled 30 million units, making it the best-selling single personal computer model of all time. For a substantial period of time (1983/84/85), the Commodore 64 dominated the market with approximately 40% share, even outselling IBM PCs and Apple computers. Sam Tramiel, a former Commodore president said in a 1989 interview "When I was at Commodore we were building 400,000 C64s a month for a couple of years." Part of its success was due to the fact that it was sold in retail stores instead of electronics stores, and that Commodore produced many of its parts in-house to control supplies and cost.


          Approximately 10,000 commercial software titles were made for the Commodore 64 including development tools, office applications, and games. The machine is also credited with popularizing the computer demo scene. The Commodore 64 is still used today by some computer hobbyists, and various C64 emulators allow anyone with a modern computer to run these programs on their desktop. Since 28 March 2008, Commodore 64 games have been available to buy from the Wii Virtual Console in Europe; the first games available were Uridium and International Karate.


          


          History


          
            [image: Commodore BASIC V2.0.]

            
              Commodore BASIC V2.0.
            

          


          In January 1981, MOS Technology, Inc., Commodore's integrated circuit design subsidiary, initiated a project to design the graphic and audio chips for a next generation video game console. Design work for the chips, named MOS Technology VIC-II (graphics) and MOS Technology SID (audio), was completed in November 1981.


          A game console project was then initiated by Commodore that would use the new chipscalled the Ultimax or alternatively the Commodore MAX Machine, engineered by Yash Terakura from Commodore Japan. This project was eventually canceled after just a few machines were manufactured for the Japanese market.


          At the same time Robert "Bob" Russell (system programmer and architect on the VIC-20) and Robert "Bob" Yannes (engineer of the SID) were critical of the current product line-up at Commodore, which was a continuation of the Commodore PET line aimed at business users. With the support of Al Charpentier (engineer of the VIC-II) and Charles Winterble (manager of MOS Technology), they proposed to Commodore CEO Jack Tramiel a true low-cost sequel to the VIC-20. Tramiel dictated that the machine should have 64KB of RAM. Although 64KB of DRAM cost over USD$100 at the time, he knew that DRAM prices were falling, and would soon drop to an acceptable level before full production was reached. In November, Tramiel set a deadline for the first weekend of January, to coincide with the 1982 Consumer Electronics Show.


          The product was codenamed the VIC-40 as the successor to the popular VIC-20. The team that constructed it consisted of Bob Russell, Bob Yannes and David A. Ziembicki. The design, prototypes and some sample software was finished in time for the show, after the team had worked tirelessly over both Thanksgiving and Christmas weekends.


          When the product was to be presented, the VIC-40 product was renamed C64 in order to fit into the current Commodore business products lineup which contained the P128 and the B256, both named by a letter and their respective memory size.


          The C64 made an impressive debut at the 1982 Winter Consumer Electronics Show, as recalled by Production Engineer David A. Ziembicki: "All we saw at our booth were Atari people with their mouths dropping open, saying, 'How can you do that for $595?'" The answer, as it turned out, was vertical integration; thanks to Commodore's ownership of MOS Technology's semiconductor fabrication facilities, each C64 had an estimated production cost of only $135.


          


          Winning the market war


          The C64 faced a wide range of competing home computers at its introduction in August 1982. With an impressive price coupled with the C64's advanced hardware, it quickly out-classed many of its competitors. In the United States the greatest competitors to the C64 were the Atari 8-bit 400 and 800, and the Apple II. The Atari 400 and 800 were very similar in hardware terms, but used custom chips for graphics and sound, and so were very expensive to build. The Apple IIe, the latest in the aging Apple II line had higher resolution graphics modes than the C64, but due to poor color support they were rarely used, so in practice the C64's 16-colour (4-bit) graphics and sound abilities outmatched them at the time of its release. Upgrade capability for the Apple II was granted by internal expansion slots, while C64 had only an external cartridge plug. The C64 had most of the capabilities of the common Apple II expansion cards built-in, however.


          All four machines had similar standard memory configurations in the years 1982/83: 48K for the Apple II+ (upgraded within months of C64's release to 64K with the Apple IIe) and 48K for the Atari 800. At upwards of US$1,200,the Apple II was more than twice as expensive, while the Atari 800 cost $899. One key to the C64's success was Commodore's aggressive marketing tactics, and they were quick to exploit the relative price/performance divisions between its competitors with a series of television commercials after the C64's launch in late 1982.


          Commodore sold the C64 not only through its network of authorized dealers, but also placed it on the shelves of department stores, discount stores, and toy stores. Since it had the ability to output composite video, the C64 did not require a specialized monitor, but could be plugged into a television set. This allowed it (like its predecessor, the VIC-20) to compete directly against video game consoles such as the Atari 2600.


          Aggressive pricing of the C64 is considered to be a major catalyst in the video game crash of 1983. In 1983, Commodore offered a $100 rebate in the United States on the purchase of a C64 upon receipt of any video game console or computer. To take advantage of the $100 rebate, some mail-order dealers and retailers offered a Timex Sinclair 1000 for as little as $10 with purchase of a C64 so the consumer could send the computer to Commodore, collect the rebate, and pocket the difference. Timex Corporation departed the marketplace within a year. The success of the VIC-20 and C64 also contributed significantly to the exit of Texas Instruments and other competitors from the field. In parts of the US in the late 1980s, new C64's could be purchased in retail chains for a little more than $100.


          In 1984, Commodore released the Commodore Plus/4. The Plus/4 offered a higher-colour display, a better implementation of BASIC (V3.5), and built-in software. However, Commodore committed what was perceived by critics and consumers as a major strategic error by making it incompatible with the C64. The Plus/4 lacked hardware sprite capability and had much poorer sound, thus seriously under performing in two of the areas that had made the C64 a star.


          In Europe, the primary competitors to the C64 were the British-built Sinclair ZX Spectrum, BBC Microcomputer and the Amstrad CPC 464. In the UK, the Spectrum had been released a few months ahead of the C64, and selling for almost half the price. The Spectrum quickly became the market leader and Commodore had an uphill struggle against the Spectrum as it could not rely on undercutting the competition. The C64 debuted at 399 in early 1983, while the Spectrum cost 175. The C64 would later rival the Spectrum in popularity in the latter half of the 1980s, eventually outliving the Spectrum when the latter was discontinued in December 1990.


          Despite a few attempts by Commodore to discontinue the C64 in favour of other, higher priced machines, constant demand made its discontinuation a hard task. By 1988, Commodore was selling 1.5 million C64s worldwide. Although demand for the C64 dropped off in the US by 1990, it continued to be popular in the UK and other European countries. In the end, economics, not obsolescence sealed the C64's fate. In March 1994, at CeBIT in Hanover, Germany, Commodore announced that the C64 would be finally discontinued in 1995. Commodore claimed that the C64's disk drive was more expensive to manufacture than the C64 itself. Although Commodore had planned to discontinue the C64 by 1995, the company filed for bankruptcy a month later, in April 1994.


          


          The C64 family
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          1982: Commodore released the Commodore MAX Machine in Japan. It is called the Ultimax in the US, and VC-10 in Germany. The MAX was intended to be a game console with limited computing capability. It was discontinued months after its introduction, because of poor sales in Japan.


          1983 saw Commodore attempt to compete with the Apple II's hold on the education market with the Educator 64, essentially a C64 and monochrome monitor in a PET case. Schools preferred the all in one, metal construction of the PET over the standard C64's easily damaged, vandalized or stolen separate components.


          In 1984 Commodore released the SX-64, a portable version of the C64. The SX-64 has the distinction of being the first full-colour portable computer. The base unit featured a 5inch (127mm) CRT and an integrated 1541 floppy disk drive. The SX-64 did not have a cassette connector.


          Commodore was determined to avoid the problems of the Plus/4, making sure that the eventual successors to the C64the Commodore 128 and 128D computers (1985)were as good as, and fully compatible with the original, as well as offering a host of improvements (such as a structured BASIC with graphics and sound commands, 80-column display capability, and full CP/M compatibility).
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          In 1986, Commodore released the Commodore 64C (C64C) computer, which was functionally identical to the original, but whose exterior design was remodeled in the sleeker style of the Commodore 128 and other contemporary design trends. The modifications to the C64 line were more than skin deep in the C64C with new versions of the SID, VIC and I/O chips being deployedwith the core voltage reduced from 12v to 9v. In the United States, the C64C was often bundled with the third-party GEOS GUI-based operating system. The Commodore 1541 disk drive received a matching face-lift resulting in the 1541c. Later a smaller, sleeker 1541-II model was introduced along with the 800KB 3.5" capable 1581.


          In 1990, the C64 was re-released in the form of a game console, called the C64 Games System (C64GS). A simple modification to the C64C's motherboard was made to orient the cartridge connector to a vertical position. This allowed cartridges to be inserted from above. A modified ROM replaced the BASIC interpreter with a boot screen to inform the user to insert a cartridge. The C64GS was another commercial failure for Commodore, and it was never released outside of Europe.


          In 1990, an advanced successor to the C64, the Commodore 65 (also known as the "C64DX"), was prototyped, but the project was canceled by Commodore's chairman Irving Gould in 1991. The C65's specifications were very good for an 8-bit computer. For example, it could display 256 colors on screen, while OCS based Amigas could only display 64 in HalfBrite mode (32 colors and half-bright transformations). The HAM mode on the Amiga allowed all 4096 colors of the 12 bit color system, though, but it was awkward to use and had restrictions on colour combinations between adjacent pixels. Although no specific reason was given for the C65's cancellation, it would have competed in the marketplace with Commodore's lower end Amigas.


          


          C64 clones


          In the middle of 2004, after an absence from the marketplace of more than 10 years, PC manufacturer Tulip Computers BV (owners of the Commodore brand since 1997) announced the C64 Direct-to-TV (C64DTV), a joystick-based TV game based on the C64 with 30 games built into ROM. Designed by Jeri Ellsworth, a self-taught computer designer who had earlier designed the modern C-One C64 implementation, the C64DTV was similar in concept to other mini-consoles based on the Atari 2600 and Intellivision which had gained modest success earlier in the decade. The product was advertised on QVC in the United States for the 2004 holiday season. Some users have installed 1541 floppy disk drives, hard drives, second joysticks and keyboards to these units, which give the DTV devices nearly all of the capabilities of a full Commodore 64. The DTV hardware is also used in the mini-console/game Hummer, sold at Radio Shack mid-2005.


          As of 2006, C64 enthusiasts still develop new hardware, including Ethernet cards, specially adapted hard disks and Flash Card interfaces.


          


          Software


          


          At the time of its introduction, the C64's graphics and sound capabilities were rivaled only by the Atari 8-bit family. This was at a time when most IBM PCs and compatibles had text-only graphics cards, monochrome monitors, and sound consisting of squeaks and beeps from the built-in tiny, low-quality speaker.


          Due to its advanced graphics and sound, the C64 is often credited with starting the computer subculture known as the demoscene (see Commodore 64 demos). The C64 lost its top position among demo coders when the 16-bit Atari ST and Commodore Amiga were released in 1985, however it still remained a very popular platform for demo coding up to the early 90s.


          By the turn of the millennium, it is still being actively used as a demo machine, especially for music (its sound chip even being used in special sound cards for PCs, and the Elektron SidStation synthesizer). Unfortunately, the differences between PAL and NTSC C64s caused compatibility problems between U.S./Canadian C64s and those from most other countries. The vast majority of demos run only on PAL machines.


          Even though the Commodore 64 was released in 1982, it was still a strong competitor for the range of the number of games released to the Sega Master System and the Nintendo Entertainment System, even though these consoles were released 3 to 4 years later than the C64.


          


          Hardware


          


          Graphics and sound


          The C64 used an 8-bit MOS Technology 6510 microprocessor. This was a close derivative of the 6502, with an added 6-bit internal I/O port that in the C64 is used for two purposes: to bank-switch the machine's ROM in and out of the processor's address space, and to operate the datasette tape recorder.


          The C64 had 64 kilobytes of RAM, of which 38KB were available to built-in Commodore BASIC 2.0.


          The graphics chip, VIC-II, featured 16 colors, eight hardware sprites per scanline (enabling up to 112 sprites per PAL screen), scrolling capabilities, and two bitmap graphics modes. The standard text mode featured 40 columns, like most Commodore PET models; the built in font was not standard ASCII but PETSCII, an extended form of ASCII-1963. The VIC-II allowed the C64 to be a highly-capable platform for playing arcade-style games at home.


          The sound chip, SID, had three channels, each with its own ADSR envelope generator, and with several different waveforms, ring modulation and filter capabilities. It too, was very advanced for its time. It was designed by Bob Yannes, who would later co-found synthesizer company Ensoniq. Yannes criticized other contemporary computer sound chips as "primitive, obviously . . . designed by people who knew nothing about music." Often the game music became a hit of its own among C64 users. Well-known composers and programmers of game music on the C64 were Rob Hubbard, David Whittaker, Chris Hlsbeck, Ben Daglish, Martin Galway and David Dunn among many others. Due to the chip's limitation to three channels, chords were played as arpeggios typically, coining the C64's characteristic lively sound.


          There are two versions of the SID chip. The first version was the MOS Technology 6581, which is to be found in all of the original "breadbox" C64s, and early versions of the C64C and the Commodore 128. It was later replaced with the MOS Technology 8580 in 1987. The sound quality was a little more crisp on the 6581 and many Commodore 64 fans still prefer its sound. The main difference between the 6581 and the 8580 was the voltage supply: the 6581 uses a 12 volt supply, while the 8580 required only 9 volts. A voltage modification can be made to use a 6581 in a C64C board (which uses 9V).


          The SID chip has a distinctive sound which retained a following of devotees. In 1999, Swedish company Elektron produced a SidStation synth module, built around the 6581 model SID chip (as opposed the superior 8580), using remaining stocks of the chip. Several bands use these devices in their music. And also in 1999, a Hungarian company Hard Software produced the HardSID sound cards which are built on both the 6581 and the 8580 SID chips.


          


          Hardware revisions


          Cost reduction was the driving force for hardware revisions to the C64's motherboard. Reducing manufacturing costs was vitally important to Commodore's survival during the price war and leaner years of the 16-bit era. The C64's original ( NMOS based) motherboard would go through two major redesigns, (and numerous sub-revisions) exchanging positions of the VIC-II, SID and PLA chips. Initially, a large proportion of the cost was lowered by reducing the number of discrete components used, such as diodes and resistors, which also enabled the use of the now physically smaller board. It is likely that the reduced board size led to further cost savings.
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          The VIC-II was manufactured with 5 micrometre NMOS technology and was clocked at either 14.31818MHz (NTSC) or 17.73447MHz (PAL). Internally, the clock was divided down to generate the pixel clock (about 8MHz) and the two-phase system clocks (about 1MHz; the exact pixel and system clock speeds are slightly different between NTSC and PAL machines). At such high clock rates, the chip generated a lot of heat, forcing MOS Technology to use a ceramic DIL package (called a "CERDIP"). The ceramic package was more expensive, but it dissipated heat more effectively than plastic.


          After a redesign in 1983, the VIC-II was encased in a plastic DIL package, which reduced costs substantially, but it did not eliminate the heat problem. Without a ceramic package, the VIC-II required the use of a heatsink. To avoid extra cost, the metal RF shielding doubled as the heatsink for the VIC, although not all units shipped with this type of shielding. Most C64s in Europe shipped with a cardboard RF shield, coated with a layer of metal foil. The effectiveness of the cardboard was highly questionable, and worse still it acted as an insulator, blocking airflow which trapped heat generated by the SID, VIC and PLA chips.


          The SID was manufactured using NMOS at 7 and in some areas 6 micrometers. The prototype SID and some very early production models featured a ceramic DIL package, but unlike the VIC-II, these are extremely rare as the SID was encased in plastic when production started in early 1982.


          In 1986 Commodore released the last revision to the "classic" C64 motherboard. It was otherwise identical to the 1984 design, except that it now used two 64 kilobit 4 DRAM chips rather than the original eight 64 kilobit 1.


          After the release of the C64C, MOS Technology began to reconfigure the C64's chipset to use HMOS technology. The main benefit of using HMOS was that it required less voltage to drive the IC, which consequently generates less heat. This enhanced the overall reliability of the SID and VIC-II. The new chipset was re-numbered to 85xx in order to reflect the change to HMOS.


          In 1987 Commodore released C64Cs with a totally redesigned motherboard commonly known as a "short board". The new board used the new HMOS chipset, featuring new 64-pin PLA chip. The new "SuperPLA" as it was dubbed, integrated many discrete components and TTL chips. The 2114 colour RAM was integrated into the last revision of the PLA.


          The C64 used an external power supply. While this saved valuable space within the computer's case, the supply itself was barely adequate for the C64's power requirements. Commodore's plastic power bricks would typically break from overheating. Some users purchased heavier-duty, better-cooled, third-party power supplies. The 1541-II and 1581 disk drives, along with various third-party clones, also came with their own external power supplies.


          Later in the Commodore's lifetime, third-party power supplies became increasingly important when used in conjunction with RAM expansions or Creative Micro Designs' peripherals. Of particular note, a C64 coupled with a RAM expansion or CMD SuperCPU required more power than the original Commodore power supply could provide. A modern PC power unit can be modified to power a C64 and its disk drives.


          


          Specifications


          


          Internal hardware


          
            	Microprocessor CPU:

              
                	MOS Technology 6510/8500 (the 6510/8500 being a modified 6502 with an integrated 6-bit I/O port)


                	Clock speed: 1.023 MHz ( NTSC) or 0.985 MHz ( PAL)

              

            


            	Video: MOS Technology VIC-II 6567/8567 (NTSC), 6569/8569 (PAL)

              
                	16 colors


                	Text mode: 4025 characters; 256 user-defined chars (88 pixels, or 48 in multicolor mode); 4-bit color RAM defines foreground colour


                	Bitmap modes: 320200 (2 unique colors in each 88 pixel block), 160200 (3 unique colors + 1 common colour in each 48 block)


                	8 hardware sprites of 2421 pixels (1221 in multicolor mode)


                	Smooth scrolling, raster interrupts

              

            


            	Sound: MOS Technology 6581/8580 SID

              
                	3-channel synthesizer with programmable ADSR envelope


                	8 octaves


                	4 waveforms: triangle, sawtooth, variable pulse, noise


                	Oscillator synchronization, ring modulation


                	Programmable filter: high pass, low pass, band pass, notch filter

              

            


            	Input/Output: Two 6526 Complex Interface Adapters

              
                	16 bit parallel I/O


                	8 bit serial I/O


                	Time of Day clock


                	16 bit cascadable timers

              

            


            	RAM:

              
                	64KB (65,536bytes), of which 38KB minus 1byte (38,911bytes) were available for BASIC programs


                	512bytes colour RAM


                	Expandable to 320KB with Commodore 1764 256KB RAM Expansion Unit (REU); although only 64KB directly accessible; REU mostly intended for GEOS. REUs of 128KB and 512KB, originally designed for the C128, were also available, but required the user to buy a stronger power supply from some third party supplier; with the 1764 this was included. Creative Micro Designs also produced a 2 MB REU for the C64 and C128, called the 1750 XL. The technology actually supported up to 16MB, but 2MB was the biggest one officially made. Expansions of up to 16MB were also possible via the CMD SuperCPU.

              

            


            	ROM:

              
                	20KB (9KB BASIC 2.0; 7KB KERNAL; 4KB character generator, providing two 2KB character sets)

              

            

          


          


          I/O ports and power supply
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            	I/O ports:

              
                	8-pin DIN plug containing composite video output, separate Y/C outputs and sound input/output. Beware that this is the 270 (horseshoe) version of the plug, not the 360 circular version. Also note that some early C64 units used a 5-pin DIN connector that omitted the C output.


                	Integrated RF modulator antenna output via a RCA connector


                	2  screwless DE9M game controller ports (compatible with Atari 2600 controllers), each supporting five digital inputs and two analog inputs. Available peripherals included digital joysticks, analog paddles, a light pen, the Commodore 1351 mouse, and the unique KoalaPad.


                	Cartridge expansion slot (slot for edge connector with 6510 CPU address/data bus lines and control signals, as well as GND and voltage pins; used for program modules and memory expansions, among others)


                	PET-type Datassette 300 baud tape interface (edge connector with cassette motor/read/write/sense signals and GND and +5 V pins; the motor pin is powered to directly supply the motor)


                	User port (edge connector with TTL-level RS-232 signals, for modems, etc; and byte-parallel signals which can be used to drive third-party parallel printers, among other things; with 17 logic signals, 7 GND and voltage pins, including 9V AC voltage)


                	Serial bus (serial version of IEEE-488, 6-pin DIN plug) for CBM printers and disk drives

              

            


            	Power supply:

              
                	5V DC and 9V AC from an external "power brick", attached to a 7-pin female DIN-connector on the computer. The C64's original power brick was under-powered, and users would often replace it with a third party solution, particularly if they had power-hungry peripherals attached to their machines.

              

            

          


          


          Notable historic uses


          The Commodore 64/128 series of computers found a place in early computer graphic design and television presentation. Below are some examples of notable uses and users.


          
            	Early creation of music using the SID sound chip, some of which has found its way into modern music. For example in 2007 Timbaland's extensive use of the SidStation led to the 2007 Timbaland plagiarism controversy around his tracks Block Party and Do It (written for Nelly Furtado).

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Commodore_64"
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              	Common Agoutis

              Fossil range: Recent
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Rodentia

                  


                  
                    	Family:

                    	Dasyproctidae

                  


                  
                    	Genus:

                    	Dasyprocta

                    Illiger, 1811
                  

                

              
            


            
              	Species
            


            
              	
                Dasyprocta azarae

                Dasyprocta coibae

                Dasyprocta cristata

                Dasyprocta fuliginosa

                Dasyprocta guamara

                Dasyprocta kalinowskii

                Dasyprocta leporina

                Dasyprocta mexicana

                Dasyprocta prymnolopha

                Dasyprocta punctata

                Dasyprocta ruatanica

              
            

          


          The popular term (common) agouti designates several rodent species of the genus Dasyprocta that inhabit areas of Central America, the West Indies and northern South America. They are related to guinea pigs and look quite similar, but with longer legs.


          Confusingly, the related pacas were placed by some authorities in a genus called Agouti, though Cuniculus has priority and is the correct term (Woods and Kilpatrick, 2005).


          Agoutis have five front and three hind toes; the first toe is very small. The tail is very short or non-existent. The molar teeth have cylindrical crowns, with several islands and a single lateral fold of enamel. Agoutis may grow to be up to 60 cm in length and 4 kg in weight. Most species have a brown back and a whitish or buffy belly; the fur may have a glossy appearance and then glimmers in an orange colour. They are active at day. In the wild they are shy animals and flee from humans, while in captivity they may become trusting.


          When feeding, agoutis sit on their hind legs and hold food between their forepaws. They feed on fruit and other parts of plants. Sometimes they can cause damage to sugarcane and banana plantations. They are regarded as the only species that can open Brazil nuts, mainly thanks to their strength and exceptionally sharp teeth. (Note - Capuchin monkeys are recently reported to also eat them, after using a stone as an anvil.) Their habitat includes rainforests, savannas and, nowadays, cultivated fields, depending on the species. They conceal themselves at night in hollow tree-trunks, or in burrows among roots. Active and graceful in their movements, their pace is either a kind of trot or a series of springs following one another so rapidly as to look like a gallop. They take readily to water, in which they swim well.


          Agoutis give birth to litters of two to four young. They can live for as long as twenty years, a remarkably long time for a rodent.


          


          Species
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            	Azara's Agouti, Dasyprocta azarae


            	Coiban Agouti, Dasyprocta coibae


            	Crested Agouti, Dasyprocta cristata


            	Black Agouti, Dasyprocta fuliginosa


            	Orinoco Agouti, Dasyprocta guamara


            	Kalinowski Agouti, Dasyprocta kalinowskii


            	Brazilian Agouti, Dasyprocta leporina


            	Mexican Agouti, Dasyprocta mexicana


            	Black-rumped Agouti, Dasyprocta prymnolopha


            	Central American Agouti, Dasyprocta punctata


            	Ruatan Island Agouti, Dasyprocta ruatanica

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Common_agouti"
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              	Acute nasopharyngitis

              Classification and external resources
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              	Rhinoviruses cause most common colds
            


            
              	ICD- 10

              	J 00.0
            


            
              	ICD- 9

              	460
            


            
              	DiseasesDB

              	31088
            


            
              	MedlinePlus

              	000678
            


            
              	eMedicine

              	aaem/118 med/2339
            


            
              	MeSH

              	D003139
            

          


          Acute viral nasopharyngitis, or acute coryza, usually known as the common cold, is a highly contagious, viral infectious disease of the upper respiratory system, primarily caused by picornaviruses (including rhinoviruses) or coronaviruses.


          Common symptoms are sore throat, runny nose, nasal congestion, sneezing and cough; sometimes accompanied by 'pink eye', muscle aches, fatigue, malaise, headaches, muscle weakness, and/or loss of appetite. Fever and extreme exhaustion are more usual in influenza. The symptoms of a cold usually resolve after about one week, but can last up to two. Symptoms may be more severe in infants and young children. Although the disease is generally mild and self-limiting, patients with common colds often seek professional medical help, use over-the-counter drugs, and may miss school or work days. The annual cumulative societal cost of the common cold in developed countries is considerable in terms of money spent on remedies, and hours of work lost.


          The primary method to prevent infection is hand-washing to minimize person-to-person transmission of the virus. There are no antiviral drugs approved to treat or cure the infection. Most available medications are palliative and treat symptoms only. Megadoses of vitamin C, preparations from echinacea, and zinc gluconate have been studied as treatments for the common cold although none has been approved by the Food and Drug Administration or European Medicines Agency.


          


          


          Pathology


          


          Epidemiology


          Upper respiratory tract infections are the most common infectious diseases among adults and teens, who have two to four respiratory infections annually. Children may have six to ten colds a year (and up to 12 colds a year for school children). In the United States, the incidence of colds is higher in the fall and winter, with most infections occurring between September and April. The seasonality may be due to the start of the school year, or due to people spending more time indoors (thus in closer proximity with each other) increasing the chance of transmission of the virus.


          


          Virus


          Common colds are most often caused by infection by one of the more than 100 serotypes of rhinovirus, a type of picornavirus. Other viruses causing colds are coronavirus, human parainfluenza viruses, human respiratory syncytial virus, adenoviruses, enteroviruses, or metapneumovirus. Due to the many different types of viruses, it is not possible to gain complete immunity to the common cold.


          


          Transmission
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          The common cold virus is transmitted between people by one of two mechanisms:


          
            	in aerosol form generated by coughing, sneezing.


            	from contact with the saliva or nasal secretions of an infected person, either directly or from contaminated surfaces.

          


          Symptoms are not necessary for viral shedding or transmission, as a percentage of asymptomatic subjects exhibit viruses in nasal swabs.


          The virus enters the cells of the lining of the nasopharynx (the area between the nose and throat), and rapidly multiplies. The major entry point is normally the nose, but can also be the eyes (in this case drainage into the nasopharynx would occur through the nasolacrimal duct).


          


          Symptoms


          After initial infection, the viral replication cycle begins within 8 to 12 hours. Symptoms can occur shortly thereafter, and usually begin within 2 to 5 days after infection, although occasionally in as little as 10 hours after infection. The first indication of a cold is often a sore or scratchy throat. Other common symptoms are runny nose, congestion, sneezing and cough. These are sometimes accompanied by muscle aches, fatigue, malaise, headache, weakness, or loss of appetite. Colds occasionally cause fever and can sometimes lead to extreme exhaustion. (However, these symptoms are more usual in influenza, and can differentiate the two infections.) The symptoms of a cold usually resolve after about one week, but can last up to 14 days, with a cough lasting longer than other symptoms. Symptoms may be more severe in infants and young children, and may include fever and hives.


          


          Complications


          The common cold can lead to opportunistic coinfections or superinfections such as acute bronchitis, bronchiolitis, croup, pneumonia, sinusitis, otitis media, or strep throat. People with chronic lung diseases such as asthma and COPD are especially vulnerable. Colds may cause acute exacerbations of asthma, emphysema or chronic bronchitis.


          


          Economic cost


          


          USA
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          In the USA, the common cold leads to 75 to 100 million physician visits annually at a conservative cost estimate of $7.7 billion per year. Americans spend $2.9 billion on over-the-counter drugs and another $400 million on prescription medicines for symptomatic relief.


          More than one-third of patients who saw a doctor received an antibiotic prescription, which not only contributes to unnecessary costs ($1.1 billion annually on an estimated 41 million antibiotic prescriptions in the United States), but also has implications for antibiotic resistance from overuse of such drugs.


          An estimated 22 to 189 million school days are missed annually due to a cold. As a result, parents missed 126 million workdays to stay home to care for their children. When added to the 150 million workdays missed by employees suffering from a cold, the total economic impact of cold-related work loss exceeds $20 billion.


          


          Prevention
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          The best way to avoid a cold is to avoid close contact with existing sufferers; to wash hands thoroughly and regularly; and to avoid touching the mouth and face. Anti-bacterial soaps have no effect on the cold virus; it is the mechanical action of hand washing with the soap that removes the virus particles.


          In 2002, the Centers for Disease Control and Prevention recommended alcohol-based hand gels as an effective method for reducing infectious viruses on the hands of health care workers. As with hand washing with soap and water, alcohol gels provide no residual protection from re-infection.


          The common cold is caused by a large variety of viruses, which mutate quite frequently during reproduction, resulting in constantly changing virus strains. Thus, successful immunization is highly improbable.


          


          Exposure to cold weather
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          Although common colds are seasonal, with more occurring during winter, experiments so far have failed to produce evidence that short-term exposure to cold weather or direct chilling increases susceptibility to infection, implying that the seasonal variation is instead due to a change in behaviors such as increased time spent indoors at close proximity to others.


          With respect to the causation of cold-like symptoms, researchers at the Common Cold Centre at the Cardiff University conducted a study to "test the hypothesis that acute cooling of the feet causes the onset of common cold symptoms." The study measured the subjects' self-reported cold symptoms, and belief they had a cold, but not whether an actual respiratory infection developed. It found that a significantly greater number of those subjects chilled developed cold symptoms 4 or 5 days after the chilling. It concludes that the onset of common cold symptoms can be caused by acute chilling of the feet. Some possible explanations were suggested for the symptoms, such as placebo, or constriction of blood vessels, however "further studies are needed to determine the relationship of symptom generation to any respiratory infection."


          


          Treatment


          As there is no medically proven and accepted medication directly targeting the causative agent, there is no cure for the common cold. Treatment is limited to symptomatic supportive options, maximizing the comfort of the patient, and limiting complications and harmful sequelae.


          The common cold is self-limiting, and the host's immune system effectively deals with the infection. Within a few days, the body's humoral immune response begins producing specific antibodies that can prevent the virus from infecting cells. Additionally, as part of the cell-mediated immune response, leukocytes destroy the virus through phagocytosis and destroy infected cells to prevent further viral replication. In healthy, immunocompetent individuals, the common cold resolves in seven days on average.


          


          Palliative care


          The National Institute of Allergy and Infectious Diseases suggests getting plenty of rest, drinking fluids to maintain hydration, gargling with warm salt water, using cough drops, throat sprays, or over-the-counter pain or cold medicines. Saline nasal drops may help alleviate congestion.


          The American Lung Association recommends avoiding coffee, tea or cola drinks that contain caffeine and avoiding alcoholic beverages, saying that both caffeine and alcohol cause dehydration. However, a study reported in 2000, as well as the U.S. Institute of Medicine in 2004, say that caffeinated beverages and non-caffeinated beverages equally meet the need for fluids.


          


          Antibiotics


          Antibiotics, targeted primarily to microorganisms like bacteria and fungus, do not have any beneficial effect against the common cold. Their use in cases of common cold infection is ineffective as they have no effect on viruses.


          


          Antivirals


          There are no approved antiviral drugs for the common cold.


          ViroPharma and Schering-Plough are developing an antiviral drug, pleconaril, that targets picornaviruses, the viruses that cause the majority of common colds. Pleconaril has been shown to be effective in an oral form. Schering-Plough is developing an intra-nasal formulation that may have fewer adverse effects.


          


          Over-the-counter symptom medicines


          There are a number of effective treatments which, rather than treat the viral infection, focus on relieving the symptoms. For some people, colds are relatively minor inconveniences and they can go on with their daily activities with tolerable discomfort. This discomfort has to be weighed against the price and possible side effects of the remedies.


          
            	analgesics such as aspirin or paracetamol (acetaminophen), as well as localised versions targeting the throat (often delivered in lozenge form)


            	nasal decongestants such as pseudoephedrine or oxymetazoline which reduce the inflammation in the nasal passages by constricting dilated local blood vessels


            	cough suppressants such as dextromethorphan which suppress the cough reflex.


            	first-generation anti-histamines such as brompheniramine, chlorpheniramine, diphenhydramine and clemastine (which reduce mucus gland secretion and thus combat blocked/runny noses but also may make the user drowsy). Second-generation anti-histamines do not have a useful effect on colds.

          


          


          Herbal remedies


          
            
              Herbs often used in naturopathic cold remedies
            

            
              	Chamomile

              	Liquorice

              	Garlic

              	Ginger
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          Herbal teas, such as chamomile tea, or lemon or ginger root tisanes may soothe some symptoms and comfort the patient. Liquorice and garlic preparations have been suggested as treatments for the common cold, although their effectiveness is unproven.


          


          Echinacea
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          Echinacea, commonly called coneflowers, is a plant commonly used in herbal preparations for the treatment of the common cold.


          Although there have been scientific studies evaluating echinacea, its effectiveness has not been convincingly demonstrated. For example, a peer-reviewed clinical study published in the New England Journal of Medicine concluded that "extracts of E. angustifolia root, either alone or in combination, do not have clinically significant effects on rhinovirus infection or on the clinical illness that results from it." Recent randomized, double-blind, placebo-controlled studies in adults have not shown a beneficial effect of echinacea on symptom severity or duration of the cold. A structured review of 9 placebo controlled studies suggested that the effectiveness of echinacea in the treatment of colds has not been established. Conversely, two recent meta-analyses of published medical articles concluded that there is some evidence that echinacea may reduce either the duration or severity of the common cold, but results are not fully consistent. However, there have been no large, randomized placebo-controlled clinical studies that definitively demonstrate either prophylaxis or therapeutic effects in adults. A randomized, double-blind, placebo-controlled study in 407 children of ages ranging from 2 to 11 years showed that echinacea did not reduce the duration of the cold, nor reduce the severity of the symptoms. Most authoritative sources consider the effect of echinacea on the cold unproven.


          


          Other


          


          Vitamin C
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          A well-known supporter of the theory that Vitamin C megadosage prevented infection was Nobel Prize winner Linus Pauling, who wrote the bestseller Vitamin C and the Common Cold. A meta-analysis published in 2005 found that "the lack of effect of prophylactic vitamin C supplementation on the incidence of common cold in normal populations throws doubt on the utility of this wide practice".


          A follow-up meta-analysis supported these conclusions:


          
            Prophylactic use "...of vitamin C has no effect on common cold incidence... [but] reduces the duration and severity of common cold symptoms slightly, although the magnitude of the effect was so small its clinical usefulness is doubtful. Therapeutic trials of high doses of vitamin C... starting after the onset of symptoms, showed no consistent effect on either duration or severity of symptoms.... More therapeutic trials are necessary to settle the question, especially in children who have not entered these trials."

          


          Most of the studies showing little or no effect employ doses of ascorbate such as 100mg to 500mg per day, considered "small" by vitamin C advocates. Equally important, the plasma half life of high dose ascorbate above the baseline, controlled by renal resorption, is approximately 30 minutes, which implies that most high dose studies have been methodologically defective and would be expected to show a minimum benefit. Clinical studies of divided dose supplementation, predicted on pharmacological grounds to be effective, have only rarely been reported in the literature.


          


          Zinc preparations


          Zinc acetate and zinc gluconate have been tested as potential treatments for the common cold, in various dosage form including nasal sprays, nasal gels, and lozenges. Some studies have shown some effect of zinc preparations on the duration of the common cold, but conclusions are diverse. About half of studies demonstrate efficacy. Even studies that show clinical effect have not demonstrated the mechanism of action. The studies differ in the salt used, concentration of the salt, dosage form, and formulation, and some suffer from defects in design or methods. For example, there is evidence that the potential efficacy of zinc gluconate lozenges may be affected by other food acids ( citric acid, ascorbic acid and glycine) present in the lozenge. Furthermore, interpretation of the results depends on whether concentration of total zinc or ionic zinc is considered.


          There are concerns regarding the safety of long-term use of cold preparations in an estimated 25 million persons who are haemochromatosis heterozygotes. Use of high doses of zinc for more than two weeks may cause copper depletion, which leads to anaemia. Other adverse events of high doses of zinc include nausea, vomiting gastrointestinal discomfort, headache, drowsiness, unpleasant taste, taste distortion, abdominal cramping, and diarrhea. Some users of nasal spray applicators containing zinc have reported temporary or permanent loss of sense of smell.


          Although widely available and advertised in the United States as dietary supplements or homeopathic treatments, the safety and efficacy of zinc preparations have not been evaluated or approved by the Food and Drug Administration. Authoritative sources consider the effect of zinc preparations on the cold unproven.


          A recent study showed that zinc acetate lozenges (13.3 mg zinc) shortened the duration and reduced the severity of common colds compared to placebo in a placebo-controlled, double blind clinical trial. Intracellular Adhesion Molecule-1 (ICAM-1) was inhibited by the ionic zinc present in the active lozenges, and the difference was statistically significant between the groups.


          


          Steam inhalation


          Many people believe that steam inhalation reduces symptoms of the cold.


          However, a double-blind, placebo-controlled, randomized study found no effect of steam inhalation on cold symptoms. A scientific review of medical literature concluded that "there is insufficient evidence to support the use of steam inhalation as a treatment." There have been reports of children being badly burned when using steam inhalation to alleviate cold symptoms leading to the recommendation to "...start discouraging patients from using this form of home remedy, as there appears to be no significant benefit from steam inhalation."


          


          Chicken soup


          In the twelfth century, Moses Maimonides wrote, " Chicken soup...is recommended as an excellent food as well as medication." Since then, there have been numerous reports in the United States that chicken soup alleviates the symptoms of the common cold. Even usually staid medical journals have published tongue-in-cheek humorous articles on the alleged medicinal properties of chicken soup.


          


          Historical research


          
            [image: "Definition of a Cold." Benjamin Franklin's notes for a paper he intended to write on the common cold.]

            
              "Definition of a Cold." Benjamin Franklin's notes for a paper he intended to write on the common cold.
            

          


          The name "common cold" came into use in the 16th century, due to the similarity between its symptoms and those of exposure to cold weather. Norman Moore relates in his history of the Study of Medicine that James I continually suffered from nasal colds, which were then thought to be caused by polypi, sinus trouble, or autotoxaemia.


          In the 18th century, Benjamin Franklin considered the causes and prevention of the common cold. After several years of research he concluded: "People often catch cold from one another when shut up together in small close rooms, coaches, etc. and when sitting near and conversing so as to breathe in each other's transpiration." Although viruses had not yet been discovered, Franklin hypothesized that the common cold was passed between people through the air. He recommended exercise, bathing, and moderation in food and drink consumption to avoid the common cold. Franklin's theory on the transmission of the cold was confirmed some 150 years later.


          


          Common Cold Unit


          In the United Kingdom, the Common Cold Unit was set up by the Medical Research Council in 1946. The unit worked with volunteers who were infected with various viruses. The rhinovirus was discovered there. In the late 1950s, researchers were able to grow one of these cold viruses in a tissue culture, as it would not grow in fertilized chicken eggs, the method used for many other viruses. In the 1970s, the CCU demonstrated that treatment with interferon during the incubation phase of rhinovirus infection protects somewhat against the disease, but no practical treatment could be developed. The unit was closed in 1989, two years after it completed research of zinc gluconate lozenges in the prophylaxis and treatment of rhinovirus colds, the only successful treatment in the history of the unit.
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          The Common Cuckoo (Cuculus canorus) (formerly European Cuckoo) is a member of the cuckoo order of birds, the Cuculiformes, which also includes the roadrunners, the anis, the coucals, and the Hoatzin.


          The cuckoo group gets its English and scientific names from the call of the male Common Cuckoo, usually given from an open perch, goo-ko. The female has a loud bubbling call.


          The cuckoo is a widespread summer migrant to Europe and Asia, and winters in Africa. It is a brood parasite, which lays its eggs in the nests of other bird species, particularly of Dunnocks, Meadow Pipits, and Reed Warblers.


          This cuckoo is a greyish bird with a slender body, long tail and strong legs. The females only are sometimes brown, the hepatic phase. It looks like a small bird of prey in flight, although the wings stay below the horizontal. Its food is insects, with hairy caterpillars, which are distasteful to many birds, being a speciality. It is a bird of open land.


          


          Brood parasite behaviour
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              Reed warbler feeding a common cuckoo chick
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          An ideal breeding habitat for Cuckoos is where there are reed beds and trees. An individual female Cuckoo's territory will contain up to about 20 Reed Warbler's nests. Female Cuckoos spend a long time watching over the reed beds in their territory from the trees, and watch the behaviour of the Reed Warblers as they build their nests and start their broods. The female Cuckoo has to time her egg laying to just when the reed warblers start to lay eggs. It is not known how the hen cuckoo gets the timing right, as she cannot see the Reed Warblers' eggs from the trees, but it is likely that it is from the behaviour of warblers.


          At the appropriate moment the hen Cuckoo flies down to the reed warblers' nest, pushes one Reed Warbler egg out of the nest, lays an egg and flies off. The whole process is achieved in only about 10 seconds. At 14 days old, the Cuckoo chicks are about 3 times the size of the adult Reed Warblers. The numerous and rapid hunger calls of the single cuckoo chick, and to a lesser extent its coloured gape, encourage the host parents to bring more food. Cuckoo chicks fledge after about 20 -21 days after hatching, which is about twice as long as for Reed Warblers. If the hen cuckoo is out-of-phase with a clutch of Reed Warbler eggs, she will eat them all so that the hosts are forced to start another brood.


          Cuckoo chicks methodically evict all host progeny from host nests. It is a much larger bird than its hosts, and needs to monopolise the food supplied by the parents. The Cuckoo chick will roll the other eggs out of the nest by pushing them with its back over the edge. If the Reed Warbler's eggs hatch before the Cuckoo's egg, the Cuckoo chick will push the other chicks out of the nest in a similar way. Once the Reed Warbler chicks are out of the nest, the parents completely ignore them.


          The combination of behaviour and anatomical adaptation of the common cuckoo was first described by Edward Jenner, who was elected as Fellow of the Royal Society in 1788 for this work. This was before he discovered vaccination.


          


          Egg colour


          Female Cuckoos are divided into gentes, that is populations favouring a particular host species' nest and laying eggs which match those of that species in colour and pattern. The colour pattern is inherited from the female only, suggesting that it is carried on the sex-determining W chromosome (females are WZ, males ZZ). It is notable that most non-parasitic cuckoos lay white eggs, like most non-passerines other than ground nesters. The exception is in the case of the Dunnock, where the Cuckoo's egg has no resemblance to its hosts' blue eggs. This is thought to be because the Dunnock is a recent host, and has not yet acquired the ability to distinguish eggs. Male Cuckoos breed with females without regard to gens. This results in gene flow between the gentes and maintains a common gene pool for the species (except for the genes on the W chromosome).


          


          Legends about the Cuckoo


          In Europe, hearing the call of the Cuckoo is regarded as the first harbinger of spring. Some local legends and traditions are based on this:


          
            	In England and Wales, The Times newspaper prints correspondence every year reporting the first calls, usually around 14 April. The same thing happens in Asturias where numerous proverbs talk about the Cuckoo as a herald of spring, and where the local newspapers talk about it every year.


            	In Russia, there's a popular belief that a cuckoo can predict how many more years a person will live. If a person hears a cuckoo in the woods, he or she usually asks "Cuckoo, cuckoo, how long will I live?". It is believed that a person will live as many years as a cuckoo cuckooed.


            	In a similar way, the same beliefs are found in the traditional culture of Asturias, where people asks the cuckoo about their wedding day or how many years one will live, saying rhyming magical prayers like: "Cuquiellu, barbiellu, barbes d'escoba: Cuntos aos hai d'equ a la mio boda?" ("Cuckoo, cuckoo, beard of a broom, when will I get married?") and "Cuquiellu marmiellu, rau de perru, Cuntos aos hai d'equ al mio entierru?" ("Cuckoo, cuckoo, tail of a dog, how long until I'm buried?")


            	In some regions of France and Romania, a legend says that if someone has money in the pocket when they hear the first Cuckoo of the year, they will be rich the whole year.

          


          


          Derivatives in the language


          The word " cuckold" derives from the Cuckoo's practice of tricking other birds into raising its young.

          The word " coccyx" derives from Greek kokkyx ("cuckoo") from the bone resemblance to a cuckoo's beak.


          


          Genealogical


          Cuckoo is a rare family name with origins believed to date back to 16th Century France. The Cuckoo name is now spread across most of the English speaking world with a concentration in England.
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          The Common Eider, Somateria mollissima, is a large (50-71cm body length) sea-duck, which is distributed over the northern coasts of Europe, North America and eastern Siberia. It breeds in Arctic and some northern temperate regions, but winters somewhat farther south in temperate zones, when it can form large flocks on coastal waters.


          The eider's nest is built close to the sea and is lined with the celebrated eiderdown, plucked from the female's breast. This soft and warm lining has long been harvested for filling pillows and quilts, but in more recent years has been largely replaced by down from domestic farm-geese and synthetic alternatives. Although true Eiderdown pillows or quilts are now a rarity, eiderdown harvesting continues and is sustainable, as it can be done after the ducklings leave the nest with no harm to the birds.
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              Common Eider in Bristol Zoo, England
            

          


          The Common Eider is characterized by its bulky shape and large wedge-shaped bill. The male is unmistakable with its black and white plumage and green nape. The female is a brown bird, but can still be readily distinguished from all ducks, except other eider-species, on the basis of size and head shape. This duck's call is a pleasant "ah-ooo." The species is often readily approachable.


          Drakes of the European, eastern North American and Asia/western North American races can be distinguished by minor differences in plumage and bill colour.


          This species dives for crustaceans and molluscs, with mussels being a favored food.


          It is abundant, with populations of about 1.5-2 million birds in both North America and Europe, and also large but unknown numbers in eastern Siberia ( HBW).


          A particularly famous colony of eiders lives on the Farne Islands in Northumberland, Britain. These birds were the subject of one of the first ever bird protection laws, established by Saint Cuthbert in the year 676. About 1,000 pairs still nest there every year. Because St. Cuthbert is the patron saint of Northumberland, it was natural that the eider should be chosen as the county's emblem bird; the birds are still often called Cuddy's ducks in the area, "Cuddy" being the familiar form of "Cuthbert".


          The Common Eider is one of the species to which the Agreement on the Conservation of African-Eurasian Migratory Waterbirds ( AEWA) applies.


          


          Social behaviour


          Eiders are colonial breeders. They nest on coastal islands in colonies ranging in size of less than 100 to upwards of 10,000-15,000 individuals . Female eiders frequently exhibit a high degree of natal philopatry, where they return to breed on the same island where they were hatched. This can lead to a high degree of relatedness between individuals nesting on the same island, as well as the development of kin-based female social structures . This relatedness has likely played a role in the evolution of co-operative breeding behaviours amongst eiders. Examples of these behaviours include: laying eggs in the nests of related individuals and crching, where female eiders team up and share the work of rearing ducklings .
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          The Common Kingfisher or the European Kingfisher (Alcedo atthis), has a very wide distribution over Eurasia and Africa. This striking blue bird lives primarily besides water bodies.


          


          Distribution


          This species is widely distributed over Europe, Asia, and Africa. It is largely a resident species, but may migrate short distances from northern areas where the water surfaces freeze.


          Habitat: It is a bird of the waterside, since it feeds entirely upon aquatic animals. It is frequent beside lakes, ponds, canals or dykes and streams. In winter, especially when inland waters are icebound, it may move to tidal marshes and the shore, taking its stand on the mussel or limpet covered rocks and diving into the shallow pools.


          In most of its European range it is the only kingfisher. It may often be confused with the Small Blue Kingfisher, with which it overlaps in the southern areas of most of its range.


          


          Description
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            	Size: Slightly larger than a sparrow (ca. 18-19cm., with wings averaging 7.5 cm),

          


          
            	Appearance: Adult is bright metallic blue in the upper parts, cobalt on the back, and showing greenish reflections on the head and wings. The ear coverts and under parts are warm chestnut, the chin and sides of neck white.

            The bill of the female is blackish and reddish orange at the base; the bill of the male is all black; the legs are bright red with a dark blue stripe. In the young the bill is black.

          


          
            	Flight: The flight of the Kingfisher is rapid, the short rounded wings whirring until they appear a mere blur. It usually flies near the water, but during courtship the male chases the female through and over the trees with loud shrill whistles.

            The Kingfisher sometimes hovers over the water, with body held almost vertical, the tail and head bent slightly forward and the bill inclined downward.

          


          
            	Courtship: From February onwards the male has a trilling song, a modulated repetition of many whistles. He also signals with a whistle to the female when he is feeding her, this being his share of the nesting duties. This whistle is produced even when his bill is loaded with food, yet is clear and distinct. The female will reply and emerge from the nesting hole, and may fly to meet him, take the fish from him in the air, and return to the nest.

          


          


          Food


          The bird has regular perches or stands from which it fishes. These may be a few inches or many feet above the water. It sits upright, its tail pointed downwards. It drops suddenly with a splash and usually returns at once with a struggling captive.


          Large fish are beaten on a bough or rail; small fish and insects are promptly swallowed. A fish is usually lifted and carried by its middle, but its position is changed, sometimes by tossing it into the air, before it is swallowed head downwards.


          Fish, aquatic insects and crustaceans are eaten. It eats numerous freshwater shrimps Gammarus.
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          In common law legal systems, the law is created and/or refined by judges: a decision in the case currently pending depends on decisions in previous cases and affects the law to be applied in future cases. When there is no authoritative statement of the law, common law judges have the authority and duty to "make" law by creating precedent. The body of precedent is called "common law" and it binds future decisions. In future cases, when parties disagree on what the law is, an "ideal" common law court looks to past precedential decisions of relevant courts. If a similar dispute has been resolved in the past, the court is bound to follow the reasoning used in the prior decision (this principle is known as stare decisis). If, however, the court finds that the current dispute is fundamentally distinct from all previous cases, it will decide as a " matter of first impression." Thereafter, the new decision becomes precedent, and will bind future courts under the principle of stare decisis.


          In practice, common law systems are considerably more complicated than the "ideal" system described above. The decisions of a court are binding only in a particular jurisdiction, and even within a given jurisdiction, some courts have more power than others. For example, in most jurisdictions, decisions by appellate courts are binding on lower courts in the same jurisdiction and on future decisions of the same appellate court, but decisions of non-appellate courts are only non-binding persuasive authority. Interactions between common law, constitutional law, statutory law and regulatory law also give rise to considerable complexity. However stare decisis, the principle that similar cases should be decided according to similar rules, lies at the heart of all common law systems.


          Common law legal systems are in widespread use, particularly in those nations which trace their legal heritage to Britain, including the United Kingdom, most of the United States and Canada, and other former colonies of the British Empire.


          


          Primary definitions


          There are three main connotations to the term common law, and several historical ones worth mentioning:


          
            	1. Common law as opposed to statutory law and regulatory law: This connotation distinguishes the authority that promulgated a law. For example, in most areas of law in most jurisdictions in the United States, there are " statutes" enacted by a legislature, "regulations" promulgated by executive branch agencies pursuant to a delegation of rule-making authority from a legislature, and common law or " case law", i.e. decisions issued by courts (or quasi-judicial tribunals within agencies). This first connotation can be further differentiated, into (a) laws that arise purely from the common law with no express statutory authority, e.g. most criminal law and procedural law before the 20th century, and even today, most of contract law and the law of torts, and (b) decisions that discuss and decide the fine boundaries and distinctions in written laws promulgated by other bodies, such as the Constitution, statutes and regulations. See statutory law and non-statutory law.

          


          
            	2. Common law legal systems as opposed to civil law legal systems: This connotation differentiates "common law" jurisdictions and legal systems from "civil law" or " code" jurisdictions. Common law systems place great weight on court decisions, which are considered "law" just as are statutes. By contrast, in civil law jurisdictions (the legal tradition that prevails in, or is combined with common law, in almost all non-Islamic, non-common law countries), judicial precedent is given less weight, and contributions by scholars are given more. For example, the Napoleonic code expressly forbade French judges from pronouncing the law.

          


          
            	3. Law as opposed to equity: This connotation differentiates "common law" (or just "law") from " equity". Before 1873, England had two parallel court systems, courts of "law" that could only award money damages and recognized only the legal owner of property, and courts of "equity" that could issue injunctive relief and recognized trusts of property. This split propagated to many of the colonies, including the United States (see "Reception Statutes," below). The distinction between "law" and "equity" was important in (a) categorising and prioritizing rights to property, (b) determining whether the Seventh Amendment's right to a jury trial applies (a determination of a fact necessary to resolution of a "common law" claim) or whether the issue may be decided by a judge (issues of what the law is, and all issues relating to equity), and (c) in the principles that apply to the grant of equitable remedies by the courts. For most purposes, most jurisdictions, including those within the US, have merged the two courts. Additionally, even before the separate courts were merged together, most courts were permitted to apply both law and equity (though under potentially different laws of procedure). Even so, the split survives and remains relevant for determining at least these three classes of issues. Other exceptions are discussed in "Common Law Systems," below.

          


          
            	4. Historical uses: In addition, there are several historical uses of the term that provide some background as to its meaning. The English Court of Common Pleas dealt with lawsuits in which the king had no interest, i.e. between commoners. Additionally, from at least the 11th century and continuing for several centuries after that, there were several different circuits in the royal court system, served by itinerant judges who would travel from town to town dispensing the King's justice. The term "common law" was used to describe the law held in common between the circuits and the different stops in each circuit. The more widely a particular law was recognized, the more weight it held, whereas purely local customs were generally subordinate to law recognized in a plurality of jurisdictions. These definitions are archaic, their relevance having dissipated with the development of the English legal system over the centuries, but they do explain the origin of the term.

          


          


          Basic principles of common law


          


          Common law adjudication


          In a common law jurisdiction, several stages of research and analysis are required to determine what "the law is" in a given situation. First, one must ascertain the facts. Then, one must locate any relevant statutes and cases. Then one must extract the principles, analogies and statements by various courts of what they consider important to determine how the next court is likely to rule on the facts of the present case. Later decisions, and decisions of higher courts or legislatures carry more weight than earlier cases and those of lower courts. Finally, one integrates all the lines drawn and reasons given, and determines what "the law is". Then, one applies that law to the facts.


          The common law is more malleable than statutory law. First, common law courts are not absolutely bound by precedent, but can (when extraordinarily good reason is shown) reinterpret and revise the law, without legislative intervention, to adapt to new trends in political, legal and social philosophy. Second, the common law evolves through a series of gradual steps, that gradually works out all the details, so that over a decade or more, the law can change substantially but without a sharp break, thereby reducing disruptive effects. In contrast, the legislative process is very difficult to get started: legislatures do not act until a situation is totally intolerable. Because of this, legislative changes tend to be large, jarring and disruptive (either positively or negatively).


          One example of the gradual change that typifies the common law is the gradual change in liability for negligence. For example, the traditional common law rule through most of the 19th century was that a plaintiff could not recover for a defendant's negligence unless the two were in privity of contract. Thus, only the immediate purchaser could recover for a product defect, and if a part was built up out of parts from parts manufacturers, the ultimate buyer could not recover for injury caused by a defect in the part. Winterbottom v. Wright, 10 M&W 109, 152 Eng.Rep. 402, 1842 WL 5519 (Exchequer of pleas 1842). In Winterbottom, the postal service had contracted with Wright to maintain its coaches. Winterbottom was a driver for the post. When the coach failed and injured Winterbottom, he sued Wright. The Winterbottom court recognized that there would be "absurd and outrageous consequences" if an injured person could sue any person peripherally involved, but could not find a good place to draw a line around the causal connection between the negligent conduct and the injury other than to limit liability to only the immediate person in contract with the negligent party. A first exception to this rule arose in Thomas v. Winchester, 6 N.Y. 397 (N.Y. 1852) which held that mislabeling a poison as an innocuous herb, and then selling the mislabeled poison through a dealer who would be expected to resell it, put "human life in imminent danger." Thomas used this as a reason to create an exception to the "privity" rule. In Statler v. Ray Mfg. Co., 195 N.Y. 478, 480 (N.Y. 1909) held that a coffee urn manufacturer was liable to a person injured when the urn exploded, because the urn "was of such a character inherently that, when applied to the purposes for which it was designed, it was liable to become a source of great danger to many people if not carefully and properly constructed."


          Yet the privity rule survived. In Cadillac Motor Car Co. v Johnson, 221 F. 801 (2nd Cir. 1915) (decided by the federal appeals court for New York and several neighboring states), the court held that a car owner could not recover for injuries from a defective wheel, when the automobile owner only had a contract with the automobile dealer, not with the manufacturer, even though there was "no question that the wheel was made of dead and dozy wood, quite insufficient for its purposes."


          Finally, in the famous case of MacPherson v. Buick Motor Co., 217 N.Y. 382, 111 N.E. 1050 (N.Y. 1916), Judge Cardozo pulled a broader principle out of these predecessor cases. The facts were almost identical to Cadillac a year earlier: a wheel from a wheel manufacturer was sold to Buick, to a dealer, to MacPherson, and the wheel failed, injuring MacPherson. Judge Cardozo held:


          
            	We hold, then, that the principle of Thomas v. Winchester is not limited to poisons, explosives, and things of like nature, to things which in their normal operation are implements of destruction. If the nature of a thing is such that it is reasonably certain to place life and limb in peril when negligently made, it is then a thing of danger. Its nature gives warning of the consequences to be expected. If to the element of danger there is added knowledge that the thing will be used by persons other than the purchaser, and used without new tests then, irrespective of contract, the manufacturer of this thing of danger is under a duty to make it carefully. ... There must be knowledge of a danger, not merely possible, but probable.

          


          Note that Cardozo's new "rule" exists in no prior case, but is inferable as a synthesis of the principles stated in them, and represents a foreseeable progression. Importantly, note that Judge Cardozo continues to adhere to the original principle of Winterbottom, that "absurd and outrageous consequences" must be avoided, and he does so by drawing a new line in the last sentence quoted above: "There must be knowledge of a danger, not merely possible, but probable." But while adhering to the underlying principle, MacPherson overruled the rule of the prior common law by stating that privity was irrelevant.


          


          Interaction of constitutional, statute and common law


          In common law legal systems (connotation 2), the common law (connotation 1) is crucial to understanding almost all important areas of law. For example, in England and Wales and in most states of the United States, the basic laws of contracts, torts and property do not exist in statute, but only in common law (though there may be isolated modifications enacted by statute). In almost all areas of the law (even those where there is a statutory framework, such as contracts for the sale of goods, or the criminal law), other written laws generally give only terse statements of general principle, and the fine boundaries and definitions exist only in the common law (connotation 1). To find out what the precise law is that applies to a particular set of facts, one has to locate precedential decisions on the topic, and reason from those decisions by analogy. To consider but one example, the First Amendment to the United States Constitution states "Congress shall make no law respecting an establishment of religion, or prohibiting the free exercise thereof"  but interpretation (that is, determining the fine boundaries, and resolving the tension between the "establishment" and "free exercise" clauses) of each of the important terms was delegated by Article III of the Constitution to the judicial branch, so that the current legal boundaries of the Constitutional text can only be determined by consulting the common law.


          In common law jurisdictions, legislatures operate under the assumption that statutes will be interpreted against the backdrop of the pre-existing common law case law and custom, and so may leave a number of things unsaid. For example, in most U.S. states, the criminal statutes are primarily codification of pre-existing common law. ( Codification is the process of enacting a statute that collects and restates pre-existing law in a single document - when that pre-existing law is common law, the common law remains relevant to the interpretation of these statutes.) In reliance on this assumption, modern statutes often leave a number of terms and fine distinctions unstated -- for example, a statute might be very brief, leaving the precise definition of terms unstated, under the assumption that these fine distinctions will be inherited from pre-existing common law. For this reason, even today American law schools teach the common law of crime as practised in England in 1789, because the backdrop of centuries-old English common law is necessary to interpret and fully understand the literal words of the modern criminal statute.


          With the transition from English law, which had common law crimes, to the new legal system under the U.S. Constitution, which prohibited ex post facto laws at both the federal and state level, the question was raised whether there could be common law crimes in the United States. It was settled in the case of United States v. Hudson and Goodwin which decided that common law crimes were prohibited (at least at the Federal level), and that there must always be a (constitutional) statute defining the offense and the penalty for it.


          By contrast to the statutory codifications of common law, some laws are purely statutory, and may create a new cause of action beyond the common law. An example is the tort of wrongful death, which allows certain persons, usually a spouse, child or estate, to sue for damages on behalf of the deceased. There is no such tort in English common law; thus, any jurisdiction that lacks a wrongful death statute will not allow a lawsuit for the wrongful death of a loved one. Where a wrongful death statute exists, the compensation or other remedy available is limited to the remedy specified in the statute (typically, an upper limit on the amount of damages). Courts generally interpret statutes that create new causes of action narrowly  that is, limited to their precise terms  because the courts generally recognize the legislature as being supreme in deciding the reach of judge-made law unless such statute should violate some "second order" constitutional law provision (cf. judicial activism).


          Where a tort is rooted in common law, then all traditionally recognized damages for that tort may be sued for, whether or not there is mention of those damages in the current statutory law. For instance, a person who sustains bodily injury through the negligence of another may sue for medical costs, pain, suffering, loss of earnings or earning capacity, mental and/or emotional distress, loss of quality of life, disfigurement and more. These damages need not be set forth in statute as they already exist in the tradition of common law. However, without a wrongful death statute, most of them are extinguished upon death.


          


          Contrasting role of treatises and academic writings in common law and civil law systems


          In many subject matter areas, legal treatises compile common law decisions, and state overarching principles that (in the author's opinion) explain the results of the cases. However, in common law jurisdictions, treatises are not the law, and lawyers and judges tend to use these treatises as only "finding aids" to locate the relevant cases.


          This is one of the "cultural" differences between common law and civil law jurisdictions (connotation 2): in civil law jurisdictions, the writings of law professors are given significant weight by courts. In common law jurisdictions, scholarly work is seldom cited as authority for what the law is. When common law courts rely on scholarly work, it is almost always only for factual findings, policy justification, or the history and evolution of the law, but the court's legal conclusion is reached through analysis of relevant statutes and common law, seldom scholarly commentary.


          


          Common law as a foundation for commercial economies


          This reliance on judicial opinion is a strength of common law systems, and is a significant contributor to the robust commercial systems in the United Kingdom and United States. Because there is common law to give reasonably precise guidance on almost every issue, parties (especially commercial parties) can predict whether a proposed course of action is likely to be lawful or unlawful. This ability to predict gives more freedom to come close to the boundaries of the law. For example, many commercial contracts are more economically efficient, and create greater wealth, because the parties know ahead of time that the proposed arrangement, though perhaps close to the line, is almost certainly legal. Newspapers, taxpayer-funded entities with some religious affiliation, and political parties can obtain fairly clear guidance on the boundaries within which their freedom of expression rights apply. In contrast, in non-common-law countries, fine questions of law are redetermined anew each time they arise, making consistency and prediction more difficult. Thus, in jurisdictions that do not have a strong allegiance to a large body of precedent, parties have less a priori guidance must often leave a bigger "safety margin" of unexploited opportunities.


          This is the reason for the frequent choice of the law of the State of New York in commercial contacts from throughout the United States, and often in contracts from elsewhere in the world, even where the contacts of the parties and transaction to New York is quite attenuated. Because of its history as the nation's commercial centre, New York common law has a depth and predictability not (yet) available in any other jurisdiction.


          


          History of the common law


          


          England before 1600


          Common law originally developed under the inquisitorial system in England during the 12th and 13th centuries, as the collective judicial decisions that were based in tradition, custom and precedent. Such forms of legal institutions and culture bear resemblance to those which existed historically in continental Europe and other societies where precedent and custom have at times played a substantial role in the legal process, including Germanic law recorded in Roman historical chronicles. The form of reasoning used in common law is known as casuistry or case-based reasoning. The common law, as applied in civil cases (as distinct from criminal cases), was devised as a means of compensating someone for wrongful acts known as torts, including both intentional torts and torts caused by negligence, and as developing the body of law recognizing and regulating contracts. The type of procedure practiced in common law courts is known as the adversarial system; this is also a development of the common law.


          Before the Norman Conquest in 1066, justice was administered primarily by county courts, presided by the diocesan bishop and the sheriff, exercising both ecclesiastical and civil jurisdiction. Trial by jury started in these courts. There was a large role for unwritten local customs and enforcement could often be arbitrary.


          In 1154, Henry II became the first Plantagenet king. Among many achievements, Henry institutionalized common law by creating a unified system of law "common" to the country through incorporating and elevating local custom to the national, ending local control and peculiarities, eliminating arbitrary remedies and reinstating a jury system  citizens sworn on oath to investigate reliable criminal accusations and civil claims. The jury reached its verdict through evaluating common local knowledge, not necessarily through the presentation of evidence, a distinguishing factor from today's civil and criminal court systems.


          Henry II developed the practice of sending judges from his own central court to hear the various disputes throughout the country. His judges would resolve disputes on an ad hoc basis according to what they interpreted the customs to be. The king's judges would then return to London and often discuss their cases and the decisions they made with the other judges. These decisions would be recorded and filed. In time, a rule, known as stare decisis (also commonly known as precedent) developed, which is where a judge would be bound to follow the decision of an earlier judge; he was required to adopt the earlier judge's interpretation of the law and apply the same principles promulgated by that earlier judge if the two cases had similar facts to one another. By this system of precedent, decisions 'stuck' and became ossified, and so the pre-Norman system of disparate local customs was replaced by an elaborate and consistent system of laws that was common throughout the whole country, hence the name, "common law."


          Henry II's creation of a powerful and unified court system, which curbed somewhat the power of canonical (church) courts, brought him (and England) into conflict with the church, most famously with Thomas Becket, the Archbishop of Canterbury. Eventually, Becket was murdered inside Canterbury Cathedral by four knights who believed themselves to be acting on Henry's behalf. Whether Henry actually intended to bring about the assassination of Becket is doubtful, but there is no question that at the time of the murder, the two men were embroiled in a bitter dispute regarding the power of Royal Courts to exercise jurisdiction over former clergymen. The murder of the Archbishop, who was immediately venerated as a martyr and later as a saint, gave rise to a wave of popular outrage against the King. Henry was forced to repeal the disputed laws and to abandon his efforts to hold church members accountable for secular crimes (see also Constitutions of Clarendon).


          In spite of this setback, judge-made common law endured for centuries as the primary source of criminal and civil laws throughout the realm. Later, after Parliament acquired legislative powers, statutory law began to limit the scope of the common law in some areas. Even today, however, common law retains its status as an essential element of the British legal system.


          


          Propagation of the Common Law to the colonies and commonwealth by Reception Statutes


          Following the American Revolution, one of the first legislative acts undertaken by each of the newly independent states was to adopt "reception statutes" that gave legal effect to the existing body of English Common Law. Some states enacted reception statutes as legislative statutes, while other states received the English common law through provisions of the state's constitution.


          For example, the New York Constitution of 1777 provides that:


          
            
              	

              	[S]uch parts of the common law of England, and of the statute law of England and Great Britain, and of the acts of the legislature of the colony of New York, as together did form the law of the said colony on the 19th day of April, in the year of our Lord one thousand seven hundred and seventy-five, shall be and continue the law of this State, subject to such alterations and provisions as the legislature of this State shall, from time to time, make concerning the same.

              	
            

          


          Alexander Hamilton emphasized in The Federalist that this New York constitutional provision expressly made the common law subject to such alterations and provisions as the legislature shall from time to time make concerning the same. Thus, even when reception was effected by a constitution, the common law was still subject to alteration by a legislature's statute.


          The Northwest Ordinance, which was approved by the Congress of the Confederation in 1787, guaranteed "judicial proceedings according to the course of the common law." Nathan Dane, the primary author of the Northwest Ordinance, viewed this provision as a default mechanism in the event that federal or territorial statutes were silent about a particular matter; he wrote that if "a statute makes an offence, and is silent as to the mode of trial, it shall be by jury, according to the course of the common law. In effect, the provision operated as a reception statute, giving legal authority to the established common law in the vast territories where no states had yet been established.


          Over time, as new states were formed from federal territories, these territorial reception statutes became obsolete and were re-enacted as state laws. For example, a reception statute enacted by legislation in the state of Washington requires that "[t]he common law, so far as it is not inconsistent with the Constitution and laws of the United States, or of the state of Washington nor incompatible with the institutions and condition of society in this state, shall be the rule of decision in all the courts of this state." In this way, the common law was eventually incorporated into the legal systems of every state except Louisiana (which inherited its civil law system from France).


          A similar statute exists in Article 8 of the Basic Law of Hong Kong.


          [bookmark: 1870_through_20th_century.2C_and_the_Merger_of_Law_and_Equity]


          1870 through 20th century, and the Merger of Law and Equity


          As early as the 15th century, it became the practice that litigants who felt they had been cheated by the common-law system would petition the King in person. For example, they might argue that an award of damages (at common law) was not sufficient redress for a trespasser occupying their land, and instead request that the trespasser be evicted. From this developed the system of equity, administered by the Lord Chancellor, in the courts of chancery. By their nature, equity and law were frequently in conflict and litigation would frequently continue for years as one court countermanded the other, even though it was established by the 17th century that equity should prevail. A famous example is the fictional case of Jarndyce and Jarndyce in Bleak House, by Charles Dickens.


          In England, courts of law and equity were combined by the Judicature Acts of 1873 and 1875, with equity being supreme in case of conflict.


          In the United States, parallel systems of law (providing money damages, with cases heard by a jury upon either party's request) and equity (fashioning a remedy to fit the situation, including injunctive relief, heard by a judge) survived well into the 20th century. The United States federal courts procedurally separated law and equity: the same judges could hear either kind of case, but a given case could only pursue causes in law or in equity, and the two kinds of cases proceeded under different procedural rules. This became problematic when a given case required both money damages and injunctive relief. In 1937, the new Federal Rules of Civil Procedure combined law and equity into one form of action, the "civil action." Fed.R.Civ.P. 2. The distinction survives to the extent that issues that were "common law" as of 1791 (the date of adoption of the Seventh Amendment) are still subject to the right of either party to request a jury, and "equity" issues are decided by a judge.


          Alabama, Delaware, Mississippi and New Jersey still have separate courts of law and equity, for example, the Court of Chancery. In many states there are separate divisions for law and equity within one court.


          


          Common law legal systems
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              Common law Mixed system using common law
            

          


          The common law constitutes the basis of the legal systems of: England and Wales, Northern Ireland, the Republic of Ireland, federal law in the United States and the states' laws (except Louisiana), federal law in Canada and the provinces' laws (except Quebec civil law), Australia (both federal and individual states), New Zealand, South Africa, India, Malaysia, Brunei, Pakistan, Singapore, Hong Kong, and many other generally English-speaking countries or Commonwealth countries (except Malta and Scotland and the Canadian province of Quebec)). Essentially, every country which has been colonised at some time by England, Great Britain, or the United Kingdom uses common law except those that had been formerly colonised by other nations, such as Quebec (which follows French law to some extent), South Africa and Sri Lanka (which follow Roman Dutch law), where the prior civil law system was retained to respect the civil rights of the local colonists. India's system of common law is also a mixture of English law and the local Hindu law, except in the state of Goa which retains the Portuguese civil code. Nicaragua's legal system also is a mixture of the English Common Law and the Civil Law through the influence of British administration of the Eastern half of the country from the mid-1600's until about 1905, the William Walker period from about 1855 through 1857, USA interventions/occupations during the period from 1909 to 1933, the influence of USA institutions during the Somoza administrations (1933 through 1979) and the considerable importation between 1979 and the present of USA culture and institutions.


          The main alternative to the common law system is the civil law system, which is used in Continental Europe, and most of the rest of the world. The former Soviet Bloc and other Socialist countries used a Socialist law system.


          The opposition between civil law and common law legal systems has become increasingly blurred, with the growing importance of jurisprudence (almost like case law but in name) in civil law countries, and the growing importance of statute law and codes in common law countries (for example, in matters of criminal law, commercial law (the Uniform Commercial Code in the early 1960s) and procedure (the Federal Rules of Civil Procedure in the 1930s and the Federal Rules of Evidence in the 1970s)).


          Scotland is often said to use the civil law system but in fact it has a unique system that combines elements of an uncodified civil law dating back to the Corpus Juris Civilis with an element of common law long predating the Treaty of Union with England in 1707 (see Legal institutions of Scotland in the High Middle Ages). Scots common law differs in that the use of precedents is subject to the courts seeking to discover the principle which justifies a law rather than to search for an example as a precedent and that the principles of natural justice and fairness have always formed a source of Scots Law. Comparable pluralistic (or 'mixed') legal systems operate in Quebec, Louisiana and South Africa.


          Israel has a mixed system of common law and civil law. While Israeli law is undergoing codification, its basic principles resemble those of British and American law, namely: the role of courts in creating the body of law and the authority of the supreme court in overturning legislative and executive decisions.


          The U.S. state of California has a system based on common law, but it has codified the law in the manner of the civil law jurisdictions. The reason for the enactment of the codes in California in the nineteenth century was to replace a pre-existing system based on Spanish civil law with a system based on common law, similar to that in most other states. California and a number of other Western states, however, have retained the concept of community property derived from civil law. The California courts have treated portions of the codes as an extension of the common-law tradition, subject to judicial development in the same manner as judge-made common law. (Most notably, in the case Li v. Yellow Cab Co., 13 Cal.3d 804 (1975), the California Supreme Court adopted the principle of comparative negligence in the face of a California Civil Code provision codifying the traditional common-law doctrine of contributory negligence.)


          The state of New York, which also has a civil law history from its Dutch colonial days, also began a codification of its laws in the 19th century. The only part of this codification process that was considered complete is known as the Field Code applying to civil procedure. The original colony of New Netherlands was settled by the Dutch and the law was also Dutch. When the English captured pre-existing colonies they continued to allow the local settlers to keep their civil law. However, the Dutch settlers revolted against the English and the colony was recaptured by the Dutch. When the English finally regained control of New Netherland they forced, as a punishment unique in the history of the British Empire, the English common law upon all the colonists, including the Dutch. This was problematic, as the patroonsystem of land holding, based on the feudal system and civil law, continued to operate in the colony until it was abolished in the mid-nineteenth century. The influence of Roman Dutch law continued in the colony well into the late nineteenth century. The codification of a law of general obligations shows how remnants of the civil law tradition in New York continued on from the Dutch days.


          The United States federal government (as opposed to the states) has a variant on a common law system. United States federal courts only act as interpreters of statutes and the constitution (to elaborate and precisely define the broad language, connotation 1(b) above), but, unlike state courts, do not act as an independent source of common law (connotation 1(a) above). Before 1938, the federal courts, like almost all other common law courts, decided the law on any issue where the relevant legislature (either the U.S. Congress or state legislature, depending on the issue), had not acted, by looking to courts in the same system, that is, other federal courts, even on issues of state law, and even where there was no express grant of authority from Congress or the Constitution. In 1938, the U.S. Supreme Court in Erie Railroad Co. v. Tompkins 304 U.S. 64, 78 (1938), overruled earlier precedent, and held "There is no federal general common law," thus confining the federal courts to act only as interpreters of law originating elsewhere. E.g., Texas Industries v. Radcliff, (without an express grant of statutory authority, federal courts cannot create rules of intuitive justice, for example, a right to contribution from co-conspirators). Post-1938, federal courts deciding issues that arise under state law are required to defer to state court interpretations of state statutes, or reason what a state's highest court would rule if presented with the issue, or to certify the question to the state's highest court for resolution. Later courts have limited Erie slightly, to create a few situations where United States federal courts are permitted to create federal common law rules without express statutory authority, for example, where a federal rule of decision is necessary to protect uniquely federal interests. See, e.g., Clearfield Trust Co. v. United States, (giving federal courts the authority to fashion common law rules with respect to issues of federal power, in this case negotiable instruments backed by the federal government); see also International News Service v. Associated Press, 248 U.S. 215 (1918) (creating a cause of action for misappropriation of "hot news" that lacks any statutory grounding, but that is one of the handful of federal common law actions that survives today). Except on Constitutional issues, Congress is free to legislatively overrule federal courts' common law.


          


          Works on the common law
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          The definitive historical treatise on the common law is Commentaries on the Laws of England, written by Sir William Blackstone and first published in 1765 - 1769. Since 1979 a facsimile edition of that first edition has been available in four paper-bound volumes. Today it has been superseded in the English part of the United Kingdom by Halsbury's Laws of England that covers both common and statutory English law.


          While he was still on the Massachusetts Supreme Judicial Court, and before being named to the U.S. Supreme Court, Justice Oliver Wendell Holmes Jr. published a short volume called The Common Law which remains a classic in the field. Unlike Blackstone and the Restatements, Holmes' book only briefly discusses what the law is; rather, Holmes describes the common law process.


          In the United States, Restatements of various subject matter areas (Contracts, Torts, Judgments, etc.), edited by the American Law Institute, collect the common law for the area. The ALI Restatements are often cited by American courts and lawyers for propositions of uncodified common law, and are considered highly-persuasive authority, just below binding precedential decisions. The Corpus Juris Secundum is an encyclopedia whose main content is a compendium of the common law and its variations throughout the various state jurisdictions.


          Scots common law covers matters including murder and theft, and has sources in custom, in legal writings and previous court decisions. The legal writings used are called Institutional Texts and come mostly from the 17th, 18th and 19th centuries. Examples include Craig, Jus Feudale (1655) and Stair, The Institutions of the Law of Scotland (1681).


          
            Retrieved from " http://en.wikipedia.org/wiki/Common_law"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Common Pheasant


        
          

          
            
              	Common Pheasant
            


            
              	
                [image: Adult male of hybrid stock, PolandNote thin white neck-band due to a ring-necked subspecies' contribution to hybrid gene pool]


                
                  Adult male of hybrid stock, Poland

                  Note thin white neck-band due to a ring-necked subspecies' contribution to hybrid gene pool
                
[image: Adult hen, Poland]


                
                  Adult hen, Poland
                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Least Concern( IUCN 3.1)
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          The Common Pheasant (Phasianus colchicus), is a bird in the pheasant family (Phasianidae). It is native to Asia but has been widely introduced elsewhere as a game bird. In parts of its range, namely in places where none of its relatives occur such as in Europe (where it is naturalized), it is simply known as "the pheasant". It is a well-known gamebird, among those of more than regional importance perhaps the most widespread and ancient one in the whole world.


          The Common Pheasant is one of the world's most hunted birds, has it has been introduced for that purpose to many regions, and is also common on game farms where it is commercially farmed for this purpose. "Ring-necked Pheasant" is a collective name for a number of subspecies and their crossbreeds. These were commonly used for introduction purposes, and today the Ring-necked Pheasant is the state bird of South Dakota, one of only three US state birds that is not a species native to the United States.


          The Green Pheasant (P. versicolor) of Japan is sometimes placed as subspecies within the Common Pheasant. Though the species produce fertile hybrids wherever they coexist, this is simply a typical feature among Galloanseres, in which postzygotic isolating mechanisms are slight compared to most other birds. The species apparently have somewhat different ecological requirements and at least in its typical habitat the Green outcompetes the Common Pheasant; introduction of the present species to Japan has therefore largely failed.


          


          Description


          There are many colour forms of the male Common Pheasant, ranging in colour from nearly white to almost black in some melanistic examples. These are due to captive breeding and hybridization between subspecies and with the Green Pheasant, reinforced by continually releases of stock from varying souces to the wild. For example, the "Ring-necked Pheasants" common in Europe, North America and Australia do not pertain to any specific taxon, they rather represent a stereotyped hybrid swarm.
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              Flavistic hen
            

          


          The adult male Common Pheasant of the nominate subspecies Phasianus colchicus colchicus is 76-89 cm in length with a long brown streaked black tail, accounting for almost 50 cm of the total length. The body plumage is barred bright gold and brown plumage with green, purple and white markings. The head is bottle green with a small crest and distinctive red wattles. P. c. colchicus and some other races lack a white neck ring.


          The female (hen) is much less showy, with a duller mottled brown plumage all over and measuring 53-63 cm long including a tail of around 20 cm. Juvenile birds have the appearance of the female with a shorter tail until young males begin to grow characteristic bright feathers on the breast, head and back at about 10 weeks after hatching.


          The Green Pheasant (P. versicolor) is very similar, and hybridizaton makes individual birds' identities often difficult to determine. Green Pheasant males are shorter-tailed on average and have a darker plumage that is uniformly bottle-green on the breast and belly; they always lack a neck ring. Their females are darker, with many black dots on the breast and belly.


          In addition, various colour mutations are commonly encoutered, mainly melanistic (black) and flavistic ( isabelline or fawn) specimens. The former are rather common in some areas and are named Tenebrosus Pheasant (P. colchicus var. tenebrosus).


          


          Taxonomy and systematics


          This species was first scientifically described by Linnaeus in his Systema naturae in 1758 under its current scientific name. The Common Pheasant is distinct enough from any other species known to Linnaeus for a laconic [Phasianus] rufus, capte caeruleo - "a red pheasant with blue head" - to serve as entirely sufficient description. Moreover, the bird had been extensively discussed before Linnaeus established binomial nomenclature. His sources are the Ornithologia of Ulisse Aldrovandi, Giovanni Pietro Olina's Uccelliera, John Ray's Synopsis methodica Avium & Piscium, and A natural history of the birds by Eleazar Albin. In these - essentially the bulk of the ornithology textbooks of his day - the species is simply named "the pheasant" in the books' respective languages.. The type locality is given simply as "Africa, Asia".


          However, the bird does not occur in Africa, except perhaps in Linnaeus' time in Mediterranean coastal areas where they might have been introduced during the Roman Empire. The type locality was later fixed to the Rioni River where the westernmost population occurs. This, until the Modern Era, constituted the bulk of the introduced stock in Europe; the birds described by Linnaeus' sources, though typically belonging to such early introductions, would certainly have more alleles in common with the transcaucasian population than with others. The scientific name means "Pheasant from Colchis", colchicus referring to that region in the Caucasus. Although Linnaeus included many Galliformes in his genus Phasianius - such as the domestic chicken and its wild ancestor the Red Junglefowl -, today only the Common and the Green Pheasant are placed in this genus. As the latter was not known to Linnaeus in 1758, the Common Pheasant is naturally the type species of Phasianus, and this genus


          In the USA, Common Pheasants are widely known as " Chinese Pheasants" - though they are not the only pheasant species from China, nor the only Chinese pheasant that was attempted to introduce to North America, it is the only such bird that is common and widespread nowadays. More colloquial North American names include " chinks" or, in Montana, "phezzens". In China, meanwhile, the species is properly called zhi ji ( 雉鸡) - "pheasant-fowl" -, essentially implying the same as the English name "Common Pheasant". Like elsewhere, P. colchicus is such a familiar bird in China that it is usually just referred to as shan ji (山雞), "mountain chicken", a Chinese term for pheasants in general.


          


          Subspecies
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          There are about 30 subspecies in five (sometimes six) groups. These can be identified according to the male plumage, namely presence or absence of a white neck-ring and the colour of the uppertail (rump) and wing coverts. As noted above, introduced population in our time mix the alleles of various races in various amounts, differing according to the original stock used for introductions and what natural selection according to climate and habitat has made of that.


          Sometimes this species is split into the Central Asian Common and the East Asian Ring-necked Pheasants, roughly separated by the arid and high mountainous regions of Turkestan. However, while the western and eastern populations probably were entirely separate during the Zyryanka glaciation when deserts were more extensive, this separation was not long enough for actual speciation to occur. Today, there is the largest variety of colour patterns where the western and eastern populations mix, as is to be expected. Females usually cannot be identified even to subspecies group with certainty.


          The subspecies groups, going from west to east, are:


          
            	Phasianus colchicus colchicus group  Caucasus Pheasants

          


          
            	Caucasus to W Turkestan.


            	No neck ring. Wing coverts buff to brown, uppertail coverts rusty to chestnut.

          


          
            	Phasianus colchicus chrysomelas/principalis group  White-winged Pheasants including Prince of Wales Pheasant (P. c. principalis)

          


          
            	Central Turkestan.


            	No or vestigial neck ring. Wing coverts white, uppertail coverts and general plumage hue bronze to brown.

          


          
            	Phasianus colchicus mongolicus group  Mongolian Ring-necked Pheasants or White-winged Ring-necked Pheasants

          


          
            	NE Turkestan and adjacent Mongolia.


            	Broad neck ring. Wing coverts white, uppertail coverts hue rusty to chestnut, general plumage hue copper.

          


          
            	Phasianus colchicus tarimensis group  Tarim Pheasants

          


          
            	SE Turkestan around the Tarim Basin.


            	No or vestigial neck ring. Wing coverts buff to brown, uppertail coverts dark khaki to light olive.

          


          
            	Phasianus colchicus torquatus group  Chinese Ring-necked Pheasants including Taiwan Pheasant (P. c. formosanus)

          


          
            	Throughout China but widespread in the east, extending to northernmost Vietnam and Taiwan in the south and to the Strait of Tartary region in the north.


            	Usually broad neck ring. Wing coverts tan to light grey (almost white in some), uppertail coverts grey to powder blue with orange tips. Top of head light grey.

          


          


          Ecology


          
            [image: A startled male makes a dash for cover]

            
              A startled male makes a dash for cover
            

          


          Common Pheasants are native to Asia, their original range extending from between the Black and Caspian Seas to Manchuria, Siberia, Korea, Mainland China and Taiwan. The birds are found in woodland, farmland, scrub and wetlands.. In its natural habitat the Common Pheasant lives in grassland near water with small copses of trees. Extensively cleared farmland is marginal habitat that cannot maintain self-sustaining populations for long.


          Common Pheasants are gregarious birds and outside the breeding season form loose flocks. Wherever they are hunted they are always timid once they associate humans with danger, and will quickly retreat for safety after hearing hunting teams arrive in the area.


          
            [image: Chicks about 1 hour after hatching]

            
              Chicks about 1 hour after hatching
            

          


          While Common Pheasants are able short-distance fliers, they prefer to run. If startled however, they can suddenly burst upwards at great speed, with a distinctive "whirring" wing sound and often giving kok kok kok calls to alert conspecifics. Their flight speed is only 43-61 kilometres per hour (27 to 38 mph) when cruising but when chased they can fly up to 90 kilometres per hour (60 mph).


          Common Pheasants feed solely on the ground but roost in sheltered trees at night. They eat a wide variety of animal and vegetable type-food, like fruit, seeds and leaves as well as a wide range of invertebrates, with small vertebrates like snakes, lizards, small mammals and birds occasionally taken.


          The males are polygynous as is typical for many Phasianidae, and are often accompanied by a harem of several females. Common Pheasants nest on the ground, producing a clutch of around ten eggs over a two-three week period in April to June. The incubation period is about 23-26 days. The chicks stay near the hen for several weeks after hatching but grow quickly, resembling adults by only 15 weeks of age.


          


          As introduced species


          
            [image: Litovelske Pomoravi has protected habitat ideal for pheasant farming as sustainable use.]

            
              Litovelske Pomoravi has protected habitat ideal for pheasant farming as sustainable use.
            

          


          Common Pheasants can now be found across the globe due to their readiness to breed in captivity and the fact they can naturalise in many climates. Pheasants were hunted in their natural range by Stone Age humans just like the grouse, partridges, junglefowls and perhaps peacocks that inhabited Europe at that time. At least since the Roman Empire the bird was extensively introduced in many places and has become a naturalized member at least of the European fauna. Introductions in the Southern Hemisphere have mostly failed, except where local Galliformes or their ecological equivalents are rare or absent.


          
            [image: Introduced birds sometimes forage in gardens]

            
              Introduced birds sometimes forage in gardens
            

          


          The bird was naturalized in Great Britain around the 10th century AD, arguably earlier, by both the Romano-British and the Normans, but became extirpated from most of the isles in the early 17th century. It was rediscovered as a gamebird after being ignored for many years in the 1830s, since when it has been reared extensively by gamekeepers. Because around 30 million pheasants are released each year on shooting estates, it is widespread in distribution, although most released birds survive less than a year in the wild. As the original Caucasian stock all but disappeared during the Early Modern era, most dark-winged ringless birds in the UK are actually descended from Chinese Ringneck and Green Pheasant hybrids which were commonly used for rewilding.


          Common Pheasants were introduced in North America in 1857, and have become well established throughout much of the Midwest, the Plains states, and parts of the West, as well as Canada and Mexico. It is now most common on the Great Plains. Common Pheasants have also been introduced to much of north-west Europe, the Hawaiian Islands, Chile, St Helena, Tasmania, New Zealand and Rottnest Island off Australia. It has also been unsuccessfully introduced to many other countries.


          


          Common Pheasants as gamebirds


          
            [image: An English Cocker Spaniel has brought in the quarry]

            
              An English Cocker Spaniel has brought in the quarry
            

          


          Common Pheasants are bred to be hunted and are shot in great numbers in Europe, especially the UK, where they are shot on the traditional formal "driven shoot" principles, whereby paying guns have birds driven over them by beaters, and on smaller "rough shoots". The open season in the UK is 1 October - 1 February, under the Game Act 1831. Generally they are shot by hunters employing gun dog to help find, flush, and retrieve shot birds. Retrievers, spaniels, and pointing breeds are used to hunt pheasants.


          The doggerel "Up gets a guinea, bang goes a penny-halfpenny, and down comes a half a crown" reflects the expensive sport of nineteenth century driven shoots in Britain, when pheasants were often shot for sport rather than as food. It was a popular Royal pastime in Britain to shoot Common Pheasants. King George V shot over a thousand pheasants out of a total bag of 3937 over a six day period in December 1913, a total which still stands as the British record bag.


          Common Pheasants are traditionally a target of small game poachers in the UK, but due to low value of pheasants in the modern day some have resorted to stealing chicks or poults from pens. The Roald Dahl novel Danny the Champion of the World dealt with a poacher (and his son) who lived in the United Kingdom and illegally hunted Common Pheasants.


          
            [image: Just hatched]

            
              Just hatched
            

          


          Pheasant farming is a common practice, and is sometimes done intensively. Birds are supplied both to hunting preserves/estates and restaurants, with smaller numbers being available for home cooks. Pheasant farms have some 10 million birds in the U.S. and 35 million in the United Kingdom.


          
            [image: For sale at Borough Market, London]

            
              For sale at Borough Market, London
            

          


          The carcasses were often hung for a time to improve the meat by slight decomposition, as with most other game. Modern cookery generally uses moist roasting and farm-raised female birds. In the UK, game is making somewhat of a comeback in popular cooking, and more pheasants than ever are being sold in UK supermarkets.


          


          Pheasant hunting in North America


          Most Common Pheasants bagged in the United States are wild-born feral pheasants; in some states captive-reared and released birds make up much of the population


          In many parts of the United States the Pheasant is seen as the premier upland game bird. Some states derive significant revenue from pheasant hunting. In most states only roosters can be legally hunted.


          
            Retrieved from " http://en.wikipedia.org/wiki/Common_Pheasant"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Common Pochard


        
          

          
            
              	Common Pochard
            


            
              	
                [image: ]


                

              
            


            
              	Conservation status
            


            
              	
                
                  Least Concern
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:
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                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Anseriformes

                  


                  
                    	Family:

                    	Anatidae

                  


                  
                    	Genus:

                    	Aythya
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                    	A. ferina

                  

                

              
            


            
              	Binomial name
            


            
              	Aythya ferina

              (Linnaeus, 1758)
            

          


          The Common Pochard (Aythya ferina) is a medium-sized diving duck.


          The adult male has a long dark bill with a grey band, a red head and neck, a black breast, red eyes and a grey back. The adult female has a brown head and body and a narrower grey bill band. The triangular head shape is distinctive. Pochards are superficially similar to the closely related North American Redhead and Canvasback.


          Their breeding habitat is marshes and lakes with a metre or more water depth. Pochards breed in much of temperate and northern Europe into Asia. They are migratory, and winter in the southern and west of Europe.


          These are gregarious birds, forming large flocks in winter, often mixed with other diving ducks, such as Tufted Duck, which they are known to hybridise with.


          These birds feed mainly by diving or dabbling. They eat aquatic plants with some molluscs, aquatic insects and small fish. They often feed at night, and will upend for food as well as the more characteristic diving.


          
            [image: Pochard male]

            
              Pochard male
            

          


          In the British Isles, birds breed in eastern England and lowland Scotland, and in small numbers in Northern Ireland, with numbers increasing gradually. Large numbers overwinter in Great Britain, after retreating from Russia and Scandinavia.


          The Pochard is one of the species to which the Agreement on the Conservation of African-Eurasian Migratory Waterbirds ( AEWA) applies.


          
            Retrieved from " http://en.wikipedia.org/wiki/Common_Pochard"
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              	Salvia officinalis

              L.
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              Painting from Koehler's Medicinal Plants (1887)
            

          


          Common sage (Salvia officinalis) is a small evergreen subshrub, with woody stems, grayish leaves, and blue to purplish flowers. It is native to the Mediterranean region.


          It is much cultivated as a kitchen and medicinal herb. Common sage is also grown in parts of Europe, especially the Balkans for distillation of the essential oil, though other species, such as Salvia triloba may also be harvested and distilled with it.


          It is also called Garden sage, Kitchen sage, and Dalmatian sage. The word sage or derived names are also used for a number of related and non related species.


          


          Culinary uses


          As a herb, sage is considered to have a slight peppery flavour. In Western cooking, it is used for flavouring fatty meats (especially as a marinade), cheeses (Sage Derby), and some drinks. In Britain and Flanders, sage is used with onion for poultry or pork stuffing and also in sauces. In French cuisine, sage is used for cooking white meat and in vegetable soups. Germans often use it in sausage dishes, and sage forms the dominant flavouring in the English Lincolnshire sausage. Sage is also common in Italian cooking. Sage is sautd in olive oil and butter until crisp, then plain or stuffed pasta is added (burro e salvia). In the Balkans and the Middle East, it is used when roasting mutton.


          


          Medicinal use


          


          Actions


          The Latin name for sage, salvia, means to heal". Although the effectiveness of Common Sage is open to debate, it has been recommended at one time or another for virtually every ailment. Modern evidence supports its effects as an antihydrotic, antibiotic, antifungal, astringent, antispasmodic, estrogenic, hypoglycemic, and tonic. In a double blind, randomized and placebo-controlled trial, sage was found to be effective in the management of mild to moderate Alzheimer's disease.


          


          Active constituents


          The strongest active constituents of Sage are within its essential oil, which contains cineole, borneol, and thujone. Sage leaf contains tannic acid, oleic acid, ursonic acid, ursolic acid, cornsole, cornsolic acid, fumaric acid, chlorogenic acid, caffeic acid, niacin, nicotinamide, flavones, flavone glycosides, and estrogenic substances.


          


          Cultivars


          A number of cultivars of the plant exist. The majority of these are cultivated more often for ornament than for their herbal properties. All are valuable as small ornamental flowering shrubs, and for low ground cover, especially in sunny dry situations. They are easily raised from summer cuttings. Named cultivars include


          
            	'Purpurascens', a purple-leafed cultivar, considered by some to be strongest of the garden sages,


            	'Tricolor', a cultivar with white, yellow and green variegated leaves,


            	'Berggarten', a cultivar with large leaves,


            	'Icterina', a cultivar with yellow-green variegated leaves,


            	'Alba', a white-flowered cultivar,


            	'Extrakta', has leaves with higher oil concentrations.


            	'Lavandulaefolia', a small leaved cultivar.
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              	Sterna hirundo

              Linnaeus, 1758
            

          


          The Common Tern (Sterna hirundo) is a seabird of the tern family Sternidae. This bird has a circumpolar distribution breeding in temperate and sub-Arctic regions of Europe, Asia and east and central North America. It is strongly migratory, wintering in the subtropical and tropical oceans. It is sometimes known as the sea swallow.


          This is a medium-sized tern, 34-37 cm long with a 70-80 cm wingspan. It is most readily confused within its range with the similar Arctic Tern Sterna paradisaea and Roseate Tern Sterna dougalli.


          Its thin sharp bill is red with a dark tip. Its longish legs are also red. Its upperwings show a dark primary wedge, unlike Arctic, in which they are uniformly grey. Its long tail extends only to the wingtips on the standing bird, unlike Arctic and Roseate Terns, which extend past the wingtips. It is not as pale as Roseate Tern, and has longer wings.


          In winter, the forehead and underparts are white. Juvenile Common Terns show extensive ginger coloration and lack the scaly appearance of juvenile Roseate Terns.


          The call is a clear piping, like Arctic Tern but lower pitched and less strident.


          This species breeds in colonies on coasts and islands and often inland on suitable freshwater lakes. This latter practice is assisted by the provision of floating "tern rafts" to give a safe breeding area. It lays two to four eggs. Like many white terns, it is very defensive of its nest and young and will attack humans and other large predators, but unlike the more aggressive Arctic Tern rarely hits the intruder, usually swerving off at the last moment.


          Like all Sterna terns, the Common Tern feeds by plunge-diving for fish, from either the sea or freshwater lakes and large rivers. It usually dives directly, and not from the "stepped-hover" favoured by Arctic Tern. The offering of fish by the male to the female is part of the courtship display. Common terns are known to reach an age of 23 years or more on occasion (Austin, 1953).


          The old Scottish word for the Common Tern is pictar, occasionally encountered in Scotland and the Maritime Provinces of Canada.


          The Common Tern is one of the species to which the Agreement on the Conservation of African-Eurasian Migratory Waterbirds ( AEWA) applies.
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          The Commonwealth Games is a multinational, multi-sport event. Held every four years, it involves the elite athletes of the Commonwealth of Nations. Attendance at the Commonwealth Games is typically around 5,000 athletes. The Commonwealth Games Federation (CGF) is the organisation that is responsible for the direction and control of the Commonwealth Games.


          The first such event, then known as the British Empire Games, was held in 1930 in Hamilton, Ontario, Canada. The name changed to British Empire and Commonwealth Games in 1954, to British Commonwealth Games in 1970 and assumed the current name of the Commonwealth Games in 1974.


          As well as many Olympic sports, the Games also include some sports that are played mainly in Commonwealth countries, such as lawn bowls, rugby sevens and netball.


          There are currently 53 members of the Commonwealth of Nations, and 71 teams participate in the Games. The four constituent countries of the United KingdomEngland, Scotland, Wales and Northern Irelandsend separate teams to the Commonwealth Games, and individual teams are also sent from the British Crown dependenciesGuernsey, Jersey and the Isle of Manand many of the British overseas territories. The Australian external territory of Norfolk Island also sends its own team, as do the Cook Islands and Niue, two non-sovereign states in free association with New Zealand.


          Only six teams have attended every Commonwealth Games: Australia, Canada, England, New Zealand, Scotland and Wales. Australia has been the highest scoring team for ten games, England for seven and Canada for one.


          At the 1930 games, women competed in Swimming and Diving only. In 1934 women competed in some Athletics events also.


          
            [image: Locations of the games, and participating countries]
          


          


          Origins


          
            [image: The Empire Games flag was donated in 1930 by the British Empire Games Association of Canada. The year and location of subsequent games were added until the 1950 games. The name of the event was changed to the British Empire and Commonwealth Games and the flag was retired as a result. ]

            
              The Empire Games flag was donated in 1930 by the British Empire Games Association of Canada. The year and location of subsequent games were added until the 1950 games. The name of the event was changed to the British Empire and Commonwealth Games and the flag was retired as a result.
            

          


          A sporting competition bringing together the members of the British Empire was first proposed by the Reverend Astley Cooper in 1891 when he wrote an article in The Times suggesting a "Pan-Britannic-Pan-Anglican Contest and Festival every four years as a means of increasing the goodwill and good understanding of the British Empire".


          In 1911, the Festival of the Empire was held in London to celebrate the coronation of King George V. As part of the festival an Inter-Empire Championships was held in which teams from Australia, Canada, South Africa and the United Kingdom competed in events such as boxing, wrestling, swimming and athletics.


          In 1928, Melville Marks (Bobby) Robinson of Canada was asked to organise the first British Empire Games. These were held in Hamilton, Ontario two years later.


          


          Opening ceremony traditions


          
            	From 1930 through 1950, the parade of nations was led by a single flagbearer carrying the Union Flag, symbolising Britain's leading role in the British Empire.

          


          
            	Since 1958, there has been a relay of athletes carrying a baton from Buckingham Palace to the Opening Ceremony. This baton has within it the Queen's Message of Greeting to the athletes. The baton's final bearer is usually a famous sporting personage of the host nation.

          


          
            	All other nations march in English alphabetical order, except that the first nation marching in the Parade of Athletes is the host nation of the previous games, and the host nation of the current games marches last. In 2006 countries marched in alphabetical order in geographical regions.

          


          
            	Three national flags fly from the stadium on the poles that are used for medal ceremonies: Previous host nation, Current host nation, Next host nation.

          


          
            	The military is more active in the Opening Ceremony than in the Olympic Games. This is to honour the British Military traditions of the Old Empire.

          


          


          Boycotts


          The Commonwealth Games, like the Olympic Games, has also suffered from political boycotts. Nigeria boycotted the 1978 Games in protest of New Zealand's sporting contacts with apartheid-era South Africa, and 32 of 59 nations from Africa, Asia, and the Caribbean boycotted the 1986 Commonwealth Games due to the Thatcher government's attitude towards South African sporting contacts. Boycotts were also threatened in 1974, 1982, and 1990 because of South Africa.


          


          Editions


          


          British Empire Games


          
            	[image: Flag of New Zealand] 1950 British Empire Games - Auckland, New Zealand

          


          


          British Empire and Commonwealth Games


          
            	[image: Flag of Jamaica] 1966 British Empire and Commonwealth Games - Kingston, Jamaica

          


          


          British Commonwealth Games


          


          
            	[image: Flag of New Zealand] 1974 British Commonwealth Games - Christchurch, New Zealand

          


          


          Commonwealth Games


          
            	[image: Flag of the United Kingdom]United Kingdom


            	2018 Commonwealth Games - Host city to be announced in 2011.

          


          


          List of nations/dependencies to compete


          


          Nations/dependencies that have competed


          
            
              	
                
                  	[image: Flag of Malta]Malta 19581962, 1970, 1982

                

              

              	
                
                  	[image: Flag of Zimbabwe]Zimbabwe12,14 1982, 19902002

                

              
            

          


          Notes:


          1: Aden became South Arabia which left the Commonwealth in 1968.

          2: Became Guyana in 1966.

          3: Became Belize in 1973.

          4: Became Sri Lanka in 1972.

          5: Became Ghana in 1957.

          6: Left the Commonwealth when handed over to China in 1997.

          7: Ireland was represented as the Irish Free State and Northern Ireland in 1934. The Irish Free State, subsequently known in Britain as Eire (1937 to 1948), left the Commonwealth as the Republic of Ireland on January 1 1949.

          8: Malaya, North Borneo, Sarawak and Singapore federated as Malaysia in 1963. Singapore left the federation in 1965.

          9: Joined Canada in 1949.

          10: Southern Rhodesia and Northern Rhodesia federated with Nyasaland from 1953 as Rhodesia and Nyasaland which lasted till 1963.

          11: Divided into Southern Rhodesia and Northern Rhodesia in 1953.

          12: Competed from 19581962 as part of Rhodesia and Nyasaland.

          13: Zanzibar and Tanganyika federated to form Tanzania in 1964.

          14: Withdrew from the Commonwealth in 2003.



          


          Commonwealth nations/dependencies yet to send teams


          Very few Commonwealth dependencies and nations have yet to take part.


          
            	[image: Flag of Tokelau]Tokelau is expected to take part in the 2010 Games in Delhi.

          


          
            	[image: Flag of the Turkish Republic of Northern Cyprus] The Turkish Republic of Northern Cyprus have made applications to the CGF to send teams.

          


          
            	[image: Flag of the Pitcairn Islands] The Pitcairn Islands' tiny population (50 as of July 2007) would appear to prevent the overseas territory from competing.

          


          
            	Other states and territories with native populations within the Commonwealth that may be eligible include [image: Flag of the Cocos (Keeling) Islands]Cocos (Keeling) Islands.

          


          
            	It is also conceivable that any future members of the Commonwealth such as applicants [image: Flag of Yemen]Yemen may participate in future games.

          


          


          List of sports at the Commonwealth Games


          The current regulations state that a minimum of ten and no more than fifteen sports must be included in a Commonwealth Games schedule. There is a list of core sports, which must be included, and a further list of approved sports from which the host nation may choose to include. The host nation may also apply for the inclusion of other team sports to the CGF General Assembly, as the Melbourne organising committee did with basketball for the 2006 Games.


          The current core sports consist of athletics, aquatics (swimming, diving and synchronised swimming), lawn bowls, netball (for women) and rugby sevens (for men). These will all remain core sports until at least the 2014 Commonwealth Games.


          The approved list of sports also includes archery, badminton, billiards and snooker, boxing, canoeing, cycling, fencing, gymnastics, judo, rowing, sailing, shooting, squash, table tennis, tennis, ten-pin bowling, triathlon, weightlifting, and wrestling. Some of these are often included in the programme, while others, like billiards and sailing, have not yet been approved.


          In 2002, the CGF introduced the David Dixon Award for the outstanding athlete of the Games.


          There is also a requirement to include some events for Elite Athletes with a Disability (EAD). This was introduced in the 2002 Games.


          On November 18, 2006, tennis and archery were added to the list of disciplines for the 2010 games in New Delhi, bringing the total number of sports to 17. Billiards and snooker were considered but not accepted.


          


          Sports currently included


          The years, in brackets, show when the sports have appeared at the games.


          
            	Aquatics (1930)

              
                	Swimming


                	Synchronised swimming


                	Diving

              

            


            	Athletics (men: 1930, women: 1934)


            	Badminton (1966) (see also Medalists)


            	Basketball (2006)


            	Boxing (1930)


            	Cycling (1934)


            	
              Gymnastics (1978, 1990)

              
                	Rhythmic gymnastics (19941998, 2006)

              

            


            	Field hockey (1998) (see also Hockey at the Commonwealth Games)


            	Lawn bowls (19301962, 1972)


            	Netball (1998)


            	Rugby sevens (1998) (see also Commonwealth Rugby Sevens Championships)


            	Shooting (1966, 1974)


            	Squash (1998)


            	Table tennis (2002)


            	Triathlon (2002)


            	Weightlifting (1950)


            	Events for Athletes with a Disability (2002)

              
                	Athletics


                	Swimming


                	Table tennis


                	Powerlifting

              

            

          


          


          Events on hiatus


          
            	Archery (1982 probably 2010)


            	Cricket (1998)


            	Fencing (19501970) (See also Commonwealth Fencing Championships)


            	Freestyle wrestling (19301986, 1994, 2002,come back in 2010)


            	Judo (1990, 2002) (See also Commonwealth Judo Championships)


            	Rowing (1930, 19381962, 1986) (maybe held in 2014)


            	Ten-pin bowling (1998) (see also Commonwealth Tenpin Bowling Championships)

          


          


          Events which have not yet been held


          
            	Karate - see also Commonwealth Karate Championships


            	Tennis


            	Snooker


            	Yachting


            	Taekwondo - see also Commonwealth Taekwondo Championships


            	Water Polo


            	Lifesaving - see also Commonwealth Pool Lifesaving Championships
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          Communication is a process that allows organisms to exchange information by several methods. Exchange requires feedback. The word communication is also used in the context where little or no feedback is expected such as broadcasting, or where the feedback may be delayed as the sender or receiver use different methods, technologies, timing and means for feedback.


          Communication is the articulation of sending a message, whether it be verbal or nonverbal, so long as a being transmits a thought provoking idea, gesture, action, etc. . .


          Communication is the process by which any message is given or received through talking, writing, or making gestures.


          There are auditory means, such as speaking,singing and sometimes tone of voice, and nonverbal, physical means, such as body language, sign language, paralanguage, touch, eye contact, or the use of writing.


          Communication happens at many levels (even for one single action), in many different ways, and for most beings, as well as certain machines. Several, if not all, fields of study dedicate a portion of attention to communication, so when speaking about communication it is very important to be sure about what aspects of communication one is speaking about. Definitions of communication range widely, some recognizing that animals can communicate with each other as well as human beings, and some are more narrow, only including human beings within the parameters of human symbolic interaction.


          Nonetheless, communication is usually described along a few major dimensions:


          
            	Content (what type of things are communicated)


            	Source/Emisor/Sender/ Encoder (by whom)


            	Form (in which form)


            	Channel (through which medium)


            	Destination/Receiver/Target/ Decoder (to whom)


            	Purpose/Pragmatic aspect

          


          

          Between parties, communication includes acts that confer knowledge and experiences, give advice and commands, and ask questions. These acts may take many forms, in one of the various manners of communication. The form depends on the abilities of the group communicating. Together, communication content and form make messages that are sent towards a destination. The target can be oneself, another person or being , another entity (such as a corporation or group of beings).


          Depending on the focus (who, what, in which form, to whom, to which effect), there exist various classifications. Some of those systematical questions are elaborated in Communication theory.


          


          Communication as information transmission


          Communication: transmitting a message with the expectation of some kind of response. This can be interpersonal or intrapersonal.


          

          Communication can be seen as processes of information transmission governed by three levels of semiotic rules:


          
            	Syntactic (formal properties of signs and symbols),


            	pragmatic (concerned with the relations between signs/expressions and their users) and


            	semantic (study of relationships between signs and symbols and what they represent).

          


          Therefore, communication is social interaction where at least two interacting agents share a common set of signs and a common set of semiotic rules. (This commonly held rule in some sense ignores autocommunication, including intrapersonal communication via diaries or self-talk).


          
            [image: Communication major dimensions scheme]
          


          
            [image: Communication code scheme]
          


          In a simple model, information or content (e.g. a message in natural language) is sent in some form (as spoken language) from an emisor/ sender/ encoder to a destination/ receiver/ decoder. In a slightly more complex form a sender and a receiver are linked reciprocally.


          A particular instance of communication is called a speech act. In the presence of " communication noise" on the transmission channel (air, in this case), reception and decoding of content may be faulty, and thus the speech act may not achieve the desired effect.


          Dialogue is a form of communication in which both the parties are involved in sending and receiving information.


          Theories of coregulation describe communication as a creative and dynamic continuous process, rather than a discrete exchange of information.


          Nonverbal communication is the act of imparting or interchanging thoughts, posture, opinions or information without the use of words, using gestures, sign language, facial expressions and body language instead.


          


          Information exchange between living organisms


          Communication in many of its facets is not limited to humans, or even to primates. Every information exchange between living organisms  i.e. transmission of signals involving a living sender and receiver  can be considered a form of communication. Thus, there is the broad field of animal communication, which encompasses most of the issues in ethology. On a more basic level, there is cell signaling, cellular communication, and chemical communication between primitive organisms like bacteria, and within the plant and fungal kingdoms. All of these communication processes are sign-mediated interactions with a great variety of distinct coordinations.


          


          Animal communication


          Animal communication is any behaviour on the part of one animal that has an effect on the current or future behaviour of another animal. Of course, human communication can be subsumed as a highly developed form of animal communication. The study of animal communication, called zoosemiotics (distinguishable from anthroposemiotics, the study of human communication) has played an important part in the development of ethology, sociobiology, and the study of animal cognition.This is quite evident as humans are able to communicate with animals especially dolphins and other animals used in circuses however these animals have to learn a special means of communication.


          Animal communication, and indeed the understanding of the animal world in general, is a rapidly growing field, and even in the 21st century so far, many prior understandings related to diverse fields such as personal symbolic name use, animal emotions, animal culture and learning, and even sexual conduct, long thought to be well understood, have been revolutionized.


          


          Plant communication


          Plant communication is observed (a) within the plant organism, i.e. within plant cells and between plant cells, (b) between plants of the same or related species and (c) between plants and non-plant organisms, especially in the rootzone. Plant roots communicate in parallel with rhizobia bacteria, with fungi and with insects in the soil. This parallel sign-mediated interactions which are governed by syntactic, pragmatic and semantic rules are possible because of the decentralized "nervous system" of plants. As recent research shows 99% of intraorganismic plant communication processes are neuronal-like. Plants also communicate via volatiles in the case of herbivory attack behaviour to warn neighboring plants. In parallel they produce other volatiles which attract parasites which attack these herbivores. In stress situations plants can overwrite the genetic code they inherited from their parents and revert to that of their grand- or great-grandparents.


          


          Bacteria communication


          There are communication processes between different species of bacteria and between bacteria and non bacterial life such as eukaryotic hosts. Beneath the semiochemicals necessary for developmental processes of bacterial communities such as division, sporulation, and synthesis of secondary metabolites there are physical contact-mediated behavioral patterns being important in biofilm organisation. There are three classes of signalling molecules for different purposes, i.e. signalling within the organism to coordinate gene expressions to generate adequate response behavior, signalling between same or related and different species. The most popular communicative behavior is quorum sensing. Quorum sensing is the term for description of sign-mediated interactions in which chemical molecules are produced and secreted by bacteria. They are recognized of the bacterial community dependent on a critical concentration and in a special ratio to the population density. These molecules trigger the expression of a great variety of gene transcriptions. The semiochemicals used by bacteria are of great variety, especially because some signalling molecules are multiple re-usable components. Today three kinds of communicative goals are distinguished: (A) reciprocal communication, active sign-mediated interactions which is beneficial for both interacting parts; (B) messages which are produced as response on a triggering event which may be an indicator for a receiver which was not specially targeted by the producer. A coincidental event which is neutral  except of the energy costs of production  to the producer but beneficial for the receiver; (C) signalling to manipulate the receiver, i.e. to cause a response behavior which is onesided beneficial to the producer and harms the receivers often in that they behave against their normal goals. The three classes of bacteria communication enable bacteria to generate and coordinate different behavioural patterns: self and non-self identification, i.e. identification of other colonies and measurement of their size, pheromone based courtship for mating, alteration of colony structure in formatting of fruiting bodies, initiation of developmental and growth processes e.g. sporulation.


          


          Fungal communication


          Fungi communicate to coordinate and organize their own growth and development such as the formation of mycelia and fruiting bodies. Additionally fungi communicate with same and related species as well as with nonfungal organisms in a great variety of symbiotic interactions, especially with bacteria, unicellular eukaryotes, plants and insects. The used semiochemicals are of biotic origin and they trigger the fungal organism to react in a specific manner, in difference while to even the same chemical molecules are not being a part of biotic messages doesnt trigger to react the fungal organism. It means, fungal organisms are competent to identify the difference of the same molecules being part of biotic messages or lack of these features. So far five different primary signalling molecules are known that serve to coordinate very different behavioral patterns such as filamentation, mating, growth, pathogenicity. Behavioural coordination and the production of such substances can only be achieved through interpretation processes: self or non-self, abiotic indicator, biotic message from similar, related, or non-related species, or even noise, i.e., similar molecules without biotic content.


          


          Language


          A language is a syntactically organized system of signals, such as voice sounds, intonations or pitch, gestures or written symbols which communicate thoughts or feelings. If a language is about communicating with signals, voice, sounds, gestures, or written symbols, can animal communications be considered as a language? Animals do not have a written form of a language, but use a language to communicate with each another. In that sense, an animal communication can be considered as a separated language.


          Human spoken and written languages can be described as a system of symbols (sometimes known as lexemes) and the grammars ( rules) by which the symbols are manipulated. The word "language" is also used to refer to common properties of languages.


          Language learning is normal in human childhood. Most human languages use patterns of sound or gesture for symbols which enable communication with others around them. There are thousands of human languages, and these seem to share certain properties, even though many shared properties have exceptions.


          There is no defined line between a language and a dialect, but linguist Max Weinreich is credited as saying that " a language is a dialect with an army and a navy".


          Constructed languages such as Esperanto, programming languages, and various mathematical formalisms are not necessarily restricted to the properties shared by human languages. Egan's soler theory this theory has 5 stages 1. face squarely 2. open posture 3. lean forward 4. use eye contact 5. relax All the above about egan's solar theory comes from health and social care advanced level, published in 2002 by heinmann written by N.Moomie


          Communication Strategies


          For effective communication in specialized contexts, certain strategies can be taken that will help people achieve their goals and can be seen as techniques for attaining the purpose of communication.


          


          Marketing


          Below is a list with explanations of communication strategies used in marketing and selling:


          
            	Adaptive Innovation


            	Building or improving products, services, and processes while working with a customer versus building products or services outside a customer engagement. Relates to service companies working with large enterprises.


            	Entrepreneurial Management


            	Describes a business where the employees are expected to work and relate to each other as self driven business partners versus expecting to be mentored by a command and control management structure. This assumes the phrase, "be the leader you seek."


            	One Voice


            	A skill used to manage customer team meetings where one person is designated the leader and other team members direct all their comments and questions through the designated OneVoice speaker rather than to the customer(s).


            	ShowTime


            	A term related to business people being "on stage" at all times during a meeting or customer visit.


            	Strategic speed


            	A term related to working fast and smart, constantly looking for opportunities to improve and innovate.


            	Discipline of Dialogue


            	A term related to controlling your words and conversations during a business meeting or presentation.

          


          


          Care


          SOLER (Egan, 1986) is a technique used by care workers. It helps clients or patients to feel safe and to trust the care-giver, and assists in effective communication. SOLER means:


          
            	S  Sit squarely in relation to the patient


            	O  Open position


            	L  Lean slightly towards the patient


            	E  Eye contact


            	R  Relax

          


          


          Metacommunication


          Metacommunication is the process of communicating about communication, for example, to discuss a past conversation and to determine the meanings behind certain words, phrases, etc.. It can be used as a tool for sense making, or for better understanding events, places, people, relationships, etc.. The ability to communicate on the meta-level requires introspection and, more specifically what is called metacommunicative competence. It is not a distinct form of communication as seen from the five aspects mentioned in the introduction.


          
            	Episodic Level Metacommunication

          


          The events occurring within a given communicative episode help the participants make relational sense out of the experience. eg. "This is an order", "Please", or "I am Joking". Different levels at which people reflect on their communication: 1) Labels what kind of message he sends and how serious he is. 2) Says why he/she sent the message. 3) Says why he sent the message by referring to the other's wishes. 4) Says why he sent the message by referring to a request of the other. 5) Says why he sent the message referring ot the kind of response he was trying to elicit. 6) Says what he was trying to get the other to do.


          
            Retrieved from " http://en.wikipedia.org/wiki/Communication"
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          Communism is a socioeconomic structure that promotes the establishment of a classless, stateless society based on common ownership of the means of production. It is usually considered a branch of the broader socialist movement that draws on the various political and intellectual movements that trace their origins back to the work of Karl Marx. Opponents say that communism is an ideology, whereas promoters say that it is the only political system without ideology, because it is the consequence of historical materialism and the revolution of the proletariat.


          
            
              	

              	
                The Communists... are on the one hand, practically, the most advanced and resolute section of the working-class parties of every country, that section which pushes forward all others; on the other hand, theoretically, they have over the great mass of the proletariat the advantage of clearly understanding the lines of march, the conditions, and the ultimate general results of the proletarian movement.

                The immediate aim of the Communists is the same as that of all other proletarian parties: formation of the proletariat into a class, overthrow of the bourgeois State, conquest of political power by the proletariat. - Karl Marx, Communist Manifesto, 1848

              

              	
            

          


          Although many forms of communism, such as Leninism, Trotskyism and Luxemburgism, are based on Marxism and Karl Marx is sometimes known as the "father of Communism", non-Marxist versions of communism (such as Christian communism and anarchist communism) also exist.


          


          Background
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          Communism as a political goal is a form of future social organization, although Marxists have described early forms of human social organization as " primitive communism". Self-identified communists hold a variety of views, including Marxism-Leninism, Trotskyism, council communism, Luxemburgism, anarchist communism, Christian communism, and various currents of left communism. However, the offshoots of the Marxist-Leninist interpretations of Marxism are the most well-known of these and have been a driving force in international relations during most of the 20th century.


          Karl Marx held that society could not be transformed from the capitalist mode of production to the advanced communist mode of production all at once, but required a transitional period which Marx described as the revolutionary dictatorship of the proletariat, the first stage of communism. The communist society Marx envisioned emerging from capitalism has never been implemented, and it remains theoretical; Marx, in fact, commented very little on what communist society would actually look like. However, the term "Communism", especially when it is capitalized, is often used to refer to the political and economic regimes under Communist parties that claimed to embody the dictatorship of the proletariat.


          In the late 19th century, Marxist theories motivated socialist parties across Europe, although their policies later developed along the lines of " reforming" capitalism, rather than overthrowing it. One exception was the Bolshevik faction of the Russian Social Democratic Labour Party headed by Vladimir Lenin, succeeded in taking control of the country after the toppling of the Provisional Government in the Russian Revolution of 1917. In 1918, this party changed its name to the Communist Party, thus establishing the contemporary distinction between Communism and other trends of socialism.


          After the success of the October Revolution in Russia, many socialist parties in other countries became Communist parties, signaling varying degrees of allegiance to the new Communist Party of the Soviet Union. After World War II, Communists consolidated power in Eastern Europe, and in 1949, the Communist Party of China (CPC) led by Mao Zedong established the People's Republic of China, which would later follow its own ideological path of Communist development. Among the other countries in the Third World that adopted a pro-Communist government at some point were Cuba, North Korea, North Vietnam, Laos, Angola, and Mozambique. By the early 1980s almost one-third of the world's population lived in Communist states.


          Communists themselves repudiate the usage of the term "communist state", as a communist society by their definition is a state-less society. The terms used by the communist movement to describe these states are either socialist states or 'people's democracies'.


          Since the early 1970s, the term Eurocommunism was used to refer to the policies of reformist Communist parties in western Europe, break with the tradition of uncritical and unconditional support of the Soviet Union. Such parties were politically active and electorally significant in Italy ( PCI), France ( PCF), and Spain ( PCE).


          There is a history of anti-communism in the United States, which manifested itself in the Sedition Act of 1918, the subsequent Palmer Raids, and the later period of McCarthyism.


          With the decline of the Communist governments in Eastern Europe from the late 1980s and the breakup of the Soviet Union on December 9, 1991, Communism's influence has decreased dramatically in Europe. However, around a quarter of the world's population still lives in Communist states, mostly in the People's Republic of China. There are also communist movements in Latin America and South Asia that have significant popular support. However, even single-party Communist states like China and Vietnam have adopted capitalist economic mechanisms in certain limited ways, which some observers say is at odds with the original socialist ideals of communism.


          


          Early communism


          Karl Marx saw primitive communism as the original, hunter-gatherer state of humankind from which it arose. For Marx, only after humanity was capable of producing surplus, did private property develop.


          In the history of Western thought, certain elements of the idea of a society based on common ownership of property can be traced back to ancient times . Examples include the Spartacus slave revolt in Rome.


          At one time or another, various small communist communities existed, generally under the inspiration of Scripture. In the medieval Christian church, for example, some monastic communities and religious orders shared their land and other property. (See religious communism and Christian communism) These groups often believed that concern with private property was a distraction from religious service to God and neighbour.


          Communist thought has also been traced back to the work of 16th century English writer Thomas More. In his treatise Utopia (1516), More portrayed a society based on common ownership of property, whose rulers administered it through the application of reason. In the 17th century, communist thought arguably surfaced again in England. In 17th century England, a Puritan religious group known as the Diggers advocated the abolition of private ownership of land. Eduard Bernstein, in his 1895 Cromwell and Communism argued that several groupings in the English Civil War, especially the Diggers espoused clear communistic, agrarian ideals, and that Oliver Cromwell's attitude to these groups was at best ambivalent and often hostile.


          Criticism of the idea of private property continued into the Age of Enlightenment of the 18th century, through such thinkers as Jean Jacques Rousseau in France. Later, following the upheaval of the French Revolution, communism emerged as a political doctrine. Franois Nol Babeuf, in particular, espoused the goals of common ownership of land and total economic and political equality among citizens.


          Various social reformers in the early 19th century founded communities based on common ownership. But unlike many previous communist communities, they replaced the religious emphasis with a rational and philanthropic basis. Notable among them were Robert Owen, who founded New Harmony in Indiana (1825), and Charles Fourier, whose followers organized other settlements in the United States such as Brook Farm (184147). Later in the 19th century, Karl Marx described these social reformers as " utopian socialists" to contrast them with his program of " scientific socialism" (a term coined by Friedrich Engels). Other writers described by Marx as "utopian socialists" included Charles Fourier and Saint-Simon.


          In its modern form, communism grew out of the socialist movement of 19th century Europe. (Encarta) As the Industrial Revolution advanced, socialist critics blamed capitalism for the misery of the proletariat  a new class of urban factory workers who labored under often-hazardous conditions. Foremost among these critics were the German philosopher Karl Marx and his associate Friedrich Engels. In 1848 Marx and Engels offered a new definition of communism and popularized the term in their famous pamphlet The Communist Manifesto. Engels, who lived in Manchester, observed the organization of the Chartist movement (see History of British socialism), while Marx departed from his university comrades to meet the proletariat in France and Germany.


          


          Emergence of modern communism
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          Marxism


          Like other socialists, Marx and Engels sought an end to capitalism and the systems which they perceived to be responsible for the exploitation of workers. But whereas earlier socialists often favored longer-term social reform, Marx and Engels believed that popular revolution was all but inevitable, and the only path to socialism.


          According to the Marxist argument for communism, the main characteristic of human life in class society is alienation; and communism is desirable because it entails the full realization of human freedom. Marx here follows Georg Wilhelm Friedrich Hegel in conceiving freedom not merely as an absence of restraints but as action with content. (McLean and McMillan, 2003) They believed that communism allowed people to do what they want, but also put humans in such conditions and such relations with one another that they would not wish to exploit, or have any need to. Whereas for Hegel the unfolding of this ethical life in history is mainly driven by the realm of ideas, for Marx, communism emerged from material forces, particularly the development of the means of production. (McLean and McMillan, 2003)


          Marxism holds that a process of class conflict and revolutionary struggle will result in victory for the proletariat and the establishment of a communist society in which private ownership is abolished over time and the means of production and subsistence belong to the community. Marx himself wrote little about life under communism, giving only the most general indication as to what constituted a communist society. It is clear that it entails abundance in which there is little limit to the projects that humans may undertake. In the popular slogan that was adopted by the communist movement, communism was a world in which each gave according to their abilities, and received according to their needs.' The German Ideology (1845) was one of Marx's few writings to elaborate on the communist future:

          



          
            "In communist society, where nobody has one exclusive sphere of activity but each can become accomplished in any branch he wishes, society regulates the general production and thus makes it possible for me to do one thing today and another tomorrow, to hunt in the morning, fish in the afternoon, rear cattle in the evening, criticise after dinner, just as I have a mind, without ever becoming hunter, fisherman, herdsman or critic."

          


          Marx's lasting vision was to add this vision to a theory of how society was moving in a law-governed way toward communism, and, with some tension, a political theory that explained why revolutionary activity was required to bring it about. (McLean and McMillan, 2003)


          In the late 19th century the terms "socialism" and "communism" were often used interchangeably. (Encarta) However, Marx and Engels argued that communism would not emerge from capitalism in a fully developed state, but would pass through a "first phase" in which most productive property was owned in common, but with some class differences remaining. The "first phase" would eventually give way to a "higher phase" in which class differences were eliminated, and a state was no longer needed. Lenin frequently used the term "socialism" to refer to Marx and Engels' supposed "first phase" of communism and used the term "communism" interchangeably with Marx and Engels' "higher phase" of communism.


          These later aspects, particularly as developed by Lenin, provided the underpinning for the mobilizing features of 20th century Communist parties. Later writers such as Louis Althusser and Nicos Poulantzas modified Marx's vision by allotting a central place to the state in the development of such societies, by arguing for a prolonged transition period of socialism prior to the attainment of full communism.


          


          Other currents


          Some of Marx's contemporaries espoused similar ideas, but differed in their views of how to reach to a classless society. Following the split between those associated with Marx and Mikhail Bakunin at the First International, the anarchists formed the International Workers Association. Anarchists argued that capitalism and the state were inseparable and that one could not be abolished without the other. Anarchist-communists such as Peter Kropotkin theorized an immediate transition to one society with no classes. Anarcho-syndicalism became one of the dominant forms of anarchist organization, arguing that labor unions, as opposed to Communist parties, are the organizations that can change society. Consequently, many anarchists have been in opposition to Marxist communism to this day.


          


          Growth of modern communism


          
            [image: Vladimir Lenin following his return to Petrograd]

            
              Vladimir Lenin following his return to Petrograd
            

          


          In the late 19th century Russian Marxism developed a distinct character. The first major figure of Russian Marxism was Georgi Plekhanov. Underlying the work of Plekhanov was the assumption that Russia, less urbanized and industrialized than Western Europe, had many years to go before society would be ready for proletarian revolution could occur, and a transitional period of a bourgeois democratic regime would be required to replace Tsarism with a socialist and later communist society. (EB)


          In Russia, the 1917 October Revolution was the first time any party with an avowedly Marxist orientation, in this case the Bolshevik Party, seized state power. The assumption of state power by the Bolsheviks generated a great deal of practical and theoretical debate within the Marxist movement. Marx predicted that socialism and communism would be built upon foundations laid by the most advanced capitalist development. Russia, however, was one of the poorest countries in Europe with an enormous, largely illiterate peasantry and a minority of industrial workers. Marx had explicitly stated that Russia might be able to skip the stage of bourgeois capitalism. Other socialists also believed that a Russian revolution could be the precursor of workers' revolutions in the West.


          The moderate Mensheviks opposed Lenin's Bolshevik plan for socialist revolution before capitalism was more fully developed. The Bolsheviks' successful rise to power was based upon the slogans "peace, bread, and land" and "All power to the Soviets", slogans which tapped the massive public desire for an end to Russian involvement in the First World War, the peasants' demand for land reform, and popular support for the Soviets.


          The usage of the terms "communism" and "socialism" shifted after 1917, when the Bolsheviks changed their name to the Communist Party and installed a single party regime devoted to the implementation of socialist policies under Leninism. The Second International had dissolved in 1916 over national divisions, as the separate national parties that composed it did not maintain a unified front against the war, instead generally supporting their respective nation's role. Lenin thus created the Third International (Comintern) in 1919 and sent the Twenty-one Conditions, which included democratic centralism, to all European socialist parties willing to adhere. In France, for example, the majority of the SFIO socialist party split in 1921 to form the SFIC (French Section of the Communist International). Henceforth, the term "Communism" was applied to the objective of the parties founded under the umbrella of the Comintern. Their program called for the uniting of workers of the world for revolution, which would be followed by the establishment of a dictatorship of the proletariat as well as the development of a socialist economy. Ultimately, if their program held, there would develop a harmonious classless society, with the withering away of the state.


          During the Russian Civil War (1918-1922), the Bolsheviks nationalized all productive property and imposed a policy of war communism, which put factories and railroads under strict government control, collected and rationed food, and introduced some bourgeois management of industry. After three years of war and the 1921 Kronstadt rebellion, Lenin declared the New Economic Policy (NEP) in 1921, which was to give a "limited place for a limited time to capitalism." The NEP lasted until 1928, when Joseph Stalin achieved party leadership, and the introduction of the first Five Year Plan spelled the end of it. Following the Russian Civil War, the Bolsheviks formed in 1922 the Union of Soviet Socialist Republics (USSR), or Soviet Union, from the former Russian Empire.


          Following Lenin's democratic centralism, the Communist parties were organized on a hierarchical basis, with active cells of members as the broad base; they were made up only of elite cadres approved by higher members of the party as being reliable and completely subject to party discipline.


          The Soviet Union and other countries ruled by Communist parties are often described as Communist states with state socialist economic bases. This usage indicates that they proclaim that they have realized part of the socialist program by abolishing the private control of the means of production and establishing state control over the economy; however, they do not declare themselves truly communist, as they have not established communal ownership of property.


          


          Marxism-Leninism


          Marxist-Leninism is a version of socialism, with some important modifications, adopted by the Soviet Union under Stalin. It shaped the Soviet Union and influenced Communist Parties worldwide. It was heralded as a possibility of building communism via a massive program of industrialization and collectivization. The rapid development of industry, and above all the victory of the Soviet Union in the Second World War, maintained that vision throughout the world, even around a decade following Stalin's death, when the party adopted a program in which it promised the establishment of communism within thirty years.


          However, under Stalin's leadership, some claimed that evidence emerged that dented faith in the possibility of achieving communism within the framework of the Soviet model. Later, growth declined, and rent-seeking and corruption by state officials increased.


          Under Stalin, the Communist Party of the Soviet Union adopted the theory of " socialism in one country" and claimed that, due to the " aggravation of class struggle under socialism", it was possible, even necessary, to build socialism alone in one country, the USSR.


          


          Maoism


          Maoism is the Marxist Leninist trend associated with Mao Zedong. After the death of Stalin in 1953, the Soviet Union's new leader, Nikita Khrushchev, denounced Stalin's crimes and his cult of personality. He called for a return to the principles of Lenin, thus presaging some change in Communist methods. However, Khrushchev's reforms heightened ideological differences between the People's Republic of China and the Soviet Union, which became increasingly apparent in the 1960s. As the Sino-Soviet Split in the international Communist movement turned toward open hostility, China portrayed itself as a leader of the underdeveloped world against the two superpowers, the United States and the Soviet Union.


          Parties and groups that supported the Communist Party of China (CPC) in their criticism against the new Soviet leadership proclaimed themselves as 'anti-revisionist' and denounced the CPSU and the parties aligned with it as revisionist "capitalist-roaders." The Sino-Soviet Split resulted in divisions amongst communist parties around the world. Notably, the Party of Labour of Albania sided with the People's Republic of China. Effectively, the CPC under Mao's leadership became the rallying forces of a parallel international Communist tendency. The ideology of CPC, Marxism-Leninism-Mao Zedong Thought (generally referred to as 'Maoism'), was adopted by many of these groups.


          After the death of Mao and the takeover of Deng Xiaoping, the international Maoist movement diverged. One sector accepted the new leadership in China, a second renounced the new leadership and reaffirmed their commitment to Mao's legacy, and a third renounced Maoism altogether and aligned with the Albanian Party of Labour.


          


          Pro-Albanian Marxism-Leninism


          Another variant of Marxism Leninism appeared after the ideological row between the Communist Party of China and the Party of Labour of Albania in 1978. The Albanians rallied a new separate international tendency. This tendency would demarcate itself by a strict defense of the legacy of Joseph Stalin and fierce criticism of virtually all other Communist groupings. The Albanians were able to win over a large share of the Maoists in Latin America, most notably the Communist Party of Brazil. This tendency has occasionally been labeled as 'Hoxhaism' after the Albanian Communist leader Enver Hoxha.


          After the fall of the Communist government in Albania, the pro-Albanian parties are grouped around an international conference and the publication 'Unity and Struggle'. Another important institution for them is the biannual International Anti-Imperialist and Anti-Fascist Youth Camp, which was initiated in 1970s.


          


          Trotskyism
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          Trotsky and his supporters organized into the Left Opposition, and their platform became known as Trotskyism. Stalin eventually succeeded in gaining control of the Soviet regime, and their attempts to remove Stalin from power resulted in Trotsky's exile from the Soviet Union in 1929. During Trotsky's exile, world communism fractured into two distinct branches: Marxism-Leninism and Trotskyism. Trotsky later founded the Fourth International, a Trotskyist rival to the Comintern, in 1938.


          Trotskyist ideas have continually found a modest echo among political movements in some countries in Latin America and Asia, especially in Argentina, Brazil, Bolivia and Sri Lanka. Many Trotskyist organizations are also active in more stable, developed countries in North America and Western Europe. Today, Trotskyists are organized in various international organizations and tendencies.


          However, as a whole, Trotsky's theories and attitudes were never accepted in worldwide mainstream Communist circles after Trotsky's expulsion, either within or outside of the Soviet bloc. This remained the case even after the Secret Speech and subsequent events critics claim exposed the fallibility of Stalin. Today there are areas of the world where Trotskyist movements are rather large. However, Trotskyist movements have never coalesced in a mass movement that has seized state power.


          Some criticize Trotskyism as incapable of using concrete analysis on its theories, rather resorting to phrases and abstract notions.


          


          Cold War years
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          By virtue of the Soviet Union's victory in the Second World War in 1945, the Soviet Army had occupied nations in both Eastern Europe and East Asia; as a result, communism as a movement spread to many new countries. This expansion of communism both in Europe and Asia gave rise to a few different branches of its own, such as Maoism.


          Communism had been vastly strengthened by the winning of many new nations into the sphere of Soviet influence and strength in Eastern Europe. Governments modeled on Soviet Communism took power with Soviet assistance in Bulgaria, Czechoslovakia, East Germany, Poland, Hungary and Romania. A Communist government was also created under Marshal Tito in Yugoslavia, but Tito's independent policies led to the expulsion of Yugoslavia from the Cominform, which had replaced the Comintern. Titoism, a new branch in the world communist movement, was labeled deviationist. Albania also became an independent Communist nation after World War II.


          By 1950 the Chinese Communists held all of Mainland China, thus controlling the most populous nation in the world. Other areas where rising Communist strength provoked dissension and in some cases led to actual fighting include the Korean Peninsula, Laos, many nations of the Middle East and Africa, and, especially, Vietnam (see Vietnam War). With varying degrees of success, Communists attempted to unite with nationalist and socialist forces against what they saw as Western imperialism in these poor countries.


          


          After the collapse of the Soviet Union


          
            [image: Communists marching in France on May 1, 2007]

            
              Communists marching in France on May 1, 2007
            

          


          In 1985, Mikhail Gorbachev became leader of the Soviet Union and relaxed central control, in accordance with reform policies of glasnost (openness) and perestroika (restructuring). The Soviet Union did not intervene as Poland, East Germany, Czechoslovakia, Bulgaria, Romania, and Hungary all abandoned Communist rule by 1990. In 1991, the Soviet Union itself dissolved.


          By the beginning of the 21st century, states controlled by Communist parties under a single-party system include the People's Republic of China, Cuba, Laos, North Korea, and Vietnam. Communist parties, or their descendant parties, remain politically important in many countries. President Vladimir Voronin of Moldova is a member of the Party of Communists of the Republic of Moldova, but the country is not run under single-party rule. In South Africa, the Communist Party is a partner in the ANC-led government. In India, as of 2007, the national government relies on outside support from the communist parties and communists lead the governments of three states, with a combined population of more than 115 million. In Nepal, communists hold a majority in the interim parliament.


          The People's Republic of China has reassessed many aspects of the Maoist legacy; and the People's Republic of China, Laos, Vietnam, and, to a far lesser degree, Cuba have reduced state control of the economy in order to stimulate growth. The People's Republic of China runs Special Economic Zones dedicated to market-oriented enterprise, free from central government control. Several other communist states have also attempted to implement market-based reforms, including Vietnam. Officially, the leadership of the People's Republic of China refers to its policies as " Socialism with Chinese characteristics."


          Theories within Marxism as to why communism in Eastern Europe was not achieved after socialist revolutions pointed to such elements as the pressure of external capitalist states, the relative backwardness of the societies in which the revolutions occurred, and the emergence of a bureaucratic stratum or class that arrested or diverted the transition press in its own interests. (Scott and Marshall, 2005) Marxist critics of the Soviet Union, most notably Trotsky, referred to the Soviet system, along with other Communist states, as " degenerated" or " deformed workers' states," arguing that the Soviet system fell far short of Marx's communist ideal and he claimed working class was politically dispossessed. The ruling stratum of the Soviet Union was held to be a bureaucratic caste, but not a new ruling class, despite their political control. They called for a political revolution in the USSR and defended the country against capitalist restoration. Others, like Tony Cliff, advocated the theory of state capitalism, which asserts that the bureaucratic elite acted as a surrogate capitalist class in the heavily centralized and repressive political apparatus.


          Non-Marxists, in contrast, have often applied the term to any society ruled by a Communist Party and to any party aspiring to create a society similar to such existing nation-states. In the social sciences, societies ruled by Communist Parties are distinct for their single party control and their socialist economic bases. While anticommunists applied the concept of " totalitarianism" to these societies, many social scientists identified possibilities for independent political activity within them, and stressed their continued evolution up to the point of the dissolution of the Soviet Union and its allies in Eastern Europe during the late 1980s and early 1990s.


          Today, Marxist revolutionaries are conducting armed insurgencies in India, Philippines, Iran, Turkey, and Colombia.


          


          Criticism of communism


          A diverse array of writers and political activists have published criticism of communism, such as:


          
            	Soviet bloc dissidents Lech Wałęsa, Aleksandr Solzhenitsyn and Vclav Havel;


            	Social theorists Hannah Arendt, Raymond Aron, Ralf Dahrendorf, Seymour Martin Lipset, and Karl Wittfogel;


            	Economists Ludwig von Mises, Friedrich Hayek, and Milton Friedman;


            	Historians and social scientists Robert Conquest, Stphane Courtois, Richard Pipes, and R. J. Rummel;


            	Anti-Stalinist leftists Ignazio Silone, George Orwell, Saul Alinsky, Richard Wright, Arthur Koestler, and Bernard-Henri Levy;


            	Novelist and Philosopher Ayn Rand; and


            	Philosophers Leszek Kołakowski and Karl Popper.

          


          Most of this criticism is on the policies adopted by one-party states ruled by Communist parties (known as " Communist states"). Critics are specially focused on their economic performance and human rights records. Some writers, such as Courtois, argue that the actions of Communist states were the inevitable (though sometimes unintentional) result of Marxist principles; thus, these authors present the events occurring in those countries, particularly under Stalin and Mao, as an argument against Marxism itself. Some critics were former Marxists, such as Wittfogel, who applied Marx's concept of " Oriental despotism" to Communist states such as the Soviet Union, and Silone, Wright, Koestler (among other writers) who contributed essays to the book The God that Failed (the title refers not to the Christian God but to Marxism).


          There have also been more direct criticisms of Marxism, such as criticisms of the labor theory of value or Marx's predictions. Nevertheless, Communist parties outside of the Warsaw Pact, such as the Communist parties in Western Europe, Asia, Latin America, and Africa, differed greatly. Thus a criticism that is applicable to one such party is not necessarily applicable to another.


          Economic criticisms of communal property are described under criticisms of socialism.


          


          Comparing Communism to communism


          According to the 1996 third edition of Fowler's Modern English Usage, communism and derived words are written with the lower case c except when they refer to a political party of that name, a member of that party, or a government led by such a party, in which case the word is written "Communist" (with an upper case C). Thus, one may be a communist (an advocate of communism) without being a Communist (a member of a Communist Party or another similar organization).


          Other sources do not back up this claim in the change of the English language as few follow this rule in academic or scholarly sources.
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          In modern usage, the term communist party is generally used to identify any government which has adopted communist ideology. However, the Leninist concept of a communist party includes not only ideological orientation, but also a wide set of organizational policies.


          The communist party is, at least according to Leninist theory, the vanguard party of the working class. Lenin's theories on the role of the communist party were developed as the Russian Social Democracy was bifurcated into Bolsheviks and Mensheviks. Lenin, who was the leader of the Bolshevik ('majority') faction argued that the revolutionary party should be a well-knit vanguardist party with a centralized political command and a strict cadre policy whereas the Menshevik ('minority') faction argued that the party should be a broad-based mass movement. The Bolshevik party, which eventually transformed into the Communist Party of the Soviet Union, took power in Russia after the October Revolution. With the creation of the Communist International, the Leninist concept of Party Building was copied by emerging communist parties worldwide.


          There currently exist hundreds, if not thousands, of communist parties, large and small, throughout the world. Their success rates vary widely: some are growing; others are in decline. In five countries (China, Cuba, DPR Korea, Laos, and Vietnam) communist parties retain dominance over the state. See the List of Communist Parties for details on the communist parties of today.


          


          Structure of Communist parties


          
            	See: democratic centralism.

          


          In theory, a party congress would elect a Central Committee to execute the will of the Congress between meetings. The Central Committee would elect a much smaller Politburo to elect a general secretary and handle day-to-day operations. In practice in many countries where communist parties were in government, the flow of power often became the reverse: the Politburo became self-perpetuating, and controlled the composition of the Central Committee, which in turn controlled the party congresses.


          Some contemporary communist parties still hold to the democratic centralist tradition. Others have abandoned democratic centralism, often accompanied by a renouncing of Marxism-Leninism overall.


          


          Mass organizations


          As the membership of the communist party itself was to be limited to active cadres, there was a need for networks of separate organizations to mobilize mass support for the party. Typically communist parties have built up various front organizations, whose membership is often open to non-communists. In many countries the single most important front organization of the communist parties has been its youth wing. During the time of the Communist International the youth leagues were explicit communist organizations, using the name 'Young Communist League'. Later the youth league concept was broadened in many countries, and names like 'Democratic Youth League' were adopted.


          Other organizations often connected to communist parties includes trade unions, student, women's, peasant's and cultural organizations. Traditionally these mass organizations were politically subordinated to the political leadership of the party. However, in many contemporary cases mass organizations founded by communists have acquired a certain degree of independence. In some cases mass organizations have outlived the communist parties in question.


          At the international level, the Communist International organized various international front organizations (linking national mass organizations with each other), such as the Young Communist International, Profintern, Krestintern, International Red Aid, Sportintern, etc.. These organizations were dissolved in the process of deconstruction of the Communist International. After the Second World War new international coordination bodies were created, such as the World Federation of Democratic Youth, International Union of Students, World Federation of Trade Unions, Womens International Democratic Federation and World Peace Council.


          


          Basis of the Communist organization


          1. Communist organisation must be adapted to the specific historical circumstances of the country in which it operates, and to the specific conditions and purpose of its activity. (It's no use, for example, expecting industrial workers to lead the revolution in a nation composed of small farmers and shopkeepers).


          2. Common to all Communist organisation is the working class struggle. In other words, the fundamental political task of the working class is to struggle for its rights, against the bourgeoisie, who own the means of production, distribution and exchange.


          3. The basic organisational task of a Communist Party is to become the leader of the revolutionary working-class movement through having the closest ties with the working class itself. Without these ties, the leadership will not lead the masses, but, at best, tail after them.


          4. Communist activity needs to be centralised. This doesn't mean formal, mechanical centralisation, but rather the building of a leadership which is strong, quick to react, and flexible. Otherwise, the masses will see centralisation as bureaucratisation, and will oppose leadership and discipline.


          5. A Communist Party must avoid separation or estrangement between the leadership and the people.


          6. The work of the Party should be a working school of revolutionary Marxism, through day-to-day collective work in the organisation. Every member should be expected to devote time and energy to the Party, and always to give the best in service.


          7. Communist Party members should attend meetings, at whatever level, regularly. This must be married to concrete tasks, to be carried out in such a way that cadres see their work as useful, desirable and practicable. Otherwise, even the most energetic participation in worker struggles will fail to influence those struggles.


          8. Communists should report back to the Party on the political work they have done.


          9. Communist propaganda includes: individual discussion, participation in the union movement and its struggles, and through the Party press and literature. It should raise the political understanding and the militancy of those who hear it.


          10. As part of its struggle against all capitalist social relations, a Communist Party must make it a priority to develop a comprehensive gender consciousness among its cadres and the working class as a whole. This should be reflected in the Party's work, in relationships between cadres, and as a central component of its propaganda.


          


          Naming


          A uniform naming scheme of the communist parties was adopted by the Communist International. All parties were required to use the name 'Communist Party of (name of country)'. Today, there are plenty of cases were the old sections of the Communist International have retained those names. In other cases names have been changed. Common causes for the shift in naming were either moves to avoid state repression or as measures to indicate a broader political appeal. A typical example of the latter was the renamings of various East European communist parties after the Second World War, as staged 'mergers' of the local Social Democratic parties occurred. New names in the post-war era included ' Socialist Party', ' Socialist Unity Party', ' Popular Party', ' Workers Party' and ' Party of Labour'.


          The naming conventions of communist parties became more diverse as the international communist movement was fragmented due to the Sino-Soviet split in the 1960s. Those who sided with China and/or Albania in their criticism of the Soviet leadership, often added words like 'Revolutionary' or 'Marxist-Leninist' to distinguish themselves from the pro-Soviet parties.
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          A community usually refers to a sociological group in a large place or collections of plant or animal organisms sharing an environment. In human communities, intent, belief, resources, preferences, needs, risks and a number of other conditions may be present and common, affecting the identity of the participants and their degree of adhesion.


          The word community comes from the Latin communis, meaning "common, public, shared by all or many." The Latin term "communitatus" from which the English word "community" comes, is comprised of three elements, "Com-" - a Latin prefix meaning with or together, "-Munis-" - ultimately Proto-Indo-European in origin, it has been suggested that it means "the changes or exchanges that link" (Both municipal and monetary take their meaning here), and "-tatus" a Latin suffix suggesting diminutive, small, intimate or local.


          



          


          Perspectives from various disciplines


          


          Sociology


          German sociologist Ferdinand Tnnies presented a concise differentiation between the terms "community" (Gemeinschaft) and "society" (Gesellschaft). In his 1887 work, Gemeinschaft und Gesellschaft, Tnnies argued that "community" is perceived to be a tighter and more cohesive social entity within the context of the larger society, due to the presence of a "unity of will." He added that family and kinship were the perfect expressions of community, but that other shared characteristics, such as place or belief, could also result in gemeinschaft.


          


          Individual and community
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          During human growth and maturation, people encounter sets of other individuals and experiences. Infants encounter first their immediate family, then extended family, and then local community (such as school and work). They thus develop individual and group identity through associations that connect them to life-long community experiences.


          As people grow, they learn about and form perceptions of social structures. During this progression, they form personal and cultural values, a world view and attitudes toward the larger society. Gaining an understanding of group dynamics and how to "fit in" is part of socialization. Individuals develop interpersonal relationships and begin to make choices about whom to associate with and under what circumstances.


          During adolescence and adulthood, the individual tends to develop a more sophisticated identity, often taking on a role as a leader or follower in groups. If an individual develops the feeling that they belong to a group, and they must help the group they are part of, then they develop a sense of community.


          


          Social capital


          If the sense of community exists, both freedom and security exist as well. The community then takes on a life of its own, as people become free enough to share and secure enough to get along. The sense of connectedness and formation of social networks comprise what has become known as social capital.


          Social capital is defined by Robert D. Putnam as "the collective value of all social networks (who people know) and the inclinations that arise from these networks to do things for each other (norms of reciprocity)." Social capital in action can be seen in groups of varying formality, including neighbors keeping an eye on each others' homes. However, as Putnam notes in Bowling Alone: The Collapse and Revival of American Community (2000), social capital has been falling in the United States. Putnam found that over the past 25 years, attendance at club meetings has fallen 58 percent, family dinners are down 33 percent, and having friends visit has fallen 45 percent.


          Western cultures are thus said to be losing the spirit of community that once were found in institutions including churches and community centers. Sociologist Ray Oldenburg states in The Great Good Place that people need three places: 1) The home, 2) the office, and, 3) the community hangout or gathering place.


          With this philosophy in mind, many grassroots efforts such as The Project for Public Spaces are being started to create this " Third Place" in communities. They are taking form in independent bookstores, coffeehouses, local pubs and through many innovative means to create the social capital needed to foster the sense and spirit of community.


          


          Psychology


          


          Sense of community


          
            [image: The sense of community]

            
              The sense of community
            

          


          Continuity of the connections between leaders, between leaders and followers, and among followers is vital to the strength of a community. Members individually hold the collective personality of the whole. With sustained connections and continued conversations, participants in communities develop emotional bonds, intellectual pathways, enhanced linguistic abilities, and even a higher capacity for critical thinking and problem-solving. It could be argued that successive and sustained contact with other people might help to remove some of the tension of isolation, due to alienation, thus opening creative avenues that would have otherwise remained impassable.


          Conversely, sustained involvement in tight communities may tend to increase tension in some people. However, in many cases, it is easy enough to distance oneself from the " hive" temporarily to ease this stress. Psychological maturity and effective communication skills are thought to be a function of this ability. In nearly every context, individual and collective behaviours are required to find a balance between inclusion and exclusion; for the individual, a matter of choice; for the group, a matter of charter. The sum of the creative energy (often referred to as " synergy") and the strength of the mechanisms that maintain this balance is manifest as an observable and resilient sense of community.


          McMillan and Chavis (1986) identify four elements of "sense of community": 1) membership, 2) influence, 3) integration and fulfillment of needs, and 4) shared emotional connection. They give the following example of the interplay between these factors:


          
            Someone puts an announcement on the dormitory bulletin board about the formation of an intramural dormitory basketball team. People attend the organizational meeting as strangers out of their individual needs (integration and fulfillment of needs). The team is bound by place of residence (membership boundaries are set) and spends time together in practice (the contact hypothesis). They play a game and win (successful shared valent event). While playing, members exert energy on behalf of the team (personal investment in the group). As the team continues to win, team members become recognized and congratulated (gaining honour and status for being members). Someone suggests that they all buy matching shirts and shoes (common symbols) and they do so (influence).

          


          A Sense of Community Index (SCI) has been developed by Chavis and colleagues and revised and adapted by others. Although originally designed to assess sense of community in neighborhoods, the index has been adapted for use in schools, the workplace and a variety of types of communities.


          


          Anthropology


          Community and its features are central to anthropological research. Some of the ways community is addressed in anthropology include the following:


          
            	Cultural (or Social) anthropological studies of community


            	Cross-cultural differences in community


            	Ethnographic fieldwork


            	Archaeological studies of the community phenomenon in ancient settings


            	Anthropology of religion


            	Anthropology of education


            	Urban anthropology


            	Ethnic and Racial Studies


            	Community empowerment


            	Virtual Internet communities (part of Cyber anthropology)


            	Ecological anthropology


            	Psychological anthropology

          


          


          Social philosophy


          


          Communitarianism


          Communitarianism as a group of related but distinct philosophies (or ideologies) began in the late 20th century, opposing classical liberalism and capitalism while advocating phenomena such as civil society. Not necessarily hostile to social liberalism, communitarianism rather has a different emphasis, shifting the focus of interest toward communities and societies and away from the individual. The question of priority, whether for the individual or community, must be determined in dealing with pressing ethical questions about a variety of social issues, such as health care, abortion, multiculturalism, and hate speech.


          


          Business and communications


          


          Organizational communication


          Effective communication practices in group and organizational settings are important to the formation and maintenance of communities. How ideas and values are communicated within communities are important to the induction of new members, the formulation of agendas, the selection of leaders and many other aspects. Organizational communication is the study of how people communicate within an organizational context and the influences and interactions within organizational structures. Group members depend on the flow of communication to establish their own identity within these structures and learn to function in the group setting. Although organizational communication, as a field of study, is usually geared toward companies and business groups, these may also be seen as communities. The principles of organizational communication can also be applied to other types of communities. jayke.


          


          Interdisciplinary perspectives


          


          Socialization


          
            [image: Lewes Bonfire Night procession commemorating 17 Protestant martyrs burnt at the stake from 1555 to 1557.]

            
              Lewes Bonfire Night procession commemorating 17 Protestant martyrs burnt at the stake from 1555 to 1557.
            

          


          The process of learning to adopt the behaviour patterns of the community is called socialization. The most fertile time of socialization is usually the early stages of life, during which individuals develop the skills and knowledge and learn the roles necessary to function within their culture and social environment. For some psychologists, especially those in the psychodynamic tradition, the most important period of socialization is between the ages of 1 and 10. But socialization also includes adults moving into a significantly different environment, where they must learn a new set of behaviors.


          Socialization is influenced primarily by the family, through which children first learn community norms. Other important influences include school, peer groups, mass media, the workplace and government. The degree to which the norms of a particular society or community are adopted determines one's willingness to engage with others. The norms of tolerance, reciprocity and trust are important "habits of the heart," as de Tocqueville put it, in an individual's involvement in community.


          


          Community development
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          Community development, often linked with Community Work or Community Planning, is often formally conducted by non-government organisations(NGOs), universities or government agencies to improve the social well-being of local, regional and, sometimes, national communities. Less formal efforts, called community building or community organizing, seek to empower individuals and groups of people by providing them with the skills they need to effect change in their own communities. These skills often assist in building political power through the formation of large social groups working for a common agenda. Community development practitioners must understand both how to work with individuals and how to affect communities' positions within the context of larger social institutions.


          Formal programs conducted by universities are often used to build a knowledge base to drive curricula in sociology and community studies. The General Social Survey from the National Opinion Research Centre at the University of Chicago and the Saguaro Seminar at the John F. Kennedy School of Government at Harvard University are examples of national community development in the United States. In The United Kingdom, Oxford University has led in providing extensive research in the field through its Community Development Journal, used worldwide by sociologists and community development practitioners.


          At the intersection between community development and community building are a number of programs and organizations with community development tools. One example of this is the program of the Asset Based Community Development Institute of Northwestern University. The institute makes available downloadable tools to assess community assets and make connections between non-profit groups and other organizations that can help in community building. The Institute focuses on helping communities develop by "mobilizing neighbourhood assets"  building from the inside out rather than the outside in.


          


          Community building and organizing


          M. Scott Peck is of the view that the almost accidental sense of community which exists at times of crisis, for example in New York City after the September 11, 2001 attacks, can be consciously built. Peck believes that the process of "conscious community building" is a process of building a shared story, and consensual decision making, built upon respect for all individuals and inclusivity of difference. He is of the belief that this process goes through four stages:


          
            	Pseudo-community: Where participants are "nice with each other", playing-safe, and presenting what they feel is the most favourable sides of their personalities.


            	Chaos: When people move beyond the inauthenticity of pseudo-community and feel safe enough to present their "shadow" selves. This stage places great demands upon the facilitator for greater leadership and organisation, but Peck believes that "organisations are not communities", and this pressure should be resisted.


            	Emptiness: This stage moves beyond the attempts to fix, heal and convert of the chaos stage, when all people become capable of acknowledging their own woundedness and brokenness, common to us all as human beings. Out of this emptiness comes


            	True community: the process of deep respect and true listening for the needs of the other people in this community. This stage Peck believes can only be described as "glory" and reflects a deep yearning in every human soul for compassionate understanding from one's fellows.

          


          More recently Scott Peck has remarked that building a sense of community is easy. It is maintaining this sense of community that is difficult in the modern world.


          Community building can use a wide variety of practices, ranging from simple events such as potlucks and small book clubs to largerscale efforts such as mass festivals and construction projects that involve local participants rather than outside contractors.


          


          Community currencies
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          Some communities have developed their own " Local Exchange Trading Systems" (LETS) and local currencies, such as the Ithaca Hours system, to encourage economic growth and an enhanced sense of community. Community Currencies have recently proven valuable in meeting the needs of people living in various South American nations, particularly Argentina, that recently suffered as a result of the collapse of the Argentinian national currency.


          
            [image: The anti-war affinity group "Collateral Damage" protesting the Iraq war]

            
              The anti-war affinity group "Collateral Damage" protesting the Iraq war
            

          


          Community building that is geared toward activism is usually termed "community organizing." In these cases, organized community groups seek accountability from elected officials and increased direct representation within decision-making bodies. Where good-faith negotiations fail, these constituency-led organizations seek to pressure the decision-makers through a variety of means, including picketing, boycotting, sit-ins, petitioning, and electoral politics. The ARISE Detroit! coalition and the Toronto Public Space Committee are examples of activist networks committed to shielding local communities from government and corporate domination and inordinate influence.


          Community organizing is sometimes focused on more than just resolving specific issues. Organizing often means building a widely accessible power structure, often with the end goal of distributing power equally throughout the community. Community organizers generally seek to build groups that are open and democratic in governance. Such groups facilitate and encourage consensus decision-making with a focus on the general health of the community rather than a specific interest group.


          The three basic types of community organizing are grassroots organizing, coalition building, and faith-based community organizing (also called "institution-based community organizing," "broad-based community organizing" or "congregation-based community organizing").


          


          Community service


          Community service is usually performed in connection with a nonprofit organization, but it may also be undertaken under the auspices of government, one or more businesses, or by individuals. It is typically unpaid and voluntary. However, it can be part of alternative sentencing approaches in a justice system and it can be required by educational institutions.


          


          Types of community


          


          From this discussion it is generally recognised that there are three types of different usage of the word community


          
            	Geographic communities: range from the local neighbourhood, suburb, village, town or city, region, nation or even the planet as a whole. These refer to communities of location.


            	Communities of culture: range from the local clique, sub-culture, ethnic group, multicultural or pluralistic civilisation, or the global community cultures of today. They may be included as communities of need or identity, such as disabled persons, or frail aged people.


            	Community organisations: range from informal family or kinship networks, to more formal incorporated associations, political decision making structures, economic enterprises, or professional associations at a small, national or international scale.

          


          Communities are nested; one community can contain another - for example a geographic community may contain a number of ethnic communities.


          


          Location


          Possibly the most common usage of the word "community" indicates a large group living in close proximity. Examples of local community include:


          
            	A municipality is an administrative local area generally composed of a clearly defined territory and commonly referring to a town or village. Although large cities are also municipalities, they are often thought of as a collection of communities, due to their diversity.


            	A neighbourhood is a geographically localized community, often within a larger city or suburb.


            	A planned community is one that was designed from scratch and grew up more or less following the plan. Several of the world's capital cities are planned cities, notably Washington, D.C., in the United States, Canberra in Australia, and Braslia in Brazil. It was also common during the European colonization of the Americas to build according to a plan either on fresh ground or on the ruins of earlier Amerindian cities.

          


          


          Identity


          In some contexts, "community" indicates a group of people with a common identity other than location. Members often interact regularly. Common examples in everyday usage include:


          
            	A "professional community" is a group of people with the same or related occupations. Some of those members may join a professional society, making a more defined and formalized group. These are also sometimes known as communities of practice.


            	A virtual community is a group of people primarily or initially communicating or interacting with each other by means of information technologies, typically over the Internet, rather than in person. These may be either communities of interest, practice or communion. (See below.) Research interest is evolving in the motivations for contributing to online communities.

          


          


          Overlaps


          Some communities share both location and other attributes. Members choose to live near each other because of one or more common interests.


          
            	A retirement community is designated and at least usually designed for retirees and seniors - often restricted to those over a certain age, such as 55. It differs from a retirement home, which is a single building or small complex, by having a number of autonomous households.

          


          
            	An intentional community is a deliberate residential community with a much higher degree of social interaction than other communities. The members of an intentional community typically hold a common social, political or spiritual vision and share responsibilities and resources. Intentional communities include Amish villages, ashrams, cohousing, communes, ecovillages, housing cooperatives, kibbutzim, and land trusts.

          


          


          Special nature of human community


          


          Definitions of community as "organisms inhabiting a common environment and interacting with one another," while scientifically accurate, do not convey the richness, diversity and complexity of human communities. Their classification, likewise is almost never precise. Untidy as it may be, community is vital for humans. M. Scott Peck expressed this in the following way: "There can be no vulnerability without risk; there can be no community without vulnerability; there can be no peace, and ultimately no life, without community."


          From this it is clear that the concept of the individual is not and cannot ever be separated from the concept of community. Without the primary community of our family, or the secondary communities discussed above, we could not develop stable personalities as individual human beings.


          This conveys some of the distinctiveness of human community.


          



          


          
            Retrieved from " http://en.wikipedia.org/wiki/Community"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Commutative ring


        
          

          In ring theory, a branch of abstract algebra, a commutative ring is a ring in which the multiplication operation obeys the commutative law. This means that if a and b are any elements of the ring, then ab=ba.


          The study of commutative rings is called commutative algebra.


          


          Examples


          
            	The most important example is the ring of integers with the two operations of addition and multiplication. Ordinary multiplication of integers is commutative. This ring is usually denoted Z in the literature to signify the German word Zahlen (numbers).


            	The rational, real and complex numbers form commutative rings; in fact, they are even fields.


            	More generally, every field is a commutative ring, so the class of fields is a subclass of the class of commutative rings.


            	A simple example of a non-commutative ring is the set of all 2-by-2 matrices whose entries are real numbers. For example, the matrix multiplication

          


          
            	
              
                	[image: \begin{bmatrix} 1 & 1\ 0 & 1\ \end{bmatrix}\cdot \begin{bmatrix} 1 & 1\ 1 & 0\ \end{bmatrix}= \begin{bmatrix} 2 & 1\ 1 & 0\ \end{bmatrix} ]

              

            


            	
              is not equal to the multiplication performed in the opposite order:

              
                	[image: \begin{bmatrix} 1 & 1\ 1 & 0\ \end{bmatrix}\cdot \begin{bmatrix} 1 & 1\ 0 & 1\ \end{bmatrix}= \begin{bmatrix} 1 & 2\ 1 & 1\ \end{bmatrix}. ]

              

            

          


          
            	If n is a positive integer, then the set Zn of integers modulo n forms a commutative ring with n elements (see modular arithmetic).


            	If R is a given commutative ring, then the set of all polynomials in the variable X whose coefficients are in R forms a new commutative ring, denoted R[X].


            	Similarly, the set of formal power series R[[X1,...,Xn]] over a commutative ring R is a commutative ring. If R is a field, the formal power series ring is a special kind of commutative ring, called a complete local ring.


            	The set of all ordinary rational numbers whose denominator is odd forms a commutative ring, in fact a local ring. This ring contains the ring of integers properly, and is itself a proper subset of the rational field.


            	If p is any prime number, the set of p-adic integers forms a commutative ring.


            	A set of matrices that can be diagonalized with the same similarity transformation forms a commutative ring. An example is the set of matrices of divided differences with respect to a fixed set of nodes.

          


          


          Constructing commutative rings


          Given a commutative ring, one can use it to construct new rings, as described below.


          
            	Factor ring: Given a commutative ring R and an ideal I of R, the factor ring R/I is the set of cosets of I together with the operations (a+I)+(b+I)=(a+b)+I and (a+I)(b+I)=ab+I.


            	Localization: If S is a multiplicative subset of a commutative ring R then we can define the localization of R at S, or ring of fractions with denominators in S, usually denoted S-1R. The penultimate example above is the localization of the ring of integers at the multiplicative subset of odd integers. The field of rationals is the localization of the commutative ring of integers at the multiplicative set of non-zero integers.


            	Completion: If I is an ideal in a commutative ring R, the powers of I form topological neighborhoods of 0 which allow R to be viewed as a topological ring. This topology is called the I-adic topology. R can then be completed with respect to this topology. Formally, the I-adic completion is the inverse limit of the rings R/In. For example, if k is a field, k[[X]], the formal power series ring in one variable over k, is the I-adic completion of k[X] where I is the principal ideal generated by X. Analogously, the ring of p-adic integers is the I-adic completion of Z where I is the principal ideal generated by p.


            	If R is a given commutative ring, the set of all polynomials R[X1,...,Xn] over R forms a new commutative ring, called the polynomial ring in n variables over R.


            	If Ris a given commutative ring, then the set of all formal power series R[[X1,...,Xn]] over a commutative ring R is a commutative ring, called the power series ring in n variables over R.

          


          


          Properties


          
            	All subrings and quotient rings of commutative rings are also commutative.


            	If f: R  S is an injective ring homomorphism (that is, a monomorphism) between rings R and S, and if S is commutative, then R must also be commutative, since f(ab) = f(a)f(b) = f(b)f(a) = f(ba).


            	Similarly, if f: R  S is a ring homomorphism between rings R and S, and if R is commutative, the subring f(R) of S is also commutative; in particular, if f is surjective (and therefore an epimorphism), S must be commutative.


            	Every finite division ring is commutative ( Wedderburn's theorem). N. Jacobson has shown that the following condition is sufficient: if R is a ring such that for every element x of R there exists an integer n > 1 such that xn = x, then R is commutative. Much more general conditions which guarantee commutativity of a ring were subsequently discovered by I. N. Herstein and others.

          


          


          General discussion


          The inner structure of a commutative ring is determined by considering its ideals. All ideals in a commutative ring are two-sided, which simplifies the situation considerably.


          The outer structure of a commutative ring is determined by considering linear algebra over that ring, i.e., by investigating the theory of its modules. This subject is significantly more difficult when the commutative ring is not a field and is usually called homological algebra. The set of ideals within a commutative ring R can be exactly characterized as the set of R-modules which are submodules of R.


          An element a of a commutative ring (with identity) is called a unit if it possesses a multiplicative inverse, i.e., if there exists another element b of the ring (with b not necessarily distinct from a) so that ab = 1. Every nonzero element of a field is a unit. Every element of a commutative local ring not contained in the maximal ideal is a unit.


          A non-zero element a of a commutative ring is said to be a zero divisor if there exists a non-zero element b of the ring such that ab = 0. A commutative ring with identity which possesses no zero divisors is called an integral domain since it closely resembles the integers in some ways.


          Some specific kinds of commutative rings are given with the following chain of inclusions:


          commutative rings  integral domains  unique factorization domains  principal ideal domains  Euclidean domains  fields


          Another possible chain (which is more geometric) is the following chain of inclusions:


          Cohen-Macaulay rings  Gorenstein rings  Regular rings  Regular local rings


          
            Retrieved from " http://en.wikipedia.org/wiki/Commutative_ring"
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            [image: Example showing the commutativity of addition (3 + 2 = 2 + 3)]

            
              Example showing the commutativity of addition (3 + 2 = 2 + 3)
            

          


          Commutativity is a widely used mathematical term that refers to the ability to change the order of something without changing the end result. It is a fundamental property in most branches of mathematics and many proofs depend on it. The commutativity of simple operations was for many years implicitly assumed and the property was not given a name or attributed until the 19th century when mathematicians began to formalize the theory of mathematics.


          


          Common uses


          The commutative property (or commutative law) is a property associated with binary operations and functions. Similarly, if the commutative property holds for a pair of elements under a certain binary operation then it is said that the two elements commute under that operation.


          In group and set theory, many algebraic structures are called commutative when certain operands satisfy the commutative property. In higher branches of math, such as analysis and linear algebra the commutativity of well known operations (such as addition and multiplication on real and complex numbers) is often used (or implicitly assumed) in proofs.


          


          Mathematical definitions


          The term "commutative" is used in several related senses.


          1. A binary operation  on a set S is said to be commutative if:


          
            	x  y = y  x for every x,y  S

          


          
            	An operation that does not satisfy the above property is called noncommutative.

          


          2. One says that x commutes with y under  if:


          
            	x  y = y  x

          


          3. A binary function f:AA  B is said to be commutative if:


          
            	f(x,y) = f(y,x) for every x, y  A.

          


          


          History and etymology


          
            [image: The first known use of the term was in a French Journal published in 1814]

            
              The first known use of the term was in a French Journal published in 1814
            

          


          Records of the implicit use of the commutative property go back to ancient times. The Egyptians used the commutative property of multiplication to simplify computing products. Euclid is known to have assumed the commutative property of multiplication in his book Elements. Formal uses of the commutative property arose in the late 18th and early 19th century when mathematicians began to work on a theory of functions. Today the commutative property is a well known and basic property used in most branches of mathematics. Simple versions of the commutative property are usually taught in beginning mathematics courses.


          The first use of the actual term commutative was in a memoir by Francois Servois in 1814, which used the word commutatives when describing functions that have what is now called the commutative property. The word is a combination of the French word commuter meaning "to substitute or switch" and the suffix -ative meaning "tending to" so the word literally means "tending to substitute or switch." The term then appeared in English in Philosophical Transactions of the Royal Society in 1844.


          


          Related properties


          
            [image: Graph showing the symmetry of the addition function]

            
              Graph showing the symmetry of the addition function
            

          


          


          Associativity


          The associative property is closely related to the commutative property. The associative property states that the order in which operations are performed does not affect the final result. In contrast, the commutative property states that the order of the terms does not affect the final result.


          


          Symmetry


          Symmetry can be directly linked to commutativity. When a commutative operator is written as a binary function then the resulting function is symmetric across the line y = x. As an example, if we let a function f represent addition (a commutative operation) so that f(x,y) = x + y then f is a symmetric function which can be seen in the image on the right.


          


          Examples


          


          Commutative operations in everyday life


          
            	Putting your shoes on resembles a commutative operation since it doesn't matter if you put the left or right shoe on first, the end result (having both shoes on), is the same.


            	When making change we take advantage of the commutativity of addition. It doesn't matter what order we put the change in, it always adds to the same total.

          


          


          Commutative operations in math


          
            [image: Example showing the commutativity of multiplication (3 * 5 = 5 * 3)]

            
              Example showing the commutativity of multiplication (3 * 5 = 5 * 3)
            

          


          Two well-known examples of commutative binary operations are:


          
            	The addition of real numbers, which is commutative since

          


          
            	
              
                	[image:  y + z = z + y \quad \forall y,z\in \mathbb{R} ]

              

            


            	For example 4 + 5 = 5 + 4, since both expressions equal 9.

          


          
            	The multiplication of real numbers, which is commutative since

          


          
            	
              
                	[image:  y z = z y \quad \forall y,z\in \mathbb{R} ]

              

            


            	For example, 3  5 = 5  3, since both expressions equal 15.

          


          
            	Further examples of commutative binary operations include addition and multiplication of complex numbers, addition of vectors, and intersection and union of sets.

          


          


          Noncommutative operations in everyday life


          
            [image: Concatenation, the act of joining character strings together, is a noncommutative operation.]

            
              Concatenation, the act of joining character strings together, is a noncommutative operation.
            

          


          
            	Washing and drying your clothes resembles a noncommutative operation, if you dry first and then wash, you get a significantly different result than if you wash first and then dry.


            	The Rubik's Cube is noncommutative. For example, twisting the front face clockwise, the top face clockwise and the front face counterclockwise (FUF') does not yield the same result as twisting the front face clockwise, then counterclockwise and finally twisting the top clockwise (FF'U). The twists do not commute. This is studied in group theory.

          


          


          Noncommutative operations in math


          Some noncommutative binary operations are:


          
            	subtraction is noncommutative since [image: 0-1\neq 1-0]


            	division is noncommutative since [image: 1/2\neq 2/1]


            	matrix multiplication is noncommutative since

          


          
            	[image:  \begin{bmatrix} 0 & 2 \ 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 1 \ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} 0 & 1 \ 0 & 1 \end{bmatrix} \neq \begin{bmatrix} 0 & 1 \ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} 1 & 1 \ 0 & 1 \end{bmatrix} = \begin{bmatrix} 0 & 1 \ 0 & 1 \end{bmatrix} ]

          


          


          Mathematical structures and commutativity


          
            	An abelian group is a group whose group operation is commutative.


            	A commutative ring is a ring whose multiplication is commutative. (Addition in a ring is by definition always commutative.)


            	In a field both addition and multiplication are commutative.


            	The centre is the largest commutative subset of a group.
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                Union des Comores

                Udzima wa Komori

                الإتّحاد القمريّ

                Al-Ittiḥād Al-Qumuriyy

                
                  Union of the Comoros
                

              
            


            
              	
                
                  
                    	[image: Flag of Comoros]

                    	[image: Coat of arms of Comoros]
                  


                  
                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:"Unit - Solidarit - Dveloppement"(French)

              "Unity - Solidarity - Development"
            


            
              	Anthem: Udzima wa ya Masiwa( Comorian)

              "The Union of the Great Islands"

            


            
              	
                
                  [image: Location of Comoros]
                


                

              
            


            
              	Capital

              (and largest city)

              	Moroni

            


            
              	Official languages

              	Arabic, French
            


            
              	Demonym

              	Comorian
            


            
              	Government

              	Federal republic
            


            
              	-

              	President

              	Ahmed Abdallah M. Sambi
            


            
              	Independence

              	from France
            


            
              	-

              	Date

              	July 6, 1975
            


            
              	Area
            


            
              	-

              	Total

              	2,235km( 178th)

              863 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	2005estimate

              	798,000( 159th)
            


            
              	-

              	Density

              	275/km( 25th)

              712.2/sqmi
            


            
              	GDP( PPP)

              	2004estimate
            


            
              	-

              	Total

              	$1.049 billion( 171st)
            


            
              	-

              	Per capita

              	$1,660( 156th)
            


            
              	HDI(2007)

              	▲ 0.561(medium)( 134th)
            


            
              	Currency

              	Comorian franc ( KMF)
            


            
              	Time zone

              	EAT ( UTC+3)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+3)
            


            
              	Internet TLD

              	.km
            


            
              	Calling code

              	+269
            

          


          The Comoros (pronounced /ˈkɒməroʊz/, listen; Arabic: جزر القمر, Juzur al-Qumur), officially the Union of the Comoros (French: Union des Comores, Arabic: الإتّحاد القمريّ, Al-Ittiḥād al-Qumuriyy) is an island nation in the Indian Ocean, located off the eastern coast of Africa on the northern end of the Mozambique Channel between northern Madagascar and northeastern Mozambique. The nearest countries to the Comoros are Mozambique, Tanzania, Madagascar, and the Seychelles. At 2,235km (863sqmi) the Comoros is the third smallest African nation by area; and with a population estimated at 798,000 it is the sixth smallest African nation by population (though it has one of the highest population densities in Africa), and is the southern most member state of the Arab League. Its name derives from the Arabic word qamar ("moon").


          The country officially consists of the four islands in the volcanic Comoros archipelago: Ngazidja (French: Grande Comore), Mwali (French: Mohli), Nzwani (French: Anjouan), and Mahor (French: Mayotte), as well as many smaller islands. However, the government of the Union of the Comoros (or its predecessors since independence) has never administered the island of Mayotte, which France considers an overseas community and still administers. Since Mayotte was the only island in the archipelago that voted against independence from France, and France has vetoed United Nations Security Council resolutions that would affirm Comorian sovereignty over the island, control was never passed to the Comoros.


          The country is notable for its diverse culture and history, as a nation formed at the crossroads of many civilizations. It has three official languages Comorian (Shikomor), Arabic, and French, and it is the only state to be a member of each of the African Union, Francophonie, Organisation of the Islamic Conference, Arab League, and Indian Ocean Commission, among other international organizations. However it has had a troubled history since independence in 1975, marked by an inordinate number of coups d'tat.


          


          History


          


          Pre-colonial inhabitation


          The first human inhabitants of the Comoro Islands are thought to have been Polynesian and Melanesian settlers, Malays and Indonesians ( Austronesians), travelling by boat. They settled there no later than the sixth century AD, the date of the earliest known archaeological site, found on Nzwani, though some sources speculate that settlement began as early as the first century. The islands of Comoros became populated by a succession of diverse groups from the coast of Africa, the Persian Gulf, Indonesia, and Madagascar. Swahili settlers first reached the islands as a part of the greater Bantu expansion that took place in Africa throughout the first millennium.


          Development of the Comoros is periodized into phases, beginning with Swahili influence and settlement in the Dembini phase (ninth to tenth centuries), during which each island maintained a single, central village. From the eleventh to the fifteenth centuries, trade with the island of Madagascar and merchants from the Middle East flourished, smaller villages emerged, and existing towns expanded. Unconfirmed legends tell of early Arab or Persian settlements dated even before their known arrival to the archipelago, and Swahili oral historians frequently trace genealogies back to Persian or Arab ancestors. Middle Eastern merchants first introduced Islam to the islands. As the religion gained in popularity, large mosques were constructed. The Comoro Islands, like other coastal areas in the region, were important stops in early Islamic trade routes frequented by Persians and Arabs. Despite its distance from the coast, Comoros is situated along the major sea route between Kilwa and Mozambique, an outlet for Zimbabwean gold.


          By the nineteenth century, the influence of Sunni Persians from Shiraz, Iran, dominated the islands. The Shirazi traded along the coasts of East Africa, the Middle East, and India, and established colonies in the archipelago. Arab influence increased with the ascendancy of Zanzibar under Arab Omani rule, and Comorian culture, especially architecture and religion, increasingly reflected Arab contact. Many rival sultanates were established in the sixteenth and seventeenth centuries.


          By the time Europeans showed interest in the Comoros, the dominant Arab cultural veneer of the islands led to many to emphasize the society's Arab foundations at the expense of its Swahili and African heritage. More recent scholarship by Thomas Spear and Randall Pouwells emphasizes African historical predominance over the diffusionist perspective.


          


          European contact and French colonization


          Portuguese explorers first visited the archipelago in 1505.


          In 1793, Malagasy warriors from Madagascar first started raiding the islands for slaves, and later settled and seized control in many locations. France first established colonial rule in the Comoros in 1841. The first French colonists landed in Mayotte, and Andrian Tsouli, the Malagasy King of Mayotte, signed the Treaty of April 1841, which ceded the island to the French authorities. In 1886, Mohli was placed under French protection by its Queen Salimba Mochimba. That same year, after consolidating his authority over all of Grande Comore, Sultan Said Ali agreed to French protection of his island, though he retained sovereignty until 1909. Also in 1909, Sultan Said Muhamed of Anjouan abdicated in favour of French rule. The Comoros (or Les Comores) was officially made a French colony in 1912, and the islands were placed under the administration of the French colonial governor general of Madagascar in 1914.


          The Comoros served as a way station for merchants sailing to the Far East and India until the opening of the Suez Canal significantly reduced traffic passing through the Mozambique Channel. The only native commodities exported by the Comoros were coconuts. French settlers, French-owned companies, and wealthy Arab merchants established a plantation-based economy that now uses about one-third of the land for export crops. After its annexation, France converted Mayotte into a sugar plantation colony. The other islands were soon transformed as well, and the major crops of ylang-ylang, vanilla, coffee, cocoa, and sisal were introduced.


          Agreement was reached with France in 1973 for Comoros to become independent in 1978. On July 6, 1975, however, the Comorian parliament passed a unilateral resolution declaring independence. The deputies of Mayotte, which remained under French control, abstained. Referendums on all four of the islands excluding Mayotte showed strong support for independence. Ahmed Abdallah proclaimed the of independence the State of the Comoros (tat comorien; دولة القمر) on September 5, 1975 and became its first president.


          


          Independence


          The next 30 years were a period of political turmoil. On August 3, 1975, mercenary Bob Denard, with clandestine support from Jacques Foccart and the French government, removed president Ahmed Abdallah from office in an armed coup and replaced him with United National Front of the Comoros (UNF) member Prince Said Mohammed Jaffar. Months later, in January 1976, Jaffar was ousted in favour of his Minister of Defense Ali Soilih. At this time, the population of Mayotte voted against independence from France in two referendums. The first, held in December 1974, won 63.8% support for maintaining ties with France, while the second, held in February 1976, confirmed that vote with an overwhelming 99.4%. The three remaining islands, ruled by President Soilih, instituted a number of socialist and isolationist policies that soon strained relations with France. On May 13, 1978, Bob Denard returned to overthrow President Soilih and re-instate Abdallah with the support of the French and South African governments. During Soilih's brief rule, he faced seven additional coup attempts until he was finally forced from office and killed.


          In contrast to Soilih, Abdallah's presidency was marked by authoritarian rule and increased adherence to traditional Islam and the country was renamed the Federal and Islamic Republic of Comoros (Rpublique Fdrale Islamique des Comores; جمهورية القمر الإتحادية الإسلامية ). Abdallah continued as president until 1989 when, fearing a probable coup d'tat, he signed a decree ordering the Presidential Guard, led by Bob Denard, to disarm the armed forces. Shortly after the signing of the decree, Abdallah was allegedly shot dead in his office by a disgruntled military officer, though later sources claim an anti-tank missile launched into his bedroom killed him. Although Denard was also injured, it is suspected that Abdallah's killer was a soldier under his command. A few days later, Bob Denard was evacuated to South Africa by French paratroopers. Said Mohamed Djohar, Soilih's older half-brother, then became president and served until September 1995 when Bob Denard returned and attempted another coup. This time France intervened with paratroopers and forced Denard to surrender. The French removed Djohar to Reunion, and the Paris-backed Mohamed Taki Abdulkarim became president by election. He led the country from 1996, during a time of labor crises, government suppression, and secessionist conflicts, until his death November 1998. He was succeeded by Interim President Tadjidine Ben Said Massounde.


          The islands of Anjouan and Mohli declared their independence from the Comoros in 1997, in an attempt to restore French rule. But France rejected their request, leading to bloody confrontations between federal troops and rebels. In April 1999, Colonel Azali Assoumani, Army Chief of Staff, seized power in a bloodless coup, overthrowing the Interim President Massounde, citing weak leadership in the face of the crisis. This was the Comoros' 18th coup d'tat since independence in 1975. But Azali failed to consolidate power and reestablish control over the islands, which was the subject of international criticism. The African Union, under the auspices of President Mbeki of South Africa, imposed sanctions on Anjouan to help broker negotiations and effect reconciliation. The official name of the country was changed to the Union of the Comoros and a new system of political autonomy for each island, plus a union government for the three islands.


          Azali stepped down in 2002 to run in the democratic election of the President of the Comoros, which he won. Under ongoing international pressure, as a military ruler who had originally come to power by force and was not always democratic while in office, Azali led the Comoros through constitutional changes that enabled new elections. A Loi des comptences law was passed in early 2005 that defines the responsibilities of each governmental body, and is in the process of implementation. The elections in 2006 were won by Ahmed Abdallah Mohamed Sambi, a Sunni Muslim Cleric nick-named the "Ayatollah" for his time spent studying Islam in Iran. Azali honored the election results, thus allowing the first peaceful and democratic exchange of power for the archipelago.


          

          Colonel Mohammed Bacar, a French-trained former gendarme, seized power as President in Anjouan in 2001. He staged a vote in June 2007 to confirm his leadership that was rejected as illegal by the Comoros federal government and the African Union. On March 25, 2008 hundreds of soldiers from the African Union and Comoros seized rebel-held Anjouan, generally welcomed by the population. Some rebels were killed and injured, but there are no official figures. At least 11 civilians were wounded. Some officials were imprisoned. Bacar fled in a speedboat to the French Indian Ocean territory of Mayotte to seek asylum. Anti-French protests followed in Comoros (see 2008 invasion of Anjouan).


          Since independence from France, the Comoros experienced more than 20 coups or attempted coups.


          


          Geography
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          The Comoros is formed by Ngazidja (Grande Comore), Mwali (Mohli), Nzwani (Anjouan), and Mahor (Mayotte), the major islands in the Comoros Archipelago, as well as many minor islets. The islands are officially known by their Comorian language names, though international sources still use their French names (in parentheses) commonly. The capital and largest city, Moroni, is located on Ngazidja. The archipelago is situated in the Indian Ocean, in the Mozambique Channel, between the African coast (nearest to Mozambique and Tanzania) and Madagascar, with no land borders. At 2,235 km (863sqmi), it is one of the smallest countries in the world. The Comoros also has claim to 320km (124sqmi) of territorial seas. The interiors of the islands vary from steep mountains to low hills. The climate is generally tropical and mild, and the two major seasons are distinguishable by their relative raininess. The temperature reaches an average of 29-30C (84-86F) in March, the hottest month in the rainy season (December to April), and an average low of 19C (66F) in the cool, dry season (May to November). The islands are subject to cyclones during rainy season which are strong enough to devastate the infrastructure about twice every decade.


          Ngazidja is the largest of the Comoros Archipelago, approximately equal in area to the other islands combined. It is also the most recent island, and therefore has rocky soil. The island's two volcanoes, Karthala and La Grille, and the lack of good harbors are distinctive characteristics of its terrain. Mwali, with its capital at Fomboni, is the smallest of the four major islands. Nzwani, whose capital is Mutsamudu, has a distinctive triangular shape caused by three mountain chains, Sima, Nioumakele, and Jimilime, emanating from a central peak, Mtingui (1,575 m, 5,177 ft). The oldest of the islands, Mahor has the richest soil as well as good harbors and local fish populations, due to its ring of coral reefs. Dzaoudzi, a previous capital of all the colonial Comoros, is located on Pamanzi, (French: Petite-Terre), the largest islet of Mahor. Mahor's current capital is at Mamoudzou. The term Mayotte (or Mahor) may also refer to the group of islands, of which the largest is known as Mahor (French: Grande-Terre), and it includes Mahor's surrounding islands, most notably Pamanzi (Petite-Terre).
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          The islands of the Comoros Archipelago were formed by volcanic activity. Mount Karthala, an active shield volcano located on Ngazidja, is the country's highest point, at 2,361m or 7748ft. It contains the Comoros' largest patch of its disappearing rainforest. Karthala is currently one of the most active volcanoes in the world, with a minor eruption in May 2006, and prior eruptions as recently as April 2005 and 1991. In the 2005 eruption, which lasted from April 17 to 19, 40,000 citizens were evacuated, and the crater lake in the volcano's 3 by 4km (2 by 2mi) caldera was destroyed.


          The Comoros also lays claim to the Glorioso Islands, comprised of Grande Glorieuse, le du Lys, Wreck Rock, South Rock, Verte Rocks (three islets), and three unnamed islets, one of France's les parses or les parses de l'ocan indien (Scattered islands in the Indian Ocean) possessions. The Glorioso Islands were administered by the colonial Comoros before 1975, and are therefore sometimes considered part of the Comoros Archipelago. Banc du Geyser, a former island in the Comoros Archipelago, now submerged, is geographically located in the les parses, but was annexed by Madagascar in 1976 as an unclaimed territory. The Comoros now claims it as part of its exclusive economic zone.


          


          Government


          Politics of the Union of the Comoros takes place in a framework of a federal presidential republic, whereby the President of the Comoros is both head of state and head of government, and of a multi-party system. The Constitution of the Union of the Comoros was ratified by referendum on December 23, 2001, and the islands' constitutions and executives were elected in the following months. It had previously been considered a military dictatorship, and the transfer of power from Azali Assoumani to Ahmed Abdallah Mohamed Sambi in May 2006 was the first peaceful transfer in Comorian history. Executive power is exercised by the government. Federal legislative power is vested in both the government and parliament. The preamble of the constitution guarantees an Islamic inspiration in governance, a commitment to human rights, and several specific enumerated rights, democracy, "a common destiny" for all Comorians. Each of the islands (according to Title II of the Constitution) has a great amount of autonomy in the Union, including having their own constitutions (or Fundamental Law), president, and Parliament. The presidency and Assembly of the Union are distinct from each of the Islands' governments. The presidency of the Union rotates between the islands. Anjouan holds the current presidency rotation, and so Ahmed Abdallah Mohamed Sambi is President of the Union; Mohli and Ngazidja follow in four year terms.


          The Comorian legal system rests on Islamic law and an inherited French ( Napoleonic code) legal code. Village elders or civilian courts settle most disputes. The judiciary is independent of the legislative and the executive. The Supreme Court acts as a Constitutional Council in resolving constitutional questions and supervising presidential elections. As High Court of Justice, the Supreme Court also arbitrates in cases where the government is accused of malpractice. The Supreme Court consists of two members selected by the president, two elected by the Federal Assembly, and one by the council of each island.


          


          Military


          The military resources of the Comoros consist of a small standing army and a 500-member police force, as well as a 500-member defense force. A defense treaty with France provides naval resources for protection of territorial waters, training of Comorian military personnel, and air surveillance. France maintains a small troop presence in Comoros at government request. France maintains a small maritime base and a Foreign Legion Detachment (DLEM) on Mayotte. See also Military of Comoros.


          


          Foreign relations


          In November 1975, Comoros became the 143rd member of the United Nations. The new nation was defined as comprising the entire archipelago, although France continues to maintain control over the island of Mayotte as an overseas collectivity. Comoros has repeatedly pressed its claim to the island before the United Nations General Assembly, which adopted a series of resolutions under the caption "Question of the Comorian Island of Mayotte", opining that Mayotte belongs to Comoros under the principle that the territorial integrity of colonial territories should be preserved upon independence. As a practical matter, however, these resolutions have little effect and there is no foreseeable likelihood that Mayotte will become de facto part of Comoros without its people's consent. More recently, the Assembly has maintained this item on its agenda but deferred it from year to year without taking action. Other bodies, including the UN General Assembly, the Organization of African Unity, the Movement of Non-Aligned Countries and the Organisation of the Islamic Conference, have similarly questioned French sovereignty over Mayotte.


          Comoros also is a member of the African Union, the Arab League, the European Development Fund, the World Bank, the International Monetary Fund, the Indian Ocean Commission, and the African Development Bank.


          


          Economy


          Economic growth and poverty reduction are major priorities for the government. With a rate of 14.3%, unemployment is considered very high. Agriculture, including fishing, hunting, and forestry, is the leading sector of the economy, and 38.4% of the working population is employed in the primary sector. High population densities, as much as 1000 per square kilometer in the densest agricultural zones, for what is still a mostly rural, agricultural economy may lead to an environmental crisis in the near future, especially considering the high rate of population growth. The Comoros' real GDP growth was a low 1.9% in 2004 and real GDP per capita was continuing declining annually in 2004. These declines are explained by factors including declining investment, drops in consumption, rising inflation, and an increase in trade imbalance due in part to lowered cash crop prices, especially vanilla.


          Comoros has an inadequate transportation system, a young and rapidly increasing population, and few natural resources. The low educational level of the labor force contributes to a subsistence level of economic activity, high unemployment, and a heavy dependence on foreign grants and technical assistance. Agriculture contributes 40% to GDP, employs 80% of the labor force, and provides most of the exports. Comoros is the world's largest producer of ylang-ylang, and a large producer of vanilla.


          The government is struggling to upgrade education and technical training, to privatize commercial and industrial enterprises, to improve health services, to diversify exports, to promote tourism, and to reduce the high population growth rate.


          The Comoros claims the Banc du Geyser and the Glorioso Islands as part of its exclusive economic zone.


          


          Demographics


          With fewer than a million people, the Comoros is one of the least populous countries in the world, but is also one of the most densely populated, with an average of 275 people perkm (712 people persqmi). In 2001, 34% of the population was considered urban, but that is expected to grow, since rural population growth is negative, while overall population growth is still relatively high. Major urban centers include Moroni, Mutsamudu, Domoni, Fomboni, and Tsmbhou.


          The islands of the Comoros share mostly African-Arab origins. Sunni Islam is the dominant religion, representing as much as 98% of the population. Although Arab culture is firmly established throughout the archipelago, a minority of the citizens of Mayotte (the Mahorais) are Roman Catholic and have been strongly influenced by French culture. Malagasy and Indian minorities also exist, as well as Creole-speaking minorities mostly descended from Runionnaise. Chinese peoples are also present on Mayotte and parts of Grande Comore (especially Moroni).


          The most common language is Comorian, or Shikomor, a descendant of Swahili with Arabic influences. Shingazidja, Shimwali, Shinzwani, and Shimaore are the local dialects spoken on each of the islands, Ngazidja, Mwali, Nzwani, and Mahor, respectively. French and Arabic are also official languages, along with Comorian. Arabic is widely known as a second language, being the language of Quranic teaching, and French is the language of all other formal education. Malagasy is also spoken by a small number of Malagasy immigrants. About fifty-seven percent of the population is literate in the Latin alphabet, more with the Arabic alphabet; total literacy is estimated at 62.5%. Comorian has no native script, but both Arabic and Latin scripts have been used.


          
            Retrieved from " http://en.wikipedia.org/wiki/Comoros"
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          A Compact Disc (or CD) is an optical disc used to store digital data, originally developed for storing digital audio. The CD, available on the market since late 1982, remains the standard playback medium for commercial audio recordings to the present day.


          Standard CDs have a diameter of 120 mm and can hold up to 80 minutes of audio. There are also 80 mm discs, sometimes used for CD singles, which can store up to 24 minutes of audio.


          The technology was later adapted and expanded to include data storage (CD-ROM), write-once audio and data storage (CD-R), rewritable media (CD-RW), SACD, VCD, SVCD, PhotoCD, PictureCD, CD-i, and Enhanced CD. CD-ROMs and CD-Rs remain widely used technologies in the computer industry. The CD and its extensions have been extremely successful: in 2004, worldwide sales of CD audio, CD-ROM, and CD-R reached about 30 billion discs. By 2007, 200 billion CDs had been sold worldwide.


          A standard audio CD consists of from one to 99 stereo tracks stored using 16-bit PCM coding at a sampling rate of 44.1 kHz per channel. Early CDs could hold 74 minutes of stereo sound; 80 minute CDs are now common.


          


          History


          The compact disc is a successful spin-off of the much less successful Laserdisc technology. In 1979, Sony and Philips Consumer Electronics set up a joint task force of engineers to design a new digital audio disc. The task force, led by prominent members Kees Immink and Toshitada Doi, progressed the research into laser technology and optical discs that had been started by Philips in 1977. After a year of experimentation and discussion, the taskforce produced the Red Book, the Compact Disc standard. Philips contributed the general manufacturing process, based on video LaserDisc technology. Philips also contributed Eight-to-Fourteen Modulation (EFM), which offers both a long playing time and a high resilience against disc defects such as scratches and fingerprints, while Sony contributed the error-correction method, CIRC. The Compact Disc Story, told by a former member of the taskforce, gives background information on the many technical decisions made, including the choice of the sampling frequency, playing time, and disc diameter. According to Philips, the Compact Disc was thus "invented collectively by a large group of people working as a team."


          The first Compact Disc for commercial release rolled off the assembly line on August 17, 1982, at a Philips factory in Langenhagen, near Hanover, Germany. The first title released was ABBA's The Visitors (1981). CDs and Sony's CD player CDP-101 reached the market on October 1, 1982 in Japan, and early the following year in the United States and other markets. This event is often seen as the "Big Bang" of the digital audio revolution. The new audio disc was enthusiastically received, especially in the early-adopting classical music and audiophile communities and its handling quality received particular praise. As the price of players sank rapidly, the CD began to gain popularity in the larger popular and rock music markets. The first artist to sell a million copies on CD was Dire Straits, with their 1985 album Brothers in Arms.


          The CD was originally thought of as an evolution of the gramophone record, rather than primarily as a data storage medium. Only later did the concept of an "audio file" arise, and the generalising of this to any data file. From its origins as a music format, Compact Disc has grown to encompass other applications. In June 1985, the CD-ROM (read-only memory) and, in 1990, CD-Recordable were introduced, also developed by Sony and Philips.


          


          Physical details
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          A Compact Disc is made from a 1.2 mm thick disc of almost pure polycarbonate plastic and weighs approximately 16 grams. A thin layer of aluminium or, more rarely, gold is applied to the surface to make it reflective, and is protected by a film of lacquer. The lacquer is normally spin coated directly on top of the reflective layer. On top of that surface, the label print is applied. Common printing methods for CDs are screen-printing and offset printing.


          CD data is stored as a series of tiny indentations (pits), encoded in a tightly packed spiral track molded into the top of the polycarbonate layer. The areas between pits are known as "lands". Each pit is approximately 100 nm deep by 500nm wide, and varies from 850nm to 3.5 m in length.


          The spacing between the tracks, the pitch, is 1.6m. A CD is read by focusing a 780nm wavelength semiconductor laser through the bottom of the polycarbonate layer. The change in height between pits and lands results in a difference in intensity in the light reflected. By measuring the intensity change with a photodiode, the data can be read from the disc.


          The pits and lands themselves do not directly represent the zeros and ones of binary data. Instead, Non-return-to-zero, inverted (NRZI) encoding is used: a change from pit to land or land to pit indicates a one, while no change indicates a zero. This in turn is decoded by reversing the Eight-to-Fourteen Modulation used in mastering the disc, and then reversing the Cross-Interleaved Reed-Solomon Coding, finally revealing the raw data stored on the disc.


          While CDs are significantly more durable than earlier audio formats, they are susceptible to damage from daily usage and environmental factors. Pits are much closer to the label side of a disc, so that defects and dirt on the clear side can be out of focus during playback. Discs consequently suffer more damage because of defects such as scratches on the label side, whereas clear-side scratches can be repaired by refilling them with plastic of similar index of refraction, or by careful polishing. Early music CDs were known to suffer from " CD rot" or "laser rot" where the internal reflective layer itself degrades. When this occurs the CD may become unplayable, or playable with noise, the resulting data gaps creating skipping, static, or even resemble "ticks and pops" from vinyl records.


          


          Disc shapes and diameters
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          The digital data on a CD begins at the centre of the disc and proceeds outwards to the edge, which allows adaptation to the different size formats available. Standard CDs are available in two sizes. By far the most common is 120mm in diameter, with a 74 or 80-minute audio capacity and a 650 or 700MB data capacity. 80mm discs (" Mini CDs") were originally designed for CD singles and can hold up to 21minutes of music or 184MB of data but never really became popular. Today nearly all singles are released on 120mm CDs, which is called a Maxi single.


          [bookmark: .22Shaped_CD.22]


          "Shaped CD"


          Novelty shaped CDs are also available in a number of shapes and sizes, and are mostly used for marketing. The most common variant is a "business card" CD, a CD-single with portions removed at the top and bottom to more closely resemble the form-factor of a business card.


          
            
              	Physical size

              	Audio Capacity

              	CD-ROM Data Capacity
            


            
              	12 cm (standard)

              	7480 min

              	650703 MB
            


            
              	8 cm (mini-CD)

              	2124 min

              	185210 MB
            


            
              	"Business card"

              	~6 min

              	~55 MB
            

          


          


          Logical formats


          


          Audio CD


          The logical format of an audio CD (officially Compact Disc Digital Audio or CD-DA) is described in a document produced in 1980 by the format's joint creators, Sony and Philips. The document is known colloquially as the " Red Book" after the colour of its cover. The format is a two-channel 16-bit PCM encoding at a 44.1kHz sampling rate per channel. Four-channel sound is an allowed option within the Red Book format, but has never been implemented. Monaural audio has no existing standard on a Red Book CD; mono source material is usually presented as two identical channels on a 'stereo' track.


          The selection of the sample rate was primarily based on the need to reproduce the audible frequency range of 20Hz - 20kHz. The NyquistShannon sampling theorem states that a sampling rate of double the maximum frequency to be recorded is needed, resulting in a 40 kHz rate. The exact sampling rate of 44.1kHz was inherited from a method of converting digital audio into an analog video signal for storage on U-matic video tape, which was the most affordable way to transfer data from the recording studio to the CD manufacturer at the time the CD specification was being developed. The device that turns an analog audio signal into PCM audio, which in turn is changed into an analog video signal is called a PCM adaptor. This technology could store six samples (three samples per each stereo channel) in a single horizontal line. A standard NTSC video signal has 245 usable lines per field, and 59.94 fields/s, which works out at 44,056 samples/s/stereo channel. Similarly, PAL has 294 lines and 50 fields, which gives 44,100 samples/s/stereo channel. This system could either store 14-bit samples with some error correction, or 16-bit samples with almost no error correction.


          There was a long debate over whether to use 14 bit (Philips) or 16-bit (Sony) quantization, and 44,056 or 44,100 samples/s (Sony) or around 44,000 samples/s (Philips). When the Sony/Philips task force designed the Compact Disc, Philips had already developed a 14-bit D/A converter, but Sony insisted on 16 bit. In the end, 16 bits and 44.1 kilosamples per second prevailed. Philips found a way to produce 16-bit quality using their 14-bit DAC by using four times oversampling.


          


          Storage capacity and playing time


          The partners aimed at a playing time of 60 minutes with a disc diameter of 100 mm (Sony) or 115 mm (Philips). Sony vice-president Norio Ohga suggested extending the capacity to 74 minutes to accommodate Wilhelm Furtwngler's 1951 performance of Beethovens 9th Symphony.


          The extra 14 minute playing time subsequently required changing to a 120 mm disc. Kees Immink, Philips' chief engineer, however, denies this. According to a Sunday Tribune interview, the story is slightly more involved. At that time (1979) Philips owned Polygram, one of the worlds largest distributors of music. Polygram had set up a large experimental CD plant in Hanover, Germany, which could produce huge amounts of CDs having, of course, a diameter of 115 mm. Sony did not yet have such a facility. If Sony had agreed on the 115 mm disc, Philips would have had a significant competitive edge in the market. Sony decided that something had to be done. The long playing time of Beethoven's Ninth imposed by Ohga was used to push Philips to accept 120 mm, so that Philips Polygram lost its edge on disc fabrication.


          The 74-minute playing time of a CD, which was much longer than the 15 to 20 minutes per side possible with long-playing vinyl albums, was often used to the CDs advantage during the early years when CDs and LPs vied for commercial sales. CDs would often be released with one or more bonus tracks, enticing consumers to buy the CD for the extra material. However, attempts to combine double LPs onto one CD occasionally resulted in an opposing situation in which the CD would actually offer fewer tracks than the LP equivalent. An example is the 1987 album Kiss Me, Kiss Me, Kiss Me by The Cure, which states in the CD liner notes: "The track Hey You!!! which appears on the double album and cassette has been omitted so as to facilitate a single compact disc." The 2006 re-release of this album saw the re-inclusion of the missing track. Another example is the original late-1980s Warner Bros. Records reissue of Fleetwood Mac's Tusk album, which substituted the long album version of "Sara" with the shorter single version. Enough complaints were lodged to eventually convince Warner Bros. to remaster the album in the mid-1990s with the original contents intact.


          


          Main physical parameters


          The main parameters of the CD (taken from the September 1983 issue of the audio CD specification) are as follows:


          
            	Scanning velocity: 1.21.4 m/s ( constant linear velocity)  equivalent to approximately 500 rpm at the inside of the disc, and approximately 200 rpm at the outside edge. (A disc played from beginning to end slows down during playback.)


            	Track pitch: 1.6m


            	Disc diameter 120mm


            	Disc thickness: 1.2mm


            	Inner radius program area: 25mm


            	Outer radius program area: 58mm


            	Centre spindle hole diameter: 15 mm

          


          The program area is 86.05cm and the length of the recordable spiral is 86.05cm/1.6m=5.38km. With a scanning speed of 1.2m/s, the playing time is 74minutes, or around 650MB of data on a CD-ROM. If the disc diameter were only 115mm, the maximum playing time would have been 68 minutes, i.e., six minutes less. A disc with data packed slightly more densely is tolerated by most players (though some old ones fail). Using a linear velocity of 1.2m/s and a track pitch of 1.5m leads to a playing time of 80minutes, or a capacity of 700MB. Even higher capacities on non-standard discs (up to 99 minutes) are available at least as recordables, but generally the tighter the tracks are squeezed the worse the compatibility.


          


          Data structure


          The smallest entity in a CD is called a frame. A frame consists of 33 bytes and contains six complete 16-bit stereo samples (2 bytes  2 channels  six samples equals 24 bytes). The other nine bytes consist of eight Cross-Interleaved Reed-Solomon Coding error correction bytes and one subcode byte, used for control and display. Each byte is translated into a 14-bit word using Eight-to-Fourteen Modulation, which alternates with 3-bit merging words. In total there are 33  (14 + 3) = 561 bits. A 27-bit unique synchronization word is added, so that the number of bits in a frame totals 588 (of which only 192 bits are music).


          These 588-bit frames are in turn grouped into sectors. Each sector contains 98 frames, totalling 98  24 = 2352 bytes of music. The CD is played at a speed of 75 sectors per second, which results in 176,400 bytes per second. Divided by 2 channels and 2 bytes per sample, this results in a sample rate of 44,100 samples per second.


          For CD-ROM data discs, the physical frame and sector sizes are the same. Since error concealment cannot be applied to non-audio data in case the CIRC error correction fails to recover the user data, a third layer of error correction is defined, reducing the payload to 2048 bytes per sector for the Mode-1 CD-ROM format. To increase the data-rate for Video CD, Mode-2 CD-ROM, the third layer has been omitted, increasing the payload to 2336 user-available bytes per sector, only 16 bytes (for synchronisation and header data) less than available in Red-Book audio.
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          "Frame"


          For the Red Book stereo audio CD, the time format is commonly measured in minutes, seconds and frames (mm:ss:ff), where one frame corresponds to one sector, or 1/75th of a second of stereo sound. Note that in this context, the term frame is erroneously applied in editing applications and does not denote the physical frame described above. In editing and extracting, the frame is the smallest addressable time interval for an audio CD, meaning that track start and end positions can only be defined in 1/75 second steps.


          


          Logical structure


          The largest entity on a CD is called a track. A CD can contain up to 99 tracks (including a data track for mixed mode discs). Each track can in turn have up to 100 indexes, though players which handle this feature are rarely found outside of pro audio, particularly radio broadcasting. The vast majority of songs are recorded under index 1, with the pre-gap being index 0. Sometimes hidden tracks are placed at the end of the last track of the disc, often using index 2 or 3. This is also the case with some discs offering "101 sound effects", with 100 and 101 being index 2 and 3 on track 99. The index, if used, is occasionally put on the track listing as a decimal part of the track number, such as 99.2 or 99.3. ( Information Society's Hack was one of very few CD releases to do this, following a release with an equally-obscure CD+G feature.) The track and index structure of the CD carried forward to the DVD as title and chapter, respectively.


          


          Manufacturing tolerances


          Current manufacturing processes allow an audio CD to contain up to 80 minutes (variable from one replication plant to another) without requiring the content creator to sign a waiver. Thus, in current practice, maximum CD playing time has crept higher by reducing minimum engineering tolerances, while still maintaining acceptable standards of reliability.


          


          CD-Text


          CD-Text is an extension of the Red Book specification for audio CD that allows for storage of additional text information (e.g., album name, song name, artist) on a standards-compliant audio CD. The information is stored either in the lead-in area of the CD, where there is roughly five kilobytes of space available, or in the subcode channels R to W on the disc, which can store about 31 megabytes.


          


          CD + Graphics


          Compact Disc + Graphics (CD+G) is a special audio compact disc that contains graphics data in addition to the audio data on the disc. The disc can be played on a regular audio CD player, but when played on a special CD+G player, can output a graphics signal (typically, the CD+G player is hooked up to a television set or a computer monitor); these graphics are almost exclusively used to display lyrics on a television set for karaoke performers to sing along with.


          


          CD + Extended Graphics


          Compact Disc + Extended Graphics (CD+EG, also known as CD+XG) is an improved variant of the Compact Disc + Graphics (CD+G) format. Like CD+G, CD+EG utilizes basic CD-ROM features to display text and video information in addition to the music being played. This extra data is stored in subcode channels R-W. Very few, if any, CD+EG discs have been published.


          


          Super Audio CD


          Super Audio CD (SACD) is a read-only optical audio disc format aimed at providing much higher fidelity digital audio reproduction than the Red Book audio CD. Introduced in 2000, it was developed by Sony and Philips Electronics, the same companies that created the Red Book audio CD. SACD was in a format war with DVD-Audio, but neither managed to replace audio CD's. SACD has the advantage over DVD-Audio in that most SACD discs are hybrids - meaning they are playable in existing CD players.


          


          CD-MIDI


          Compact Disc MIDI or CD-MIDI is a type of audio CD where sound is recorded in MIDI format, rather than the PCM format of Red Book audio CD. This provides much greater capacity in terms of playback duration, but MIDI playback is typically less realistic than PCM playback.


          


          CD-ROM


          For its first few years of existence, the Compact Disc was purely an audio format. However, in 1985 the Yellow Book CD-ROM standard was established by Sony and Philips, which defined a non-volatile optical data computer data storage medium using the same physical format as audio compact discs, readable by a computer with a CD-ROM drive.


          


          Video CD


          Video CD (aka VCD, View CD, Compact Disc digital video) is a standard digital format for storing video on a Compact Disc. VCDs are playable in dedicated VCD players, most modern DVD-Video players, and some video game consoles.


          The VCD standard was created in 1993 by Sony, Philips, Matsushita, and JVC and is referred to as the White Book standard.


          Overall picture quality is intended to be comparable to VHS video, though VHS has twice as many scanlines (approximately 480 NTSC and 580 PAL) and therefore double the vertical resolution. Poorly compressed video in VCD tends to be of lower quality than VHS video, but VCD exhibits block artifacts rather than analog noise.


          


          Super Video CD


          Super Video CD (Super Video Compact Disc or SVCD) is a format used for storing video on standard compact discs. SVCD was intended as a successor to Video CD and an alternative to DVD-Video, and falls somewhere between both in terms of technical capability and picture quality.


          SVCD has two-thirds the resolution of DVD, and over 2.7 times the resolution of VCD. One CD-R disc can hold up to 60 minutes of standard quality SVCD-format video. While no specific limit on SVCD video length is mandated by the specification, one must lower the video bitrate, and therefore quality, in order to accommodate very long videos. It is usually difficult to fit much more than 100 minutes of video onto one SVCD without incurring significant quality loss, and many hardware players are unable to play video with an instantaneous bitrate lower than 300 to 600 kilobits per second.


          


          Photo CD


          Photo CD is a system designed by Kodak for digitizing and storing photos in a CD. Launched in 1992, the discs were designed to hold nearly 100 high quality images, scanned prints and slides using special proprietary encoding. Photo CD discs are defined in the Beige Book and conform to the CD-ROM XA and CD-i Bridge specifications as well. They are intended to play on CD-i players, Photo CD players and any computer with the suitable software irrespective of the operating system. The images can also be printed out on photographic paper with a special Kodak machine.


          


          Picture CD


          Picture CD is another photo product by Kodak, following on from the earlier Photo CD product. It holds photos from a single roll of colour film, stored at 10241536 resolution using JPEG compression. The product is aimed at consumers. Software to view and perform simple edits to images is included on the CD.


          


          CD-i


          The Philips "Green Book" specifies the standard for interactive multimedia Compact Discs designed for CD-i players. This Compact Disc format is unusual because it hides the initial tracks which contains the software and data files used by CD-i players by omitting the tracks from the disc's Table of Contents. This causes audio CD players to skip the CD-i data tracks. This is different from the CD-i Ready format, which puts CD-i software and data into the pregap of Track 1.


          


          Enhanced CD


          Enhanced CD, also known as CD Extra and CD Plus, is a certification mark of the Recording Industry Association of America for various technologies that combine audio and computer data for use in both compact disc and CD-ROM players.


          The primary data formats for Enhanced CD disks are mixed mode ( Yellow Book/ Red Book), CD-i, hidden track, and multisession ( Blue Book).


          


          Manufacture


          Replicated CDs are mass-produced initially using a hydraulic press. Small granules of raw polycarbonate plastic are fed into the press while under heat. A screw forces the liquified plastic into the mold cavity. The mold closes with a metal stamper in contact with the disc surface. The plastic is allowed to cool and harden. Once opened, the disc substrate is removed from the mold by a robotic arm, and a 15mm diameter centre hole (called a stacking ring) is removed. The cycle time, the time it takes to "stamp" one CD, is usually 23 seconds.


          This method produces the clear plastic blank part of the disc. After the metallic layer is applied to the clear blank substrate, the disc goes under a UV light for drying and it is ready to go to press. To press the CD, first a glass master is cut using a high-power laser on a device similar to a CD writer. This glass master is a positive master. After testing, it is used to make a die by pressing it against a metal disc.


          The die then becomes a negative image: a number of them can be made depending on the number of pressing mills that are to be running off copies of the final CD. The die then goes into the press and the image is pressed onto the blank CD, leaving a final positive image on the disc. A small circle of lacquer is then applied as a ring around the centre of the disc, and a fast spin spreads it evenly over the surface. The disc can then be printed and packed.


          Manufactured CDs that are sold in stores are wrapped/sealed via a process called " polywrapping" or are shrink wrapped.


          


          Recordable CD


          
            [image: 700 MB CD-R]

            
              700 MB CD-R
            

          


          Recordable compact discs, CD-Rs, are injection moulded with a "blank" data spiral. A photosensitive dye is then applied, after which the discs are metalized and lacquer coated. The write laser of the CD recorder changes the colour of the dye to allow the read laser of a standard CD player to see the data as it would an injection moulded compact disc. The resulting discs can be read by most CD-ROM drives and played in most audio CD players.


          CD-R recordings are designed to be permanent. Over time the dye's physical characteristics may change, however, causing read errors and data loss until the reading device cannot recover with error correction methods. The design life is from 20 to 100 years depending on the quality of the discs, the quality of the writing drive, and storage conditions. However, testing has demonstrated such degradation of some discs in as little as 18 months under normal storage conditions. This process is known as CD rot. CD-Rs follow the Orange Book standard.


          


          Recordable Audio CD


          The Recordable Audio CD is designed to be used in a consumer audio CD recorder. These consumer audio CD recorders use SCMS ( Serial Copy Management System), an early form of digital rights management (DRM), to conform to the AHRA ( Audio Home Recording Act). The Recordable Audio CD is typically somewhat more expensive than CD-R due to (a) lower volume and (b) a 3% AHRA royalty used to compensate the music industry for the making of a copy.


          


          High Capacity Recordable CD


          A higher density recording format that can hold about:


          
            	98.5 minutes of audio on a 12 cm disc (compared to about 80 minutes for Red Book audio).


            	30 minutes of audio on an 8 cm disc (compared to about 24 minutes for Red Book audio).

          


          


          Multi Speed Recordable CD


          Abstract of United States Patent 20060209665 issued to Philips:


          
            	The invention relates to an information carrier comprising at least a first area (12) comprising a first recordable material having thermal properties suitable for writing at a first recording speed and a second area (13) comprising a second recordable material having thermal properties suitable for writing at a second recording speed. The second recording speed is greater than the first recording speed.

          


          The purpose is to optimize the disc for writing with either:


          
            	Low power and speed (e.g., battery powered mobile device)


            	High power and speed (e.g., AC powered device)

          


          


          ReWritable CD


          CD-RW is a re-recordable medium that uses a metallic alloy instead of a dye. The write laser in this case is used to heat and alter the properties (amorphous vs. crystalline) of the alloy, and hence change its reflectivity. A CD-RW does not have as great a difference in reflectivity as a pressed CD or a CD-R, and so many earlier CD audio players cannot read CD-RW discs, although most later CD audio players and stand-alone DVD players can. CD-RWs follow the Orange Book standard.


          


          High Speed ReWritable CD


          Due to technical limitations, the original ReWritable CD could be written no faster than 4x speed. High Speed ReWritable CD has a different design that permits writing at speeds ranging from 4x to 12x.


          Original CD-RW drives can only write to original ReWritable CD discs. High Speed CD-RW drives can typically write to both original ReWritable CD discs and High Speed ReWritable CD discs. Both types of CD-RW discs can be read in most CD drives.


          Even higher speed CD-RW discs, Ultra Speed (16x to 24x write speed) and Ultra Speed+ (32x write speed), are now available.


          


          ReWritable Audio CD


          The ReWritable Audio CD is designed to be used in a consumer audio CD recorder, which won't (without modification) accept standard CD-RW discs. These consumer audio CD recorders use SCMS ( Serial Copy Management System), an early form of digital rights management (DRM), to conform to the AHRA ( Audio Home Recording Act). The ReWritable Audio CD is typically somewhat more expensive than CD-RW due to (a) lower volume and (b) a 3% AHRA royalty used to compensate the music industry for the making of a copy.


          


          Copy protection


          The Red Book audio specification, except for a simple 'anti-copy' bit in the subcode, does not include any serious copy protection mechanism. Starting in early 2002, attempts were made by record companies to market "copy-protected" non-standard compact discs, which cannot be ripped (copied) to hard drives or easily converted to MP3s. One major drawback to these copy-protected discs is that most will not play on computer CD-ROM drives, as well as some standalone CD players that use CD-ROM mechanisms. Philips has stated that such discs are not permitted to bear the trademarked Compact Disc Digital Audio logo because they violate the Red Book specification. Moreover, there has been great public outcry over copy-protected discs because many see it as a threat to fair use. Numerous copy-protection systems have been countered by readily-available, often free, software.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Compact_Disc"
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        Compact space


        
          

          In mathematics, a subset of Euclidean space Rn is called compact if it is closed and bounded. For example, in R, the closed unit interval [0, 1] is compact, but the set of integers Z is not (it is not bounded) and neither is the half-open interval [0, 1) (it is not closed).


          A more modern approach is to call a topological space compact if each of its open covers has a finite subcover. The HeineBorel theorem shows that this definition is equivalent to "closed and bounded" for subsets of Euclidean space.


          Note: Some authors such as Bourbaki use the term "quasi-compact" instead, and reserve the term "compact" for topological spaces that are Hausdorff and "quasi-compact". A single compact set is sometimes referred to as a compactum; following the Latin second declension (neuter), the corresponding plural form is compacta.


          


          History and motivation


          The term compact was introduced by Frchet in 1906.


          It has long been recognized that a property like compactness is necessary to prove many useful theorems. It used to be that "compact" meant "sequentially compact" (every sequence has a convergent subsequence). This was when primarily metric spaces were studied. The "covering compact" definition has become more prominent because it allows us to consider general topological spaces, and many of the old results about metric spaces can be generalized to this setting. This generalization is particularly useful in the study of function spaces, many of which are not metric spaces.


          One of the main reasons for studying compact spaces is because they are in some ways very similar to finite sets: there are many results which are easy to show for finite sets, whose proofs carry over with minimal change to compact spaces. It is often said that "compactness is the next best thing to finiteness". Here is an example:


          
            	Suppose X is a Hausdorff space, and we have a point x in X and a finite subset A of X not containing x. Then we can separate x and A by neighbourhoods: for each a in A, let U(x) and V(a) be disjoint neighbourhoods containing x and a, respectively. Then the intersection of all the U(x) and the union of all the V(a) are the required neighbourhoods of x and A.

          


          Note that if A is infinite, the proof fails, because the intersection of arbitrarily many neighbourhoods of x might not be a neighbourhood of x. The proof can be "rescued", however, if A is compact: we simply take a finite subcover of the cover {V(a)} of A. In this way, we see that in a Hausdorff space, any point can be separated by neighbourhoods from any compact set not containing it. In fact, repeating the argument shows that any two disjoint compact sets in a Hausdorff space can be separated by neighbourhoods -- note that this is precisely what we get if we replace "point" (i.e. singleton set) with "compact set" in the Hausdorff separation axiom. Many of the arguments and results involving compact spaces follow such a pattern.


          


          Definitions


          


          Compactness of subsets of Rn


          For any subset of Euclidean space Rn, the following four conditions are equivalent:


          
            	Every open cover has a finite subcover. This is the most commonly used definition.


            	Every sequence in the set has a convergent subsequence, the limit point of which belongs to the set.


            	Every infinite subset of the set has an accumulation point in the set.


            	The set is closed and bounded. This is the condition that is easiest to verify, for example a closed interval or closed n-ball.

          


          In other spaces, these conditions may or may not be equivalent, depending on the properties of the space.


          Note that while compactness is a property of the set itself (with its topology), closedness is relative to a space it is in; above "closed" is used in the sense of closed in Rn. A set which is closed in e.g. Qn is typically not closed in Rn, hence not compact.


          


          Compactness of topological spaces


          The "finite subcover" property from the previous paragraph is more abstract than the "closed and bounded" one, but it has the distinct advantage that it can be given using the subspace topology on a subset of Rn, eliminating the need of using a metric or an ambient space. Thus, compactness is a topological property. In a sense, the closed unit interval [0,1] is intrinsically compact, regardless of how it is embedded in R or Rn.


          A topological space X is defined as compact if all its open covers have a finite subcover. Formally, this means that


          
            	for every arbitrary collection [image: \{U_\alpha\}_{\alpha\in A}] of open subsets of X such that [image: \bigcup_{\alpha\in A} U_\alpha \supseteq X], there is a finite subset [image: J\subset A] such that [image: \bigcup_{i\in J} U_i \supseteq X].

          


          An often used equivalent definition is given in terms of the finite intersection property: if any collection of closed sets satisfying the finite intersection property has nonempty intersection, then the space is compact. This definition is dual to the usual one stated in terms of open sets.


          Some authors require that a compact space also be Hausdorff, and the non-Hausdorff version is then called quasicompact.


          


          Examples of compact spaces


          
            	Any finite topological space, including the empty set, is compact. Slightly more generally, any space with a finite topology (only finitely many open sets) is compact; this includes in particular the trivial topology.


            	The closed unit interval [0,1] is compact. This follows from the Heine-Borel theorem; proving that theorem is about as hard as proving directly that [0,1] is compact. The open interval (0,1) is not compact: the open cover (1 / n,1  1 / n) for n = 3,4,... does not have a finite subcover.


            	For every natural number n, the n-sphere is compact. Again from the Heine-Borel theorem, the closed unit ball of any finite-dimensional normed vector space is compact. This is not true for infinite dimensions; in fact, a normed vector space is finite-dimensional if and only if its closed unit ball is compact.


            	The Cantor set is compact. Since the p-adic integers are homeomorphic to the Cantor set, they also form a compact set. Since a finite set containing p elements is compact, this shows that the countable product of finite sets is compact, and is thus a special case of Tychonoff's theorem.


            	Consider the set K of all functions [image: f: \mathbb{R} \rightarrow [0,1]] from the real number line to the closed unit interval, and define a topology on K so that a sequence {fn} in K converges towards [image: f\in K] if and only if {fn(x)} converges towards f(x) for all [image: x\in\mathbb{R}]. There is only one such topology; it is called the topology of pointwise convergence. Then K is a compact topological space, again a consequence of Tychonoff's theorem.


            	Consider the set K of all functions [image: f\colon [0,1]\to [0,1]] satisfying the Lipschitz condition [image: |f(x)-f(y)|\le |x-y|] for all [image: x,y\in[0,1]] and consider on K the metric induced by the uniform distance [image: d(f,g)=\sup\{|f(x)-g(x)| \colon x\in [0,1]\}]. Then by Ascoli-Arzel theorem the space K is compact.


            	Any space carrying the cofinite topology is compact.


            	Any locally compact Hausdorff space can be turned into a compact space by adding a single point to it, by means of Alexandroff one-point compactification. The one-point compactification of [image: \mathbb{R}] is homeomorphic to the circle S1; the one-point compactification of [image: \mathbb{R}^2] is homeomorphic to the sphere S2. Using the one-point compactification, one can also easily construct compact spaces which are not Hausdorff, by starting with a non-Hausdorff space.


            	The spectrum of any continuous linear operator on a Hilbert space is a compact subset of the complex numbers C. If the Hilbert space is infinite-dimensional, then any compact subset of C arises in this manner, as the spectrum of some continuous linear operator on the Hilbert space.


            	The spectrum of any commutative ring or Boolean algebra is compact.


            	The Hilbert cube is compact.


            	The right order topology or left order topology on any bounded totally ordered set is compact. In particular, Sierpinski space is compact.


            	The prime spectrum of any commutative ring with the Zariski topology is a compact space, important in algebraic geometry. These prime spectra are almost never Hausdorff spaces.

          


          


          Theorems


          Some theorems related to compactness (see the Topology Glossary for the definitions):


          
            	A continuous image of a compact space is compact.


            	The extreme value theorem: a continuous real-valued function on a nonempty compact space is bounded and attains its supremum.


            	A closed subset of a compact space is compact.


            	A compact subset of a Hausdorff space is closed.


            	A nonempty compact subset of the real numbers has a greatest element and a least element.


            	A subset of Euclidean n-space is compact if and only if it is closed and bounded. ( HeineBorel theorem)


            	A metric space (or uniform space) is compact if and only if it is complete and totally bounded.


            	The product of any collection of compact spaces is compact. ( Tychonoff's theorem, which is equivalent to the axiom of choice)


            	A compact Hausdorff space is normal.


            	Every continuous map from a compact space to a Hausdorff space is closed and proper. It follows that every continuous bijective map from a compact space to a Hausdorff space is a homeomorphism.


            	A metric space (or more generally any first-countable uniform space) is compact if and only if every sequence in the space has a convergent subsequence.


            	A topological space is compact if and only if every net on the space has a convergent subnet.


            	A topological space is compact if and only if every filter on the space has a convergent refinement.


            	A topological space is compact if and only if every ultrafilter on the space is convergent.


            	A topological space can be embedded in a compact Hausdorff space if and only if it is a Tychonoff space.


            	Every topological space X is a dense subspace of a compact space which has at most one point more than X. ( Alexandroff one-point compactification)


            	If the metric space X is compact and an open cover of X is given, then there exists a number  > 0 such that every subset of X of diameter <  is contained in some member of the cover. ( Lebesgue's number lemma)


            	If a topological space has a sub-base such that every cover of the space by members of the sub-base has a finite subcover, then the space is compact. ( Alexander's sub-base theorem)


            	Two compact Hausdorff spaces X1 and X2 are homeomorphic if and only if their rings of continuous real-valued functions C(X1) and C(X2) are isomorphic. ( Gelfand-Naimark theorem)

          


          


          Other forms of compactness


          There are a number of topological properties which are equivalent to compactness in metric spaces, but are inequivalent in general topological spaces. These include the following.


          
            	Sequentially compact: Every sequence has a convergent subsequence.


            	Countably compact: Every countable open cover has a finite subcover. (Or, equivalently, every infinite subset has an -accumulation point.)


            	Pseudocompact: Every real-valued continuous function on the space is bounded.


            	Weakly countably compact (or limit point compact): Every infinite subset has an accumulation point.

          


          While all these conditions are equivalent for metric spaces, in general we have the following implications:


          
            	Compact spaces are countably compact.


            	Sequentially compact spaces are countably compact.


            	Countably compact spaces are pseudocompact and weakly countably compact.

          


          Not every countably compact space is compact; an example is given by the first uncountable ordinal with the order topology. Not every compact space is sequentially compact; an example is given by 2[0,1], with the product topology.


          A metric space is called pre-compact or totally bounded if any sequence has a Cauchy subsequence; this can be generalised to uniform spaces. For complete metric spaces this is equivalent to compactness. See relatively compact for the topological version.


          Another related notion which (by most definitions) is strictly weaker than compactness is local compactness.
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        Compass and straightedge constructions


        
          

          
            [image: Creating a regular hexagon with a ruler and compass]

            
              Creating a regular hexagon with a ruler and compass
            

          


          
            [image: Construction of a regular pentagon]

            
              Construction of a regular pentagon
            

          


          Compass-and-straightedge or ruler-and-compass construction is the construction of lengths or angles using only an idealized ruler and compass.


          
            [image: Trisecting a segment with ruler and compass.]

            
              Trisecting a segment with ruler and compass.
            

          


          The ruler to be used is assumed to be infinite in length, has no markings on it and only one edge, and is known as a straightedge. The compass is assumed to collapse when lifted from the page, so may not be directly used to transfer distances. (This is an unimportant restriction, as this may be achieved via the compass equivalence theorem.)


          Every point constructible using straightedge and compass may be constructed using compass alone. A number of ancient problems in plane geometry impose this restriction.


          The most famous ruler-and-compass problems have been proven impossible in several cases by Pierre Wantzel, using the mathematical theory of fields. In spite of these impossibility proofs, some mathematical novices persist in trying to solve these problems. Many of them fail to understand that many of these problems are trivially solvable provided that other geometric transformations are allowed: for example, doubling the cube is possible using geometric constructions, but not possible using ruler and compass alone.


          Mathematician Underwood Dudley has made a sideline of collecting false ruler-and-compass proofs, as well as other work by mathematical cranks, and has collected them into several books.


          


          Compass and straightedge tools


          
            [image: A compass]

            
              A compass
            

          


          The "compass" and "straightedge" of compass and straightedge constructions is an idealization of rulers and compasses in the real world:


          
            	The compass can be opened arbitrarily wide, but (unlike some real compasses) it has no markings on it. It can only be opened to widths that have already been constructed, and it collapses when not used for drawing.


            	The straightedge is infinitely long, but it has no markings on it and has only one edge, unlike ordinary rulers. It can only be used to draw a line segment between two points or to extend an existing line.

          


          Each construction must be exact. "Eyeballing" it (essentially looking at the construction and guessing at its accuracy, or using some form of measurement, such as the units of measure on a ruler) and getting close does not count as a solution.


          Stated this way, compass and straightedge constructions appear to be a parlour game, rather than a serious practical problem; but the purpose of the restriction is to ensure that constructions can be proven to be exactly correct. One of the chief purposes of Greek mathematics was to find exact constructions for various lengths; for example, the side of a pentagon inscribed in a given circle. The Greeks did not find constructions for three problems:


          
            	Squaring the circle: Drawing a square the same area as a given circle.


            	Doubling the cube: Drawing a cube with twice the volume of a given cube.


            	Trisecting the angle: Dividing a given angle into three smaller angles all of the same size.

          


          For 2000 years people tried to find constructions within the limits set above, and failed. All three have now been proven under mathematical rules to be impossible generally  some angles, for example, can in fact be trisected, but many (in particular the innocent looking /3) cannot.


          


          The basic constructions


          
            [image: The basic constructions]

            
              The basic constructions
            

          


          All compass and straightedge constructions consist of repeated application of five basic constructions using the points, lines and circles that have already been constructed. These are:


          
            	Creating the line through two existing points

          


          
            	Creating the circle through one point with centre another point

          


          
            	Creating the point which is the intersection of two existing, non-parallel lines

          


          
            	Creating the one or two points in the intersection of a line and a circle (if they intersect)

          


          
            	Creating the one or two points in the intersection of two circles (if they intersect)

          


          For example, starting with the minimal state of a drawing, with just two distinct points, we can create a line or either of two circles. From the two circles, two new points are created at their intersections. Drawing lines between the two original points and one of these new points completes the construction of an equilateral triangle.


          Therefore, in any geometric problem we have an initial set of symbols (points and lines), an algorithm, and some results. From this perspective geometry is equivalent to an axiomatic algebra, replacing its elements by symbols. Probably Gauss was the first one who realized this, and used it to prove the impossibility of some constructions, but only much later Hilbert found a complete set of axioms for geometry.


          


          Constructible points and lengths


          Suppose an algorithm that gives you a point as a result. The point will always be given by intersection of two lines (or line and circle or two circles. See previous elemental operations), but there are infinite points in a classical euclidean space.


          Regardless of the algorithm we use, we can only perform a finite number of steps. Therefore, no matter what algorithm we use to determine them, there will always be points that we cannot mark by crossing of two lines (same holds if we mark the point as intersection of a line and a circle, or of two circles)


          


          Formal proof


          There are many different ways to prove something is impossible. A more rigorous proof would be to demarcate the limit of the possible, and show that to solve these problems one must transgress that limit. Much of what can be constructed is covered in intercept theory.


          We could associate an algebra to our geometry using a Cartesian coordinate system made of two lines, and represent points of our plane by vectors. Finally we can write these 2-D vectors as complex numbers.


          Using the equations for lines and circles, one can show that the points at which they intersect lie in a quadratic extension of the smallest field F containing two points on the line, the centre of the circle, and the radius of the circle. That is, they are of the form [image: x+y\sqrt{k}], where x, y, and k are in F.


          Since the field of constructible points is closed under square roots, it contains all points that can be obtained by a finite sequence of quadratic extensions of the field of complex numbers with rational coefficients. By the above paragraph, one can show that any constructible point can be obtained by such a sequence of extensions. As a corollary of this, one finds that the degree of the minimal polynomial for a constructible point (and therefore of any constructible length) is a power of2. In particular, any constructible point (or length) is an algebraic number.


          


          Constructible angles


          There is a bijection between the angles that are constructible and the points that are constructible on any constructible circle. The angles that are constructible form an abelian group under addition modulo 2 (which corresponds to multiplication of the points on the unit circle viewed as complex numbers). The angles that are constructible are exactly those whose tangent (or equivalently, sine or cosine) is constructible as a number. For example the regular heptadecagon is constructible because


          [image: \cos{\left(\frac{2\pi}{17}\right)} = -\frac{1}{16} \; + \; \frac{1}{16} \sqrt{17} \;+\; \frac{1}{16} \sqrt{34 - 2 \sqrt{17}} \;+\; \frac{1}{8} \sqrt{ 17 + 3 \sqrt{17} - \sqrt{34 - 2 \sqrt{17}} - 2 \sqrt{34 + 2 \sqrt{17}} }]


          as discovered by Gauss.


          The group of constructible angles is closed under the operation that halves angles (which corresponds to taking square roots). The only angles of finite order that may be constructed starting with two points are those whose order is either a power of two, or a product of a power of two and a set of distinct Fermat primes. In addition there is a dense set of constructible angles of infinite order.


          


          Compass and straightedge constructions as complex arithmetic


          Given a set of points in the Euclidean plane, selecting any one of them to be called 0 and another to be called 1, together with an arbitrary choice of orientation allows us to consider the points as a set of complex numbers.


          Given any such interpretation of a set of points as complex numbers, the points constructible using valid compass and straightedge constructions alone are precisely the elements of the smallest field containing the original set of points and closed under the complex conjugate and square root operations (to avoid ambiguity, we can specify the square root with complex argument less than ). The elements of this field are precisely those that may be expressed as a formula in the original points using only the operations of addition, subtraction, multiplication, division, complex conjugate, and square root, which is easily seen to be a countable dense subset of the plane. Each of these six operations corresponding to a simple compass and straightedge construction. From such a formula it is straightforward to produce a construction of the corresponding point by combining the constructions for each of the arithmetic operations. More efficient constructions of a particular set of points correspond to shortcuts in such calculations.


          Equivalently (and with no need to arbitrarily choose two points) we can say that, given an arbitrary choice of orientation, a set of points determines a set of complex ratios given by the ratios of the differences between any two pairs of points. The set of ratios constructible using compass and straightedge from such a set of ratios is precisely the smallest field containing the original ratios and closed under taking complex conjugates and square roots.


          For example the real part, imaginary part and modulus of a point or ratio z (taking one of the two viewpoints above) are constructible as these may be expressed as


          
            	[image: \mathrm{Re}(z)=\frac{z+\bar z}{2}\;]


            	[image: \mathrm{Im}(z)=\frac{z-\bar z}{2i}\;]


            	[image: \left | z \right | = \sqrt{z \bar z}.\;]

          


          Doubling the cube and trisection of an angle (except for special angles such as any  such that /6 is a rational number with denominator the product of a power of two and a set of distinct Fermat primes) require ratios which are the solution to cubic equations, while squaring the circle requires a transcendental ratio. None of these are in the fields described, hence no compass and straightedge construction for these exists.


          


          Impossible constructions


          


          Squaring the circle


          The most famous of these problems, squaring the circle, otherwise known as the quadrature of the circle, involves constructing a square with the same area as a given circle using only straightedge and compass.


          Squaring the circle has been proven impossible, as it involves generating a transcendental ratio, namely [image: 1/{\sqrt{\pi}}]. Only certain algebraic ratios can be constructed with ruler and compass alone, namely those constructed from the integers with a finite sequence of operations of addition, subtraction, multiplication, division, and square roots. The phrase "squaring the circle" is often used to mean "doing the impossible" for this reason.


          Without the constraint of requiring solution by ruler and compass alone, the problem is easily solvable by a wide variety of geometric and algebraic means, and has been solved many times in antiquity.


          


          Doubling the cube


          Doubling the cube: using only a straight-edge and compass, construct the side of a cube that has twice the volume of a cube with a given side. This is impossible because the cube root of 2, though algebraic, cannot be computed from integers by addition, subtraction, multiplication, division, and taking square roots. This follows because its minimal polynomial over the rationals has degree3. This construction is possible using a ruler with two marks on it and a compass.


          


          Angle trisection


          Angle trisection: using only a ruler and a compass, construct an angle that is one-third of a given arbitrary angle. With a straightedge and compass, it is in general impossible. For example, the angle of /3 radians (60) cannot be trisected, though, say, 2/5 radians (72) may be trisected.


          


          Constructing regular polygons


          Some regular polygons (e.g. a pentagon) are easy to construct with ruler and compass; others are not. This led to the question: Is it possible to construct all regular polygons with ruler and compass?


          Carl Friedrich Gauss in 1796 showed that a regular n-sided polygon can be constructed with ruler and compass if the odd prime factors of n are distinct Fermat primes. Gauss conjectured that this condition was also necessary, but he offered no proof of this fact, which was proven by Pierre Wantzel in 1837. See constructible polygon.


          


          Constructing with only ruler or only compass


          It is possible (according to the Mohr-Mascheroni theorem) to construct anything with just a compass if it can be constructed with a ruler and compass. It is impossible to take a square root with just a ruler, so some things cannot be constructed with a ruler that can be constructed with a compass; but (by the Poncelet-Steiner theorem) given a single circle and its centre, they can be constructed.


          


          Extended constructions


          


          Markable rulers


          Archimedes and Apollonius gave constructions involving the use of a markable ruler. This would permit them, for example, to take a line segment, two lines (or circles), and a point; and then draw a line which passes through the given point and intersects both lines, and such that the distance between the points of intersection equals the given segment. This the Greeks called neusis ("inclination", "tendency" or "verging"), because the new line tends to the point.


          This construction extends geometry beyond the reach of Euclid's Elements. Euclid has no axiom, and can prove no theorem, that such verging lines even exist, so he cannot use them for constructions. In this expanded geometry, any distance whose ratio to an existing distance is the solution of a cubic or a quartic equation is constructible. It follows that, if markable rulers and neusis are permitted, the trisection of the angle (see Archimedes' trisection) and the duplication of the cube can be achieved; the quadrature of the circle is still impossible. Some regular polygons, like the heptagon, become constructible; and John H. Conway gives constructions for several of them; but the 11-sided polygon, the hendecagon, is still impossible, and infinitely many others.


          When only angle trisector is permitted, there is a complete description of all regular polygons which can be constructed, including above mentioned regular heptagon, triskaidecagon (13-gon) and enneadecagon (19-gon). It is open whether there are infinitely primes p for which a regular p-gon is constructible with ruler, compass and an angle trisector.


          


          Origami


          Similarly, the mathematical theory of origami (i.e. paper folding without any equipment) is more powerful than the compass and staightedge, for the same reasons. It can also be used to solve cubic equations (and hence quartic equations), and thus solve two of the classical problems.


          Origami can construct exactly the same set of points as the extended constructions using a compass and a marked ruler.


          


          The extension field


          In abstract terms, using these more powerful tools of either neusis using a markable ruler or the constructions of origami extends the field of constructible numbers to a larger subfield of the complex numbers, which contains not only the square root, but also the cube roots, of every element. The arithmetic formulae for constructible points described above have analogies in this larger field, allowing formulae that include cube roots as well. The field extension generated by any additional point constructible in this larger field has degree a multiple of a power of two and a power of three, and may be broken into a tower of extensions of degree 2 and 3.


          


          Recent research


          Simon Plouffe has written a paper showing how ruler and compass can be used as a simple computer with unexpected power to compute binary digits of certain numbers.


          
            Retrieved from " http://en.wikipedia.org/wiki/Compass_and_straightedge_constructions"
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        Complex number


        
          

          
            [image: A complex number can be visually represented as a pair of numbers forming a vector on a diagram called an Argand diagram]

            
              A complex number can be visually represented as a pair of numbers forming a vector on a diagram called an Argand diagram
            

          


          In mathematics, a complex number is a number which can be formally defined as an ordered pair of real numbers (a,b), often written:


          
            	[image:  a + bi \,]

          


          where i2 = 1.


          Complex numbers have addition, subtraction, multiplication, and division operations defined, with behaviours which are a strict superset of real numbers, as well as having other elegant and useful properties. Notably, negative real numbers can be obtained by squaring complex numbers.


          Complex numbers were invented when it was discovered that solving some cubic equations required intermediate calculations containing the square roots of negative numbers, even when the final solutions were real numbers. Additionally, from the fundamental theorem of algebra, the use of complex numbers as the number field for polynomial algebraic equations means that solutions always exist. The set of complex numbers form an algebraically closed field, in contrast to the set of real numbers, which is not algebraically closed.


          Complex numbers are used in many different fields including applications in engineering, electromagnetism, quantum physics, applied mathematics, and chaos theory. When the underlying field of numbers for a type of mathematics is the field of complex numbers, the name usually reflects that fact. Examples are complex analysis, complex matrix, complex polynomial and complex Lie algebra.


          


          Definitions


          


          Notation


          Although other notations can be used, complex numbers are very often written in the form


          
            	[image:  a + bi \,]

          


          where a and b are real numbers, and i is the imaginary unit, which has the property i2 = 1. The real number a is called the real part of the complex number, and the real number b is the imaginary part.


          Real numbers may be expressed as complex numbers with the imaginary part of zero; that is, the real number a is equivalent to the complex number a+0i. Complex numbers with a real part which is zero are called imaginary numbers.


          For example, 3 + 2i is a complex number, with real part 3 and imaginary part 2. If z = a + ib, the real part (a) is denoted Re(z) or [image: \Re(z)], and the imaginary part (b) is denoted Im(z) or [image: \Im(z)].


          In some disciplines (in particular, electrical engineering, where i is a symbol for current), the imaginary unit i is instead written as j, so complex numbers are sometimes written as a + jb.


          
            [image: Domain Coloring plot of the function f(x)=(x�-1)(x-2-i)�/(x�+2+2i). The hue represents the function argument, while the saturation represents the magnitude.]

            
              Domain Coloring plot of the function

              f(x)=(x-1)(x-2-i)/

              (x+2+2i). The hue represents the function argument, while the saturation represents the magnitude.
            

          


          The set of all complex numbers is usually denoted by C, or in blackboard bold by [image: \mathbb{C}]. The real numbers, R, may be regarded as a subset of C by considering every real number as a complex: a = a + 0i.


          


          Equality


          Two complex numbers are equal if and only if their real parts are equal and their imaginary parts are equal. That is, a+bi=c+di if and only if a=c and b=d.


          


          Operations


          Complex numbers are added, subtracted, multiplied, and divided by formally applying the associative, commutative and distributive laws of algebra, together with the equation i2=1:


          
            	
              
                	Addition: [image: \,(a + bi) + (c + di) = (a + c) + (b + d)i]


                	Subtraction: [image: \,(a + bi) - (c + di) = (a - c) + (b - d)i]


                	Multiplication: [image: \,(a + bi) (c + di) = ac + bci + adi + bd i^2 = (ac - bd) + (bc + ad)i]


                	Division: [image: \,\frac{(a + bi)}{(c + di)} = \left({ac + bd \over c^2 + d^2}\right) + \left( {bc - ad \over c^2 + d^2} \right)i\,]

              

            

          


          (Division of complex numbers is further defined later).


          


          The field of complex numbers


          Formally, the complex numbers can be defined as ordered pairs of real numbers (a, b) together with the operations:


          
            	[image: (a,b) + (c,d) = (a + c,b + d) \,]

          


          
            	[image: (a,b) \cdot (c,d) = (ac - bd,bc + ad). \,]

          


          So defined, the complex numbers form a field, the complex number field, denoted by C (a field is an algebraic structure in which addition, subtraction, multiplication, and division are defined and satisfy certain algebraic laws. For example, the real numbers form a field).


          The real number a is identified with the complex number (a, 0), and in this way the field of real numbers R becomes a subfield of C. The imaginary unit i can then be defined as the complex number (0, 1), which verifies


          
            	[image: (a, b) = a \cdot (1, 0) + b \cdot (0, 1) = a + bi \quad \text{and} \quad i^2 = (0, 1) \cdot (0, 1) = (-1, 0) = -1.]

          


          In C, we have:


          
            	additive identity ("zero"): (0, 0)


            	multiplicative identity ("one"): (1, 0)


            	additive inverse of (a,b): (a, b)


            	multiplicative inverse (reciprocal) of non-zero (a, b): [image: \left({a\over a^2+b^2},{-b\over a^2+b^2}\right).]

          


          Since a complex number a + bi is uniquely specified by an ordered pair (a, b) of real numbers, the complex numbers are in one-to-one correspondence with points on a plane, called the complex plane.


          C can also be defined as the topological closure of the algebraic numbers or as the algebraic closure of R, both of which are described below.


          


          The complex plane


          
            [image: Geometric representation of z and its conjugate in the complex plane.]

            
              Geometric representation of z and its conjugate [image: \bar{z}] in the complex plane.
            

          


          A complex number z can be viewed as a point or a position vector in a two-dimensional Cartesian coordinate system called the complex plane or Argand diagram (named after Jean-Robert Argand)  see figure at right. The point and hence the complex number z can be specified by Cartesian (rectangular) coordinates. The Cartesian coordinates of the complex number are the real part x = Re(z) and the imaginary part y = Im(z). The representation of a complex number by its Cartesian coordinates is called the Cartesian form or rectangular form or algebraic form of that complex number.


          


          Absolute value, conjugation and distance


          The absolute value (or modulus or magnitude) of a complex number z = rei is defined as | z | = r. Algebraically, if z = x + yi, then [image: |z|=\sqrt{x^2+y^2}.]


          One can check readily that the absolute value has three important properties:


          
            	[image:  | z | = 0 \,] if and only if [image:  z = 0 \,]

          


          
            	[image:  | z + w | \leq | z | + | w | \,] ( triangle inequality)

          


          
            	[image:  | z \cdot w | = | z | \cdot | w | \,]

          


          for all complex numbers z and w. It then follows, for example, that | 1 | = 1 and | z / w | = | z | / | w | . By defining the distance function d(z,w) = | z  w | we turn the set of complex numbers into a metric space and we can therefore talk about limits and continuity.


          The complex conjugate of the complex number z = x + yi is defined to be x  yi, written as [image: \bar{z}] or [image: z^*\,]. As seen in the figure, [image: \bar{z}] is the "reflection" of z about the real axis. The following can be checked:


          
            	[image: \overline{z+w} = \bar{z} + \bar{w}]

          


          
            	[image: \overline{z\cdot w} = \bar{z}\cdot\bar{w}]

          


          
            	[image: \overline{(z/w)} = \bar{z}/\bar{w}]

          


          
            	[image: \bar{\bar{z}}=z]

          


          
            	[image: \bar{z}=z]  if and only if z is real

          


          
            	[image: \bar{z}=-z]  if and only if z is purely imaginary

          


          
            	[image: |z|=|\bar{z}|]

          


          
            	[image: |z|^2 = z\cdot\bar{z}]

          


          
            	[image: z^{-1} = \bar{z}\cdot|z|^{-2}]  if z is non-zero.

          


          The latter formula is the method of choice to compute the inverse of a complex number if it is given in rectangular coordinates.


          That conjugation commutes with all the algebraic operations (and many functions; e.g. [image: \sin\bar z=\overline{\sin z}]) is rooted in the ambiguity in choice of i (1 has two square roots). It is important to note, however, that the function [image: f(z) = \bar{z}] is not complex-differentiable (see holomorphic function).


          


          Complex fractions


          We can divide a complex number (a+bi) by another complex number (c+di)0 in two ways. The first way has already been implied: to convert both complex numbers into exponential form, from which their quotient is easily derived. The second way is to express the division as a fraction, then to multiply both numerator and denominator by the complex conjugate of the denominator. The new denominator is a real number.


          
            	[image:  \begin{align} {a + bi \over c + di}& = {(a + bi) (c - di) \over (c + di) (c - di)} = {(ac + bd) + (bc - ad) i \over c^2 + d^2}\\ & = \left({ac + bd \over c^2 + d^2}\right) + i\left( {bc - ad \over c^2 + d^2} \right).\, \end{align} ]

          


          


          Geometric interpretation of the operations on complex numbers


          
            [image: X = A + B]

            
              X = A + B
            

          


          
            [image: X = AB]

            
              X = AB
            

          


          
            [image: X = A*]

            
              X = A*
            

          


          Consider a plane. One point is the origin, 0. Another point is unity, or 1.


          The sum of two points A and B is the point X = A + B such that the triangles with vertices 0, A, B, and X, B, A, are congruent.


          The product of two points A and B is the point X = AB such that the triangles with vertices 0, 1, A, and 0, B, X, are similar.


          The complex conjugate of a point A is the point X = A* such that the triangles with vertices 0, 1, A, and 0, 1, X, are mirror images of each other.


          This geometric interpretation allows problems of geometry to be translated into algebra. The problem of the geometric construction of the 17-gon is thus translated into the analysis of the algebraic equation x17 = 1.


          


          Polar form


          Alternatively to the cartesian representation z = x+iy, the complex number z can be specified by polar coordinates. The polar coordinates are r= |z|  0, called the absolute value or modulus, and =arg(z), called the argument or the angle of z. For r=0 any value of  describes the same number. To get a unique representation, a conventional choice is to set arg(0)=0. For r>0 the argument  is unique modulo 2; that is, if any two values of the complex argument differ by an exact integer multiple of 2, they are considered equivalent. To get a unique representation, a conventional choice is to limit  to the interval (-,], i.e. <. The representation of a complex number by its polar coordinates is called the polar form of the complex number.


          


          Conversion from the polar form to the Cartesian form


          
            	[image: x = r \cos \varphi]


            	[image: y = r \sin \varphi]

          


          


          Conversion from the Cartesian form to the polar form


          
            	[image: r = \sqrt{x^2+y^2}]


            	[image: \varphi = \arg(z) = \operatorname{atan2}(y,x)]

          


          (See arg function and atan2.)


          The resulting value for  is in the range (, +]; it is negative for negative values of y. If instead non-negative values in the range [0, 2) are desired, add 2 to negative results.


          


          Notation of the polar form


          The notation of the polar form as


          
            	[image:  z = r\,(\cos \varphi + i\sin \varphi )\,]

          


          is called trigonometric form. The notation cis  is sometimes used as an abbreviation for cos  + i sin . Using Euler's formula it can also be written as


          
            	[image:  z = r\,\mathrm{e}^{i \varphi}\,]

          


          which is called exponential form.


          


          Multiplication, division, exponentiation, and root extraction in the polar form


          Multiplication, division, exponentiation, and root extraction are much easier in the polar form than in the Cartesian form.


          Using sum and difference identities its possible to obtain that


          
            	[image: r_1\,e^{i\varphi_1} \cdot r_2\,e^{i\varphi_2} = r_1\,r_2\,e^{i(\varphi_1 + \varphi_2)} \,]

          


          and that


          
            	[image: \frac{r_1\,e^{i\varphi_1}}{r_2\,e^{i\varphi_2}} = \frac{r_1}{r_2}\,e^{i (\varphi_1 - \varphi_2)}. \,]

          


          Exponentiation with integer exponents; according to De Moivre's formula,


          
            	[image: \big(r\,e^{i\varphi}\big)^n = r^n\,e^{in\varphi}. \,]

          


          Exponentiation with arbitrary complex exponents is discussed in the article on exponentiation.


          The addition of two complex numbers is just the vector addition of two vectors, and multiplication by a fixed complex number can be seen as a simultaneous rotation and stretching.


          Multiplication by i corresponds to a counter-clockwise rotation by 90 degrees (/2 radians). The geometric content of the equation i2=1 is that a sequence of two 90 degree rotations results in a 180 degree ( radians) rotation. Even the fact (1)(1)=+1 from arithmetic can be understood geometrically as the combination of two 180 degree turns.


          All the roots of any number, real or complex, may be found with a simple algorithm. The nth roots are given by


          
            	[image:  \sqrt[n]{r e^{i\varphi}}=\sqrt[n]{r}\ e^{i\left(\frac{\varphi+2k\pi}{n}\right)}]

          


          for k=0,1,2,,n1, where [image: \sqrt[n]{r}] represents the principal nth root of r.


          


          Some properties


          


          Matrix representation of complex numbers


          While usually not useful, alternative representations of the complex field can give some insight into its nature. One particularly elegant representation interprets each complex number as a 22 matrix with real entries which stretches and rotates the points of the plane. Every such matrix has the form


          
            	[image:  \begin{bmatrix} a & -b \ b & \;\; a \end{bmatrix} ]

          


          where a and b are real numbers. The sum and product of two such matrices is again of this form, and the product operation on matrices of this form is commutative. Every non-zero matrix of this form is invertible, and its inverse is again of this form. Therefore, the matrices of this form are a field, isomorphic to the field of complex numbers. Every such matrix can be written as


          
            	[image:  \begin{bmatrix} a & -b \ b & \;\; a \end{bmatrix} = a \begin{bmatrix} 1 & \;\; 0 \ 0 & \;\; 1 \end{bmatrix} + b \begin{bmatrix} 0 & -1 \ 1 & \;\; 0 \end{bmatrix} ]

          


          which suggests that we should identify the real number 1 with the identity matrix


          
            	[image:  \begin{bmatrix} 1 & \;\; 0 \ 0 & \;\; 1 \end{bmatrix}, ]

          


          and the imaginary unit i with


          
            	[image:  \begin{bmatrix} 0 & -1 \ 1 & \;\; 0 \end{bmatrix}, ]

          


          a counter-clockwise rotation by 90 degrees. Note that the square of this latter matrix is indeed equal to the 22 matrix that represents 1.


          The square of the absolute value of a complex number expressed as a matrix is equal to the determinant of that matrix.


          
            	[image:  |z|^2 = \begin{vmatrix} a & -b \ b & a \end{vmatrix} = (a^2) - ((-b)(b)) = a^2 + b^2. ]

          


          If the matrix is viewed as a transformation of the plane, then the transformation rotates points through an angle equal to the argument of the complex number and scales by a factor equal to the complex number's absolute value. The conjugate of the complex number z corresponds to the transformation which rotates through the same angle as z but in the opposite direction, and scales in the same manner as z; this can be represented by the transpose of the matrix corresponding to z.


          If the matrix elements are themselves complex numbers, the resulting algebra is that of the quaternions. In other words, this matrix representation is one way of expressing the Cayley-Dickson construction of algebras.


          It should also be noted that the two eigenvalues of the 2x2 matrix representing a complex number are the complex number itself and its conjugate.


          


          Real vector space


          C is a two-dimensional real vector space. Unlike the reals, the set of complex numbers cannot be totally ordered in any way that is compatible with its arithmetic operations: C cannot be turned into an ordered field. More generally, no field containing a square root of 1 can be ordered.


          R-linear maps C  C have the general form


          
            	[image: f(z)=az+b\overline{z}]

          


          with complex coefficients a and b. Only the first term is C-linear, and only the first term is holomorphic; the second term is real-differentiable, but does not satisfy the Cauchy-Riemann equations.


          The function


          
            	[image: f(z)=az\,]

          


          corresponds to rotations combined with scaling, while the function


          
            	[image: f(z)=b\overline{z}]

          


          corresponds to reflections combined with scaling.


          


          Solutions of polynomial equations


          A root of the polynomial p is a complex number z such that p(z) = 0. A surprising result in complex analysis is that all polynomials of degree n with real or complex coefficients have exactly n complex roots (counting multiple roots according to their multiplicity). This is known as the fundamental theorem of algebra, and it shows that the complex numbers are an algebraically closed field.


          Indeed, the complex number field C is the algebraic closure of the real number field, and Cauchy constructed the field of complex numbers in this way. It can also be characterized as the quotient ring of the polynomial ring R[X] over the ideal generated by the polynomial X + 1:


          
            	[image:  \mathbb{C} = \mathbb{R}[ X ] / ( X^2 + 1). \,]

          


          This is indeed a field because X + 1 is irreducible, hence generating a maximal ideal, in R[X]. The image of X in this quotient ring is the imaginary unit i.


          


          Algebraic characterization


          The field C is ( up to field isomorphism) characterized by the following three facts:


          
            	its characteristic is 0


            	its transcendence degree over the prime field is the cardinality of the continuum


            	it is algebraically closed

          


          Consequently, C contains many proper subfields which are isomorphic to C. Another consequence of this characterization is that the Galois group of C over the rational numbers is enormous, with cardinality equal to that of the power set of the continuum.


          


          Characterization as a topological field


          As noted above, the algebraic characterization of C fails to capture some of its most important properties. These properties, which underpin the foundations of complex analysis, arise from the topology of C. The following properties characterize C as a topological field:


          
            	C is a field.


            	
              C contains a subset P of nonzero elements satisfying:

              
                	P is closed under addition, multiplication and taking inverses.


                	If x and y are distinct elements of P, then either x-y or y-x is in P


                	If S is any nonempty subset of P, then S+P=x+P for some x in C.

              

            


            	C has a nontrivial involutive automorphism xx*, fixing P and such that xx* is in P for any nonzero x in C.

          


          Given these properties, one can then define a topology on C by taking the sets


          
            	[image: B(x,p) = \{y | p - (y-x)(y-x)^*\in P\}]

          


          as a base, where x ranges over C, and p ranges over P.


          To see that these properties characterize C as a topological field, one notes that P  {0}  -P is an ordered Dedekind-complete field and thus can be identified with the real numbers R by a unique field isomorphism. The last property is easily seen to imply that the Galois group over the real numbers is of order two, completing the characterization.


          Pontryagin has shown that the only connected locally compact topological fields are R and C. This gives another characterization of C as a topological field, since C can be distinguished from R by noting that the nonzero complex numbers are connected, while the nonzero real numbers are not.


          


          Complex analysis


          The study of functions of a complex variable is known as complex analysis and has enormous practical use in applied mathematics as well as in other branches of mathematics. Often, the most natural proofs for statements in real analysis or even number theory employ techniques from complex analysis (see prime number theorem for an example). Unlike real functions which are commonly represented as two dimensional graphs, complex functions have four dimensional graphs and may usefully be illustrated by colour coding a three dimensional graph to suggest four dimensions, or by animating the complex function's dynamic transformation of the complex plane.


          


          Applications


          The words "real" and "imaginary" were meaningful when complex numbers were used mainly as an aid in manipulating "real" numbers, with only the "real" part directly describing the world. Later applications, and especially the discovery of quantum mechanics, showed that nature has no preference for "real" numbers and its most real descriptions often require complex numbers, the "imaginary" part being just as physical as the "real" part.


          


          Control theory


          In control theory, systems are often transformed from the time domain to the frequency domain using the Laplace transform. The system's poles and zeros are then analyzed in the complex plane. The root locus, Nyquist plot, and Nichols plot techniques all make use of the complex plane.


          In the root locus method, it is especially important whether the poles and zeros are in the left or right half planes, i.e. have real part greater than or less than zero. If a system has poles that are


          
            	in the right half plane, it will be unstable,


            	all in the left half plane, it will be stable,


            	on the imaginary axis, it will have marginal stability.

          


          If a system has zeros in the right half plane, it is a nonminimum phase system.


          


          Signal analysis


          Complex numbers are used in signal analysis and other fields for a convenient description for periodically varying signals. For given real functions representing actual physical quantities, often in terms of sines and cosines, corresponding complex functions are considered of which the real parts are the original quantities. For a sine wave of a given frequency, the absolute value |z| of the corresponding z is the amplitude and the argument arg(z) the phase.


          If Fourier analysis is employed to write a given real-valued signal as a sum of periodic functions, these periodic functions are often written as complex valued functions of the form


          
            	[image:  f ( t ) = z e^{i\omega t} \,]

          


          where  represents the angular frequency and the complex number z encodes the phase and amplitude as explained above.


          In electrical engineering, the Fourier transform is used to analyze varying voltages and currents. The treatment of resistors, capacitors, and inductors can then be unified by introducing imaginary, frequency-dependent resistances for the latter two and combining all three in a single complex number called the impedance. (Electrical engineers and some physicists use the letter j for the imaginary unit since i is typically reserved for varying currents and may come into conflict with i.) This approach is called phasor calculus. This use is also extended into digital signal processing and digital image processing, which utilize digital versions of Fourier analysis (and Wavelet analysis) to transmit, compress, restore, and otherwise process digital audio signals, still images, and video signals.


          


          Improper integrals


          In applied fields, complex numbers are often used to compute certain real-valued improper integrals, by means of complex-valued functions. Several methods exist to do this; see methods of contour integration.


          


          Quantum mechanics


          The complex number field is relevant in the mathematical formulation of quantum mechanics, where complex Hilbert spaces provide the context for one such formulation that is convenient and perhaps most standard. The original foundation formulas of quantum mechanics  the Schrdinger equation and Heisenberg's matrix mechanics  make use of complex numbers.


          


          Relativity


          In special and general relativity, some formulas for the metric on spacetime become simpler if one takes the time variable to be imaginary. (This is no longer standard.) Complex numbers are essential to spinors which are a generalization of the tensors used in relativity.


          


          Applied mathematics


          In differential equations, it is common to first find all complex roots r of the characteristic equation of a linear differential equation and then attempt to solve the system in terms of base functions of the form f(t) = ert.


          


          Fluid dynamics


          In fluid dynamics, complex functions are used to describe potential flow in two dimensions.


          


          Fractals


          Certain fractals are plotted in the complex plane e.g. Mandelbrot set and Julia set.


          


          History


          The earliest fleeting reference to square roots of negative numbers perhaps occurred in the work of the Greek mathematician and inventor Heron of Alexandria in the 1st century AD, when he considered the volume of an impossible frustum of a pyramid, though negative numbers were not conceived in the Hellenistic world.


          Complex numbers became more prominent in the 16th century, when closed formulas for the roots of cubic and quartic polynomials were discovered by Italian mathematicians (see Niccolo Fontana Tartaglia, Gerolamo Cardano). It was soon realized that these formulas, even if one was only interested in real solutions, sometimes required the manipulation of square roots of negative numbers. For example, Tartaglia's cubic formula gives the following solution to the equation xx=0:


          
            	[image: \frac{1}{\sqrt{3}}\left(\sqrt{-1}^{1/3}+\frac{1}{\sqrt{-1}^{1/3}}\right).]

          


          At first glance this looks like nonsense. However formal calculations with complex numbers show that the equation z3=i has solutions i, [image: {\scriptstyle\frac{\sqrt{3}}{2}}+{\scriptstyle\frac{1}{2}}i] and [image: {\scriptstyle\frac{-\sqrt{3}}{2}}+{\scriptstyle\frac{1}{2}}i]. Substituting these in turn for [image: {\scriptstyle\sqrt{-1}^{1/3}}] in Tartaglia's cubic formula and simplifying, one gets 0, 1 and 1 as the solutions of x3x=0.


          This was doubly unsettling since not even negative numbers were considered to be on firm ground at the time. The term "imaginary" for these quantities was coined by Ren Descartes in 1637 and was meant to be derogatory (see imaginary number for a discussion of the "reality" of complex numbers). A further source of confusion was that the equation [image: \sqrt{-1}^2=\sqrt{-1}\sqrt{-1}=-1] seemed to be capriciously inconsistent with the algebraic identity [image: \sqrt{a}\sqrt{b}=\sqrt{ab}], which is valid for positive real numbers a and b, and which was also used in complex number calculations with one of a, b positive and the other negative. The incorrect use of this identity (and the related identity [image: \scriptstyle 1/\sqrt{a}=\sqrt{1/a}]) in the case when both a and b are negative even bedeviled Euler. This difficulty eventually led to the convention of using the special symbol i in place of [image: \sqrt{-1}] to guard against this mistake.


          The 18th century saw the labors of Abraham de Moivre and Leonhard Euler. To de Moivre is due (1730) the well-known formula which bears his name, de Moivre's formula:


          
            	[image: (\cos \theta + i\sin \theta)^{n} = \cos n \theta + i\sin n \theta \,]

          


          and to Euler (1748) Euler's formula of complex analysis:


          
            	[image: \cos \theta + i\sin \theta = e ^{i\theta }. \,]

          


          The existence of complex numbers was not completely accepted until the geometrical interpretation (see below) had been described by Caspar Wessel in 1799; it was rediscovered several years later and popularized by Carl Friedrich Gauss, and as a result the theory of complex numbers received a notable expansion. The idea of the graphic representation of complex numbers had appeared, however, as early as 1685, in Wallis's De Algebra tractatus.


          Wessel's memoir appeared in the Proceedings of the Copenhagen Academy for 1799, and is exceedingly clear and complete, even in comparison with modern works. He also considers the sphere, and gives a quaternion theory from which he develops a complete spherical trigonometry. In 1804 the Abb Bue independently came upon the same idea which Wallis had suggested, that [image: \pm\sqrt{-1}] should represent a unit line, and its negative, perpendicular to the real axis. Bue's paper was not published until 1806, in which year Jean-Robert Argand also issued a pamphlet on the same subject. It is to Argand's essay that the scientific foundation for the graphic representation of complex numbers is now generally referred. Nevertheless, in 1831 Gauss found the theory quite unknown, and in 1832 published his chief memoir on the subject, thus bringing it prominently before the mathematical world. Mention should also be made of an excellent little treatise by Mourey (1828), in which the foundations for the theory of directional numbers are scientifically laid. The general acceptance of the theory is not a little due to the labors of Augustin Louis Cauchy and Niels Henrik Abel, and especially the latter, who was the first to boldly use complex numbers with a success that is well known.


          The common terms used in the theory are chiefly due to the founders. Argand called cos + isin the direction factor, and [image: r = \sqrt{a^2+b^2}] the modulus; Cauchy (1828) called cos + isin the reduced form (l'expression rduite); Gauss used i for [image: \sqrt{-1}], introduced the term complex number for a + bi, and called a2 + b2 the norm.


          The expression direction coefficient, often used for cos + isin, is due to Hankel (1867), and absolute value, for modulus, is due to Weierstrass.


          Following Cauchy and Gauss have come a number of contributors of high rank, of whom the following may be especially mentioned: Kummer (1844), Leopold Kronecker (1845), Scheffler (1845, 1851, 1880), Bellavitis (1835, 1852), Peacock (1845), and De Morgan (1849). Mbius must also be mentioned for his numerous memoirs on the geometric applications of complex numbers, and Dirichlet for the expansion of the theory to include primes, congruences, reciprocity, etc., as in the case of real numbers.


          A complex ring or field is a set of complex numbers which is closed under addition, subtraction, and multiplication. Gauss studied complex numbers of the form a + bi, where a and b are integral, or rational (and i is one of the two roots of x2 + 1 = 0). His student, Ferdinand Eisenstein, studied the type a + b, where  is a complex root of x3  1 = 0. Other such classes (called cyclotomic fields) of complex numbers are derived from the roots of unity xk  1 = 0 for higher values of k. This generalization is largely due to Kummer, who also invented ideal numbers, which were expressed as geometrical entities by Felix Klein in 1893. The general theory of fields was created by variste Galois, who studied the fields generated by the roots of any polynomial equation


          
            	[image: \ F(x) = 0.]

          


          The late writers (from 1884) on the general theory include Weierstrass, Schwarz, Richard Dedekind, Otto Hlder, Bonaventure Berloty, Henri Poincar, Eduard Study, and Alexander MacFarlane.


          The formally correct definition using pairs of real numbers was given in the 19th century.
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            [image: Geometric representation of z and its conjugate in the complex plane. The distance along the light blue line from the origin to the point z is the modulus or absolute value of z. The angle φ is the argument of z.]

            
              Geometric representation of z and its conjugate [image: \bar{z}] in the complex plane. The distance along the light blue line from the origin to the point z is the modulus or absolute value of z. The angle  is the argument of z.
            

          


          In mathematics, the complex plane is a geometric representation of the complex numbers established by the real axis and the orthogonal imaginary axis. It can be thought of as a modified Cartesian plane, with the real part of a complex number represented by a displacement along the x-axis, and the imaginary part by a displacement along the y-axis.


          The complex plane is sometimes called the Argand plane because it is used in Argand diagrams. These are named after Jean-Robert Argand, although they were first described by Norwegian-Danish land surveyor and mathematician Caspar Wessel. Argand diagrams are frequently used to plot the positions of the poles and zeroes of a function in the complex plane.


          The concept of the complex plane allows a geometric interpretation of complex numbers. Under addition, they add like vectors. The multiplication of two complex numbers can be expressed most easily in polar coordinates  the magnitude (or modulus) of the product is the product of the two absolute values, or moduli, and the angle (or argument) of the product is the sum of the two angles, or arguments. In particular, multiplication by a complex number of modulus 1 acts as a rotation.


          


          Notational conventions


          In complex analysis the complex numbers are customarily represented by the symbol z, which can be separated into its real (x) and imaginary (y) parts, like this:


          
            	[image:  z = x + iy\, ]

          


          where x and y are real numbers, and i is the imaginary unit. In this customary notation the complex number z corresponds to the point (x, y) in the Cartesian plane.


          In the Cartesian plane the point (x, y) can also be represented (in polar coordinates) as


          
            	[image:  (x, y) = (r\cos\theta, r\sin\theta)\qquad\left(r = \sqrt{x^2+y^2}; \quad \theta=\arctan\frac{y}{x}\right).\, ]

          


          In the Cartesian plane it may be assumed that the arctangent takes values from  to  (in radians), and some care must be taken to define the real arctangent function for points (x, y) when x  0. In the complex plane these polar coordinates take the form


          
            	[image:  z = x + iy = |z|\left(\cos\theta + i\sin\theta\right) = |z|e^{i\theta}\, ]

          


          where


          
            	[image:  |z| = \sqrt{x^2+y^2}; \quad \theta = \arg(z) = -i\log\frac{z}{|z|}.\, ]

          


          Here |z| is the absolute value or modulus of the complex number z; , the argument of z, is usually taken on the interval 0   < 2; and the last equality (to |z|ei) is taken from Euler's formula. Notice that the argument of z is multi-valued, because the complex exponential function is periodic, with period 2i. Thus, if  is one value of arg(z), the other values are given by arg(z) =  + 2n, where n is any integer  0.


          The theory of contour integration comprises a major part of complex analysis. In this context the direction of travel around a closed curve is important  reversing the direction in which the curve is traversed multiplies the value of the integral by 1. By convention the positive direction is counterclockwise. For example, the unit circle is traversed in the positive direction when we start at the point z = 1, then travel up and to the left through the point z = i, then down and to the left through 1, then down and to the right through i, and finally up and to the right to z = 1, where we started.


          Almost all of complex analysis is concerned with complex functions  that is, with functions that map some subset of the complex plane into some other (possibly overlapping, or even identical) subset of the complex plane. Here it is customary to speak of the domain of f(z) as lying in the z-plane, while referring to the range or image of f(z) as a set of points in the w-plane. In symbols we write


          
            	[image:  z = x + iy;\qquad f(z) = w = u + iv\, ]

          


          and often think of the function f as a transformation of the z-plane (with coordinates (x, y)) into the w-plane (with coordinates (u, v)).


          


          Stereographic projections


          Sometimes it's useful to think of the complex plane as if it occupied the surface of a sphere. Imagine a sphere of unit radius, and put the complex plane right through the middle of it, so the centre of the sphere coincides with the origin z = 0 of the complex plane, and the equator on the sphere coincides with the unit circle in the plane.


          We can establish a one-to-one correspondence between the points on the surface of the sphere and the points in the complex plane as follows. Given a point in the plane, draw a straight line connecting it with the north pole on the sphere. That line will intersect the surface of the sphere in exactly one other point. The point z = 0 will be projected onto the south pole of the sphere. Since the interior of the unit circle lies inside the sphere, that entire region (|z| < 1) will be mapped onto the southern hemisphere. The unit circle itself (|z| = 1) will be mapped onto the equator, and the exterior of the unit circle (|z| > 1) will be mapped onto the northern hemisphere. Clearly this procedure is reversible  given any point on the surface of the sphere that is not the north pole, we can draw a straight line connecting that point to the north pole and intersecting the flat plane in exactly one point.


          Under this stereographic projection there's just one point  the north pole itself  that is not associated with any point in the complex plane. We perfect the one-to-one correspondence by adding one more point to the complex plane  the so-called point at infinity  and associating it with the north pole on the sphere. This topological space, the complex plane plus the point at infinity, is known as the extended complex plane. And this is why mathematicians speak of a single "point at infinity" when discussing complex analysis. There are two points at infinity (positive, and negative) on the real number line, but there is only one point at infinity (the north pole) in the extended complex plane.


          Imagine for a moment what will happen to the lines of latitude and longitude when they are projected from the sphere onto the flat plane. The lines of latitude are all parallel to the equator, so they will become perfect circles centered on the origin z = 0. And the lines of longitude will become straight lines passing through the origin (and also through the "point at infinity", since they pass through both the north and south poles on the sphere).


          This is not the only possible stereographic projection of a sphere onto a plane. For instance, the south pole of the sphere might be placed on top of the origin z = 0 in a plane that's tangent to the sphere. The details don't really matter. Any stereographic projection of a sphere onto a plane will produce one "point at infinity", and it will map the lines of latitude and longitude on the sphere into circles and straight lines, respectively, in the plane.


          


          Cutting the plane


          When discussing functions of a complex variable it is often convenient to think of a cut in the complex plane. This idea arises naturally in several different contexts.


          


          Multi-valued relationships and branch points


          Consider the simple two-valued relationship


          
            	[image:  w = f(z) = \pm\sqrt{z} = z^{\frac{1}{2}}.\, ]

          


          Before we can treat this relationship as a single-valued function, the range of the resulting value must be restricted somehow. When dealing with the square roots of real numbers this is easily done. For instance, we can just define


          
            	[image:  y = g(x) = \sqrt{x}\ = x^{\frac{1}{2}}\, ]

          


          to be the non-negative real number y such that y2 = x. This idea doesn't work so well in the two-dimensional complex plane. To see why, let's think about the way the value of f(z) varies as the point z moves around the unit circle. We can write


          
            	[image:  z = e^{i\theta}\qquad\Rightarrow\qquad w=z^{\frac{1}{2}} = e^{\frac{i\theta}{2}}\qquad(0\leq\theta\leq 2\pi).\, ]

          


          Evidently, as z moves all the way around the circle, w only traces out one-half of the circle. So one continuous motion in the complex plane has transformed the positive square root e0 = 1 into the negative square root ei = 1.


          This problem arises because the point z = 0 has just one square root, while every other complex number z  0 has exactly two square roots. On the real number line we could circumvent this problem by erecting a "barrier" at the single point x = 0. A bigger barrier is needed in the complex plane, to prevent any closed contour from completely encircling the branch point z = 0. This is commonly done by introducing a branch cut; in this case the "cut" might extend from the point z = 0 along the positive real axis to the point at infinity, so that the argument of the variable z in the cut plane is restricted to the range 0  arg(z) < 2.


          We can now give a complete description of w = z. To do so we need two copies of the z-plane, each of them cut along the real axis. On one copy we define the square root of 1 to be e0 = 1, and on the other we define the square root of 1 to be ei = 1. We call these two copies of the complete cut plane sheets. By making a continuity argument we see that the (now single-valued) function w = z maps the first sheet into the upper half of the w-plane, where 0  arg(w) < , while mapping the second sheet into the lower half of the w-plane (where   arg(w) < 2).


          The branch cut in this example doesn't have to lie along the real axis. It doesn't even have to be a straight line. Any continuous curve connecting the origin z = 0 with the point at infinity would work. In some cases the branch cut doesn't even have to pass through the point at infinity. For example, consider the relationship


          
            	[image:  w = g(z) = \left(z^2 - 1\right)^{\frac{1}{2}}.\, ]

          


          Here the polynomial z2  1 vanishes when z = 1, so g evidently has two branch points. We can "cut" the plane along the real axis, from 1 to 1, and obtain a sheet on which g(z) is a single-valued function. Alternatively, the cut can run from z = 1 along the positive real axis through the point at infinity, then continue "up" the negative real axis to the other branch point, z = 1.


          This situation is most easily visualized by using the stereographic projection described above. On the sphere one of these cuts runs longitudinally through the southern hemisphere, connecting a point on the equator (z = 1) with another point on the equator (z = 1), and passing through the south pole (the origin, z = 0) on the way. The second version of the cut runs longitudinally through the northern hemisphere and connects the same two equatorial points by passing through the north pole (that is, the point at infinity).


          


          Restricting the domain of meromorphic functions


          A meromorphic function is a complex function that is holomorphic and therefore analytic everywhere in its domain except at a finite, or countably infinite, number of points. The points at which such a function cannot be defined are called the poles of the meromorphic function. Sometimes all these poles lie in a straight line. In that case mathematicians may say that the function is "holomorphic on the cut plane". Here's a simple example.


          The gamma function, defined by


          
            	[image:  \Gamma (z) = \frac{e^{-\gamma z}}{z} \prod_{n=1}^\infty \left[\left(1+\frac{z}{n}\right)^{-1}e^{z/n}\right]\, ]

          


          where  is the Euler-Mascheroni constant, has simple poles at 0, 1, 2, 3, ... because exactly one denominator in the infinite product vanishes when z is zero, or a negative integer. Since all its poles lie on the negative real axis, from z = 0 to the point at infinity, this function might be described as


          "holomorphic on the cut plane, the cut extending along the negative real axis, from 0 (inclusive) to the point at infinity."


          Alternatively, (z) might be described as


          "holomorphic in the cut plane with  < arg(z) <  and excluding the point z = 0."


          Notice that this cut is slightly different from the branch cut we've already encountered, because it actually excludes the negative real axis from the cut plane. The branch cut left the real axis connected with the cut plane on one side (0  ), but severed it from the cut plane along the other side ( < 2).


          Of course, it's not actually necessary to exclude the entire line segment from z = 0 to  to construct a domain in which (z) is holomorphic. All we really have to do is puncture the plane at a countably infinite set of points {0, 1, 2, 3, ...}. But a closed contour in the punctured plane might encircle one or more of the poles of (z), giving a contour integral that is not necessarily zero, by the residue theorem. By cutting the complex plane we ensure not only that (z) is holomorphic in this restricted domain  we also ensure that the contour integral of  over any closed curve lying in the cut plane is identically equal to zero. And this may be important in some mathematical arguments.


          


          Specifying convergence regions


          Many complex functions are defined by infinite series, or by continued fractions. A fundamental consideration in the analysis of these infinitely long expressions is identifying the portion of the complex plane in which they converge to a finite value. A cut in the plane may facilitate this process, as the following examples show.


          Consider the function defined by the infinite series


          
            	[image:  f(z) = \sum_{n=1}^\infty \left(z^2 + n\right)^{-2}.\, ]

          


          Since z2 = (z)2 for every complex number z, it's clear that f(z) is an even function of z, so the analysis can be restricted to one half of the complex plane. And since the series is undefined when


          
            	[image:  z^2 + n = 0 \quad \Leftrightarrow \quad z = \pm i\sqrt{n},\, ]

          


          it makes sense to cut the plane along the entire imaginary axis and establish the convergence of this series where the real part of z is not zero before undertaking the more arduous task of examining f(z) when z is a pure imaginary number.


          In this example the cut is a mere convenience, because the points at which the infinite sum is undefined are isolated, and the cut plane can be replaced with a suitably punctured plane. In some contexts the cut is necessary, and not just convenient. Consider the infinite periodic continued fraction


          
            	[image:  f(z) = 1 + \cfrac{z}{1 + \cfrac{z}{1 + \cfrac{z}{1 + \cfrac{z}{\ddots}}}}.\, ]

          


          It can be shown that f(z) converges to a finite value if and only if z is not a negative real number such that z < . In other words, the convergence region for this continued fraction is the cut plane, where the cut runs along the negative real axis, from  to the point at infinity.


          


          Gluing the cut plane back together


          We have already seen how the relationship


          
            	[image:  w = f(z) = \pm\sqrt{z} = z^\frac{1}{2}\, ]

          


          can be made into a single-valued function by splitting the domain of f into two disconnected sheets. It is also possible to "glue" those two sheets back together to form a single Riemann surface on which f(z) = z can be defined as a holomorphic function whose image is the entire w-plane (except for the point w = 0). Here's how that works.


          Imagine two copies of the cut complex plane, the cuts extending along the positive real axis from z = 0 to the point at infinity. On one sheet define 0  arg(z) < 2, so that 1 = e0 = 1, by definition. On the second sheet define 2  arg(z) < 4, so that 1 = ei = 1, again by definition. Now flip the second sheet upside down, so the imaginary axis points in the opposite direction of the imaginary axis on the first sheet, with both real axes pointing in the same direction, and "glue" the two sheets together (so that the edge on the first sheet labeled " = 0" is connected to the edge labeled " < 4" on the second sheet, and the edge on the second sheet labeled " = 2" is connected to the edge labeled " < 2" on the first sheet). The result is the Riemann surface domain on which f(z) = z is single-valued and holomorphic (except when z = 0).


          To understand why f is single-valued in this domain, imagine a circuit around the unit circle, starting with z = 1 on the first sheet. When 0   < 2 we are still on the first sheet. When  = 2 we have crossed over onto the second sheet, and are obliged to make a second complete circuit around the branch point z = 0 before returning to our starting point, where  = 4 is equivalent to  = 0, because of the way we glued the two sheets together. In other words, as the variable z makes two complete turns around the branch point, the image of z in the w-plane traces out just one complete circle.


          Formal differentiation shows that


          
            	[image:  f(z) = z^\frac{1}{2} \quad\Rightarrow\quad f^\prime (z) = \frac{1}{2}z^{-\frac{1}{2}}\, ]

          


          from which we can conclude that the derivative of f exists and is finite everywhere on the Riemann surface, except when z = 0 (that is, f is holomorphic, except when z = 0).


          How can the Riemann surface for the function


          
            	[image:  w = g(z) = \left(z^2 - 1\right)^\frac{1}{2},\, ]

          


          also discussed above, be constructed? Once again we begin with two copies of the z-plane, but this time each one is cut along the real line segment extending from z = 1 to z = 1  these are the two branch points of g(z). We flip one of these upside down, so the two imaginary axes point in opposite directions, and glue the corresponding edges of the two cut sheets together. We can verify that g is a single-valued function on this surface by tracing a circuit around a circle of unit radius centered at z = 1. Commencing at the point z = 2 on the first sheet we turn halfway around the circle before encountering the cut at z = 0. The cut forces us onto the second sheet, so that when z has traced out one full turn around the branch point z = 1, w has taken just one-half of a full turn, the sign of w has been reversed (since ei = 1), and our path has taken us to the point z = 2 on the second sheet of the surface. Continuing on through another half turn we encounter the other side of the cut, where z = 0, and finally reach our starting point (z = 2 on the first sheet) after making two full turns around the branch point.


          The natural way to label  = arg(z) in this example is to set  <    on the first sheet, with  <   3 on the second. The imaginary axes on the two sheets point in opposite directions so that the counterclockwise sense of positive rotation is preserved as a closed contour moves from one sheet to the other (remember, the second sheet is upside down). Imagine this surface embedded in a three-dimensional space, with both sheets parallel to the xy-plane. Then there appears to be a vertical hole in the surface, where the two cuts are joined together. What if the cut is made from z = 1 down the real axis to the point at infinity, and from z = 1, up the real axis until the cut meets itself? Again a Riemann surface can be constructed, but this time the "hole" is horizontal. Topologically speaking, both versions of this Riemann surface are equivalent  they are orientable two-dimensional surfaces of genus one.


          


          Use of the complex plane in control theory


          In control theory, one use of the complex plane is known as the 's-plane'. It is used to visualise the roots of the equation describing a system's behaviour (the characteristic equation) graphically. The equation is normally expressed as a polynomial in the parameter 's' of the Laplace transform, hence the name 's' plane.


          Another related use of the complex plane is with the Nyquist stability criterion. This is a geometric principle which allows the stability of a control system to be determined by inspecting a Nyquist plot of its frequency-phase response (or transfer function) in the complex plane.


          The 'z-plane' is a discrete-time version of the s-plane, where z-transforms are used instead of the Laplace transformation.


          


          Other meanings of "complex plane"


          The preceding sections of this article deal with the complex plane as the geometric analogue of the complex numbers. Although this usage of the term "complex plane" has a long and mathematically rich history, it is by no means the only mathematical concept that can be characterized as "the complex plane". There are at least three additional possibilities.


          
            	1+1-dimensional Minkowski space, also known as the split-complex plane, is a "complex plane" in the sense that the algebraic split-complex numbers can be separated into two real components that are easily associated with the point (x, y) in the Cartesian plane.


            	The set of dual numbers over the reals can also be placed into one-to-one correspondence with the points (x, y) of the Cartesian plane, and represent another example of a "complex plane".


            	The vector space CC, the Cartesian product of the complex numbers with themselves, is also a "complex plane" in the sense that it is a two-dimensional vector space whose coordinates are complex numbers.
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              Fossil range: Late Jurassic
            


            
              	
                [image: This Compsognathus model at the Oxford University Museum of Natural History shows the animal's narrow skull and long, tapered snout.]


                
                  This Compsognathus model at the Oxford University Museum of Natural History shows the animal's narrow skull and long, tapered snout.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Saurischia

                  


                  
                    	Suborder:

                    	Theropoda

                  


                  
                    	Family:

                    	Compsognathidae

                  


                  
                    	Genus:

                    	Compsognathus

                    Wagner, 1859
                  

                

              
            


            
              	Species
            


            
              	
                C. longipes Wagner, 1859 ( type)

              
            

          


          Compsognathus (pronounced /kɒmpˈsɒgnəəs/, Greek kompsos/; "elegant", "refined" or "dainty", and gnathos/; "jaw") was a small, bipedal, carnivorous theropod dinosaur. The animal was the size of a turkey and lived around 150 million years ago, the early Tithonian stage of the late Jurassic Period, in what is now Europe. Paleontologists have found two well-preserved fossils, one in Germany in the 1850s and the second in France more than a century later. Many popular presentations still describe Compsognathus as a "chicken-sized" dinosaur because of the small size of the German specimen, which is now believed to be a juvenile form of the larger French specimen. Compsognathus is one of the few dinosaurs for which the diet is known with certainty: the remains of small, agile lizards are preserved in the bellies of both specimens. Teeth discovered in Portugal may be further fossil remains of the genus.


          Although not recognized as such at the time of its discovery, Compsognathus is the first dinosaur known from a reasonably complete skeleton. Today, C. longipes is the only recognized species, although the larger specimen discovered in France in the 1970s was once thought to belong to a separate species, C. corallestris. Until the 1980s and 1990s, Compsognathus was the smallest known dinosaur and the closest supposed relative of the early bird Archaeopteryx. Thus, the genus is one of the few dinosaur genera to be well known outside of paleontological circles.


          


          Description


          
            [image: Compsognathus was around 1�meter (3�ft) in length.]

            
              Compsognathus was around 1 meter (3 ft) in length.
            

          


          For decades, Compsognathus was famed as the smallest dinosaur known; the specimens collected were around 1 meter (3 ft) in length. However, dinosaurs discovered later, such as Caenagnathasia, Microraptor and Parvicursor, were even smaller. Compsognathus is estimated to have weighed around 3kg (6.5lb).


          Compsognathus was a small, bipedal animal with long hind legs and a longer tail, which it used for balance during locomotion. The forelimbs were smaller than the hindlimbs and featured three digits equipped with solid claws suited for grasping prey. Its delicate skull was narrow and long, with a tapered snout. The skull had five pairs of fenestrae (skull openings), the largest of which was for the orbit (eye socket). The eyes were large in proportion to the rest of the skull.


          The lower jaw was slender and had no mandibular fenestra, a hole in the lower jawbone commonly seen in archosaurs. The teeth were small but sharp, suited for its diet of small vertebrates and possibly other small animals, such as insects. Its frontmost teeth (those on the premaxilla) were unserrated, unlike those further back in the jaw. Scientists have used these dental characteristics to identify Compsognathus and its closest relatives.


          


          Discovery and species


          
            [image: Joseph Oberndorfer discovered this Compsognathus fossil in Bavaria, Germany, in the 1850s. Shown here is a cast at the Oxford University Museum of Natural History.]

            
              Joseph Oberndorfer discovered this Compsognathus fossil in Bavaria, Germany, in the 1850s. Shown here is a cast at the Oxford University Museum of Natural History.
            

          


          Compsognathus is known from two nearly complete skeletons, one from Germany that is 89cm long (35in) and another from France that is 125cm (49in). The physician and fossil collector Joseph Oberndorfer discovered the German specimen (BSP AS I 563) in the Solnhofen lithographic limestone deposits in the Riedenburg-Kelheim region of Bavaria during the 1850s. The limestone of the Solnhofen area has also yielded such well-preserved fossils as Archaeopteryx with feather impressions and some pterosaurs with imprints of their wing membranes that are dated to the lower Tithonian age. Johann A. Wagner described the specimen briefly in 1859 and in more detail in 1861, when he coined the name Compsognathus longipes. In early 1868, Thomas Huxley hypothesized that the specimen was closely related to the dinosaurs, and in 1896, Othniel Marsh recognized the fossil as a true member of that group. John Ostrom thoroughly redescribed the species in 1978, making it one of the best-known small theropods at that time. The German specimen is on display at the Bayerische Staatsammlung fr Palontologie und historische Geologie (Bavarian State Institute for Paleontology and Historical Geology) in Munich, Germany.


          
            [image: Compsognathus fossil, Canjuers, France.]

            
              Compsognathus fossil, Canjuers, France.
            

          


          The larger French specimen (MNHN CNJ 79) was discovered in 1972 in the Portlandian lithographic limestone of Canjuers near Nice in southeastern France. It dates to the lower Tithonian. Although Bidar originally described the specimen as a separate species called Compsognathus corallestris, Michard and others have since relabeled it as another example of Compsognathus longipes. Quimby identifed the smaller German specimen as a juvenile of the same species. In 1983, the Musum national d'histoire naturelle in Paris acquired the French Compsognathus fossil; Michard thoroughly studied it there. Scientists originally identified a partial foot, also from Solnhofen, as belonging to a Compsognathus, but later research has disproved this. Zinke has assigned teeth from the Kimmeridgian Guimarota formation of Portugal to the genus.


          


          Paleoecology
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          During the late Jurassic, Europe was a dry, tropical archipelago at the edge of the Tethys Sea. The fine limestone in which the skeletons of Compsognathus have been found originated in calcite from the shells of marine organisms. Both the Solnhofen and Canjuers area where Compsognathus has been preserved were lagoons situated between the beaches and coral reefs of the Jurassic European islands in the Tethys Sea. Contemporaries of Compsognathus include the early bird Archaeopteryx and the pterosaurs Rhamphorhynchus and Pterodactylus. The same sediments in which Compsognathus has been preserved also contain fossils of a number of marine animals such as fish, crustaceans, echinoderms and marine mollusks, confirming the coastal habitat of this theropod. No other dinosaur has been found in association with Compsognathus indicating that this little dinosaur might in fact have been the top land predator in these islands.


          


          Paleobiology


          


          Hand
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          The Compsognathus specimen discovered in Germany in the 19th century featured only two digits on each forelimb, leading scientists to conclude that this was how the creature appeared in life. However, the fossil discovered later in France revealed the manus (hands) to have had three digits, similar to other members of compsognathid genera. The fossilization of the German Compsognathus had simply failed to preserve the specimen's forefeet. Bidar supposed that the French specimen had webbed forefeet, which would look like flippers in life. In the 1975 book The Evolution and Ecology of the Dinosaurs, L. B. Halstead depicts the animal as an amphibious dinosaur capable of feeding on aquatic prey and swimming out of reach of larger predators. Ostrom debunked this hypothesis by showing conclusively that the French specimen was nearly identical to the German specimen in every aspect but its size. Peyer confirmed these conclusions.


          


          Diet
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          The remains of a lizard in the German specimen's thoracic cavity show that Compsognathus preyed on small vertebrates. Marsh, who examined the specimen in 1881, thought that this small skeleton inside Compsognathus belly was an embryo, but in 1903, Franz Nopcsa concluded that it was a lizard. Ostrom identified the remains as belonging to a lizard of the genus Bavarisaurus, which he concluded was a fast and agile runner due to its long tail and limb proportions. This in turn led to the conclusion that its predator, Compsognathus, must have had sharp vision and the ability to rapidly accelerate and outrun the lizard. The Bavarisaurus is in a single piece, indicating that Compsognathus must have swallowed its prey whole. The French specimen's gastric contents consist of unidentified lizards or sphenodontids.


          


          Possible eggs


          Excavators discovered eggs 10mm in diameter near the fossil remains of the German Compsognathus. In 1901, Friedrich von Huene interpreted them as dermal ossifications. Griffiths redescribed them as immature eggs in 1993. However, later researchers have doubted their assignment to the genus because they were found outside the body cavity of the animal. A well-preserved fossil of Sinosauropteryx, a genus related to Compsognathus, shows two oviducts bearing two unlaid eggs. These proportionally larger and less numerous eggs of Sinosauropteryx cast further doubt on the original identification of the Compsognathus eggs.


          


          Feathers and connection with birds
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          For nearly a century, Compsognathus was the only well-known small theropod. This led to comparisons with Archaeopteryx and to suggestions of a relationship with birds. In fact, Compsognathus, rather than Archaeopteryx, piqued Huxley's interest in the origin of birds. The two animals share many similarities in shape, size and proportions, so many in fact that a featherless skeleton of an Archaeopteryx was for many years misidentified as a Compsognathus. Many other dinosaurs, including Deinonychus, Oviraptor and Segnosaurus, are now known to have been more closely related to birds.


          No feathers or feather-like covering have been preserved with Compsognathus fossils, in contrast to Archaeopteryx, which was found in the same sediments; many depictions of Compsognathus thus show it without feathers. However, the only feathers found in association with Archaeopteryx are the large ones on the wings and tail; the short ones that likely covered the body have rarely been preserved. Von Huene reported the presence of a fossilized patch of skin in the abdominal region of the German Compsognathus, but Ostrom later disproved this. Relatives of Compsognathus, namely Sinosauropteryx and Sinocalliopteryx, have been preserved with the remains of simple feathers covering the body like fur, indicating that Compsognathus might have been feathered in a similar way. In contrast, a patch of fossilized skin from the tail and hindlimb of another presumed compsognathid genus, Juravenator, only shows scales, with no indication that feathers were present in the preserved areas. This may mean that feather covering was not ubiquitous in this group of dinosaurs, though a 2007 re-evaluation by Butler and Upchurch cast doubt on the assignment of Juravenator to the same family as Compsognathus.


          


          Classification
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          Compsognathus gives its name to the family Compsognathidae, a group composed mostly of small dinosaurs from the late Jurassic and early Cretaceous periods of China, Europe and South America. For many years it was the only member known; however in recent decades paleontologists have discovered several related genera. The clade includes Aristosuchus, Huaxiagnathus, Mirischia, Sinosauropteryx, and perhaps Juravenator and Scipionyx. At one time, Mononykus was proposed as a member of the family, but this was rejected by Chen and coauthors in a 1998 paper; they considered the similarities between Mononykus and the compsognathids to be an example of convergent evolution. The position of Compsognathus and its relatives within the coelurosaur group is uncertain. Some, such as theropod expert Thomas Holtz Jr. and co-authors Ralph Molnar and Phil Currie in the landmark 2004 text Dinosauria, hold the family as the basalmost of the coelurosaurs, while others as part of the Maniraptora.


          


          In popular culture


          


          Children's dinosaur books commonly feature Compsognathus. For a long time it was unique in its small size, as most other small dinosaurs were discovered and described a century or more later.


          More recently, the animal has appeared in the movies The Lost World: Jurassic Park and Jurassic Park III. In The Lost World: Jurassic Park, one of the characters incorrectly identifies the species as "Compsognathus triassicus", combining the genus name of Compsognathus with the species name of Procompsognathus, a distantly related small carnivore featured in the Jurassic Park novels. The "compys" are depicted as social animals that hunt in packs which makes them capable of taking down human-sized prey through overwhelming numbers. This behaviour was invented by the creators of Jurassic Park as there is indeed no indication from the scientific point of view that Compsognathus (or Procompsognathus) had such social behaviour.
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        Computational chemistry


        
          

          Computational chemistry is a branch of chemistry that uses computers to assist in solving chemical problems. It uses the results of theoretical chemistry, incorporated into efficient computer programs, to calculate the structures and properties of molecules and solids. While its results normally complement the information obtained by chemical experiments, it can in some cases predict hitherto unobserved chemical phenomena. It is widely used in the design of new drugs and materials.


          Examples of such properties are structure (i.e. the expected positions of the constituent atoms), absolute and relative (interaction) energies, electronic charge distributions, dipoles and higher multipole moments, vibrational frequencies, reactivity or other spectroscopic quantities, and cross sections for collision with other particles.


          The methods employed cover both static and dynamic situations. In all cases the computer time and other resources (such as memory and disk space) increase rapidly with the size of the system being studied. That system can be a single molecule, a group of molecules, or a solid. Computational chemistry methods range from highly accurate to very approximate; highly accurate methods are typically feasible only for small systems. Ab initio methods are based entirely on theory from first principles. Other (typically less accurate) methods are called empirical or semi-empirical because they employ experimental results, often from acceptable models of atoms or related molecules, to approximate some elements of the underlying theory.


          Both ab initio and semi-empirical approaches involve approximations. These range from simplified forms of the first-principles equations that are easier or faster to solve, to approximations limiting the size of the system (for example, Periodic boundary conditions), to fundamental approximations to the underlying equations that are required to achieve any solution to them at all. For example, most ab initio calculations make the Born-Oppenheimer approximation, which greatly simplifies the underlying Schroedinger Equation by freezing the nuclei in place during the calculation. In principle, ab initio methods eventually converge to the exact solution of the underlying equations as the number of approximations is reduced. In practice, however, it is impossible to eliminate all approximations, and residual error inevitably remains. The goal of computational chemistry is to minimize this residual error while keeping the calculations tractable.


          


          History


          Building on the founding discoveries and theories in the history of quantum mechanics, the first theoretical calculations in chemistry were those of Walter Heitler and Fritz London in 1927. The books that were influential in the early development of computational quantum chemistry include: Linus Pauling and E. Bright Wilsons 1935 Introduction to Quantum Mechanics  with Applications to Chemistry, Eyring, Walter and Kimball's 1944 Quantum Chemistry, Heitlers 1945 Elementary Wave Mechanics  with Applications to Quantum Chemistry, and later Coulson's 1952 textbook Valence, each of which served as primary references for chemists in the decades to follow.


          With the development of efficient computer technology in the 1940s, the solutions of elaborate wave equations for complex atomic systems began to be a realizable objective. In the early 1950s, the first semi-empirical atomic orbital calculations were carried out. Theoretical chemists became extensive users of the early digital computers. A very detailed account of such use in the United Kingdom is given by Smith and Sutcliffe. The first ab initio Hartree-Fock calculations on diatomic molecules were carried out in 1956 at MIT, using a basis set of Slater orbitals. For diatomic molecules, a systematic study using a minimum basis set and the first calculation with a larger basis set were published by Ransil and Nesbet respectively in 1960. The first polyatomic calculations using Gaussian orbitals were carried out in the late 1950s. The first configuration interaction calculations were carried out in Cambridge on the EDSAC computer in the 1950s using Gaussian orbitals by Boys and coworkers. By 1971, when a bibliography of ab initio calculations was published, the largest molecules included were naphthalene and azulene. Abstracts of many earlier developments in ab initio theory have been published by Schaefer.


          In 1964, Hckel method calculations (using a simple linear combination of atomic orbitals (LCAO) method for the determination of electron energies of molecular orbitals of  electrons in conjugated hydrocarbon systems) of molecules ranging in complexity from butadiene and benzene to ovalene, were generated on computers at Berkeley and Oxford. These empirical methods were replaced in the 1960s by semi-empirical methods such as CNDO.


          In the early 1970s, efficient ab initio computer programs such as ATMOL, GAUSSIAN, IBMOL, and POLYAYTOM, began to be used to speed up ab initio calculations of molecular orbitals. Of these four programs, only GAUSSIAN, now massively expanded, is still in use, but many other programs are now in use. At the same time, the methods of molecular mechanics, such as MM2, were developed, primarily by Norman Allinger.


          One of the first mentions of the term computational chemistry can be found in the 1970 book Computers and Their Role in the Physical Sciences by Sidney Fernbach and Abraham Haskell Taub, where they state It seems, therefore, that 'computational chemistry' can finally be more and more of a reality. During the 1970s, widely different methods began to be seen as part of a new emerging discipline of computational chemistry. The Journal of Computational Chemistry was first published in 1980.


          


          Concepts


          The term theoretical chemistry may be defined as a mathematical description of chemistry, whereas computational chemistry is usually used when a mathematical method is sufficiently well developed that it can be automated for implementation on a computer. Note that the words exact and perfect do not appear here, as very few aspects of chemistry can be computed exactly. However, almost every aspect of chemistry can be described in a qualitative or approximate quantitative computational scheme.


          Molecules consist of nuclei and electrons, so the methods of quantum mechanics apply. Computational chemists often attempt to solve the non-relativistic Schrdinger equation, with relativistic corrections added, although some progress has been made in solving the fully relativistic Dirac equation. In principle, it is possible to solve the Schrdinger equation in either its time-dependent or time-independent form, as appropriate for the problem in hand; in practice, this is not possible except for very small systems. Therefore, a great number of approximate methods strive to achieve the best trade-off between accuracy and computational cost. Accuracy can always be improved with greater computational cost. Significant errors can present themselves in ab initio models comprising of many electrons, due to the computational expense of full relativistic-inclusive methods. This complicates the study of molecules interacting with high atomic mass unit atoms, such as transitional metals and their catalytic properties. Present algorithms in computational chemistry can routinely calculate the properties of molecules that contain up to about 40 electrons with sufficient accuracy. Errors for energies can be less than a few kJ/mol. For geometries, bond lengths can be predicted within a few picometres and bond angles within 0.5 degrees. The treatment of larger molecules that contain a few dozen electrons is computationally tractable by approximate methods such as density functional theory (DFT). There is some dispute within the field whether or not the latter methods are sufficient to describe complex chemical reactions, such as those in biochemistry. Large molecules can be studied by semi-empirical approximate methods. Even larger molecules are treated by classical mechanics methods that employ what are called molecular mechanics. In QM/MM methods, small portions of large complexes are treated quantum mechanically (QM), and the remainder is treated approximately (MM).


          In theoretical chemistry, chemists, physicists and mathematicians develop algorithms and computer programs to predict atomic and molecular properties and reaction paths for chemical reactions. Computational chemists, in contrast, may simply apply existing computer programs and methodologies to specific chemical questions. There are two different aspects to computational chemistry:


          
            	Computational studies can be carried out in order to find a starting point for a laboratory synthesis, or to assist in understanding experimental data, such as the position and source of spectroscopic peaks.


            	Computational studies can be used to predict the possibility of so far entirely unknown molecules or to explore reaction mechanisms that are not readily studied by experimental means.

          


          Thus, computational chemistry can assist the experimental chemist or it can challenge the experimental chemist to find entirely new chemical objects.


          Several major areas may be distinguished within computational chemistry:


          
            	The prediction of the molecular structure of molecules by the use of the simulation of forces, or more accurate quantum chemical methods, to find stationary points on the energy surface as the position of the nuclei is varied.


            	Storing and searching for data on chemical entities (see chemical databases).


            	Identifying correlations between chemical structures and properties (see QSPR and QSAR).


            	Computational approaches to help in the efficient synthesis of compounds.


            	Computational approaches to design molecules that interact in specific ways with other molecules (e.g. drug design and catalysis).

          


          


          Methods


          A single molecular formula can represent a number of molecular isomers. Each isomer is a local minimum on the energy surface (called the potential energy surface) created from the total energy (i.e., the electronic energy, plus the repulsion energy between the nuclei) as a function of the coordinates of all the nuclei. A stationary point is a geometry such that the derivative of the energy with respect to all displacements of the nuclei is zero. A local (energy) minimum is a stationary point where all such displacements lead to an increase in energy. The local minimum that is lowest is called the global minimum and corresponds to the most stable isomer. If there is one particular coordinate change that leads to a decrease in the total energy in both directions, the stationary point is a transition structure and the coordinate is the reaction coordinate. This process of determining stationary points is called geometry optimization.


          The determination of molecular structure by geometry optimization became routine only after efficient methods for calculating the first derivatives of the energy with respect to all atomic coordinates became available. Evaluation of the related second derivatives allows the prediction of vibrational frequencies if harmonic motion is estimated. More importantly, it allows for the characterization of stationary points. The frequencies are related to the eigenvalues of the Hessian matrix, which contains second derivatives. If the eigenvalues are all positive, then the frequencies are all real and the stationary point is a local minimum. If one eigenvalue is negative (i.e., an imaginary frequency), then the stationary point is a transition structure. If more than one eigenvalue is negative, then the stationary point is a more complex one, and is usually of little interest. When one of these is found, it is necessary to move the search away from it if the experimenter is looking solely for local minima and transition structures.


          The total energy is determined by approximate solutions of the time-dependent Schrdinger equation, usually with no relativistic terms included, and by making use of the Born-Oppenheimer approximation, which allows for the separation of electronic and nuclear motions, thereby simplifying the Schrdinger equation. This leads to the evaluation of the total energy as a sum of the electronic energy at fixed nuclei positions and the repulsion energy of the nuclei. A notable exception are certain approaches called direct quantum chemistry, which treat electrons and nuclei on a common footing. Density functional methods and semi-empirical methods are variants on the major theme. For very large systems, the relative total energies can be compared using molecular mechanics. The ways of determining the total energy to predict molecular structures are:


          


          Ab initio methods


          The programs used in computational chemistry are based on many different quantum-chemical methods that solve the molecular Schrdinger equation associated with the molecular Hamiltonian. Methods that do not include any empirical or semi-empirical parameters in their equations - being derived directly from theoretical principles, with no inclusion of experimental data - are called ab initio methods. This does not imply that the solution is an exact one; they are all approximate quantum mechanical calculations. It means that a particular approximation is rigorously defined on first principles (quantum theory) and then solved within an error margin that is qualitatively known beforehand. If numerical iterative methods have to be employed, the aim is to iterate until full machine accuracy is obtained (the best that is possible with a finite word length on the computer, and within the mathematical and/or physical approximations made).
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          The simplest type of ab initio electronic structure calculation is the Hartree-Fock (HF) scheme, an extension of molecular orbital theory, in which the correlated electron-electron repulsion is not specifically taken into account; only its average effect is included in the calculation. As the basis set size is increased, the energy and wave function tend towards a limit called the Hartree-Fock limit. Many types of calculations (known as post-Hartree-Fock methods) begin with a Hartree-Fock calculation and subsequently correct for electron-electron repulsion, referred to also as electronic correlation. As these methods are pushed to the limit, they approach the exact solution of the non-relativistic Schrdinger equation. In order to obtain exact agreement with experiment, it is necessary to include relativistic and spin orbit terms, both of which are only really important for heavy atoms. In all of these approaches, in addition to the choice of method, it is necessary to choose a basis set. This is a set of functions, usually centered on the different atoms in the molecule, which are used to expand the molecular orbitals with the LCAO ansatz. Ab initio methods need to define a level of theory (the method) and a basis set.


          The Hartree-Fock wave function is a single configuration or determinant. In some cases, particularly for bond breaking processes, this is quite inadequate, and several configurations need to be used. Here, the coefficients of the configurations and the coefficients of the basis functions are optimized together.


          The total molecular energy can be evaluated as a function of the molecular geometry; in other words, the potential energy surface. Such a surface can be used for reaction dynamics. The stationary points of the surface lead to predictions of different isomers and the transition structures for conversion between isomers, but these can be determined without a full knowledge of the complete surface.


          A particularly important objective, called computational thermochemistry, is to calculate thermochemical quantities such as the enthalpy of formation to chemical accuracy. Chemical accuracy is the accuracy required to make realistic chemical predictions and is generally considered to be 1 kcal/mol or 4 kJ/mol. To reach that accuracy in an economic way it is necessary to use a series of post-Hartree-Fock methods and combine the results. These methods are called quantum chemistry composite methods.


          


          Density Functional methods


          Density functional theory (DFT) methods are often considered to be ab initio methods for determining the molecular electronic structure, even though many of the most common functionals use parameters derived from empirical data, or from more complex calculations. In DFT, the total energy is expressed in terms of the total one- electron density rather than the wave function. In this type of calculation, there is an approximate Hamiltonian and an approximate expression for the total electron density. DFT methods can be very accurate for little computational cost. Some methods combine the density functional exchange functional with the Hartree-Fock exchange term and are known as hybrid functional methods.


          


          Semi-empirical and empirical methods


          Semi-empirical quantum chemistry methods are based on the Hartree-Fock formalism, but make many approximations and obtain some parameters from empirical data. They are very important in computational chemistry for treating large molecules where the full Hartree-Fock method without the approximations is too expensive. The use of empirical parameters appears to allow some inclusion of correlation effects into the methods.


          Semi-empirical methods follow what are often called empirical methods, where the two-electron part of the Hamiltonian is not explicitly included. For -electron systems, this was the Hckel method proposed by Erich Hckel, and for all valence electron systems, the Extended Hckel method proposed by Roald Hoffmann.


          


          Molecular mechanics


          In many cases, large molecular systems can be modeled successfully while avoiding quantum mechanical calculations entirely. Molecular mechanics simulations, for example, use a single classical expression for the energy of a compound, for instance the harmonic oscillator. All constants appearing in the equations must be obtained beforehand from experimental data or ab initio calculations.


          The database of compounds used for parameterization, i.e., the resulting set of parameters and functions is called the force field, is crucial to the success of molecular mechanics calculations. A force field parameterized against a specific class of molecules, for instance proteins, would be expected to only have any relevance when describing other molecules of the same class.


          These methods can be applied to proteins and other large biological molecules, and allow studies of the approach and interaction (docking) of potential drug molecules (eg. and ).


          


          Methods for solids


          Computational chemical methods can be applied to solid state physics problems. The electronic structure of a crystal is in general described by a band structure, which defines the energies of electron orbitals for each point in the Brillouin zone. Ab initio and semi-empirical calculations yield orbital energies, therefore they can be applied to band structure calculations. Since it is time-consuming to calculate the energy for a molecule, it is even more time-consuming to calculate them for the entire list of points in the Brillouin zone.


          


          Chemical dynamics


          Once the electronic and nuclear variables are separated (within the Born-Oppenheimer representation), in the time-dependent approach, the wave packet corresponding to the nuclear degrees of freedom is propagated via the time evolution operator (physics) associated to the time-dependent Schrdinger equation (for the full molecular Hamiltonian). In the complementary energy-dependent approach, the time-independent Schrdinger equation is solved using the scattering theory formalism. The potential representing the interatomic interaction is given by the potential energy surfaces. In general, the potential energy surfaces are coupled via the vibronic coupling terms.


          The most popular methods for propagating the wave packet associated to the molecular geometry are


          
            	the split operator technique,


            	the Multi-Configuration Time-Dependent Hartree method (MCTDH),


            	the semiclassical method.

          


          Molecular dynamics (MD) examines (using Newton's laws of motion) the time-dependent behaviour of systems, including vibrations or Brownian motion, using a classical mechanical description. MD combined with density functional theory leads to the Car-Parrinello method.


          


          Interpreting molecular wave functions


          The Atoms in Molecules model developed by Richard Bader was developed in order to effectively link the quantum mechanical picture of a molecule, as an electronic wavefunction, to chemically useful older models such as the theory of Lewis pairs and the valence bond model. Bader has demonstrated that these empirically useful models are connected with the topology of the quantum charge density. This method improves on the use of Mulliken population analysis.


          


          Software packages


          There are many self-sufficient software packages used by computational chemists. Some include many methods covering a wide range, while others concentrating on a very specific range or even a single method. Details of most of them can be found in:


          
            	Quantum chemistry computer programs supporting several methods.


            	Density functional theory programs.


            	Molecular mechanics programs.


            	Semi-empirical programs.


            	Solid state system programs with periodic boundary conditions.


            	Valence Bond programs.
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          A computer is a machine that manipulates data according to a list of instructions.


          Computers take numerous physical forms. The first devices that resemble modern computers date to the mid-20th century (around 1940 - 1945), although the computer concept and various machines similar to computers existed earlier. Early electronic computers were the size of a large room, consuming as much power as several hundred modern personal computers. Modern computers are based on comparatively tiny integrated circuits and are millions to billions of times more capable while occupying a fraction of the space. Today, simple computers may be made small enough to fit into a wristwatch and be powered from a watch battery. Personal computers in various forms are icons of the Information Age and are what most people think of as "a computer"; however, the most common form of computer in use today is the embedded computer. Embedded computers are small, simple devices that are used to control other devices  for example, they may be found in machines ranging from fighter aircraft to industrial robots, digital cameras, and children's toys.


          The ability to store and execute lists of instructions called programs makes computers extremely versatile and distinguishes them from calculators. The ChurchTuring thesis is a mathematical statement of this versatility: any computer with a certain minimum capability is, in principle, capable of performing the same tasks that any other computer can perform. Therefore, computers with capability and complexity ranging from that of a personal digital assistant to a supercomputer are all able to perform the same computational tasks given enough time and storage capacity.


          


          History of computing
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          It is difficult to identify any one device as the earliest computer, partly because the term "computer" has been subject to varying interpretations over time. Originally, the term "computer" referred to a person who performed numerical calculations (a human computer), often with the aid of a mechanical calculating device.


          The history of the modern computer begins with two separate technologies - that of automated calculation and that of programmability.


          Examples of early mechanical calculating devices included the abacus, the slide rule and arguably the astrolabe and the Antikythera mechanism (which dates from about 150-100 BC). The end of the Middle Ages saw a re-invigoration of European mathematics and engineering, and Wilhelm Schickard's 1623 device was the first of a number of mechanical calculators constructed by European engineers. However, none of those devices fit the modern definition of a computer because they could not be programmed.


          Hero of Alexandria (c. 10  70 AD) built a mechanical theatre which performed a play lasting 10 minutes and was operated by a complex system of ropes and drums that might be considered to be a means of deciding which parts of the mechanism performed which actions - and when. This is the essence of programmability. In 1801, Joseph Marie Jacquard made an improvement to the textile loom that used a series of punched paper cards as a template to allow his loom to weave intricate patterns automatically. The resulting Jacquard loom was an important step in the development of computers because the use of punched cards to define woven patterns can be viewed as an early, albeit limited, form of programmability.


          It was the fusion of automatic calculation with programmability that produced the first recognisable computers. In 1837, Charles Babbage was the first to conceptualize and design a fully programmable mechanical computer that he called "The Analytical Engine". Due to limited finances, and an inability to resist tinkering with the design, Babbage never actually built his Analytical Engine.


          Large-scale automated data processing of punched cards was performed for the U.S. Census in 1890 by tabulating machines designed by Herman Hollerith and manufactured by the Computing Tabulating Recording Corporation, which later became IBM. By the end of the 19th century a number of technologies that would later prove useful in the realization of practical computers had begun to appear: the punched card, Boolean algebra, the vacuum tube (thermionic valve) and the teleprinter.


          During the first half of the 20th century, many scientific computing needs were met by increasingly sophisticated analog computers, which used a direct mechanical or electrical model of the problem as a basis for computation. However, these were not programmable and generally lacked the versatility and accuracy of modern digital computers.


          
            
              Defining characteristics of some early digital computers of the 1940s (See History of computing hardware)
            

            
              	Name

              	First operational

              	Numeral system

              	Computing mechanism

              	Programming

              	Turing complete
            


            
              	Zuse Z3 (Germany)

              	May 1941

              	Binary

              	Electro-mechanical

              	Program-controlled by punched film stock

              	Yes ( 1998)
            


            
              	AtanasoffBerry Computer (USA)

              	Summer 1941

              	Binary

              	Electronic

              	Not programmablesingle purpose

              	No
            


            
              	Colossus (UK)

              	December 1943

              	Binary

              	Electronic

              	Program-controlled by patch cables and switches

              	No
            


            
              	Harvard Mark I  IBM ASCC (USA)

              	1944

              	Decimal

              	Electro-mechanical

              	Program-controlled by 24-channel punched paper tape (but no conditional branch)

              	Yes ( 1998)
            


            
              	ENIAC (USA)

              	November 1945

              	Decimal

              	Electronic

              	Program-controlled by patch cables and switches

              	Yes
            


            
              	Manchester Small-Scale Experimental Machine (UK)

              	June 1948

              	Binary

              	Electronic

              	Stored-program in Williams cathode ray tube memory

              	Yes
            


            
              	Modified ENIAC (USA)

              	September 1948

              	Decimal

              	Electronic

              	Program-controlled by patch cables and switches plus a primitive read-only stored programming mechanism using the Function Tables as program ROM

              	Yes
            


            
              	EDSAC (UK)

              	May 1949

              	Binary

              	Electronic

              	Stored-program in mercury delay line memory

              	Yes
            


            
              	Manchester Mark I (UK)

              	October 1949

              	Binary

              	Electronic

              	Williams cathode ray tube memory and magnetic drum memory

              	Yes
            


            
              	CSIRAC (Australia)

              	November 1949

              	Binary

              	Electronic

              	Stored-program in mercury delay line memory

              	Yes
            

          


          



          A succession of steadily more powerful and flexible computing devices were constructed in the 1930s and 1940s, gradually adding the key features that are seen in modern computers. The use of digital electronics (largely invented by Claude Shannon in 1937) and more flexible programmability were vitally important steps, but defining one point along this road as "the first digital electronic computer" is difficult . Notable achievements include:
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            	Konrad Zuse's electromechanical "Z machines". The Z3 (1941) was the first working machine featuring binary arithmetic, including floating point arithmetic and a measure of programmability. In 1998 the Z3 was proved to be Turing complete, therefore being the world's first operational computer.


            	The non-programmable AtanasoffBerry Computer (1941) which used vacuum tube based computation, binary numbers, and regenerative capacitor memory.


            	The secret British Colossus computer (1944), which had limited programmability but demonstrated that a device using thousands of tubes could be reasonably reliable and electronically reprogrammable. It was used for breaking German wartime codes.


            	The Harvard Mark I (1944), a large-scale electromechanical computer with limited programmability.


            	The U.S. Army's Ballistics Research Laboratory ENIAC (1946), which used decimal arithmetic and is sometimes called the first general purpose electronic computer (since Konrad Zuse's Z3 of 1941 used electromagnets instead of electronics). Initially, however, ENIAC had an inflexible architecture which essentially required rewiring to change its programming.

          


          Several developers of ENIAC, recognizing its flaws, came up with a far more flexible and elegant design, which came to be known as the stored program architecture or von Neumann architecture. This design was first formally described by John von Neumann in the paper " First Draft of a Report on the EDVAC", published in 1945. A number of projects to develop computers based on the stored program architecture commenced around this time, the first of these being completed in Great Britain. The first to be demonstrated working was the Manchester Small-Scale Experimental Machine (SSEM) or "Baby". However, the EDSAC, completed a year after SSEM, was perhaps the first practical implementation of the stored program design. Shortly thereafter, the machine originally described by von Neumann's paper EDVACwas completed but did not see full-time use for an additional two years.


          Nearly all modern computers implement some form of the stored program architecture, making it the single trait by which the word "computer" is now defined. By this standard, many earlier devices would no longer be called computers by today's definition, but are usually referred to as such in their historical context. While the technologies used in computers have changed dramatically since the first electronic, general-purpose computers of the 1940s, most still use the von Neumann architecture. The design made the universal computer a practical reality.


          
            [image: Microprocessors are miniaturized devices that often implement stored program CPUs.]
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          Vacuum tube-based computers were in use throughout the 1950s, but were largely replaced in the 1960s by transistor-based devices, which were smaller, faster, cheaper, used less power and were more reliable. These factors allowed computers to be produced on an unprecedented commercial scale. By the 1970s, the adoption of integrated circuit technology and the subsequent creation of microprocessors such as the Intel 4004 caused another leap in size, speed, cost and reliability. By the 1980s, computers had become sufficiently small and cheap to replace simple mechanical controls in domestic appliances such as washing machines. Around the same time, computers became widely accessible for personal use by individuals in the form of home computers and the now ubiquitous personal computer. In conjunction with the widespread growth of the Internet since the 1990s, personal computers are becoming as common as the television and the telephone and almost all modern electronic devices contain a computer of some kind.



          


          Stored program architecture


          The defining feature of modern computers which distinguishes them from all other machines is that they can be programmed. That is to say that a list of instructions (the program) can be given to the computer and it will store them and carry them out at some time in the future.


          In most cases, computer instructions are simple: add one number to another, move some data from one location to another, send a message to some external device, etc. These instructions are read from the computer's memory and are generally carried out ( executed) in the order they were given. However, there are usually specialized instructions to tell the computer to jump ahead or backwards to some other place in the program and to carry on executing from there. These are called "jump" instructions (or branches). Furthermore, jump instructions may be made to happen conditionally so that different sequences of instructions may be used depending on the result of some previous calculation or some external event. Many computers directly support subroutines by providing a type of jump that "remembers" the location it jumped from and another instruction to return to the instruction following that jump instruction.


          Program execution might be likened to reading a book. While a person will normally read each word and line in sequence, they may at times jump back to an earlier place in the text or skip sections that are not of interest. Similarly, a computer may sometimes go back and repeat the instructions in some section of the program over and over again until some internal condition is met. This is called the flow of control within the program and it is what allows the computer to perform tasks repeatedly without human intervention.


          Comparatively, a person using a pocket calculator can perform a basic arithmetic operation such as adding two numbers with just a few button presses. But to add together all of the numbers from 1 to 1,000 would take thousands of button presses and a lot of timewith a near certainty of making a mistake. On the other hand, a computer may be programmed to do this with just a few simple instructions. For example:

          
  mov  #0,sum  ; set sum to 0
  mov  #1,num  ; set num to 1
loop: add  num,sum ; add num to sum
  add  #1,num  ; add 1 to num
  cmp  num,#1000 ; compare num to 1000
  ble  loop  ; if num <= 1000, go back to 'loop'
  halt    ; end of program. stop running



          Once told to run this program, the computer will perform the repetitive addition task without further human intervention. It will almost never make a mistake and a modern PC can complete the task in about a millionth of a second.


          However, computers cannot "think" for themselves in the sense that they only solve problems in exactly the way they are programmed to. An intelligent human faced with the above addition task might soon realize that instead of actually adding up all the numbers one can simply use the equation


          
            	[image: 1+2+3+...+n = {{n(n+1)} \over 2}]

          


          and arrive at the correct answer (500,500) with little work. In other words, a computer programmed to add up the numbers one by one as in the example above would do exactly that without regard to efficiency or alternative solutions.


          


          Programs
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          In practical terms, a computer program might include anywhere from a dozen instructions to many millions of instructions for something like a word processor or a web browser. A typical modern computer can execute billions of instructions every second and nearly never make a mistake over years of operation.


          Large computer programs may take teams of computer programmers years to write and the probability of the entire program having been written completely in the manner intended is unlikely. Errors in computer programs are called bugs. Sometimes bugs are benign and do not affect the usefulness of the program, in other cases they might cause the program to completely fail ( crash), in yet other cases there may be subtle problems. Sometimes otherwise benign bugs may be used for malicious intent, creating a security exploit. Bugs are usually not the fault of the computer. Since computers merely execute the instructions they are given, bugs are nearly always the result of programmer error or an oversight made in the program's design.


          In most computers, individual instructions are stored as machine code with each instruction being given a unique number (its operation code or opcode for short). The command to add two numbers together would have one opcode, the command to multiply them would have a different opcode and so on. The simplest computers are able to perform any of a handful of different instructions, the more complex computers have several hundred to choose fromeach with a unique numerical code. Since the computer's memory is able to store numbers, it can also store the instruction codes. This leads to the important fact that entire programs (which are just lists of instructions) can be represented as lists of numbers and can themselves be manipulated inside the computer just as if they were numeric data. The fundamental concept of storing programs in the computer's memory alongside the data they operate on is the crux of the von Neumann, or stored program, architecture. In some cases, a computer might store some or all of its program in memory that is kept separate from the data it operates on. This is called the Harvard architecture after the Harvard Mark I computer. Modern von Neumann computers display some traits of the Harvard architecture in their designs, such as in CPU caches.


          While it is possible to write computer programs as long lists of numbers ( machine language) and this technique was used with many early computers, it is extremely tedious to do so in practice, especially for complicated programs. Instead, each basic instruction can be given a short name that is indicative of its function and easy to remembera mnemonic such as ADD, SUB, MULT or JUMP. These mnemonics are collectively known as a computer's assembly language. Converting programs written in assembly language into something the computer can actually understand (machine language) is usually done by a computer program called an assembler. Machine languages and the assembly languages that represent them (collectively termed low-level programming languages) tend to be unique to a particular type of computer. For instance, an ARM architecture computer (such as may be found in a PDA or a hand-held videogame) cannot understand the machine language of an Intel Pentium or the AMD Athlon 64 computer that might be in a PC.


          Though considerably easier than in machine language, writing long programs in assembly language is often difficult and error prone. Therefore, most complicated programs are written in more abstract high-level programming languages that are able to express the needs of the computer programmer more conveniently (and thereby help reduce programmer error). High level languages are usually "compiled" into machine language (or sometimes into assembly language and then into machine language) using another computer program called a compiler. Since high level languages are more abstract than assembly language, it is possible to use different compilers to translate the same high level language program into the machine language of many different types of computer. This is part of the means by which software like video games may be made available for different computer architectures such as personal computers and various video game consoles.


          The task of developing large software systems is an immense intellectual effort. It has proven, historically, to be very difficult to produce software with an acceptably high reliability, on a predictable schedule and budget. The academic and professional discipline of software engineering concentrates specifically on this problem.


          


          Example
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          Suppose a computer is being employed to drive a traffic light. A simple stored program might say:


          
            	Turn off all of the lights


            	Turn on the red light


            	Wait for sixty seconds


            	Turn off the red light


            	Turn on the green light


            	Wait for sixty seconds


            	Turn off the green light


            	Turn on the yellow light


            	Wait for two seconds


            	Turn off the yellow light


            	Jump to instruction number (2)

          


          With this set of instructions, the computer would cycle the light continually through red, green, yellow and back to red again until told to stop running the program.


          However, suppose there is a simple on/off switch connected to the computer that is intended to be used to make the light flash red while some maintenance operation is being performed. The program might then instruct the computer to:


          
            	Turn off all of the lights


            	Turn on the red light


            	Wait for sixty seconds


            	Turn off the red light


            	Turn on the green light


            	Wait for sixty seconds


            	Turn off the green light


            	Turn on the yellow light


            	Wait for two seconds


            	Turn off the yellow light


            	If the maintenance switch is NOT turned on then jump to instruction number 2


            	Turn on the red light


            	Wait for one second


            	Turn off the red light


            	Wait for one second


            	Jump to instruction number 11

          


          In this manner, the computer is either running the instructions from number (2) to (11) over and over or its running the instructions from (11) down to (16) over and over, depending on the position of the switch.


          


          How computers work


          A general purpose computer has four main sections: the arithmetic and logic unit (ALU), the control unit, the memory, and the input and output devices (collectively termed I/O). These parts are interconnected by busses, often made of groups of wires.


          The control unit, ALU, registers, and basic I/O (and often other hardware closely linked with these) are collectively known as a central processing unit (CPU). Early CPUs were composed of many separate components but since the mid-1970s CPUs have typically been constructed on a single integrated circuit called a microprocessor.


          


          Control unit


          The control unit (often called a control system or central controller) directs the various components of a computer. It reads and interprets (decodes) instructions in the program one by one. The control system decodes each instruction and turns it into a series of control signals that operate the other parts of the computer. Control systems in advanced computers may change the order of some instructions so as to improve performance.


          A key component common to all CPUs is the program counter, a special memory cell (a register) that keeps track of which location in memory the next instruction is to be read from.
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          The control system's function is as followsnote that this is a simplified description, and some of these steps may be performed concurrently or in a different order depending on the type of CPU:


          
            	Read the code for the next instruction from the cell indicated by the program counter.


            	Decode the numerical code for the instruction into a set of commands or signals for each of the other systems.


            	Increment the program counter so it points to the next instruction.


            	Read whatever data the instruction requires from cells in memory (or perhaps from an input device). The location of this required data is typically stored within the instruction code.


            	Provide the necessary data to an ALU or register.


            	If the instruction requires an ALU or specialized hardware to complete, instruct the hardware to perform the requested operation.


            	Write the result from the ALU back to a memory location or to a register or perhaps an output device.


            	Jump back to step (1).

          


          Since the program counter is (conceptually) just another set of memory cells, it can be changed by calculations done in the ALU. Adding 100 to the program counter would cause the next instruction to be read from a place 100 locations further down the program. Instructions that modify the program counter are often known as "jumps" and allow for loops (instructions that are repeated by the computer) and often conditional instruction execution (both examples of control flow).


          It is noticeable that the sequence of operations that the control unit goes through to process an instruction is in itself like a short computer program - and indeed, in some more complex CPU designs, there is another yet smaller computer called a microsequencer that runs a microcode program that causes all of these events to happen.


          


          Arithmetic/logic unit (ALU)


          The ALU is capable of performing two classes of operations: arithmetic and logic.


          The set of arithmetic operations that a particular ALU supports may be limited to adding and subtracting or might include multiplying or dividing, trigonometry functions (sine, cosine, etc) and square roots. Some can only operate on whole numbers (integers) whilst others use floating point to represent real numbersalbeit with limited precision. However, any computer that is capable of performing just the simplest operations can be programmed to break down the more complex operations into simple steps that it can perform. Therefore, any computer can be programmed to perform any arithmetic operationalthough it will take more time to do so if its ALU does not directly support the operation. An ALU may also compare numbers and return boolean truth values (true or false) depending on whether one is equal to, greater than or less than the other ("is 64 greater than 65?").


          Logic operations involve Boolean logic: AND, OR, XOR and NOT. These can be useful both for creating complicated conditional statements and processing boolean logic.


          Superscalar computers contain multiple ALUs so that they can process several instructions at the same time. Graphics processors and computers with SIMD and MIMD features often provide ALUs that can perform arithmetic on vectors and matrices.


          


          Memory
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          A computer's memory can be viewed as a list of cells into which numbers can be placed or read. Each cell has a numbered "address" and can store a single number. The computer can be instructed to "put the number 123 into the cell numbered 1357" or to "add the number that is in cell 1357 to the number that is in cell 2468 and put the answer into cell 1595". The information stored in memory may represent practically anything. Letters, numbers, even computer instructions can be placed into memory with equal ease. Since the CPU does not differentiate between different types of information, it is up to the software to give significance to what the memory sees as nothing but a series of numbers.


          In almost all modern computers, each memory cell is set up to store binary numbers in groups of eight bits (called a byte). Each byte is able to represent 256 different numbers; either from 0 to 255 or -128 to +127. To store larger numbers, several consecutive bytes may be used (typically, two, four or eight). When negative numbers are required, they are usually stored in two's complement notation. Other arrangements are possible, but are usually not seen outside of specialized applications or historical contexts. A computer can store any kind of information in memory as long as it can be somehow represented in numerical form. Modern computers have billions or even trillions of bytes of memory.


          The CPU contains a special set of memory cells called registers that can be read and written to much more rapidly than the main memory area. There are typically between two and one hundred registers depending on the type of CPU. Registers are used for the most frequently needed data items to avoid having to access main memory every time data is needed. Since data is constantly being worked on, reducing the need to access main memory (which is often slow compared to the ALU and control units) greatly increases the computer's speed.


          Computer main memory comes in two principal varieties: random access memory or RAM and read-only memory or ROM. RAM can be read and written to anytime the CPU commands it, but ROM is pre-loaded with data and software that never changes, so the CPU can only read from it. ROM is typically used to store the computer's initial start-up instructions. In general, the contents of RAM is erased when the power to the computer is turned off while ROM retains its data indefinitely. In a PC, the ROM contains a specialized program called the BIOS that orchestrates loading the computer's operating system from the hard disk drive into RAM whenever the computer is turned on or reset. In embedded computers, which frequently do not have disk drives, all of the software required to perform the task may be stored in ROM. Software that is stored in ROM is often called firmware because it is notionally more like hardware than software. Flash memory blurs the distinction between ROM and RAM by retaining data when turned off but being rewritable like RAM. However, flash memory is typically much slower than conventional ROM and RAM so its use is restricted to applications where high speeds are not required.


          In more sophisticated computers there may be one or more RAM cache memories which are slower than registers but faster than main memory. Generally computers with this sort of cache are designed to move frequently needed data into the cache automatically, often without the need for any intervention on the programmer's part.


          


          Input/output (I/O)
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          I/O is the means by which a computer receives information from the outside world and sends results back. Devices that provide input or output to the computer are called peripherals. On a typical personal computer, peripherals include input devices like the keyboard and mouse, and output devices such as the display and printer. Hard disk drives, floppy disk drives and optical disc drives serve as both input and output devices. Computer networking is another form of I/O.


          Often, I/O devices are complex computers in their own right with their own CPU and memory. A graphics processing unit might contain fifty or more tiny computers that perform the calculations necessary to display 3D graphics. Modern desktop computers contain many smaller computers that assist the main CPU in performing I/O.


          


          Multitasking


          While a computer may be viewed as running one gigantic program stored in its main memory, in some systems it is necessary to give the appearance of running several programs simultaneously. This is achieved by having the computer switch rapidly between running each program in turn. One means by which this is done is with a special signal called an interrupt which can periodically cause the computer to stop executing instructions where it was and do something else instead. By remembering where it was executing prior to the interrupt, the computer can return to that task later. If several programs are running "at the same time", then the interrupt generator might be causing several hundred interrupts per second, causing a program switch each time. Since modern computers typically execute instructions several orders of magnitude faster than human perception, it may appear that many programs are running at the same time even though only one is ever executing in any given instant. This method of multitasking is sometimes termed "time-sharing" since each program is allocated a "slice" of time in turn.


          Before the era of cheap computers, the principle use for multitasking was to allow many people to share the same computer.


          Seemingly, multitasking would cause a computer that is switching between several programs to run more slowly - in direct proportion to the number of programs it is running. However, most programs spend much of their time waiting for slow input/output devices to complete their tasks. If a program is waiting for the user to click on the mouse or press a key on the keyboard, then it will not take a "time slice" until the event it is waiting for has occurred. This frees up time for other programs to execute so that many programs may be run at the same time without unacceptable speed loss.


          


          Multiprocessing
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          Some computers may divide their work between one or more separate CPUs, creating a multiprocessing configuration. Traditionally, this technique was utilized only in large and powerful computers such as supercomputers, mainframe computers and servers. However, multiprocessor and multi-core (multiple CPUs on a single integrated circuit) personal and laptop computers have become widely available and are beginning to see increased usage in lower-end markets as a result.


          Supercomputers in particular often have highly unique architectures that differ significantly from the basic stored-program architecture and from general purpose computers. They often feature thousands of CPUs, customized high-speed interconnects, and specialized computing hardware. Such designs tend to be useful only for specialized tasks due to the large scale of program organization required to successfully utilize most of a the available resources at once. Supercomputers usually see usage in large-scale simulation, graphics rendering, and cryptography applications, as well as with other so-called " embarrassingly parallel" tasks.


          


          Networking and the Internet
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          Computers have been used to coordinate information in multiple locations since the 1950s. The U.S. military's SAGE system was the first large-scale example of such a system, which led to a number of special-purpose commercial systems like Sabre.


          In the 1970s, computer engineers at research institutions throughout the United States began to link their computers together using telecommunications technology. This effort was funded by ARPA (now DARPA), and the computer network that it produced was called the ARPANET. The technologies that made the Arpanet possible spread and evolved. In time, the network spread beyond academic and military institutions and became known as the Internet. The emergence of networking involved a redefinition of the nature and boundaries of the computer. Computer operating systems and applications were modified to include the ability to define and access the resources of other computers on the network, such as peripheral devices, stored information, and the like, as extensions of the resources of an individual computer. Initially these facilities were available primarily to people working in high-tech environments, but in the 1990s the spread of applications like e-mail and the World Wide Web, combined with the development of cheap, fast networking technologies like Ethernet and ADSL saw computer networking become almost ubiquitous. In fact, the number of computers that are networked is growing phenomenally. A very large proportion of personal computers regularly connect to the Internet to communicate and receive information. "Wireless" networking, often utilizing mobile phone networks, has meant networking is becoming increasingly ubiquitous even in mobile computing environments.


          


          Further topics


          


          Hardware


          The term hardware covers all of those parts of a computer that are tangible objects. Circuits, displays, power supplies, cables, keyboards, printers and mice are all hardware.


          
            
              History of computing hardware
            

            
              	First Generation (Mechanical/Electromechanical)

              	Calculators

              	Antikythera mechanism, Difference Engine, Norden bombsight
            


            
              	Programmable Devices

              	Jacquard loom, Analytical Engine, Harvard Mark I, Z3
            


            
              	Second Generation (Vacuum Tubes)

              	Calculators

              	AtanasoffBerry Computer, IBM 604, UNIVAC 60, UNIVAC 120
            


            
              	Programmable Devices

              	ENIAC, EDSAC, EDVAC, UNIVAC I, IBM 701, IBM 702, IBM 650, Z22
            


            
              	Third Generation (Discrete transistors and SSI, MSI, LSI Integrated circuits)

              	Mainframes

              	IBM 7090, IBM 7080, System/360, BUNCH
            


            
              	Minicomputer

              	PDP-8, PDP-11, System/32, System/36
            


            
              	Fourth Generation (VLSI integrated circuits)

              	Minicomputer

              	VAX, IBM System i
            


            
              	4-bit microcomputer

              	Intel 4004, Intel 4040
            


            
              	8-bit microcomputer

              	Intel 8008, Intel 8080, Motorola 6800, Motorola 6809, MOS Technology 6502, Zilog Z80
            


            
              	16-bit microcomputer

              	8088, Zilog Z8000, WDC 65816/65802
            


            
              	32-bit microcomputer

              	80386, Pentium, 68000, ARM architecture
            


            
              	64-bit microcomputer

              	x86-64, PowerPC, MIPS, SPARC
            


            
              	Embedded computer

              	8048, 8051
            


            
              	Personal computer

              	Desktop computer, Home computer, Laptop computer, Personal digital assistant (PDA), Portable computer, Tablet computer, Wearable computer
            


            
              	Theoretical/experimental

              	Quantum computer, Chemical computer, DNA computing, Optical computer, Spintronics based computer
            

          


          
            
              Other Hardware Topics
            

            
              	Peripheral device ( Input/output)

              	Input

              	Mouse, Keyboard, Joystick, Image scanner
            


            
              	Output

              	Monitor, Printer
            


            
              	Both

              	Floppy disk drive, Hard disk, Optical disc drive, Teleprinter
            


            
              	Computer busses

              	Short range

              	RS-232, SCSI, PCI, USB
            


            
              	Long range ( Computer networking)

              	Ethernet, ATM, FDDI
            

          


          


          Software


          Software refers to parts of the computer which do not have a material form, such as programs, data, protocols, etc. When software is stored in hardware that cannot easily be modified (such as BIOS ROM in an IBM PC compatible), it is sometimes called "firmware" to indicate that it falls into an uncertain area somewhere between hardware and software.


          
            
              Computer software
            

            
              	Operating system

              	Unix/ BSD

              	UNIX System V, AIX, HP-UX, Solaris ( SunOS), IRIX, List of BSD operating systems
            


            
              	GNU/Linux

              	List of Linux distributions, Comparison of Linux distributions
            


            
              	Microsoft Windows

              	Windows 95, Windows 98, Windows NT, Windows XP, Windows Vista, Windows CE
            


            
              	DOS

              	86-DOS (QDOS), PC-DOS, MS-DOS, FreeDOS
            


            
              	Mac OS

              	Mac OS classic, Mac OS X
            


            
              	Embedded and real-time

              	List of embedded operating systems
            


            
              	Experimental

              	Amoeba, Oberon/ Bluebottle, Plan 9 from Bell Labs
            


            
              	Library

              	Multimedia

              	DirectX, OpenGL, OpenAL
            


            
              	Programming library

              	C standard library, Standard template library
            


            
              	Data

              	Protocol

              	TCP/IP, Kermit, FTP, HTTP, SMTP
            


            
              	File format

              	HTML, XML, JPEG, MPEG, PNG
            


            
              	User interface

              	Graphical user interface ( WIMP)

              	Microsoft Windows, GNOME, KDE, QNX Photon, CDE, GEM
            


            
              	Text user interface

              	Command line interface, shells
            


            
              	Application

              	Office suite

              	Word processing, Desktop publishing, Presentation program, Database management system, Scheduling & Time management, Spreadsheet, Accounting software
            


            
              	Internet Access

              	Browser, E-mail client, Web server, Mail transfer agent, Instant messaging
            


            
              	Design and manufacturing

              	Computer-aided design, Computer-aided manufacturing, Plant management, Robotic manufacturing, Supply chain management
            


            
              	Graphics

              	Raster graphics editor, Vector graphics editor, 3D modeler, Animation editor, 3D computer graphics, Video editing, Image processing
            


            
              	Audio

              	Digital audio editor, Audio playback, Mixing, Audio synthesis, Computer music
            


            
              	Software Engineering

              	Compiler, Assembler, Interpreter, Debugger, Text Editor, Integrated development environment, Performance analysis, Revision control, Software configuration management
            


            
              	Educational

              	Edutainment, Educational game, Serious game, Flight simulator
            


            
              	Games

              	Strategy, Arcade, Puzzle, Simulation, First-person shooter, Platform, Massively multiplayer, Interactive fiction
            


            
              	Misc

              	Artificial intelligence, Antivirus software, Malware scanner, Installer/ Package management systems, File manager
            

          


          


          Programming languages


          Programming languages provide various ways of specifying programs for computers to run. Unlike natural languages, programming languages are designed to permit no ambiguity and to be concise. They are purely written languages and are often difficult to read aloud. They are generally either translated into machine language by a compiler or an assembler before being run, or translated directly at run time by an interpreter. Sometimes programs are executed by a hybrid method of the two techniques. There are thousands of different programming languagessome intended to be general purpose, others useful only for highly specialized applications.


          
            
              Programming Languages
            

            
              	Lists of programming languages

              	Timeline of programming languages, Categorical list of programming languages, Generational list of programming languages, Alphabetical list of programming languages, Non-English-based programming languages
            


            
              	Commonly used Assembly languages

              	ARM, MIPS, x86
            


            
              	Commonly used High level languages

              	BASIC, C, C++, C#, COBOL, Fortran, Java, Lisp, Pascal
            


            
              	Commonly used Scripting languages

              	Bourne script, JavaScript, Python, Ruby, PHP, Perl
            

          


          


          Professions and organizations


          As the use of computers has spread throughout society, there are an increasing number of careers involving computers. Following the theme of hardware, software and firmware, the brains of people who work in the industry are sometimes known irreverently as wetware or "meatware".


          
            
              Computer-related professions
            

            
              	Hardware-related

              	Electrical engineering, Electronics engineering, Computer engineering, Telecommunications engineering, Optical engineering, Nanoscale engineering
            


            
              	Software-related

              	Computer science, Human-computer interaction, Information technology, Software engineering, Scientific computing, Web design, Desktop publishing
            

          


          The need for computers to work well together and to be able to exchange information has spawned the need for many standards organizations, clubs and societies of both a formal and informal nature.


          
            
              Organizations
            

            
              	Standards groups

              	ANSI, IEC, IEEE, IETF, ISO, W3C
            


            
              	Professional Societies

              	ACM, ACM Special Interest Groups, IET, IFIP
            


            
              	Free/ Open source software groups

              	Free Software Foundation, Mozilla Foundation, Apache Software Foundation
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          Computer programming (often shortened to programming or coding), sometimes considered a branch of applied mathematics, is the process of writing, testing, debugging/troubleshooting, and maintaining the source code of computer programs. This source code is written in a programming language. The code may be a modification of an existing source or something completely new. The purpose of programming is to create a program that exhibits a certain desired behaviour (customization). The process of writing source code requires expertise in many different subjects, including knowledge of the application domain, specialized algorithms and formal logic.


          
            
              	Software development process
            


            
              	Activities and steps
            


            
              	Requirements Specification

              Architecture  Design

              Implementation  Testing

              Deployment  Maintenance
            


            
              	Models
            


            
              	Agile Cleanroom Iterative RAD

              RUP Spiral Waterfall XP Scrum
            


            
              	Supporting disciplines
            


            
              	Configuration management

              Documentation

              Quality assurance (SQA)

              Project management

              User experience design
            


            
              	Tools
            


            
              	performance analysis

              debugger
            


            
              	
            

          


          Within software engineering, programming (the implementation) is regarded as one phase in a software development process.


          There is an ongoing debate on the extent to which the writing of programs is an art, a craft or an engineering discipline. Good programming is generally considered to be the measured application of all three, with the goal of producing an efficient and maintainable software solution (the criteria for "efficient" and "maintainable" vary considerably). The discipline differs from many other technical professions in that programmers generally do not need to be licensed or pass any standardized (or governmentally regulated) certification tests in order to call themselves "programmers" or even "software engineers".


          Another ongoing debate is the extent to which the programming language used in writing programs affects the form that the final program takes. This debate is analogous to that surrounding the Sapir-Whorf hypothesis in linguistics, that postulates that a particular language's nature influences the habitual thought of its speakers. Different language patterns yield different patterns of thought. This idea challenges the possibility of representing the world perfectly with language, because it acknowledges that the mechanisms of any language condition the thoughts of its speaker community.


          


          Programmers


          Computer programmers are those who write computer software. Their job usually involves:


          
            	Requirements analysis


            	Specification


            	Software architecture


            	Coding


            	Compilation


            	Software testing


            	Documentation


            	Integration


            	Maintenance

          


          


          Programming languages


          Different programming languages support different styles of programming (called programming paradigms). The choice of language used is subject to many considerations, such as company policy, suitability to task, availability of third-party packages, or individual preference. Ideally, the programming language best suited for the task at hand will be selected. Trade-offs from this ideal involve finding enough programmers who know the language to build a team, the availability of compilers for that language, and the efficiency with which programs written in a given language execute.


          Allen Downey, in his book How To Think Like A Computer Scientist, writes:


          
            The details look different in different languages, but a few basic instructions appear in just about every language: input: Get data from the keyboard, a file, or some other device. output: Display data on the screen or send data to a file or other device. math: Perform basic mathematical operations like addition and multiplication. conditional execution: Check for certain conditions and execute the appropriate sequence of statements. repetition: Perform some action repeatedly, usually with some variation.

          


          Many computer languages provide a mechanism to call functions provided by libraries. Provided the functions in a library follow the appropriate runtime conventions (eg, method of passing arguments), then these functions may be written in any other language.


          


          History of programming
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              Wired plug board for an IBM 402 Accounting Machine.
            

          


          The earliest programmable machine (that is a machine whose behaviour can be controlled by changes to a "program") was Al-Jazari's programmable humanoid robot in 1206. Al-Jazari's robot was originally a boat with four automatic musicians that floated on a lake to entertain guests at royal drinking parties. His mechanism had a programmable drum machine with pegs ( cams) that bump into little levers that operate the percussion. The drummer could be made to play different rhythms and different drum patterns by moving the pegs to different locations.


          The Jacquard Loom, developed in 1801, is often quoted as a source of prior art. The machine used a series of pasteboard cards with holes punched in them. The hole pattern represented the pattern that the loom had to follow in weaving cloth. The loom could produce entirely different weaves using different sets of cards. The use of punched cards was also adopted by Charles Babbage around 1830, to control his Analytical Engine.


          This innovation was later refined by Herman Hollerith who, in 1896 founded the Tabulating Machine Company (which became IBM). He invented the Hollerith punched card, the card reader, and the key punch machine. These inventions were the foundation of the modern information processing industry. The addition of a plug-board to his 1906 Type I Tabulator allowed it to do different jobs without having to be rebuilt (the first step toward programming). By the late 1940s there were a variety of plug-board programmable machines, called unit record equipment, to perform data processing tasks (card reading). The early computers were also programmed using plug-boards.
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              A box of punch cards with several program decks.
            

          


          The invention of the Von Neumann architecture allowed computer programs to be stored in computer memory. Early programs had to be painstakingly crafted using the instructions of the particular machine, often in binary notation. Every model of computer would be likely to need different instructions to do the same task. Later assembly languages were developed that let the programmer specify each instruction in a text format, entering abbreviations for each operation code instead of a number and specifying addresses in symbolic form (e.g. ADD X, TOTAL). In 1954 Fortran, the first higher level programming language, was invented. This allowed programmers to specify calculations by entering a formula directly (e.g. Y = X*2 + 5*X + 9). The program text, or source, was converted into machine instructions using a special program called a compiler. Many other languages were developed, including ones for commercial programming, such as COBOL. Programs were mostly still entered using punch cards or paper tape. (See computer programming in the punch card era). By the late 1960s, data storage devices and computer terminals became inexpensive enough so programs could be created by typing directly into the computers. Text editors were developed that allowed changes and corrections to be made much more easily than with punch cards.


          As time has progressed, computers have made giant leaps in the area of processing power. This has brought about newer programming languages that are more abstracted from the underlying hardware. Although these more abstracted languages require additional overhead, in most cases the huge increase in speed of modern computers has brought about little performance decrease compared to earlier counterparts. The benefits of these more abstracted languages is that they allow both an easier learning curve for people less familiar with the older lower-level programming languages, and they also allow a more experienced programmer to develop simple applications quickly. Despite these benefits, large complicated programs, and programs that are more dependent on speed still require the faster and relatively lower-level languages with today's hardware. (The same concerns were raised about the original Fortran language.)


          Throughout the second half of the twentieth century, programming was an attractive career in most developed countries. Some forms of programming have been increasingly subject to offshore outsourcing (importing software and services from other countries, usually at a lower wage), making programming career decisions in developed countries more complicated, while increasing economic opportunities in less developed areas. It is unclear how far this trend will continue and how deeply it will impact programmer wages and opportunities.


          


          Modern programming


          


          Quality requirements


          Whatever the approach to software development may be, the final program must satisfy some fundamental properties. The following five properties are among the most relevant:


          
            	Efficiency: the amount of system resources a program consumes (processor time, memory space, slow devices, network bandwidth and to some extent even user interaction), the less the better.


            	Reliability: how often the results of a program are correct. This depends on prevention of error propagation resulting from data conversion and prevention of errors resulting from buffer overflows, underflows and zero division.


            	Robustness: how well a program anticipates situations of data type conflict and other incompatibilities that result in run time errors and program halts. The focus is mainly on user interaction and the handling of exceptions.


            	Usability: the clearity and intuitiveness of a programs output can make or break it's success. This involves a wide range of textual and graphical elements that makes a program easy and comfortable to use.


            	Portability: the range of hardware and OS platforms on which the source code of a program can be compiled and run. This depends mainly on the range of platform specific compilers for the language of the source code rather than anything having to do with the program directly.

          


          


          Algorithmic complexity


          The academic field and the engineering practice of computer programming are both largely concerned with discovering and implementing the most efficient algorithms for a given class of problem. For this purpose, algorithms are classified into orders using so-called Big O notation, O(n), which expresses resource use, such as execution time or memory consumption, in terms of the size of an input. Expert programmers are familiar with a variety of well-established algorithms and their respective complexities and use this knowledge to choose algorithms that are best suited to the circumstances.


          


          Methodologies


          The first step in most formal software development projects is requirements analysis, followed by modeling, implementation, and failure elimination ( debugging). There exist a lot of differing approaches for each of those tasks. One approach popular for requirements analysis is Use Case analysis.


          Popular modeling techniques include Object-Oriented Analysis and Design ( OOAD) and Model-Driven Architecture ( MDA). The Unified Modeling Language ( UML) is a notation used for both OOAD and MDA.


          A similar technique used for database design is Entity-Relationship Modeling ( ER Modeling).


          Implementation techniques include imperative languages ( object-oriented or procedural), functional languages, and logic languages.


          Debugging is most often done with IDEs like Visual Studio, NetBeans, and Eclipse. Separate debuggers like gdb are also used.


          


          Measuring language usage


          It is very difficult to determine what are the most popular of modern programming languages. Some languages are very popular for particular kinds of applications (e.g., COBOL is still strong in the corporate data centre, often on large mainframes, FORTRAN in engineering applications, and C in embedded applications), while some languages are regularly used to write many different kinds of applications.


          Methods of measuring language popularity include: counting the number of job advertisements that mention the language, the number of books teaching the language that are sold (this overestimates the importance of newer languages), and estimates of the number of existing lines of code written in the language (this underestimates the number of users of business languages such as COBOL).


          


          Debugging


          Debugging is a very important task in the software development process, because an erroneous program can have significant consequences for its users. Some languages are more prone to some kinds of faults because their specification does not require compilers to perform as much checking as other languages. Use of a static analysis tool can help detect some possible problems.
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          Computer science (or computing science) is the study and the science of the theoretical foundations of information and computation and their implementation and application in computer systems. Computer science has many sub-fields; some emphasize the computation of specific results (such as computer graphics), while others relate to properties of computational problems (such as computational complexity theory). Still others focus on the challenges in implementing computations. For example, programming language theory studies approaches to describing computations, while computer programming applies specific programming languages to solve specific computational problems. A further subfield, human-computer interaction, focuses on the challenges in making computers and computations useful, usable and universally accessible to people.


          


          History


          The early foundations of what would become computer science predate the invention of the modern digital computer. Machines for calculating fixed numerical tasks, such as the abacus, have existed since antiquity. Wilhelm Schickard built the first mechanical calculator in 1623. Charles Babbage designed a difference engine in Victorian times (between 1837 and 1901) helped by Ada Lovelace. Around 1900, the IBM corporation sold punch-card machines. However, all of these machines were constrained to perform a single task, or at best some subset of all possible tasks.


          During the 1940s, as newer and more powerful computing machines were developed, the term computer came to refer to the machines rather than their human predecessors. As it became clear that computers could be used for more than just mathematical calculations, the field of computer science broadened to study computation in general. Computer science began to be established as a distinct academic discipline in the 1960s, with the creation of the first computer science departments and degree programs. Since practical computers became available, many applications of computing have become distinct areas of study in their own right.


          Many initially believed it impossible that "computers themselves could actually be a scientific field of study" (Levy 1984, p. 11), though it was in the "late fifties" (Levy 1984, p.11) that it gradually became accepted among the greater academic population. It is the now well-known IBM brand that formed part of the computer science revolution during this time. 'IBM' (short for International Business Machines) released the IBM 704 and later the IBM 709 computers, which were widely used during the exploration period of such devices. "Still, working with the IBM [computer] was frustrating...if you had misplaced as much as one letter in one instruction, the program would crash, and you would have to start the whole process over again" (Levy 1984, p.13). During the late 1950s, the computer science discipline was very much in its developmental stages, and such issues were commonplace.


          Time has seen significant improvements in the useability and effectiveness of computer science technology. Modern society has seen a significant shift from computers being used solely by experts or professionals to a more widespread user base. By the 1990s, computers became accepted as being the norm within everyday life. During this time data entry was a primary component of the use of computers, many preferring to streamline their business practices through the use of a computer. This also gave the additional benefit of removing the need of large amounts of documentation and file records which consumed much-needed physical space within offices.


          


          Major achievements
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          Despite its relatively short history as a formal academic discipline, computer science has made a number of fundamental contributions to science and society. These include:


          
            	Applications within computer science

          


          
            	A formal definition of computation and computability, and proof that there are computationally unsolvable and intractable problems.


            	The concept of a programming language, a tool for the precise expression of methodological information at various levels of abstraction.

          


          
            	Applications outside of computing

          


          
            	Sparked the Digital Revolution which led to the current Information Age and the Internet.


            	In cryptography, breaking the Enigma machine was an important factor contributing to the Allied victory in World War II.


            	Scientific computing enabled advanced study of the mind and mapping the human genome was possible with Human Genome Project. Distributed computing projects like Folding@home explore protein folding.


            	Algorithmic trading has increased the efficiency and liquidity of financial markets by using artificial intelligence, machine learning and other statistical and numerical techniques on a large scale.

          


          


          Relationship with other fields


          Despite its name, a significant amount of computer science does not involve the study of computers themselves. Because of this, several alternative names have been proposed. Danish scientist Peter Naur suggested the term datalogy, to reflect the fact that the scientific discipline revolves around data and data treatment, while not necessarily involving computers. The first scientific institution to use the term was the Department of Datalogy at the University of Copenhagen, founded in 1969, with Peter Naur being the first professor in datalogy. The term is used mainly in the Scandinavian countries. Also, in the early days of computing, a number of terms for the and practitioners of the field of computing were suggested in the Communications are of the ACMturingineer, turologist, flow-charts-man, applied meta-mathematician, and applied epistemologist. Three months later in the same journal, comptologist was suggested, followed next year by hypologist. Recently the term computics has been suggested. Informatik was a term used in Europe with more frequency.


          The renowned computer scientist Edsger Dijkstra stated, "Computer science is no more about computers than astronomy is about telescopes." The design and deployment of computers and computer systems is generally considered the province of disciplines other than computer science. For example, the study of computer hardware is usually considered part of computer engineering, while the study of commercial computer systems and their deployment is often called information technology or information systems. Computer science is sometimes criticized as being insufficiently scientific, a view espoused in the statement "Science is to computer science as hydrodynamics is to plumbing", credited to Stan Kelly-Bootle and others. However, there has been much cross-fertilization of ideas between the various computer-related disciplines. Computer science research has also often crossed into other disciplines, such as cognitive science, economics, mathematics, physics (see quantum computing), and linguistics.


          Computer science is considered by some to have a much closer relationship with mathematics than many scientific disciplines. Early computer science was strongly influenced by the work of mathematicians such as Kurt Gdel and Alan Turing, and there continues to be a useful interchange of ideas between the two fields in areas such as mathematical logic, category theory, domain theory, and algebra.


          The relationship between computer science and software engineering is a contentious issue, which is further muddied by disputes over what the term "software engineering" means, and how computer science is defined. David Parnas, taking a cue from the relationship between other engineering and science disciplines, has claimed that the principal focus of computer science is studying the properties of computation in general, while the principal focus of software engineering is the design of specific computations to achieve practical goals, making the two separate but complementary disciplines.


          The academic, political, and funding aspects of computer science tend to have roots as to whether a department in the U.S. formed with either a mathematical emphasis or an engineering emphasis. In general, electrical engineering-based computer science departments have tended to succeed as computer science and/or engineering departments. Computer science departments with a mathematics emphasis and with a numerical orientation consider alignment computational science. Both types of departments tend to make efforts to bridge the field educationally if not across all research.


          


          Fields of computer science


          Computer science searches for concepts and formal proofs to explain and describe computational systems of interest. As with all sciences, these theories can then be utilised to synthesize practical engineering applications, which in turn may suggest new systems to be studied and analysed. While the ACM Computing Classification System can be used to split computer science up into different topics of fields, a more descriptive breakdown follows:


          


          Mathematical foundations


          
            	Mathematical logic


            	Boolean logic and other ways of modeling logical queries; the uses and limitations of formal proof methods.


            	Number theory


            	Theory of proofs and heuristics for finding proofs in the simple domain of integers. Used in cryptography as well as a test domain in artificial intelligence.


            	Graph theory


            	Foundations for data structures and searching algorithms.


            	Type theory


            	Formal analysis of the types of data, and the use of these types to understand properties of programs, especially program safety.


            	Category theory


            	Category theory provides a means of capturing all of math and computation in a single synthesis.


            	Computational geometry


            	The study of algorithms to solve problems stated in terms of geometry.


            	Numerical analysis


            	Foundations for algorithms in discrete mathematics, as well as the study of the limitations of floating point computation, including round-off errors.

          


          


          Theory of computation


          
            	Automata theory


            	Different logical structures for solving problems.


            	Computability theory


            	What is calculable with the current models of computers. Proofs developed by Alan Turing and others provide insight into the possibilities of what can be computed and what cannot.


            	Computational complexity theory


            	Fundamental bounds (especially time and storage space) on classes of computations; in practice, study of which problems a computer can solve with reasonable resources (while computability theory studies which problems can be solved at all).


            	Quantum computing theory


            	Representation and manipulation of data using the quantum properties of particles and quantum mechanism.

          


          


          Algorithms and data structures


          
            	Analysis of algorithms


            	Time and space complexity of algorithms.


            	Algorithms


            	Formal logical processes used for computation, and the efficiency of these processes.

          


          


          Programming languages and compilers


          
            	Compilers


            	Ways of translating computer programs, usually from higher level languages to lower level ones.


            	Interpreters


            	A program that takes in as input a computer program and executes it.


            	Programming languages


            	Formal language paradigms for expressing algorithms, and the properties of these languages (e.g., what problems they are suited to solve).

          


          


          Concurrent, parallel, and distributed systems


          
            	Concurrency


            	The theory and practice of simultaneous computation; data safety in any multitasking or multithreaded environment.


            	Distributed computing


            	Computing using multiple computing devices over a network to accomplish a common objective or task and thereby reducing the latency involved in single processor contributions for any task.


            	Parallel computing


            	Computing using multiple concurrent threads of execution.

          


          


          Software engineering


          
            	Algorithm design


            	Using ideas from algorithm theory to creatively design solutions to real tasks


            	Computer programming


            	The practice of using a programming language to implement algorithms


            	Formal methods


            	Mathematical approaches for describing and reasoning about software designs.


            	Reverse engineering


            	The application of the scientific method to the understanding of arbitrary existing software


            	Software development


            	The principles and practice of designing, developing, and testing programs, as well as proper engineering practices.

          


          


          System architecture


          
            	Computer architecture


            	The design, organization, optimization and verification of a computer system, mostly about CPUs and memory subsystems (and the bus connecting them).


            	Computer organization


            	The implementation of computer architectures, in terms of descriptions of their specific electrical circuitry


            	Operating systems


            	Systems for managing computer programs and providing the basis of a useable system.

          


          


          Communications


          
            	Computer audio


            	Algorithms and data structures for the creation, manipulation, storage, and transmission of digital audio recordings. Also important in voice recognition applications.

          


          
            	Networking


            	Algorithms and protocols for communicating data across different shared or dedicated media, often including error correction.

          


          
            	Cryptography


            	Applies results from complexity, probability and number theory to invent and break codes.

          


          


          Databases


          
            	Data mining


            	Data mining is the extraction of relevant data from all sources of data.


            	Relational databases


            	Study of algorithms for searching and processing information in documents and databases; closely related to information retrieval.


            	OLAP


            	Online Analytical Processing, or OLAP, is an approach to quickly provide answers to analytical queries that are multi-dimensional in nature. OLAP is part of the broader category business intelligence, which also encompasses relational reporting and data mining.

          


          


          Artificial intelligence


          
            	Artificial intelligence


            	The implementation and study of systems that exhibit an autonomous intelligence or behaviour of their own.


            	Artificial life


            	The study of digital organisms to learn about biological systems and evolution.


            	Automated reasoning


            	Solving engines, such as used in Prolog, which produce steps to a result given a query on a fact and rule database.


            	Computer vision


            	Algorithms for identifying three dimensional objects from one or more two dimensional pictures.


            	Machine learning


            	Automated creation of a set of rules and axioms based on input.


            	Natural language processing/ Computational linguistics


            	Automated understanding and generation of human language


            	Robotics


            	Algorithms for controlling the behaviour of robots.

          


          


          Visual rendering (or Computer graphics)


          
            	Computer graphics


            	Algorithms both for generating visual images synthetically, and for integrating or altering visual and spatial information sampled from the real world.


            	Image processing


            	Determining information from an image through computation.

          


          


          Human-Computer Interaction


          
            	Human computer interaction


            	The study of making computers and computations useful, usable and universally accessible to people, including the study and design of computer interfaces through which people use computers.

          


          


          Scientific computing


          
            	Bioinformatics


            	The use of computer science to maintain, analyse, and store biological data, and to assist in solving biological problems such as protein folding, function prediction and phylogeny.


            	Cognitive Science


            	Computational modelling of real minds


            	Computational chemistry


            	Computational modelling of theoretical chemistry in order to determine chemical structures and properties


            	Computational neuroscience


            	Computational modelling of real brains


            	Computational physics


            	Numerical simulations of large non-analytic systems


            	Numerical algorithms


            	Algorithms for the numerical solution of mathematical problems such as root-finding, integration, the solution of ordinary differential equations and the approximation/evaluation of special functions.


            	Symbolic mathematics


            	Manipulation and solution of expressions in symbolic form, also known as Computer algebra.

          


          


          Didactics of computer science/informatics


          The subfield didactics of computer science focuses on cognitive approaches of developing competencies of computer science and specific strategies for analysis, design, implementation and evaluation of excellent lessons in computer science.


          


          Computer science education


          Some universities teach computer science as a theoretical study of computation and algorithmic reasoning. These programs often feature the theory of computation, analysis of algorithms, formal methods, concurrency theory, databases, computer graphics and systems analysis, among others. They typically also teach computer programming, but treat it as a vessel for the support of other fields of computer science rather than a central focus of high-level study.


          Other colleges and universities, as well as secondary schools and vocational programs that teach computer science, emphasize the practice of advanced computer programming rather than the theory of algorithms and computation in their computer science curricula. Such curricula tend to focus on those skills that are important to workers entering the software industry. The practical aspects of computer programming are often referred to as software engineering. However, there is a lot of disagreement over what the term "software engineering" actually means, and whether it is the same thing as programming.
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              	Coordinates:
            


            
              	Region

              	Conakry Region
            


            
              	Population (2007)
            


            
              	-Total

              	2,000,000 (est.)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-Summer( DST)

              	CEST ( UTC+1)
            

          


          
            [image: Streetmap of the city centre of Conakry, 1981.]

            
              Streetmap of the city centre of Conakry, 1981.
            

          


          Conakry or Konakry ( Malink: Kɔnakiri) is the capital and largest city of Guinea. The city is a port on the Atlantic Ocean, originally situated on Tombo Island, one of the les de Los, it has since spread up the neighboring Kaloum Peninsula. The population of Conakry is difficult to ascertain, although the U.S. Bureau of African Affairs has estimated it at 2 million. Even given this uncertainty, Conakry makes up almost a quarter of the population of Guinea.


          


          History


          According to a legend, the name of the city comes from the fusion of the name "Cona", a wine and cheese producer of the Baga people, and the word "nakiri", which means the other bank or side.


          Conakry was originally settled on tiny Tombo Island and later spread to the neighboring Kaloum Peninsula, a 36 km long strech of land 0.2 to 6 km wide. The city was essentially founded after Britain ceded the island to France in 1887. In 1885, the two island villages of Conakry and Boubinet had less than 500 inhabitants. Conakry became the capital of French Guinea in 1904 and prospered as an export port, particularly after a (now closed) railway to Kankan opened the large scale export of groundnut from the interior. In the decades after independece, the population of Conakry exploded, from 50,000 inhabitants in 1958 to 600,000 in 1980, to over two million today. Its small size a relative isolation from the mainland, while an advantage to its colonial founders, has created an infrastructural burden since independence.
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          In 1970, conflict between Portuguese forces and the PAIGC in neighboring Portuguese Guinea (now Guinea-Bissau) spilled into the Republic of Guinea when a group of 350 Portuguese troops and Guinean dissidents landed near Conakry, attacked the city, and freed 26 Portuguese prisoners of war held by the PAIGC before retreating, failing to overthrow the government or kill the PAIGC leadership.


          


          Conakry today


          Today, the city has grown along the peninsula to form five main districts. From the tip in the south west, these are Kaloum (the city centre), Dixinn (including the University of Conakry and many embassies), Ratoma (known for its nightlife), Matam and finally Matoto, home to Gbessia Airport. The city itself makes up one of the eight Regions of Guinea, the Conakry Region, includes 5 of the nation's 38 urban communes, and at the prefect level is designated the Conakry Special Zone. At two million inhabitants, it is far and away the largest city in Guinea, making up almost a quarter of the nation's population and making it more than four times bigger than its nearest rival, Kankan.


          


          Economy


          Conakry is Guinea's largest city and its administrative, communications, and economic centre. The city's economy revolves largely around the port, which has modern facilities for handling and storing cargo, through which alumina and bananas are shipped. Manufactures include food products and Housing Materials. An average Guinean in Conakry will get a monthly wage of about 225 000 GNF or about $45.


          


          Infrastructural crisis


          Periodic power and water cuts are a daily burden for Conakry's residents, dating back to early 2002. Government and power company officials blame the drought of 2001-2 for a failure of the hydro-electric supply to the capital, and a failure of aging machinery for the continuation of the crisis. Critics of the government cite mis-management, corruption, and the pull out of the power agency's French partner at the beginning of 2002. As of 2007, much of the city has no traffic lighting in the overnight hours. Popular anger at shortages in Conakry were entwined with anti-government protests, strikes, and violence over the rule of President Lansana Cont and the successive prime ministers, Cellou Dalein Diallo and Eugne Camara, appointed to fill the post after the resignation of PM Franois Lounseny Fall in April 2004. Violence reached a peak in January-February 2007 in a general strike, which saw over a hundred deaths when the Army confronted protesters


          


          Attractions
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          Attractions in the city include the Guinea National Museum, several markets, the Guinea Palais du Peuple, Conakry Grand Mosque which was built by Sekou Toure, the city's nightlife and the nearby Iles de Los.


          The city is noted for its botanical garden. The Polytechnical Institute of Conakry is also located in Conakry.


          The street numbering scheme of Conakry labels all roads with a two-letter code for the urban district, followed by a three digit number: odd for north-south streets and even for east-west, e.g. KA002 for a northbound street in the Kaloum district.
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          A concertina is a free-reed musical instrument, like the various accordions and the harmonica. It has a bellows and buttons typically on both ends of it. When pushed, the buttons travel in the same direction as the bellows, unlike accordion buttons which travel perpendicularly to it. Also, each button produces one note, while accordions typically can produce chords with a single button.


          The concertina was developed in England and Germany, probably independently. The English version was invented in 1829 by Sir Charles Wheatstone and a patent for an improved version was filed by him in 1844. The German version was announced in 1834 by Carl Friedrich Uhlig.


          


          Types (Systems)


          The word concertina refers to a family of hand-held bellows-driven free reed instruments constructed according to various systems. The systems differ in:


          
            	the notes and ranges available;


            	the positioning of the keys (buttons);


            	the sonoricity of the notes provided by the keys:

              
                	the keys of the bisonoric instruments produce differing notes on the press and on the draw;


                	the keys of the unisonoric instruments produce the same note on the press and on the draw;

              

            


            	the ability to produce sound in both bellows directions:

              
                	single action, producing sound only in one bellows direction (usually found only on bass instruments);


                	double action, producing sound in both bellows directions;

              

            


            	size and shape of the instrument and the technique required to hold the instrument;


            	the types of reeds that are used;


            	the mechanical action that is used to open and close the valves to the reed chambers.

          


          Because the concertina was developed nearly contemporaneously in England and Germany, systems can be broadly divided into English, German, and Anglo-German types. To a player proficient in one of these systems, a concertina constructed according to a different system may be quite unfamiliar.


          The most common concertina systems are listed below. The list is not exhaustive, as the concertina is not only a venerable and widespread instrument, but also an evolving instrument: modern experiments in concertina construction include chromatic scales offering more than 12 steps per octave, and instruments which allow the pitch of the notes to be sharped or flatted by the performer.


          


          English type


          English style concertinas traditionally share several features:


          
            	Unisonoric, press and draw on each button yield the same note;


            	Fully chromatic;


            	Reeds individually mounted on a frame, laid flat on a chambered reedpan with a pair of reeds in each chamber;


            	Each button has an independent pivot;


            	Hexagon shaped ends (though octagons and other shapes were produced as well).

          


          


          English concertina


          
            [image: English Concertina disassembled, showing bellows, reedpan and buttons.]

            
              English Concertina disassembled, showing bellows, reedpan and buttons.
            

          


          The eponymous English concertina is a fully chromatic instrument having buttons in a rectangular arrangement of four staggered rows, with the short side of the rectangle addressing the wrist. The invention of the instrument is credited to Sir Charles Wheatstone; his earliest patent of a like instrument was granted 19 December 1829, No 5803 in Great Britain. The two innermost rows of the layout constitute a diatonic C major scale, distributed alternately between the two sides of the instrument. Thus in a given range, C-E-G-B-d is on one side, D-F-A-c-e on the other. The two outer rows consist of the sharps and flats required to complete the chromatic scale. This distribution of scale notes between sides facilitates rapid melodic play. (Rimsky-Korsakov's "Flight of the Bumblebee" was transcribed for English concertina early in the instrument's history.). But it also renders chords somewhat more difficult to learn than scales.


          Giulio Regondi was a virtuoso performer and composer on this instrument as well as the guitar, and helped to popularize the instrument during the 19th century. Allan Atlas, in his book "The Wheatstone Concertina in Victorian England" identifies six known concertos written for this instrument. There are still many sonatas and other pieces that survive.


          The English concertina is typically held by placing the thumbs through thumb straps and the little fingers on metal finger rests, leaving three fingers free for noting. Alternately, both the ring and pinkie fingers support the metal finger rest, leaving two fingers for noting. In the classical style of Regondi, the little finger is used as well as the other three fingers and the metal finger rests are used only very occasionally. This allows all eight fingers to simultaneously play the instrument so large chords are possible. In pieces such as the Wilhelm Bernhardt Molique "Concerto No 1 in G for concertina and orchestra", or Percy Grainger's "Shepherd's Hey", four, five and six note chords are not uncommon, and would be difficult or impossible to play without using all the fingers.


          


          Duet concertina


          Instruments built according to various duet systems are less common than other concertinas. Duet concertina systems were developed in order to simplify playing a melody with an accompaniment. To this end the various duet systems feature button layouts that provide the lower ( bass) notes in the left hand and the higher ( treble) notes in the right, with some overlap (like a two-manual [[organ (musical instrument)|organ). They are unisonoric. The most common duet systems for concertina are the Maccann System and the Crane system (also adopted by the Salvation Army under the name Triumph). Rarer are the Jeffries and Wheatstone duet systems. The newer Hayden System was conceived in the 1960s. The layout was initially proposed and patented by Kaspar Wicki in Switzerland in 1896, but no known instruments were constructed with the Wicki layout, and Hayden was unaware of Wicki's patent when developing his system. Most duet systems are held by placing the hands through a leather strap, with the thumbs outside of the strap and the palms resting on wooden bars, though some Wheatstone models use the thumb strap of the English concertina.


          


          German type


          German style concertinas traditionally share several features:


          
            	Bisonoric, each button produces a different note on the push and the draw of the bellows;


            	Diatonic or semi-chromatic;


            	Reeds are mounted on a long plate, with separate chambers for each set of reeds;


            	The buttons in each row pivot on a shared pivot arm;


            	Square shaped ends.

          


          Frequently, German concertinas also use more than one reed for each note to produce a fuller sound. Depending on the manufacturer, each note may have up to five reeds spread across three octaves. Sometimes these reeds may be slightly out of tune with each other in order to produce a vibrato effect; this is called wet, musette, or Chicago tuning. With dry or Minnesota tuning the reeds are in tune with each other and do not produce this effect.


          


          Chemnitzer concertina


          
            [image: Chemnitzer concertina made by Star Mfg., Cicero, Illinois, USA in 2000]

            
              Chemnitzer concertina made by Star Mfg., Cicero, Illinois, USA in 2000
            

          


          There are various German concertina systems which share common construction features and core button layout. In the United States, particularly in the Midwest, the term "concertina" often refers to the Chemnitzer concertina. Chemnitzer Concertinas are bisonoric (see above) and are closely related to the bandonen, but with a somewhat different keyboard layout and decorative style, with some mechanical innovations pioneered by German-American instrument builder and inventor Otto Schlicht.


          


          Bandonion or bandonen


          Of special note is the bandonion or bandonen, a German concertina system the original bisonoric layout of which was devised by Heinrich Band. This type of concertina is traditionally featured in Tango music due to the instrument's popularity in Argentina in the late 19th century when Tango developed from the various dance styles in Argentina and Uruguay. When Tango spread as a fashionable dance to Paris in the early 20 century, the Bandonen was adapted with a new unisonoric finguring option known as the French or Piguri system. But the bisonoric layout is often preferred as the more 'traditional' option. Bandonens with more than one reed for each note are typically dry-tuned.


          


          Anglo concertina


          The Anglo or Anglo-German concertina is historically a hybrid between the English and German types of concertinas. The button layouts are generally the same as the original 20-button German concertinas designed by Uhlig in 1834. Within a few years of that date, the German concertina was a popular import in England, Ireland and North America, due to its ease of use and relatively low price. Due to this popularity, English manufacturers began offering their own versions built using traditional English methods: concertina reeds instead of long-plate reeds, independent pivots for each button, and hexagon-shaped ends. Initially the term Anglo-German only applied to the concertinas of this type built in England. But as German manufacturers adopted some of these techniques, the term came to apply to all concertinas that used the 20-button system patented by Uhlig. Use of the "German" part of the title Anglo-German ceased in the UK during WW1.


          The heart of the Anglo system consists of two 10-button rows, each of which produces a diatonic major scale in a pattern devised around 1826 by a Bohemian called Richter for use in a harmonica. Five buttons of each row are on each side. The two rows are musically a fourth apart; for example, if the row closest to the player's wrist is in the key of G, the next outer row is in C. An advantage of the Richter scale is that pushing three adjacent notes in one row produces a major triad. Also, because the travel direction inverts as you progress up the scale, at the point where the scale crosses from one side of the concertina to the other octaves can be played in the home keys.


          A third row of extra notes was eventually added, loosely derived from the C# scale, consisting of accidentals and notes which already existed in the diatonic rows but in opposite bisonoric orientation to make additional chords possible and certain melodic passages easier. At this point the instrument was "chromatic" over two octaves, but not every chord or other note combination was available in either press or draw. There is little variation between makers and models in the layout of the notes in the core diatonic rows, but somewhat more variation in the number and layout of the helper notes. The two most common layouts of this 30-button variety are the Jeffries and Lachenal systems. Layouts with 36, 38 and 40 buttons are not uncommon, and a few anglos have as many as 50. Instruments in the key of C/G are most typical; other key combinations are also available, the keys of G/D and Bf/F being the most common alternatives. Bf/F and Af/Ef were popular with the Salvation Army.


          The Anglo concertina is typically held by placing the hands through a leather strap, with the thumbs outside the strap and the palms resting on wooden bars. This arrangement leaves four fingers of each hand free for noting and the thumbs free to operate an air valve (for expanding or contracting the bellows without sounding a note) or a drone. Anglo concertinas are often associated with the music of Ireland, although they are also used in other musical contexts, particularly in music for the English Morris dance and Boeremusiek.


          George Jones is often credited as the first English maker of the chromatic Anglo concertina. British firms active in the late 19th and early 20th centuries include those founded by Charles Wheatstone, Charles Jeffries (who built primarily Anglo-style concertinas), Louis Lachenal (who built concertinas in both English and Anglo styles and was the most prolific manufacturer of the period), and John Crabb.


          


          History


          In the mid 1830's concertinas were manufactured and sold in Germany and England, in two types specific to the country. Both systems continued to evolve into the current forms as the popularity of the instrument increased. The difference in prices and the common uses of the English and German systems led to something of a class distinction between the two types of the instrument. German or Anglo-German concertinas were regarded as a lower-class instrument and English concertina had an air of bourgeois respectability. English concertinas were most popular as parlour instruments for classical music, while the German concertinas were more associated with the popular dance music of the day.


          In the 1850's, Anglo-German concertina's ability to play both melody and accompaniment led English manufacturers to start developing the various Duet systems, and the popular Maccann system were developed towards the end of the century. Meanwhile, German manufacturers were producing concertinas with more than 20 buttons for local sale. Three keyboard systems for German Concertinas eventually became popular: Uhlig's Chemnitzer system, Carl Zimmerman's Carlsfeld system, and the Bandonen's Reinische system. Several efforts were made by the various German manufacturers to develop a single unified keyboard system for all German concertinas; but this was only partially accomplished at the end of the 19th century when the Chemnitzer and Carlsfelder systems were merged into the unified concertina system and a unified bandonen system was created. Despite the new standards, the older systems remained popular into the 20th century.


          Throughout the 19th century, the concertina was a popular instrument. The Salvation Army in England, America, Australia and New Zealand commonly used concertinas in their bands, and other concertina bands and musicians performed in all parts of the English speaking world. German emigrants carried their Chemnizter and Bandonens with them to the United States and Argentina, respectively, where they were regionally popular. In England, the United States and Australia the concertina became nearly ubiquitous.


          But in early 20th century, this popularity started to rapidly decline. Reasons included the growing relative popularity of the accordion, the mass production of other instruments such as the piano, increasingly chromatic and less tonal forms of music such as blues and jazz, and the overall decline of amateur musical performance due to radio and the phonograph. By the middle of the century, very few concertina makers remained, and most of those used accordion reeds and inexpensive, unreliable button mechanisms. Yet the various forms of concertina survived in some areas: Anglo concertinas in Irish traditional music, the English and the Anglo in English Morris dancing, the Anglo in Africa among Afrikaaners and Zulus (who call it a "squashbox"), the Chemnitzer in the United States as a polka instrument, and the Bandonen in Argentina as a prominent part of the Tango tradition. During the period between World War One and World War Two there were many Concertina and Bandonion bands in Germany; but with the rise of the Nazi regime these musical clubs disappeared.


          The folk revival movements of the 1960s led to a modest resurgence in the popularity of the concertina particularly the Anglo. More recently the popularity of the Concertina again seems to be experiencing a resurgence, particularly the Anglo in the traditional music of Ireland. Renewed interest in Tango since the the 1980s has also seen interest in the Bandonen increase.


          Currently there are at least eleven makers of traditional hand-made concertinas, in Europe, South Africa, Australia and North America. They use mainly traditional construction techniques and hand-made reeds, and generally offer many options for the type of concertina, materials, decoration, button layouts, tuning, and other customizations. Quality traditional concertinas require labour and high skill to produce, so prices can be high and waiting lists measured in years. Cheap mass-produced accordion reeded instruments are less reliable. Since the mid-1970s, hand-made accordion-reeded concertinas have become a high-quality cheaper alternative. They are mainly made using traditional building techniques, and some are built customized to order, but the traditional design is adapted to use mass-produced accordion reeds to significantly reduce production cost and time. They are commonly called "hybrids", although some manufacturers object to this term.
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                An Air France Concorde

              
            


            
              	Type

              	Supersonic airliner
            


            
              	Manufacturers

              	BAC (now BAE Systems) -

              Sud Aviation (now EADS)
            


            
              	Maiden flight

              	2 March 1969
            


            
              	Introduction

              	21 January 1976
            


            
              	Retired

              	26 November 2003
            


            
              	Primaryusers

              	British Airways

              Air France
            


            
              	Number built

              	20
            


            
              	Unit cost

              	23 million in 1977
            

          


          The Arospatiale-BAC Concorde was a supersonic passenger airliner or supersonic transport (SST). It was a product of an Anglo-French government treaty, combining the manufacturing efforts of Arospatiale and British Aircraft Corporation. With only 20 aircraft ultimately built, the costly development phase represented a substantial economic loss. Additionally, Air France and British Airways were subsidised by their governments to buy the aircraft. The Concorde was the more successful of the only two supersonic airliners to have ever operated commercially, the Tupolev Tu-144 being the other. The Tu-144 was also the only faster commercial airliner, surpassing the Concorde by 100 mph.


          First flown in 1969, piloted by Andr Turcat, Concorde service commenced in 1976 and continued for 27 years. It flew regular transatlantic flights from London Heathrow (British Airways) and Paris Charles de Gaulle (Air France) to New York JFK and Washington Dulles, flying these routes at record speeds, in under half the time of other airliners. Concorde also set many other records, including the official FAI "Westbound Around The World" and "Eastbound Around the World" world air speed records.


          As a result of the type's only crash on 25 July 2000, world economic effects arising from the 9/11 attacks, and other factors, operations ceased on 24 October 2003. The last "retirement" flight occurred on 26 November that year.


          Concorde remains an icon of aviation history, and has acquired an unusual nomenclature for an aircraft. In common usage in the United Kingdom, the type is known as "Concorde" rather than " the Concorde" or "a Concorde".


          


          Development


          
            [image: Concorde's final flight, G-BOAF from Heathrow to Bristol, on 26 November 2003. The extremely high fineness ratio of the fuselage is evident]

            
              Concorde's final flight, G-BOAF from Heathrow to Bristol, on 26 November 2003. The extremely high fineness ratio of the fuselage is evident
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              Concorde on takeoff
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              Pre-production Concorde number 101 on display at the Imperial War Museum, Duxford, UK
            

          


          
            [image: Concorde G-BOAB in storage at London Heathrow Airport following the end of all Concorde flying. This aircraft flew for 22,296 hours between its first flight in 1976 and its final flight in 2000.]

            
              Concorde G-BOAB in storage at London Heathrow Airport following the end of all Concorde flying. This aircraft flew for 22,296 hours between its first flight in 1976 and its final flight in 2000.
            

          


          In the late 1950s, the United Kingdom, France, United States and Soviet Union were considering developing supersonic transport. Britain's Bristol Aeroplane Company and France's Sud Aviation were both working on designs, called the Type 233 and Super-Caravelle, respectively. Both were largely funded by their respective governments. The British design was for a thin-winged delta shape (which owed much to work by Dietrich Kchemann) for a transatlantic-ranged aircraft for about 100 people, while the French were intending to build a medium-range aircraft.


          The designs were both ready to start prototype construction in the early 1960s, but the cost was so great that the British government made it a requirement that BAC look for international co-operation. Approaches were made to a number of countries, but only France showed real interest. The development project was negotiated as an international treaty between the two countries rather than a commercial agreement between companies and included a clause, originally asked for by Britain, imposing heavy penalties for cancellation. A draft treaty was signed on 28 November 1962. By this time, both companies had been merged into new ones; thus, the Concorde project was between the British Aircraft Corp. and Aerospatiale.


          At first the new consortium intended to produce two versions of the aircraft, one long range and one short range. However, prospective customers showed no interest in the short-range version and it was dropped. The consortium secured orders for over 100 of the long-range version from the premier airlines of the day: Pan Am, BOAC and Air France were the launch customers, with six Concordes each. Other airlines in the order book included Panair do Brasil, Continental Airlines, Japan Airlines, Lufthansa, American Airlines, United Airlines, Air Canada, Braniff, Singapore Airlines, Iran Air, Qantas, CAAC, Middle East Airlines and TWA.


          The aircraft was initially referred to in Britain as "Concorde," with the French spelling, but was officially changed to "Concord" by Harold Macmillan in response to a perceived slight by Charles de Gaulle. In 1967, at the French roll-out in Toulouse the British Government Minister for Technology, Tony Benn announced that he would change the spelling back to "Concorde." This created a nationalist uproar that died down when Benn stated that the suffixed "e" represented "Excellence, England, Europe and Entente (Cordiale)." In his memoirs, he recounts a tale of a letter from an irate Scotsman claiming: "you talk about 'E' for England, but part of it is made in Scotland." Given Scotland's contribution of providing the nose cone for the aircraft, Benn replied "it was also 'E' for 'cosse' (the French name for Scotland)  and I might have added 'e' for extravagance and 'e' for escalation as well!"


          Construction of two prototypes began in February 1965: 001, built by Aerospatiale at Toulouse, and 002, by BAC at Filton, Bristol. Concorde 001 made its first test flight from Toulouse on 2 March 1969 and first went supersonic on 1 October. The first UK-built Concorde flew from Filton to RAF Fairford on 9 April 1969. As the flight programme progressed, 001 embarked on a sales and demonstration tour on 4 September 1971. Concorde 002 followed suit on 2 June 1972 with a tour of the Middle and Far East. Concorde 002 made the first visit to the United States in 1973, landing at the new Dallas/Fort Worth Regional Airport to mark that airport's opening.


          These trips led to orders for over 70 aircraft, but a combination of factors led to a sudden number of order cancellations: the 1973 oil crisis, acute financial difficulties of many airlines, a spectacular Paris Le Bourget air show crash of the competing Soviet Tupolev Tu-144, and environmental concerns such as the sonic boom, takeoff-noise and pollution. Only Air France and British Airways (the successor to BOAC) took up their orders, with the two governments taking a cut of any profits made. In the case of BA, 80% of the profit was kept by the government until 1984, while the cost of buying the aircraft was covered by a state loan.


          The United States had cancelled its supersonic transport (SST) programme in 1971. Two designs had been submitted; the Lockheed L-2000, looking like a scaled-up Concorde, lost out to the Boeing 2707, which was intended to be faster, to carry 300 passengers and feature a swing-wing design. Other countries, such as India and Malaysia, ruled out Concorde supersonic overflights due to noise concerns.


          Both European airlines flew demonstration and test flights from 1974 onwards. The testing of Concorde set records that have not been surpassed; the prototype, pre-production and first production aircraft undertook 5,335 flight hours. A total of 2,000 test hours were at supersonic speeds. Unit costs were 23 million (US$46 million) in 1977. Development cost overrun was 500% (cost was six times higher than projected).


          


          Design


          Concorde was an ogival delta-winged ("OG delta wing") aircraft with four Olympus engines based on those originally developed for the Avro Vulcan strategic bomber. The engines were jointly built by Rolls-Royce and SNECMA. Concorde was the first civil airliner to have an analogue fly-by-wire flight control system. It also employed a trademark droop snoot lowering nose section for visibility on approach.


          These and other features permitted Concorde to have an average cruise speed of Mach 2.02 (about 2,140 km/h or 1,330 mph) with a maximum cruise altitude of 18,300 metres (60,000 feet), more than twice the speed of conventional aircraft. The average landing speed was a relatively high 298 km/h (185mph, 160knots).


          
            [image: The flight deck]

            
              The flight deck
            

          


          Concorde pioneered a number of technologies:


          For high speed and optimisation of flight:


          
            	Double-delta ( ogee/ ogival) shaped wings


            	Variable inlet ramps


            	Supercruise capability


            	Thrust-by-wire engines, predecessor of today's FADEC-controlled engines


            	Droop-nose section for improved visibility in landing

          


          For weight-saving and enhanced performance:


          
            	Mach 2.04 (~2,200 km/h - 1350 mph) cruising speed for optimum fuel consumption (supersonic drag minimum, although turbojet engines are more efficient at high speed)


            	Mainly aluminium construction for low weight and relatively conventional manufacture (higher speeds would have ruled out aluminium)


            	Full-regime autopilot and autothrottle allowing "hands off" control of the aircraft from climbout to landing


            	Fully electrically controlled analogue fly-by-wire flight controls systems


            	Multifunction flight control surfaces


            	High-pressure hydraulic system of 28 MPa (4,000 lbf/in) for lighter hydraulic systems components


            	Fully electrically controlled analogue brake-by-wire system


            	Pitch trim by shifting fuel around the fuselage for centre-of-gravity control


            	Parts made using 'sculpture milling' from single alloy billet reducing the part-number count, while saving weight and adding strength


            	Lack of Auxiliary power unit (Relying on the fact that Concorde will be used for premium services to big airports, where a ground air start cart would be readily available)


            	Flush fitting lights

          


          The Concorde programme's primary legacy is in the experience gained in design and manufacture which later became the basis of the Airbus consortium. Snecma Moteurs' involvement with the Concorde programme prepared the company's entrance into civil engine design and manufacturing, opening the way for Snecma to establish CFM International with General Electric and produce the successful CFM International CFM56 series engines.


          Although Concorde was a technological marvel when introduced into service in the 1970s, 30 years later its cockpit, cluttered with analogue dials and switches, looked dated. With no competition, there was no commercial pressure to upgrade Concorde with enhanced avionics or passenger comfort, as occurred in other airliners of the same vintage, for example the Boeing 747.


          The key partners, BAC (later to become BAE Systems) and Aerospatiale (later to become EADS), were the joint owners of Concorde's type certificate. Responsibility for the Type Certificate transferred to Airbus with formation of Airbus SAS.


          


          Main problems overcome during design
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              G-AXDN, Duxford, close up of engines
            

          


          Many issues were overcome whilst researching and developing Concorde.


          


          Movement of centre of pressure


          When any aircraft passes the critical mach of that particular airframe, the centre of pressure shifts rearwards. This causes a pitch down force on the aircraft, as the centre of gravity remains where it was. The engineers designed the wings in a specific manner to reduce this shift. However, there was still a shift of about 2metres. This could have been countered by the use of trim controls, but at such high speeds this would have caused a dramatic increase in the drag on the aircraft. Instead, the distribution of fuel along the aircraft was shifted during acceleration and deceleration to move the centre of gravity, effectively acting as an auxiliary trim control.


          


          Engines


          To be economically viable, Concorde needed to be able to fly reasonably long distances, and this required high efficiency. For optimum supersonic flight, turbofan engines were considered, but rejected, as due to their large master cross-section they would cause excessive drag. Turbojets were discovered to be the best choice of engines. The quieter high bypass turbofan engines such as used on Boeing 747s could not be used. The engine chosen was the twin spool Rolls-Royce/Snecma Olympus 593, a version of the Olympus originally developed for the Vulcan bomber, developed into an afterburning supersonic engine for the BAC TSR-2 strike bomber and then adapted for Concorde.
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              Concorde's ramp system schematics
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              Concorde's ramp system
            

          


          The inlet design for Concorde's engines was critical. All conventional jet engines can intake air at only around Mach 0.5; therefore the air needs to be slowed from the Mach 2.0 airspeed that enters the engine inlet. In particular, Concorde needed to control the shock waves that this reduction in speed generates to avoid damage to the engines. This was done by a pair of intake ramps and an auxiliary flap, whose position was moved during flight to slow the air down. The ramps were at the top of the engine compartment and moved down and the auxiliary flap moved both up and down allowing air to flow in or out. During takeoff, when the engine's air demand was high, the ramps were flat at the top and the auxiliary flap was in, allowing more air to enter the engine. As the aircraft approached Mach 0.7, the flap closed; at Mach 1.3, the ramps came into effect, removing air from the engines which was then used in the pressurisation of the cabin. At Mach 2.0, the ramps had covered half their total possible distance. They also helped reduce the work done by the compressors as they not only compressed the air but also increased the air temperature.


          Engine failure causes large problems on conventional subsonic aircraft; not only does the aircraft lose thrust on that side but the engine is a large source of drag, causing the aircraft to yaw and bank in the direction of the failed engine. If this had happened to Concorde at supersonic speeds, it could theoretically have caused a catastrophic failure of the airframe. However, during an engine failure air intake needs are virtually zero, so in Concorde the immediate effects of the engine failure were countered by the opening of the auxiliary flap and the full extension of the ramps, which deflected the air downwards past the engine, gaining lift and streamlining the engine, minimising the drag effects of the failed engine. In tests, Concorde was able to shut down both engines on the same side of the aircraft at Mach 2 without any control problems.


          The aircraft used reheat ( afterburners) at take-off and to pass through the transonic regime (i.e. "go supersonic") between Mach 0.95 and Mach 1.7, and were switched-off at all other times. The engines were just capable of reaching Mach 2 without reheat, but it was discovered operationally that it burnt more fuel that way, since the aircraft spent much longer flying in the high- drag transonic regime even though reheat is relatively inefficient.


          Due to jet engines being highly inefficient at low speeds, Concorde burned two tonnes of fuel taxiing to the runway. To conserve fuel only the two outer engines were run after landing. The thrust from two engines was sufficient for taxiing to the ramp due to low aircraft weight upon landing at its destination. A Concorde once ran out of fuel taxiing to the terminal after a flight; the pilot was dismissed.


          


          Heating issues


          Beside engines, the hottest part of the structure of any supersonic aircraft is the nose. The engineers wanted to use ( duralumin) aluminium throughout the aircraft, due to its familiarity, cost and ease of construction. The highest temperature that aluminium could sustain over the life of the aircraft was 127 C, which limited the top speed to Mach 2.02.


          Concorde went through two cycles of heating and cooling during a flight, first cooling down as it gained altitude, then heating up after going supersonic. The reverse happened when descending and slowing down. This had to be factored into the metallurgical modelling. Owing to the heat generated by compression of the air as Concorde travelled supersonically, the fuselage would extend by as much as 300 mm (almost 1 ft), the most obvious manifestation of this being a gap that opened up on the flight deck between the flight engineer's console and the bulkhead. On all Concordes that had a supersonic retirement flight, the flight engineers placed their hats in this gap before it cooled, where the hats remain to this day. In the Seattle museum's Concorde a protruding cap was cut off by a thief in an apparent attempt to steal it, leaving a part behind. An amnesty led to the severed cap being returned.


          In order to keep the cabin cool, Concorde used the fuel as a heatsink for the heat from the air conditioning. The same method also cooled the hydraulics. During supersonic flight the windows in the cockpit became too hot to touch.


          Concorde also had restrictions on livery; the majority of the surface had to be white to avoid overheating the aluminium structure due to the supersonic heating effects of Mach 2. In 1996, however, Air France briefly painted F-BTSD in a predominantly-blue livery (with the exception of the wings) as part of a promotional deal with Pepsi Cola. In this paint scheme, Air France were advised to remain at Mach 2 for no more than 20 minutes at a time, but there was no restriction at speeds under Mach 1.7. F-BTSD was chosen for the promotion because the aircraft was not then scheduled to operate any long flights that required extended Mach 2 operations.


          


          Structural issues


          Due to the high speeds at which Concorde travelled, large forces were applied to the aircraft structure during banks and turns. This caused twisting and the distortion of the aircraft's structure. This was resolved by the neutralisation of the outboard elevons at high speeds. Only the innermost elevons, which are attached to the strongest area of the wings, are active at high speed.


          Additionally, the relatively narrow height of the fuselage meant that the aircraft flexed more, particularly during takeoff, and pilots were able to look back down the cabin and see this occurring, but it was less visible from most of the passengers' viewpoints.


          


          Brakes and undercarriage


          Due to a relatively high average takeoff speed of 250mph (400 km/h), Concorde needed good brakes. Concorde used an anti-lock braking system, which stop the wheels from locking when fully applied, allowing greater deceleration and control during braking, particularly in wet conditions. The brakes were carbon-based and could bring Concorde, weighing up to 185 tons (188 tonnes) and travelling at 190 mph (305 km/h), to a stop from an aborted takeoff within one mile (1600 m). This braking manoeuvre brought the brakes to temperatures of 300 C to 500 C, requiring several hours for cooling.


          Another issue during the research for Concorde was the undercarriage. It turned out that the undercarriage had to be unusually strong. This was due to the unusual loadings due to the high angle of attack that Concorde needed to take-off due to its delta-wing. This increased the weight and was involved in a major redesign.


          


          Range


          Concorde needed to travel between London and New York or Washington nonstop, and to achieve this the designers gave Concorde the greatest range of any supersonic aircraft. This was achieved by a combination of careful development of the engines to make them highly efficient at supersonic speeds, by very careful design of the wing shape to give a good lift to drag ratio, by having a relatively modest payload, a high fuel capacity, and by moving the fuel to trim the aircraft without introducing any additional drag.


          Nevertheless, soon after Concorde began flying, a Concorde "B" model was designed with slightly larger fuel capacity and slightly larger wings with leading-edge slats to improve aerodynamic performance at all speeds and featuring more powerful engines with sound deadening and without the fuel-hungry and noisy reheat. This would have given 500 km greater range even with greater payload, and would have opened up new commercial routes. This was cancelled due to poor sales of Concorde.


          


          Increased radiation exposure


          The high altitude at which Concorde cruised meant passengers received almost twice the flux of extraterrestrial ionising radiation as those travelling on a conventional long-haul flight. Because of the proportionally reduced flight time, however, the overall equivalent dose was less than a conventional flight over the same distance. Unusual solar activity led to an increase in incident radiation, so the flight deck had a radiometer and an instrument to measure the rate of decrease of radiation. If the level was too high, Concorde descended to below 47,000 ft (14,000 m). The rate of decrease indicator indicated whether the aircraft needed to descend further, decreasing the amount of time the aircraft was at an unsafe altitude.


          


          Cabin pressurisation
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          Airliner cabins are usually pressurised to 6-8,000 ft (1,800-2,400 m) elevation while the aircraft flies much higher. Concorde's pressurisation was set to a lower altitude than most other commercial jets. Some passengers can have difficulty even with that pressurisation. A sudden reduction in cabin pressure is hazardous to all passengers and crew. Concorde's maximum cruising altitude was 60,000 ft (18,000 m) (though the typical altitude reached between London and New York was about 56,000 ft (17,000 m)); subsonic airliners typically cruise below 40,000 ft (12,000 m). Above 50,000 ft (15,000 m), the lack of oxygen would limit consciousness in even a conditioned athlete to no more than 10-15 seconds. A cabin breach could even reduce air pressure to below the ambient pressure outside the aircraft due to the Venturi effect, as the air is sucked out through an opening. At Concorde's altitude, the air density is very low; a breach of cabin integrity would result in a loss of pressure severe enough so that the plastic emergency oxygen masks installed on other passenger jets would not be effective, and passengers would quickly suffer from hypoxia despite quickly donning them. Concorde, therefore, was equipped with smaller windows to reduce the rate of loss in the event of a breach, a reserve air supply system to augment cabin air pressure, and a rapid descent procedure to bring the aircraft to a safe altitude. The FAA enforces minimum emergency descent rates for aircraft and made note of Concorde's higher operating altitude, concluding that the best response to a loss of pressure would be a rapid descent. Pilots had access to CPAP (Continuous Positive Airway Pressure) which used masks that forced oxygen at higher pressure into the crew's lungs.


          


          Droop nose


          Concorde's famous drooping nose was a compromise between the need for a streamlined design to reduce drag and increase aerodynamic efficiency in flight and the need for the pilot to see properly during taxi, takeoff, and landing operations. A delta-wing aircraft takes off and lands with a high angle of attack (a high nose angle) compared to subsonic aircraft, due to the way the delta wing generates lift. The pointed nose would obstruct the pilots' view of taxiways and runways, so Concorde's nose was designed to allow for different positioning for different operations. The droop nose was accompanied by a moving visor that was retracted into the nose prior to the nose being lowered. When the nose was raised back to horizontal, the visor was raised ahead of the front cockpit windscreen for aerodynamic streamlining in flight.


          A controller in the cockpit allowed the visor to be retracted and the nose to be lowered to 5 below the standard horizontal position for taxiing and takeoff. Following takeoff and after clearing the airport, the nose and visor were raised. Shortly before landing, the visor was again retracted and the nose lowered to 12.5 below horizontal for maximum visibility. Upon landing, the nose was quickly raised to the five-degree position to avoid the possibility of damage. On rare occasions, the aircraft could take off with the nose fully down.


          A final possible position had the visor retracted into the nose but the nose in the standard horizontal position. This setup was used for cleaning the windscreen and for short subsonic flights.


          The two prototype Concordes had two fixed "glass holes" on their retractable visors.


          


          Operational history
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          Scheduled flights began on 21 January 1976 on the London-Bahrain and Paris-Rio (via Dakar) routes. The U.S. Congress had just banned Concorde landings in the US, mainly due to citizen protest over sonic booms, preventing launch on the coveted transatlantic routes. However, the U.S. Secretary of Transportation, William Coleman, gave special permission for Concorde service to Washington Dulles International Airport, and Air France and British Airways simultaneously began service to Dulles on 24 May 1976.


          When the U.S. ban on JFK Concorde operations was lifted in February 1977, New York banned Concorde locally. The ban came to an end on 17 October 1977 when the Supreme Court of the United States declined to overturn a lower court's ruling rejecting the Port Authority's efforts to continue the ban (The noise report noted that Air Force One, at the time a Boeing 707, was louder than Concorde at subsonic speeds and during takeoff and landing.). Scheduled service from Paris and London to New York's John F. Kennedy Airport began on 22 November 1977. Flights operated by BA were generally numbered "BA001" (London to New York), "BA002" (New York to London), "BA003" (London to New York) and "BA004" (New York to London). Air France flight numbers were generally "AF001" (New York to Paris) and "AF002" (Paris to New York).


          By around 1981 in the UK, the future for Concorde looked bleak. The government had lost money operating Concorde every year, and moves were afoot to cancel the service entirely. A cost projection came back with greatly reduced metallurgical testing costs, but still, having lost money for so many years, the government was not keen to continue. In late 1983, the managing director of BA, Sir John King, managed to get the government to sell the aircraft outright to (the then state owned, later privatised) BA for 16.5 million plus the first year's profits.


          After doing a market survey and discovering that their target customers thought that Concorde was more expensive than it actually was, BA progressively raised prices to match these perceptions. It is reported that BA then ran Concorde at a profit, unlike their French counterparts. The plane was reckoned to make an operating profit for British Airways after the British and French governments agreed to write off the development costs of the plane. BA's profits have been reported to be up to 50million in the most profitable year, with a total revenue of 1.75billion, before costs of 1 billion.


          While commercial jets take seven hours to fly from New York to Paris, the average supersonic flight time on the transatlantic routes was just under 3.5 hours. In transatlantic flight, Concorde travelled more than twice as fast as other aircraft - other aircraft frequently appeared to be flying backwards. Up to 2003, Air France and British Airways continued to operate the New York services daily. Concorde also flew to Barbados's Grantley Adams International Airport during the winter holiday season. Until the AF Paris crash ended virtually all charter services by both AF and BA, several UK and French tour operators operated numerous charter flights to various European destinations on a regular basis.


          In 1985, British Airways had a Concorde land at Cleveland Hopkins International Airport for a special flight between Cleveland Hopkins and London Heathrow. When it made its Cleveland appearance it brought Cleveland international attention and it also paved the way for Hopkins Airport to become an international airport. In 2000, Concorde was scheduled to return to Cleveland for a special flight, but due to the crash of Concorde Flight 4590 in Paris, this flight was postponed. The 1985 flight was three hours and ten minutes from Cleveland to London. It had to fly subsonic from Cleveland to New York, and this route added some time. There was talk of adding a Concorde flight to Cleveland, but due to Cleveland's airport being near a residential area, this plan was not carried out.


          On 12-13 October 1992, in commemoration of the 500th anniversary of Columbus' first New World landing, Concorde Spirit Tours (USA) chartered Air France Concorde F-BTSD and circumnavigated the world in 32 hours 49 minutes and 3 seconds, from Lisbon, Portugal, including six refuelling stops at Santo Domingo, Acapulco, Honolulu, Guam, Bangkok and Bahrain.


          The Eastbound record was set by the same Air France Concorde F-BTSD under charter to Concorde Spirit Tours (USA), on 15-16 August 1995. This special promotional flight circumnavigated the world from New York/ JFK International Airport in a time of 31 hours 27 minutes 49 seconds, including six refuelling stops at Toulouse, Dubai, Bangkok, Andersen AFB (Guam), Honolulu and Acapulco. Concorde continues to hold both records.


          In 1977, British Airways and Singapore Airlines shared a Concorde for flights between London and Singapore International Airport via Bahrain. The aircraft, BA's Concorde G-BOAD, was painted in Singapore Airlines livery on the port side and British Airways livery on the starboard side. The service was discontinued after three return flights because of noise complaints from the Malaysian government; it could only be reinstated on a new route bypassing Malaysian airspace in 1979. A dispute with India prevented Concorde from reaching supersonic speeds in Indian airspace, so the route was eventually declared not viable and discontinued in 1980. During the Mexican oil boom, Air France flew Concorde twice-weekly to Mexico City's Benito Jurez International Airport via Washington, DC or New York City, from September 1978 to November 1982. The worldwide economic crisis during that period resulted in this route's cancellation; the last flights were almost empty. The routing between Washington or New York and Mexico City included a deceleration, from Mach 2.02 to Mach 0.95, to cross Florida subsonically and avoid unlawfully sonic-booming it; then a reacceleration to cross the Gulf of Mexico at Mach 2.02. Air France evidently never realised that this procedure could be avoided by flying midway between Miami and Bimini, Bahamas, then turning west around Key West, Florida, to avoid all sonic-boom effects on Florida. It took British Airways to implement this new routing, which was accomplished on 1 April 1989, with G-BOAF, on an Around-The-World luxury tour charter. From time to time, Concorde came back to the region on similar chartered flights to Mexico City and Acapulco.


          Between 1984 and 1991, British Airways flew a thrice-weekly Concorde service between London and Miami, stopping at Washington's Dulles International Airport. The routing from Dulles to Miami was flown subsonically as far as Carolina Beach VOR; then there was a very rapid climb to 60,000 ft (estimated at 6,000 ft per minute) and Mach 2.02 that was possible due to the aircraft's very light weight: an average of only about 25-30 passengers and fuel only for the short Dulles-Miami sector. After about 6-8 minutes at Mach 2.02, deceleration and descent was begun into Miami. On several occasions, bad weather at Dulles and a relatively light passenger payload out of Miami enabled nonstop Miami-London sectors to be flown. The fastest such flight took just 3 hours 47 minutes to fly over 4,000nautical miles (7,400km) from Miami to London, with 70 passengers. On such trips, the flight plan was filed to Shannon, Ireland, with en route re-clearance on to London secured later in the flight after the minimum required fuel for London was clearly present. This flight was farther than a sector often claimed as the farthest ever flown nonstop by Concorde: a special charter for Middle Eastern VIPs from Washington to Nice, France.


          From 1978 to 1980, Braniff International Airways leased 10 Concordes, five each from Air France and British Airways. These were used on subsonic flights between Dallas-Fort Worth and Washington Dulles International Airport, flown by Braniff flight crews, Air France and British Airways crews then taking over for the continuing supersonic flights to London and Paris. The aircraft were registered in both the United States and their home countries: a sticker covered up the European registration while it was being operated by Braniff. The flights were not profitable and were usually less than 50% booked, which forced Braniff to end its tenure as the only U.S. Concorde operator in May 1980.


          


          Passenger experience


          
            [image: British Airways Concorde interior before 2000]

            
              British Airways Concorde interior before 2000
            

          


          Passenger experience on Concorde differed in many ways from that on subsonic commercial airliners. Air France and British Airways configured the passenger cabin as a single class with 100 seats  four seats across with a central aisle. Headroom in the central aisle was barely six ft (1.8m) and the leather seats were unusually narrow. The seat pitch was 38-inch (970mm): giving only about 6 or 7 inches more legroom than in a typical scheduled international Economy class. With little overhead storage, carry-on luggage was severely restricted.


          In the 1990s, features which were common in the first class and business class cabins of a long-haul Boeing 747 flight, such as video entertainment, rotating or reclining seats and walking areas were absent from Concorde. However, the flight time from London to New York of approximately 3.5 hrs compensated for the lack of those features. There was usually a plasma display at the front of the cabin showing the altitude, the air temperature and the current speed in both miles per hour and Mach number. (Air France had a single display showing the Mach number-only.)


          To make up for these missing "comfort" features, a high level of passenger service was maintained. Passengers were given free champagne and meals were served using compact Wedgwood crockery with short silver cutlery.
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          The experience of passing through the sound barrier was accompanied by a slight surge in acceleration, and was announced by one of the pilots.


          At twice a conventional airliner's cruising altitude, the view from the windows clearly showed the curvature of the Earth, and turbulence was rare. During the supersonic cruise, although the outside air temperature was typically -60 C (-75 F), air compression would heat the external skin at the front of the aircraft to approximately +120 C (250 F), making the windows warm to the touch and producing a noticeable temperature gradient along the length of the cabin.


          The delta-shaped wings allowed Concorde to attain a higher angle of attack than conventional aircraft, as it allowed the formation of large low pressure vortices over the entire upper wing surface, maintaining lift. This low pressure caused Concorde to disappear into a bank of fog on humid days. These vortices formed only at low air speeds, meaning that during the initial climb and throughout the approach Concorde experienced light turbulence and buffeting. Interestingly, the vortex lift created by Concorde's wing just prior to touchdown supplied its own mild turbulence.


          Concorde flew fast enough that the weight of everyone onboard was temporarily reduced by about 1% when flying east. This was due to centrifugal effects since the airspeed added to the rotation speed of the Earth. Flying west, the weight increased by about 0.3%, because it cancelled out the normal rotation and, with it, the normal centrifugal force and replaced it with a smaller rotation in the opposite direction. Concorde flew high enough that the weight of everyone onboard was reduced by an additional 0.6% due to the increased distance from the centre of the Earth.


          Concorde's cruising speed exceeded the top speed of the solar terminator. Concorde was able to overtake or outrun the spin of the earth. On westbound flights it was possible to arrive at a local time earlier than the flight's departure time. On certain early evening transatlantic flights departing from Heathrow or Paris, it was possible to take off just after sunset and catch up with the sun, landing in daylight. This was much publicised by British Airways, who used the slogan "Arrive before you leave."



          


          Flight characteristics


          In regular service, Concorde employed a relatively efficient cruise-climb flight profile. As aircraft lose weight from consuming fuel, they can fly at progressively higher altitudes. This is (generally) more efficient, so conventional airliners employ a stepped climb profile, where air traffic control will approve a change to a higher flight level as the flight progresses. During a landing approach Concorde was on the "back side" of the drag force curve, where raising the nose would increase the sink rate.


          With no other civil traffic operating at its cruising altitude of about 56,000ft (17,000m), dedicated oceanic airways or "tracks" were used by Concorde to cross the Atlantic. These SST, ("Super-Sonic Transport"), tracks were designated:


          
            	Track Sierra Mike (SM); A uni-directional track used by westbound flights of both Air France and British Airways.


            	Track Sierra November (SN); A uni-directional track used by eastbound flights of both Air France and British Airways.


            	Track Sierra Oscar (SO); A bi-directional track used by westbound Air France flights which might conflict with westbound British Airways flights routing simultaneously on Track SM, and by eastbound Air France flights which might conflict with eastbound British Airways flights routing simultaneously on Track SN.


            	Track Sierra Papa (SP); A uni-directional seasonal track used by westbound British Airways flights routing from London Heathrow to Barbados.

          


          Due to the nature of high altitude winds, these SST tracks were fixed in terms of their co-ordinates, unlike the North Atlantic Tracks at lower altitudes whose co-ordinates alter daily according to forecast weather patterns. Concorde would also be cleared in a 10,000-foot (3,000m) block, allowing for a slow climb from 50,000 to 60,000ft (18,000m) during the oceanic crossing as the fuel load gradually decreased.


          BA flights flown by Concorde added "Concorde" in addition to the standard " Speedbird" callsign to notify Air Traffic Control of the aircraft's unique abilities and restrictions. The flight numbers of BA's Concorde flights were 001004; BA's Concordes therefore used callsigns "Speedbird Concorde 1" through to "Speedbird Concorde 4". With the retirement of Concorde those flight numbers are now unused. French Concordes used the standard "Air France" callsign.


          


          Paris crash


          On 25 July 2000, Air France Flight 4590, registration F-BTSC, crashed in Gonesse, France, killing all 100 passengers and nine crew on board the flight, and four people on the ground. It was the only fatal incident involving the type.


          According to the official investigation conducted by the French accident investigation bureau (BEA), the crash was caused by a titanium strip, part of a thrust reverser, that fell from a Continental Airlines DC-10 that had taken off about four minutes earlier. This metal fragment punctured a tyre on the left main wheel bogie. The tyre exploded, and a piece of rubber hit the fuel tank and broke an electrical cable. The impact caused a hydrodynamic shockwave that fractured the fuel tank some distance from the point of impact. This caused a major fuel leak from the tank, which then ignited due to severed electrical wires which were sparking. The crew shut down engine number 2 in response to a fire warning but were unable to retract the landing gear, hampering the aircraft's climb. With engine number 1 surging and producing little power, the aircraft was unable to gain height or speed, entering a rapid pitch-up then a violent descent, rolling left. The impact occurred with the stricken aircraft tail-low, crashing into the Hotelissimo Hotel in Gonesse.


          Others have disputed the BEA report, citing evidence that the Air France Concorde was overweight, had unbalanced distribution in the fuel tanks, and lacked a critical spacer in the landing gear which caused it to veer. They came to the conclusion that the aircraft veered off course on the runway, which reduced take-off speed below the crucial minimum.


          Prior to the accident, Concorde had been arguably the safest operational passenger airliner in the world in terms of passenger deaths-per-kilometres travelled with zero. After the accident, the death rate was 12.5 fatal events per million flights, more than three times worse than the second worst aircraft. However no aircraft's safety can be accurately measured from a single incident and safety improvements were made in the wake of the crash. The crash of the Air France Concorde nonetheless proved to be the beginning of the end for the type.


          The accident subsequently led to a programme of modifications, including more secure electrical controls, Kevlar lining to the fuel tanks and specially-developed burst-resistant tyres.


          


          Return to service


          The first test flight after the modifications departed from London Heathrow on 17 July 2001, piloted by BA Chief Concorde Pilot Mike Bannister. During the 3:20 hr flight over the mid-Atlantic towards Iceland, Bannister attained Mach 2.02 and 60,000ft (18,000m) before returning to RAF Brize Norton. The test flight, intended to resemble the London-New York route, was declared a success and was watched on live TV, and by crowds on the ground at both locations.


          The first BA passenger flight took place on 11 September 2001, and was in the air during the September 11, 2001 attacks in the United States. This was not a revenue flight, as all the passengers were BA employees.


          Normal commercial operations resumed on 7 November 2001 by BA and AF (aircraft G-BOAE and F-BTSD), with service to New York JFK, where passengers were welcomed by the then-mayor, Rudy Giuliani.


          


          Withdrawal from service
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          On 10 April 2003, Air France and British Airways simultaneously announced that they would retire Concorde later that year. They cited low passenger numbers following the 25 July 2000 crash, the slump in air travel following 9/11 and rising maintenance costs.


          That same day, Sir Richard Branson offered to buy British Airways' Concorde fleet at their "original price of 1" for service with his Virgin Atlantic Airways. Branson claimed this to be the same token price that British Airways had paid the British Government, but BA denied this and refused the offer. The real cost of buying the aircraft was 26 million each but the money for buying the aircraft was loaned by the government, but took 80% of the profits; however BA bought their aircraft for a book value of 1 as part of the 16.5 million buy out in 1983.


          Branson wrote in The Economist ( 23 October 2003) that his final offer was "over 5 million" and that he had intended to operate the fleet "for many years to come." Any hope of Concorde remaining in service was further thwarted by Airbus' unwillingness to provide maintenance support for the ageing airframes.


          It has been suggested that Concorde was not withdrawn for the reasons usually given, but that during the grounding of Concorde it became apparent to the airlines that they could actually make more revenue carrying their first class passengers subsonically.


          Rob Lewis suggested that the precipitous Air France retirement of its own Concorde fleet was the direct result of a secret conspiracy between Air France Chairman/CEO Jean-Cyril Spinetta and then-AIRBUS CEO Noel Forgeard, and stemmed as much from a fear of being found criminally liable under French law for future AF Concorde accidents as it did from simple economics. Further, on the British Airways side, a lack of engineering (maintenance) commitment to Concorde by then-Director of Engineering Alan MacDonald was cited as undermining BA's resolve to continue operating Concorde from within.


          


          Air France


          Air France made its final commercial Concorde landing in the United States in New York City from Paris on 30 May 2003. Fire trucks sprayed the traditional arcs of water above F-BTSD on the tarmac of John F. Kennedy airport. The final passenger flight for the airline's SSTs was a charter around the Bay of Biscay. During the following week, on 2 June and 3 June 2003, F-BTSD flew a final round-trip from Paris to New York and back for airline staff and long-time employees in the airline's Concorde operations. Air France's final Concorde flight took place on 27 June 2003 when F-BVFC retired to Toulouse.


          An auction of Concorde parts and memorabilia for Air France was held at Christie's in Paris on 15 November 2003. Thirteen hundred people attended, with several lots exceeding their predicted values by an order of magnitude.


          After the end-of-service, French Concorde F-BVFC was retired to Toulouse, and kept functional (including engine runs) for a short while, in case taxi runs were required in support of the French judicial enquiry into the 2000 crash. The aircraft is now fully retired and no longer functional. It is open to the public.


          French Concorde F-BTSD has been retired to the "Muse de l'Air et de l'Espace" at Le Bourget (near Paris) and, unlike the other museum Concordes, a few of the systems are being kept functional, so that for instance the famous "droop nose" can still be lowered and raised.


          This led to rumours that they could be prepared for future flights for special occasions. Without the necessary maintenance organisation, or spares, this is no longer possible.


          


          British Airways


          BA's last Concorde departure from Grantley Adams International Airport in Barbados was on 30 August 2003. BA conducted a mini North American farewell tour in October 2003. G-BOAG visited Toronto Pearson International Airport on 1 October 2003, G-BOAD visited Boston's Logan International Airport on 8 October 2003, and G-BOAG visited Washington Dulles International Airport on 14 October 2003. G-BOAD's flight to Boston set a record for the fastest transatlantic flight from east to west, making the trip from London Heathrow in 3 hours, 5 minutes, 34 seconds.
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          In a final week of farewell flights around the United Kingdom, Concorde visited Birmingham on 20 October, Belfast on 21 October, Manchester on 22 October, Cardiff on 23 October, and Edinburgh on 24 October. Each day the aircraft made a return flight out and back into Heathrow to the cities concerned, often overflying those cities at low altitude. Over 650 competition winners and 350 special guests were carried.


          On 22 October, Heathrow ATC arranged for the inbound flight BA9021C, a special from Manchester, and BA002 from New York to land simultaneously on the left and right runways respectively.


          On the evening of 23 October 2003, the Queen consented to the illumination of Windsor Castle as Concorde's last west-bound commercial flight departed London and flew overhead. This is an honour normally reserved for major state events and visiting dignitaries.


          British Airways retired its aircraft the next day, 24 October. G-BOAG left New York to a fanfare similar to that given for Air France's "F-BTSD", while two more made round trips, G-BOAF over the Bay of Biscay, carrying VIP guests including many former Concorde pilots, and G-BOAE to Edinburgh. The three aircraft then circled over London, having received special permission to fly at low altitude, before landing in sequence at Heathrow. The two round-trip aircraft landed at 4:01 and 4:03 p.m. BST, followed at 4:05 by the one from New York. All three aircraft then spent 45minutes taxiing around the airport before finally disembarking the last supersonic fare-paying passengers. The captain of the New York to London flight was Mike Bannister.
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          All of BA's Concorde fleet have been grounded, have lost their airworthiness certificates and have been drained of hydraulic fluid. Ex-chief Concorde pilot and manager of the fleet Jock Lowe, estimated in 2004 it would cost 10-15 million to make G-BOAF (at Filton) airworthy again.. BA maintains ownership of their fleet, and has stated that they will never fly again, as Airbus will not support the aircraft.


          On 1 December 2003, Bonhams held an auction of British Airways' Concorde artifacts at Kensington Olympia, in London. Items sold included a Machmeter, nose cone, pilot and passenger seats, cutlery, ashtrays and blankets used on board. Proceeds of about 750,000 resulted, with the first half-million going to Get Kids Going!, a charity which gives disabled children and young people the opportunity to participate in sport.


          BA announced in March 2007 that they would not be renewing their contract for the prime advertising spot at entrance to London's Heathrow Airport, where, since 1990, a 40% scale model of Concorde was located. The owners of the site, BAA wanted to charge 1.6 million per year to let it. It will now be occupied by an Emirates Airbus A380. The Concorde model, which bears the "registration" G-CONC, was removed and transported for display in Surrey, under the care of the local Brooklands Museum.


          


          Aircraft histories


          In total, 20 Concordes were built, six for development and 14 for commercial service.


          These were:


          
            	Two prototypes


            	Two pre-production aircraft


            	16 production aircraft

              
                	The first two of these did not enter commercial service


                	Of the 14 that flew commercially, 8 were still in service in April 2003

              

            

          


          All but two of these aircraft, a remarkably high percentage for any commercial fleet, are preserved; the two that are not preserved are F-BVFD (cn 211), parked as a spare-parts source in 1982 and scrapped in 1994, and F-BTSC (cn 203), which crashed in Paris on 25 July 2000.


          
            
              Concorde Aircraft
            

            
              	Number

              	Reg

              	First flew

              	Last flew

              	Hours

              	Location
            


            
              	001

              	F-WTSS

              	2 March 1969

              	19 October 1973

              	812

              	The Museum of Air and Space, Le Bourget, France
            


            
              	002

              	G-BSST

              	9 April 1969

              	4 March 1976

              	836

              	Fleet Air Arm Museum, Yeovilton, England, UK
            


            
              	101

              	G-AXDN

              	17 December 1971

              	20 August 1977

              	632

              	Imperial War Museum, Duxford, England, UK
            


            
              	102

              	F-WTSA

              	10 January 1973

              	20 May 1976

              	656

              	Muse Delta, Orly Airport, Paris, France
            


            
              	201

              	F-WTSB

              	6 December 1973

              	19 April 1985

              	909

              	Airbus Factory, Toulouse, France
            


            
              	202

              	G-BBDG

              	13 December 1974

              	24 December 1981

              	1282

              	Brooklands Museum, Weybridge, Surrey, England, UK
            


            
              	203

              	F-BTSC

              	31 January 1975

              	25 July 2000

              	11989

              	Destroyed in air crash outside Paris, France
            


            
              	204

              	G-BOAC

              	27 February 1975

              	31 October 2003

              	22260

              	Manchester Airport Viewing Park, England, UK. This aircraft was British Airways' flagship Concorde, due to its BOAC registration as it was the first Concorde delivered to BA.
            


            
              	205

              	F-BVFA

              	27 October 1976

              	12 June 2003

              	17824

              	Steven F. Udvar-Hazy Centre of the Smithsonian National Air and Space Museum, Chantilly, Virginia USA (near Washington, DC)
            


            
              	206

              	G-BOAA

              	5 November 1975

              	12 August 2000

              	22768

              	Museum of Flight, East Lothian, Scotland, UK
            


            
              	207

              	F-BVFB

              	6 March 1976

              	24 June 2003

              	14771

              	Sinsheim Auto & Technik Museum, Germany
            


            
              	208

              	G-BOAB

              	18 May 1976

              	15 August 2000

              	22296

              	Heathrow Airport, London, England, UK
            


            
              	209

              	F-BVFC

              	9 July 1976

              	27 June 2003

              	14332

              	Airbus Factory, Toulouse, France
            


            
              	210

              	G-BOAD

              	25 August 1976

              	10 November 2003

              	23397

              	Intrepid Sea-Air-Space Museum, New York, USA; in December 2006, the aircraft was temporarily moved to Floyd Bennett Field in Brooklyn for the duration of restoration and rehabilitation work on Intrepid and the pier at which Intrepid and Concorde were located, expected to last until 2008
            


            
              	211

              	F-BVFD

              	10 February 1977

              	27 May 1982

              	5814

              	Spare-parts source after 1982 and scrapped in 1994
            


            
              	212

              	G-BOAE

              	17 March 1977

              	17 November 2003

              	23376

              	Grantley Adams International Airport, Barbados
            


            
              	213

              	F-BTSD

              	26 June 1978

              	14 June 2003

              	12974

              	The Museum of Air and Space, Le Bourget, France
            


            
              	214

              	G-BOAG

              	21 April 1978

              	5 November 2003

              	16239

              	Museum of Flight, Seattle, USA
            


            
              	215

              	F-BVFF

              	26 December 1978

              	11 June 2000

              	12421

              	Charles de Gaulle Airport, Paris, France
            


            
              	216

              	G-BOAF

              	20 April 1979

              	26 November 2003

              	18257

              	Filton Aerodrome, Bristol, England, UK
            

          


          
            	In addition, some spare parts, including Rolls-Royce Olympus engines and Snecma intakes are in the Museo del Concorde in Ciudad Jurez, Chihuahua, Mexico. This museum was relocated and opened to the public on May 6, 2008.

          


          


          Restoration


          Along with a dedicated group of French volunteer engineers keeping one of the youngest Concordes (F-BTSD) in near-airworthy condition at the Le Bourget Air and Space Museum in Paris, a UK society, Club Concorde, has launched a campaign to get an aircraft flying by 2010.


          Although only a "static" example, Concorde G-BBDG was restored from essentially a shell at the Brooklands Museum in Surrey.


          


          Environmental impact


          People's reaction to the prospect of severe overhead noise represented a significant change socially. Prior to Concorde's flight trials, the developments made by the civil aviation industry were largely accepted by governments and their respective electorates. However, the opposition to Concorde's noise, particularly on the eastern coast of the United States, forged a new political agenda on both sides of the Atlantic, with scientists and technology experts across a multitude of industries beginning to take the environmental and social impact more seriously. Although Concorde led directly to the introduction of a general noise abatement programme for aircraft flying out of John F Kennedy Airport, it was later found that Concorde was actually quieter than some aircraft, partly due to the pilots temporarily throttling back their engines to reduce noise during overflight of residential areas.


          Concorde produced nitrogen oxides in its exhaust, which, despite complicated chemical interactions with other ozone-depleting chemicals, are understood to produce a net degradation to the ozone layer at the stratospheric altitudes it cruised. It has been pointed out that other, lower-flying, airliners produce ozone during their flights in the troposphere, but vertical transit of gases between the two is highly restricted. The small fleet size meant that any net ozone-layer degradation caused by Concorde was for all practical purposes negligible.


          From this perspective, Concorde's technical leap forward can be viewed as boosting the public's (and the media's) understanding of conflicts between technology and the environment. In France, the use of acoustic fencing alongside TGV tracks might not have been achieved without the 1970s furore over aircraft noise. In Britain, the CPRE have issued tranquility maps since 1990 and public agencies are starting to do likewise.


          Concorde travelled, per passenger, 17miles (27km) for each gallon of fuel (mpg) (or 20 l/100 km). This efficiency is comparable to a Gulfstream G550 business jet (~16 mpg or 18 l/100 km per passenger), but much lower than a Boeing 747-400 (~91 mpg or 3.1 l/100 km per passenger).


          


          Public perception


          
            [image: Parade flight at Queen's Golden Jubilee]

            
              Parade flight at Queen's Golden Jubilee
            

          


          Concorde was normally perceived as a privilege of the rich, but special circular or one-way (with return by coach or ship) charter flights were arranged to bring a trip within the means of moderately well-off enthusiasts.


          The presence of a Concorde flying overhead would frequently temporarily halt day-to-day business as people would stop to watch as the plane flew overhead. A noteworthy example can be found in the TV programme Scrapheap Challenge, where the mechanics drop all their tools and wave as Concorde flies over the yard.


          The aircraft was usually referred to by the British as simply "Concorde", whilst in France it was known as "le Concorde" due to "le", the definite article, being used in French grammar to distinguish a proper name from a common noun of the same spelling. In French, the common noun concorde means "agreement, harmony, or peace" and the aircraft's name was almost certainly chosen for its allusion to the collaboration between the British and French governments. Concorde's pilots and British Airways in official publications and videos often refer to Concorde both in the singular and plural as "she" or "her."


          
            [image: Queen Elizabeth II and Prince Philip disembark Concorde.]

            
              Queen Elizabeth II and Prince Philip disembark Concorde.
            

          


          Concorde remains a powerful symbol, both for its technology and sculptural shape. It is a symbol of great national pride to many in Britain and France; in France it was thought of as a French aircraft, in Britain as British.


          As a symbol of national pride, an example from the BA fleet made occasional flypasts at selected Royal events, major air shows and other special occasions, sometimes in formation with the Red Arrows. On the final day of commercial service, public interest was so great that grandstands were erected at London's Heathrow Airport to afford a view of the final arrivals. Crowds filled the boundary road around the airport and there was extensive media coverage.


          Thirty-seven years after her first test flight, Concorde was announced the winner of the Great British Design Quest, organised by the BBC and the Design Museum. A total of 212,000 votes were cast with Concorde beating design icons such as the Mini, mini skirt, Jaguar E-type, Tube map and the Supermarine Spitfire.


          


          Comparison with other supersonic aircraft


          The only other supersonic airliner in direct competition with Concorde was the Soviet Tu-144. Although the Tu-144 entered service earlier, it was retired in 1978. Although Lockheed, North American Aviation and Boeing prepared supersonic airliner studies, only the still-born project, the Boeing 2707, proceeded to the mock-up stage as the sole American entry into the supersonic sweepstakes.


          As a result of a rushed development programme, the Tu-144 was cruder and less refined than Concorde, with cabin noise notably higher. The Tu-144S had significantly lower range than Concorde, largely due to its low-bypass turbofan engines. It required reheat to maintain Mach 2.0 and cruised at Mach 1.6. The vehicle had poor control at low speeds because of a simpler, dedicated supersonic wing design. In addition, the Tu-144 required parachutes to land while Concorde had sophisticated anti-lock brakes. It also had two crashes, one at the 1973 Paris Air Show, which made further sales impossible, and another during a pre-delivery test flight. Later versions had retractable canards for better low speed control, and used turbojet engines that gave them nearly the fuel efficiency and similar range to Concorde. It had 126 seats. With a top speed of Mach 2.35 (made possible due to titanium and steel leading edges) and a cruise of Mach 2.16 it was potentially a more competitive aircraft, but it did not sell.


          The American design was to have been larger, seating 300. It was also intended to reach higher speeds of up to Mach 3.0, which made the construction more difficult, as high temperatures ruled out the use of duralumin with design calculations that showed that the extra speed would have only cut Concorde's transatlantic travel by 20 minutes. Running a few years behind Concorde, the extra costs of these features may have helped to kill the project. The discovery from flights of the XB-70 Valkyrie that sonic booms were quite capable of reaching the ground and the experience from the Oklahoma City sonic boom tests debacle led to the same environmental concerns that contributed to hindering commercial success of Concorde. The American government cancelled the project in 1971, after having spent more than $1 billion.


          


          Possible replacements


          In November 2003, EADS, parent company of the Airbus aircraft manufacturing company, announced that it was considering working with Japanese companies to develop a larger, faster replacement for Concorde. However, recent news reports suggest only $1m is being invested every year into research, much less than the $1bn needed for the development of a viable supersonic airliner.


          In October 2005, JAXA, the Japan Aerospace eXploration Agency, undertook aerodynamic testing of a scale model of an airliner designed to carry 300 passengers at Mach 2. If pursued to commercial deployment, it would be expected to be in service around 2020 - 2025.


          The British company Reaction Engines Limited, with 50% EU money, are engaged in a research programme called LAPCAT, which is examining a design for a hydrogen-fuelled plane carrying 300 passengers called the A2, capable of flying nonstop from Brussels to Sydney at Mach 5+ in 4.6 hours.


          In May 2008, it was reported that Aerion had $3 billion of preorder sales on its supersonic business jet.


          Research into supersonic business jets continues.


          


          Operators


          
            	[image: Flag of France]France

          


          
            	Air France

          


          
            	[image: Flag of the United Kingdom]United Kingdom

          


          
            	British Airways

          


          


          Specifications
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              Concorde G-BOAC
            

          


          General characteristics


          
            	Crew: 3 (pilot, co -pilot and flight engineer)


            	Capacity: 92-120 passengers (128 in high-density layout). BA and AF Concordes had 100 seats. with AF removing a small number of seats after the safety modifications of CY2000-2001 due to weight considerations.


            	Length: 202 ft 4 in (61.66 m)


            	Wingspan: 84 ft 0 in (25.6 m)


            	Height: 40 ft 0 in (12.2 m)


            	Fuselage internal length: 129 ft 0 in (39.32 m)


            	Fuselage max external width: 9 ft 5 in (2.88 m)


            	Fuselage max internal width: 8 ft 7 in (2.63 m)


            	Fuselage max external height: 10 ft 10 in (3.32 m)


            	Fuselage max internal height: 6 ft 5 in (1.96 m))


            	Wing area: 3,856 ft (358.25 m)


            	Empty weight: 173,500 lb (78,700 kg)


            	Useful load: 245,000 lb (111,130 kg)


            	
              Powerplant: 4 Rolls-Royce/ SNECMA Olympus 593 Mk 610 afterburning turbojets

              
                	Dry thrust: 32,000 lbf (140 kN) each


                	Thrust with afterburner: 38,050 lbf (169 kN) each

              

            


            	Maximum fuel load: 210,940 lb (95,680 kg)


            	Maximum taxiing weight: 412,000 lb (186,880 kg)

          


          Performance


          
            	Maximum speed: Mach 2.2 (~1,450 mph, 2,330 km/h)


            	Cruise speed: Mach 2.02 (~1,320 mph)


            	Range: 3,900 nmi (4,500 mi, 7,250 km)


            	Service ceiling 60,000 ft (18,300 m)


            	Rate of climb: 5,000 ft/min. (25.41 m/s)


            	Thrust/weight: 0.373


            	Lift/drag ratio: Low speed- 3.94, Approach- 4.35, 250 kn, 10,000 ft- 9.27, Mach 0.94- 11.47, Mach 2.04- 7.14


            	Fuel consumption for max. range (max. fuel/max. range): 46.85 lb/ mi (13.2 kg/km)


            	Maximum nose tip temperature: 260 F (127 C)

          


          


          Popular culture


          Concorde has numerous appearances in various media. Particularly notable or extended appearances or mentions include:


          
            	The Concorde: Airport '79 film: Concorde starred in this film sequel in the Airport series. The Concorde used for the live-action aerial filming was the Air France Concorde that crashed 21 years later on 25 July 2000.


            	The Concorde Affair (Concorde Affaire in orig.) Italy (1979) film: Director: Ruggero Deodato.


            	Time-Flight, a serial of the science fiction programme Doctor Who, revolves around the mysterious disappearance of two Concorde flights.


            	There is a chapter dedicated to Concorde in Jeremy Clarkson's book, I Know You Got Soul.
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          Condensed matter physics is the field of physics that deals with the macroscopic physical properties of matter. In particular, it is concerned with the "condensed" phases that appear whenever the number of constituents in a system is extremely large and the interactions between the constituents are strong. The most familiar examples of condensed phases are solids and liquids, which arise from the bonding and electromagnetic force between atoms. More exotic condensed phases include the superfluid and the Bose-Einstein condensate found in certain atomic systems at very low temperatures, the superconducting phase exhibited by conduction electrons in certain materials, and the ferromagnetic and antiferromagnetic phases of spins on atomic lattices.Condensed matter physics is that branch of physics which deals with the macroscopic physical properties of matter namely,solid and liquid,when their constituents are large and strong.


          Condensed matter physics is by far the largest field of contemporary physics. Much progress has also been made in theoretical condensed matter physics. By one estimate, one third of all US physicists identify themselves as condensed matter physicists. Historically, condensed matter physics grew out of solid-state physics, which is now considered one of its main subfields. The term "condensed matter physics" was apparently coined by Philip Anderson and Volker Heine when they renamed their research group at Cavendish Laboratory - previously "solid-state theory" - in 1967. In 1978, the Division of Solid State Physics at the American Physical Society was renamed as the Division of Condensed Matter Physics. Condensed matter physics has a large overlap with chemistry, materials science, nanotechnology and engineering.


          One of the reasons for calling the field "condensed matter physics" is that many of the concepts and techniques developed for studying solids actually apply to fluid systems. For instance, the conduction electrons in an electrical conductor form a type of quantum fluid with essentially the same properties as fluids made up of atoms. In fact, the phenomenon of superconductivity, in which the electrons condense into a new fluid phase in which they can flow without dissipation, is very closely analogous to the superfluid phase found in helium 3 at low temperatures.
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                  United States Secretary of State
                

              
            


            
              	Incumbent
            


            
              	Assumedoffice

              January 26, 2005
            


            
              	President

              	George W. Bush
            


            
              	Precededby

              	Colin Powell
            


            
              	
                


                
                  United States National Security Advisor
                

              
            


            
              	Inoffice

              January 20, 2001 January 26, 2005
            


            
              	President

              	George W. Bush
            


            
              	Precededby

              	Sandy Berger
            


            
              	Succeededby

              	Stephen Hadley
            


            
              	
                


                
                  Provost of Stanford University
                

              
            


            
              	Inoffice

              19931999
            


            
              	Precededby

              	Gerald J. Lieberman
            


            
              	Succeededby

              	John L. Hennessy
            


            
              	
                

              
            


            
              	Born

              	November 14, 1954 (1954-11-14)

              Birmingham, Alabama
            


            
              	Politicalparty

              	Republican
            


            
              	Almamater

              	University of Denver

              University of Notre Dame
            


            
              	Profession

              	Professor, Provost, Diplomat, Politician
            


            
              	Religion

              	Presbyterian
            

          


          Condoleezza Rice (born November 14, 1954) is the 66th United States Secretary of State, and the second in the administration of President George W. Bush to hold the office. Rice is the first black woman, second black person (after Colin Powell, who served before her from 2001 to 2005), and second woman (after Madeleine Albright who served from 1997 to 2001) to serve as Secretary of State. Rice was President Bush's National Security Advisor during his first term, but before joining the Bush administration, she was a Professor of political science at Stanford University where she served as Provost from 1993 to 1999. During the administration of George H.W. Bush, Rice also served as the Soviet and East European Affairs Advisor during the dissolution of the Soviet Union and German reunification.


          When beginning as Secretary of State, Rice pioneered a policy of Transformational Diplomacy, with a focus on democracy in the greater Middle East. Her emphasis on supporting democratically elected governments faced challenges as Hamas captured a popular majority in Palestine yet supported Islamist terror, and influential countries including Saudi Arabia and Egypt maintained non-democratic systems with U.S. support. Her policies and strong diplomatic style gained her recognition as a powerful leader by mainstream media. She chairs the Millennium Challenge Corporation's board of directors.


          In addition to English, she speaks, with varying degrees of fluency, Russian, German, French, and Spanish.


          


          Early life


          Rice was born in Birmingham, Alabama, and grew up in the neighbourhood of Titusville. She is the only child of Presbyterian minister Reverend John Wesley Rice, Jr., and wife, Angelena Ray. Reverend Rice was a guidance counselor at Ullman High School and minister of Westminster Presbyterian Church, which had been founded by his father. Angelena was a science, music, and oratory teacher at Ullman.


          


          Discrimination


          Condoleezza (whose name is derived from the Italian musical expression, Con dolcezza, which means "with sweetness") experienced firsthand the injustices of Birmingham's discriminatory laws and attitudes. She was instructed to walk proudly in public and to use the facilities at home rather than subject herself to the indignity of "colored" facilities in town. As Rice recalls of her parents and their peers, "they refused to allow the limits and injustices of their time to limit our horizons."


          However, Rice recalls various times in which she suffered discrimination on account of her race, which included being relegated to a storage room at a department store instead of a regular dressing room, being barred from going to the circus or the local amusement park, being denied hotel rooms, and even being given bad food at restaurants. Also, while Condoleezza was mostly kept by her parents from areas where she might face discrimination, she was very aware of the civil rights struggle and the problems of Jim Crow Birmingham. A neighbour, Juliemma Smith, described how "[Condi] used to call me and say things like, 'Did you see what Bull Connor did today?' She was just a little girl and she did that all the time. I would have to read the newspaper thoroughly because I wouldnt know what she was going to talk about." Rice herself said of the segregation era: "Those terrible events burned into my consciousness. I missed many days at my segregated school because of the frequent bomb threats."


          During the violent days of the Civil Rights Movement, Reverend Rice armed himself and kept guard over the house while Condoleezza practiced the piano inside. According to J.L. Chestnut, Reverend Rice called local civil rights leader Fred Shuttlesworth and his followers "uneducated, misguided Negroes." Also, Reverend Rice instilled in his daughter and students that black people would have to prove themselves worthy of advancement, and would simply have to be "twice as good" to overcome injustices built into the system. Rice said My parents were very strategic, I was going to be so well prepared, and I was going to do all of these things that were revered in white society so well, that I would be armored somehow from racism. I would be able to confront white society on its own terms. While the Rices supported the goals of the civil rights movement, they did not agree with the idea of putting their child in harm's way.


          Rice was eight when her schoolmate Denise McNair, aged 11, was killed in the bombing of the primarily black Sixteenth Street Baptist Church by white supremacists on September 15, 1963. Rice has commented upon that moment in her life:


          
            I remember the bombing of that Sunday School at 16th Street Baptist Church in Birmingham in 1963. I did not see it happen, but I heard it happen, and I felt it happen, just a few blocks away at my fathers church. It is a sound that I will never forget, that will forever reverberate in my ears. That bomb took the lives of four young girls, including my friend and playmate, Denise McNair. The crime was calculated to suck the hope out of young lives, bury their aspirations. But those fears were not propelled forward, those terrorists failed.


             Condoleezza Rice, Commencement 2004, Vanderbilt University, May 13, 2004

          


          Rice states that growing up during racial segregation taught her determination against adversity, and the need to be "twice as good" as non-minorities. Segregation also hardened her stance on the right to bear arms; Rice has said in interviews that if gun registration had been mandatory, her father's weapons would have been confiscated, leaving them defenseless against Ku Klux Klan nightriders. 


          Early education


          


          Rice started learning French, music, figure skating and ballet at age three. At age 15, she began classes with the goal of becoming a concert pianist. Her plans changed when she realized that she did not play well enough to support herself through music alone. While Rice is not a professional pianist, she still practices often and plays with a chamber music group. Rice made use of her pianist training to accompany cellist Yo-Yo Ma for Brahms's Violin Sonata in D Minor at Constitution Hall in April 2002 for the National Medal of Arts Awards.


          


          High school and university education


          In 1967, the family moved to Denver, Colorado. She attended St. Mary's Academy, a private all-girls Catholic high school in Cherry Hills Village, Colorado. After studying piano at the Aspen Music Festival and School, Rice enrolled at the University of Denver, where her father both served as an assistant dean and taught a class called "The Black Experience in America." Dean John Rice opposed institutional racism, government oppression, and the Vietnam War.


          Rice attended a course on international politics taught by Josef Korbel, the father of future Secretary of State Madeleine Albright. This experience sparked her interest in the Soviet Union and international relations and made her call Korbel "one of the most central figures in my life."


          Rice graduated from St. Mary's Academy in 1970. In 1974, at age 19, Rice earned her B.A. in political science, Phi Beta Kappa, from the University of Denver. In 1975, she obtained her Master's Degree in political science from the University of Notre Dame. She first worked in the State Department in 1977, during the Carter administration, as an intern in the Bureau of Educational and Cultural Affairs. In 1981, at the age of 26, she received her Ph.D. in Political Science from the Graduate School of International Studies at Denver. Her dissertation along with some of her earliest publications, centered on military policy and politics in Czechoslovakia.


          


          Early political views


          Rice was a Democrat until 1982 when she changed her political affiliation to Republican after growing averse to former President Jimmy Carter's foreign policy. She also cited influence from her father, John Wesley, in this decision, who himself switched from Democrat to Republican after being denied voting registration by the Democratic registrar. In her words to the 2000 Republican National Convention, "My father joined our party because the Democrats in Jim Crow Alabama of 1952 would not register him to vote. The Republicans did."


          However, despite her party switch, Rice served as foreign policy advisor to the presidential campaign of Democratic U.S. Senator Gary Hart of Colorado during the 1984 primaries.


          


          Academic career
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          Rice was hired by Stanford University as an Assistant Professor in Political Science (19811987). She was granted tenure and promoted, first to Associate Professor (19871993), and then to Provost, the chief budget and academic officer of the university (19931999), and full Professor (1993present). Rice was the first female, first minority, and youngest Provost at Stanford. She was also named a Senior Fellow of the Institute for International Studies, and a Senior Fellow (by courtesy) of the Hoover Institution. She was a specialist on the former Soviet Union and gave lectures on the subject for the Berkeley-Stanford joint program led by UC Berkeley Professor George Breslauer in the mid-1980s.


          


          Provost promotion


          Former Stanford President Gerhard Casper said the university was "most fortunate in persuading someone of Professor Rice's exceptional talents and proven ability in critical situations to take on this task. Everything she has done, she has done well; I have every confidence that she will continue that record as provost." Rices Stanford appointment was considered, by Casper, an effort to address concerns about alleged bias at Stanford University. Casper told the New Yorker in 2002 that it would be disingenuous for me to say that the fact that she was a woman, the fact that she was black  weren't in my mind."


          


          Balancing school budget


          As Stanford's Provost, Rice was responsible for managing the university's multi-billion dollar budget. The school at that time was running a deficit of $20 million. When Rice took office, she promised that the budget deficit would be balanced within "two years." Coit Blacker, Stanford's deputy director of the Institute for International Studies, said there "was a sort of conventional wisdom that said it couldn't be done ... that [the deficit] was structural, that we just had to live with it." Two years later, Rice announced that the deficit been eliminated and the university was holding a record surplus of over $14.5 million.


          


          Special interest issues


          Rice drew protests when, as provost, she departed from the practice of applying affirmative action to tenure decisions and unsuccessfully sought to consolidate the university's ethnic community centers.


          


          Private sector


          Rice headed Chevron's committee on public policy until she resigned on January 15, 2001, to become National Security Advisor to President George W. Bush. Chevron honored Rice by naming an oil tanker Condoleezza Rice after her, but controversy led to its being renamed Altair Voyager.


          She also served on the board of directors for the Carnegie Corporation, the Charles Schwab Corporation, the Chevron Corporation, Hewlett Packard, the Rand Corporation, the Transamerica Corporation, and other organizations.


          In 1992 Rice founded the Centre for New Generation, an after-school program created to raise the high school graduation numbers of East Palo Alto and eastern Menlo Park, California.


          


          Early political career


          In 1986, while an international affairs fellow of the Council on Foreign Relations, Rice served as Special Assistant to the Director of the Joint Chiefs of Staff.


          From 1989 through March 1991 (the period of the fall of Berlin Wall and the final days of the Soviet Union), she served in President George H.W. Bush's administration as Director, and then Senior Director, of Soviet and East European Affairs in the National Security Council, and a Special Assistant to the President for National Security Affairs. In this position, Rice helped develop Bush's and Secretary of State James Baker's policies in favour of German reunification. She impressed Bush, who later introduced her to Soviet leader Mikhail Gorbachev as the one who "tells me everything I know about the Soviet Union."


          In 1991, Rice returned to her teaching position at Stanford, although she continued to serve as a consultant on the former Soviet Bloc for numerous clients in both the public and private sectors. Late that year, California Governor Pete Wilson appointed her to a bipartisan committee that had been formed to draw new state legislative and congressional districts in the state.


          In 1997, she sat on the Federal Advisory Committee on Gender-Integrated Training in the Military.


          During George W. Bush's 2000 U.S. Presidential election campaign, Rice took a one-year leave of absence from Stanford University to help work as his foreign policy advisor. The group of advisors she led called itself The Vulcans in honour of the monumental Vulcan statue, which sits on a hill overlooking her hometown of Birmingham, Alabama. Rice would later go on to give a noteworthy speech at the 2000 Republican National Convention. The speech asserted that America's armed forces are not a global police force. They are not the world's 911.


          


          National Security Advisor (20012005)
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          On December 17, 2000, Rice was picked to serve as National Security Advisor and stepped down from her position at Stanford. She was the first woman to occupy the post. Rice earned the nickname of Warrior Princess, reflecting strong nerve and delicate manners.


          During the summer of 2001, Rice met with CIA Director George Tenet on an almost daily basis to discuss the possibilities and prevention of terrorist attacks on American targets. Notably, on July 10, 2001, Rice met with Tenet in what he referred to as an "emergency meeting" held at the White House at Tenet's request to brief Rice and the NSC staff about the potential threat of an al Qaeda attack. Rice responded by asking Tenet to give a presentation on the matter to Secretary Rumsfeld and (now-former) Attorney General John Ashcroft.


          When asked about the meeting in 2006, Rice asserted she did not recall the specific meeting, commenting that she had met repeatedly with Tenet that summer about terrorist threats. Moreover, she stated that it was "incomprehensible to her that she ignored terrorist threats two months before the September 11 attacks.


          Rice was an outspoken proponent of the 2003 invasion of Iraq. After Iraq delivered its declaration of weapons of mass destruction to the United Nations on December 8, 2002, Rice wrote an editorial for The New York Times entitled Why We Know Iraq Is Lying.


          In March 2004, Rice declined to testify before the National Commission on Terrorist Attacks Upon the United States (the 9/11 Commission). The White House claimed executive privilege under constitutional separation of powers and cited past tradition. Under pressure, Bush agreed to allow her to testify so long as it did not create a precedent of Presidential staff being required to appear before United States Congress when so requested. Her appearance before the commission on April 8, 2004, was accepted by the Bush administration in part because she was not appearing directly before Congress. She thus became the first sitting National Security Advisor to testify on matters of policy. In April 2007, Rice rejected, on grounds of executive privilege, a House subpoena regarding the prewar claim that Iraq sought yellowcake uranium from Niger.


          Leading up to the 2004 U.S. Presidential election, Rice became the first National Security Advisor to campaign for an incumbent president. She stated that while: "Saddam Hussein had nothing to do with the actual attacks on America, Saddam Hussein's Iraq was a part of the Middle East that was festering and unstable, [and] was part of the circumstances that created the problem on September 11."


          On January 18, 2003, the Washington Post reported that Rice was involved in crafting Bush's position on race-based preferences. Rice has stated that "while race-neutral means are preferable," race can be taken into account as "one factor among others" in university admissions policies.


          In a January 10, 2003 interview with CNN's Wolf Blitzer, Rice made headlines by stating regarding Iraqi WMD: "The problem here is that there will always be some uncertainty about how quickly he can acquire nuclear weapons. But we don't want the smoking gun to be a mushroom cloud."


          After the invasion, when Iraq turned out to have no WMD capability, critics called Rice's claims a "hoax," "deception" and "demagogic scare tactic." "Either she missed or overlooked numerous warnings from intelligence agencies seeking to put caveats on claims about Iraq's nuclear weapons program, or she made public claims that she knew to be false," wrote Dana Milbank and Mike Allen in the Washington Post


          Rice characterized the August 6, 2001 Presidents Daily Brief, Bin Laden to Strike in US" historical information. Rice indicated It was information based on old reporting. Sean Wilentz of Salon magazine suggested that the PDB contained current information based on continuing investigations, including that Bin Laden wanted to bring the fighting to America".


          


          Secretary of State (2005present)


          On November 16, 2004, Bush nominated Rice to be Secretary of State. On January 26, 2005, the Senate confirmed her nomination by a vote of 85-13. The negative votes, the most cast against any nomination for Secretary of State since 1825, came from Senators who, according to Boxer, wanted "to hold Dr. Rice and the Bush administration accountable for their failures in Iraq and in the war on terrorism." Their reasoning was that Rice had acted irresponsibly in equating Hussein's regime with Islamist terrorism and some could not accept her previous record. Senator Robert Byrd voted against Rices appointment, indicating that she has asserted that the President holds far more of the war power than the Constitution grants him.
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          On October 30, 2005, Rice attended a memorial service in Montgomery, Alabama, in Rice's home state, for Rosa Parks, an inspiration for the American Civil Rights Movement. Rice stated, that she and others who grew up in Alabama during the height of Parks' activism might not have realized her impact on their lives at the time, "but I can honestly say that without Mrs. Parks, I probably would not be standing here today as secretary of state."


          As of December 10, 2007 Secretary Rice has visited 66 countries with a total 698,591 miles and 1478.05 hours (61.59 days) of time.


          On October 1, 2007, Rice told children (at New York's Public School No. 154, the Harriet Tubman Learning Centre) that she would not run for president, slept for 6 1/2 hours a night and was not afraid of war zones. Asked how it felt "to be a lady with such a powerful job", she said: "Sometimes you don't feel all that powerful." Rangel teasingly suggested Rice aim for the White House.


          


          Major initiatives


          As Secretary of State, Rice has championed the expansion of democratic governments. Rice stated that 9/11 was rooted in oppression and despair and so, the U.S. must advance democratic reform and support basic rights throughout the greater Middle East. Rice has also reformed and restructured the department, as well as U.S. diplomacy as a whole. " Transformational Diplomacy" is the goal that Rice describes as "work[ing] with our many partners around the world ... [and] build[ing] and sustain[ing] democratic, well-governed states that will respond to the needs of their people and conduct themselves responsibly in the international system."


          Rice's Transformational Diplomacy involves five core elements:


          
            	Relocating American diplomats to the places in the world where they are needed most, such as China, India, Brazil, Egypt, Nigeria, Indonesia, South Africa, and Lebanon.


            	Requiring diplomats to serve some time in hardship locations such as Iraq, Afghanistan, Sudan, and Angola; gain expertise in at least two regions; and become fluent in two foreign languages, such as Chinese, Arabic, or Urdu.


            	Focusing on regional solutions to problems like terrorism, drug trafficking, and diseases.


            	Working with other countries on a bilateral basis to help them build a stronger infrastructure, and decreasing foreign nations' dependence on American hand-outs and assistance.


            	Creating a high-level position, Director of Foreign Assistance, to oversee U.S. foreign aid, thus de-fragmenting U.S. foreign assistance.

          


          Rice said that these moves were needed to help "maintain security, fight poverty, and make democratic reforms" in these countries and would help improve foreign nations' legal, economic, healthcare, and educational systems.


          Another aspect of Transformational Diplomacy is the emphasis on finding regional solutions. Rice also pressed for finding transnational solutions as well, stating that "in the 21st century, geographic regions are growing ever more integrated economically, politically and culturally. This creates new opportunities but it also presents new challenges, especially from transnational threats like terrorism and weapons proliferation and drug smuggling and trafficking in persons and disease."
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          Another aspect of the emphasis on regional solutions is the implementation of small, agile, "rapid-response" teams to tackle problems like disease, instead of the traditional approach of calling on experts in an embassy. Rice explained that this means moving diplomats out of the "back rooms of foreign ministries" and putting more effort into "localizing" the State Department's diplomatic posture in foreign nations. The Secretary emphasized the need for diplomats to move into the largely unreached "bustling new population centers" and to spread out "more widely across countries" in order to become more familiar with local issues and people.


          Rice restructured U.S. foreign assistance, naming Randall L. Tobias, an AIDS relief expert, as administrator of USAID (U.S. Agency for International Development). Tobias, as a deputy secretary of state, had the job of focusing foreign assistance efforts and de-fragmenting the disparate aid offices to improve effectiveness and efficiency.


          Rice says these initiatives are necessary because of the highly "extraordinary time" in which Americans live. She compares the moves to the historic initiatives taken after World War II, which she claims helped stabilize Europe as it is known today. Rice states that her Transformational Diplomacy is not merely about "influencing" or "reporting on" governments, but "changing people's lives" through tackling the issues like AIDS, the education of women, and the defeat of violent extremism.


          In early 2007, Rice indicated that State Department employees were volunteering in large numbers, yet Defense Secretary Gates expressed concerns regarding a request from Rice that military personnel fill jobs in Iraq that are the responsibility of the State Department.
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          Regional issues


          


          Gaza withdrawal


          Rice worked to persuade Israel to withdraw from Palestinian territories and free up commerce and travel between the two areas. During the summer of 2005, Rice encouraged Israeli leadership to withdraw from settlements in Gaza and the West Bank. Rice spent April 2005 raising support among Arab leaders. In July, she visited the region to "help bring the weight of the United States" to the discussions. In September, Rice hailed the successful withdrawal as a victory for both Israel and Palestine, saying, "This is an historic moment for both sides, and the commitment of both sides to a successful disengagement process has been impressive." Gaza is now under Palestinian control once again. However, Palestinians complained that they were not able to travel through border crossings in and out of Gaza, which had stifled commerce.


          


          Border Crossings Deal
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          In November 2005, Rice renegotiated an opening of the Gaza border crossings. Secretary Rice extended her visit to Jerusalem for a mediation session November 14, meeting alternately with Israel and Palestinian delegations. Rice negotiated differences between Israel and Palestine that included a proposed blacklist of Palestinians that had been detained by Israel and a concern that future violence would induce a renewed closure of the border crossings. By November 15, Rice announced an agreement to open Gaza's borders, with a system of transportation between Gaza and the West Bank, defining operations for transporting cargo and people across the border and allowing Gaza to reopen its international airport and begin work on a seaport. This included the Rafah border crossing, Palestine's only land link to a country other than Israel. It also included monitoring of the crossings by officials from the European Union.


          Gideon Levy, reporter for an Israeli newspaper, complained Rice had accomplished little: "in what was considered the "achievement" of the current visit, Israel also promised to open the Karni crossing. Karni will be open, one can assume, only slightly more than the "safe passage," which never opened following the previous futile visit."


          


          Hamas, Palestinian elections
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          Rice pushed for peaceful, democratic elections in Palestine following the death of Yasser Arafat. Rice asserted that "there should be the ability of Palestinian people to participate in the elections" and claimed that democratic elections would represent "a key step in the process of building a peaceful, democratic Palestinian state." Rice, alluding to the U.S.-labeled terrorist organization Hamas, stated that "there should be no place in the political process for groups or individuals who refuse to renounce terror and violence, recognize Israel's right to exist, and disarm," saying, "You cannot have one foot in politics and the other foot in terror."


          Rice persuaded a reluctant Israel to allow Israeli Palestinians in East Jerusalem to vote in the Palestinian Authority elections. Israel allowed Palestinians in East Jerusalem to vote in the January 25, 2006 parliamentary elections, while banning Hamas, which officially calls for Israel's destruction, from campaigning there. Rice lauded the turnout and congratulated President Abbas, while informing the victorious Hamas that it would "have to make some difficult choices," saying, "Those who win elections have an obligation to govern democratically.  It now inherits the obligations of a Palestinian government, authority, that go back now for more than a decade to recognize the right of Israel to exist, to renounce violence, to disarm militias, as is the case in the roadmap, and to find a peaceful solution in two states."


          In response to the Hamas victory, Israel withheld funds belonging to the Palestinian Authority, and reinforced restrictions on movement in and out of the Gaza Strip and within the West Bank. Rice stated: Clearly, [Hamas] cannot govern in a circumstance in which they cannot represent a responsible government before the international system. Rice told her Israeli counterpart that the economic boycott on the Hamas-led Palestinian government is effective and in the international community will continue to maintain the boycott.


          George Soros faulted Rice for refusing to deal with Hamas. "[N]o progress is possible as long as the Bush administration and the Ehud Olmert government persist in their current position of refusing to recognize a unity government that includes Hamas. The recent meeting between Condoleezza Rice, Abbas, and Olmert turned into an empty formality," said Soros. This was playing into the hands of the hard-liners in Hamas, increasing the influence of Syria and Iran, and would escalate the fighting, Soros said.


          Immediately following Hamas' victory in the elections, Rice attempted to garner international support in demanding that Hamas recognize Israel's right to exist. By April, Hamas officials appeared to publicly state that they are willing to work toward recognizing Israel. Under their terms, Israel would have to fully withdraw from disputed territories, including Gaza, the West Bank, and East Jerusalem. Many saw this as a positive starting point for negotiations that would allow the "roadmap" process to continue. The statement was verified by Hamas leaders such as Mohammed Ghazal, a Hamas militia official, who stated that Hamas may be willing to amend its charter to recognize Israel, saying, "The charter is not the Quran." Ghazal went on to state that while he agreed with Hamas' positions, "were talking now about reality, about political solutions  The realities are different."


          [bookmark: 2006_Israel-Lebanon_conflict]


          2006 Israel-Lebanon conflict
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          In mid-July 2006, the Middle East peace process encountered a new obstacle on a different front when Hezbollah fighters from Lebanon launched rocket attacks into Israel and ambushed Israeli convoys, kidnapping two soldiers and killing three, sparking what has become known as the 2006 Israel-Lebanon conflict. Rice immediately condemned the act, calling Hezbollah a "terrorist organization" and saying that the action "undermines regional stability and goes against the interests of both the Israeli and Lebanese people," specifically calling on Syria to "use its influence to support a positive outcome." That day, Rice was one of the first to speak directly to UN Secretary General Kofi Annan, Lebanese Prime Minister Fouad Siniora and Israeli Foreign Minister Tzipi Livni concerning the incident. Israel initiated aerial bombardments against Lebanon on July 13 and sent in land troops on July 23 to take out rocket launching sites that were shelling Northern Israeli cities, as well as to look for and recover the two kidnapped Israeli soldiers.


          During the conflict, Rice supported Israel's right to defend itself from Hezbollah attacks, she repeatedly cautioned Israel to be responsible in minimizing collateral damage. Before the major fighting began, Rice demanded that both Israel and Lebanon "act with restraint to resolve this incident peacefully and to protect innocent life and civilian infrastructure." She also continued to pressure Syria to take a more active positive role throughout the crisis, accusing Syria of "sheltering the people who have been perpetrating these acts" and calling on it "to act responsibly and stop the use of its territory for these kinds of activities[,] to bring all pressure on those that it is harbouring to stop this and to return these soldiers and to allow the situation to be de-escalated."
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          When Rice arrived in the Middle East in July 2006, one of her first moves was an unannounced visit to Lebanese Prime Minister Siniora to praise Siniora's "courage and steadfastness" and show U.S. support for the Lebanese people. Rice stated that the conflict was part of "the birth pangs of a new Middle East," stating that Israel, Lebanon, and the international community had to "be certain that we're pushing forward to the new Middle East not going back to the old one."


          At a time when progress appeared possible in the region, the Israeli military launched an airstrike on a suspected Hezbollah hideout in Qana, Lebanon, that killed 2060 civilians. The airstrike seemed to sour support for Israel's endeavor and Lebanon cancelled a visit by Rice as a result. While the tragedy was a setback in the negotiation process, it seemed to be a turning point for Israel, who, afterward, began taking a path toward a cease-fire. Before Rice left the region on July 27, she was able to negotiate a 48-hour halt on Israeli air-raids.
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          Rice returned to the Mideast on July 29, where the outlines of the ceasefire to come began to take shape. Rice demanded that the global community do what it could to ensure that the Mideast region would never again return to the "status quo ante." Rice saw the situation as an opportunity to create a new environment in which Israel and Lebanon could live in peace, and in which Lebanon could have full control over all its territories without Hezbollah acting as a "state within a state," being able to launch terrorist attacks on Israel. Building on the two resolutions that came out of the G8 Conference and the steps that had been taken at the conference in Rome, Italy in late July, Rice worked with other leaders at the United Nations to pass UN Security Council Resolution 1701 on August 11, 2006, which sought to resolve the crisis. The ceasefire went into effect on August 14. The ceasefire that Rice helped broker provided for a full cessation of hostilities, a Lebanese-led international force to take the place of the Israeli forces, the disarmament of Hezbollah, full control of the Lebanese government to Lebanon, and an absence of paramilitary forces (including and implying Hezbollah) south of the Litani River; it also emphasizes the need for the immediate release of the two kidnapped Israeli soldiers. Rice lauded the outcome and expressed pleasure that the hostilities in the area had been brought to an end. Though there were sporadic, but small, spurts of violence after the ceasefire took effect, it has ultimately sustained, while international peacekeeping forces began to replace Israeli forces. On October 2, 2006, the last Israeli forces were withdrawn, allowing the UN and the Lebanese military to take over.


          She had a 30-minute meeting with Walid Muallem, her Syrian counterpart on May 3, 2007  the first such talks at this level since 2005.


          


          Egypt


          In February 2005, Rice abruptly postponed a visit to Egypt, reflecting displeasure at the jailing of a leading opposition figure, Ayman Nour. Nour, head of the liberal Tomorrow Party, was reported to have been brutally interrogated. Nour was freed by Egyptian authorities in March 2005, and began a campaign for the Egyptian presidency.


          In June 2005, Rice addressed democracy in the Middle East at the American University in Cairo. She stated: There are those who say that democracy leads to chaos, or conflict, or terror. In fact, the opposite is true.  Ladies and Gentlemen: Across the Middle East today, millions of citizens are voicing their aspirations for liberty and for democracy demanding freedom for themselves and democracy for their countries. To these courageous men and women, I say today: All free nations will stand with you as you secure the blessings of your own liberty


          Nour finished second in Egypt's presidential race, held in 2005. In December 2005, Egypt imprisoned Nour on forgery charges that were disputed by human-rights groups. In February 2006, Rice visited Hosni Mubarak yet never spoke Nour's name publicly. When asked about him at a news conference, she referred to his situation as one of Egypt's setbacks. Days later, Mubarak told a government newspaper that Rice "didn't bring up difficult issues or ask to change anything." Mohammed Habib, an Egyptian Brotherhood official, stated: Hamas's victory made the U.S. take a contrary position to promoting democracy in Egypt and favour a hereditary succession.


          In 2005, Egypt acknowledged that the US had transferred 60 detainees to Egypt as part of the "war on terror". In 2007, Amnesty International reported that Egypt had become an international centre for interrogation and torture for other countries.


          The second largest recipient of U.S. Foreign Aid is Egypt, with $1.8 billion scheduled for fiscal 2006. Edward Walker, former ambassador to Egypt noted "Aid offers an easy way out for Egypt to avoid reform. They use the money to support antiquated programs and to resist reforms."
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          Rice has worked in the Middle East, including Israel, the Palestinian territories, and its immediate neighbors, especially Lebanon. Rice has supported Israel, defended Israel's right to protect itself, and promoted the " roadmap for peace," which includes the establishment of a sovereign Palestinian state. On August 29, 2006, she stated that the Middle East "should be a Middle East in which there is a Palestinian state in which Palestinians can have their own aspirations met, one that is not corrupt, one that is democratic, [and] one in which there is only one authority."


          


          Saudi Arabia


          In May 2005, Rice indicated that many Mid East states would have to answer their people's call for genuine reform.  She said [a]nd even Saudi Arabia has held multiple elections. In April 2007, the New York Times reported that more than half the decisions made by the councils have not been carried out. Most of the others have been in support of the central government.


          In November 2005, the State Department issued a report critical of restrictions on religion in Saudi Arabia, noting among other things that all citizens were required to be Muslims. Rice has not sanctioned Saudi Arabia, saying she wants additional time for a continuation of discussions leading to progress on important religious freedom issues. Criticisms in the report include a 2002 incident in which Saudi religious police stopped students from leaving a burning building because they were not wearing mandated Islamic dress; 15 schoolgirls perished.


          


          Iran


          Though the U.S. does not hold formal diplomatic relations with Iran, Rice has been quite entrenched in issues pertaining to Iran, especially in regards to its democratic progress and humanitarian record, Iranian President Mahmoud Ahmadinejad's threatening statements toward Israel, and its pursuit of nuclear technology.


          Rice criticized Iran's human rights record and democratic principles. On February 3, 2005, Rice said the Iranian regime's treatment of its people is "something to be loathed." She also stated: "I don't think anybody thinks that the unelected mullahs who run that regime are a good thing for either the Iranian people or for the region."


          In October 2005, Ahmadinejad stated that "Israel must be wiped off the map," to which Rice responded: "When the president of one country says that another country should be wiped off the face of the map, in violation of all of the norms of the United Nations, where they sit together as members, it has to be taken seriously." Rice then went on to name Iran as "probably the world's most important state sponsor of terrorism," whose people live "without freedom and without the prospect of freedom because an unelected few are denying them that."


          In February 2006, Rice addressed the Senate Foreign Relations Committee and called for funding to aid democratic reform in Iran through television and radio broadcasting, through helping pay for Iranians to study in America, and through supporting pro-democracy groups within the country. Senator Boxer expressed concern that the administration appeared surprised when radical Islamist Mahmoud Ahmadinejad was elected president of Iran, when Iranian affiliated groups won a majority in Iraq, and when the militant Hamas won a majority. Rice said that the Bush administration should not be blamed for trouble areas and said that the burden was on Hamas to change.


          In recent years, Iran has also begun to pursue nuclear technology through uranium enrichment, which has been one of the most pertinent issues that Rice has dealt with during her tenure at the State Department. Iran maintains that its nuclear program only seeks to develop the capacity for peaceful civilian nuclear power generation. Rice, along with other nations, has contended that Iran's record of sponsoring terrorism and threatening the safety of other nations, along with its defiance of its treaty obligations, of the United Nations Security Council, and of the International Atomic Energy Agency, have not proven Iran to be responsible enough to conduct uranium enrichment without outside supervision. Under Rice, the official State Department consensus on the matter is that "[t]he United States believes the Iranian people should enjoy the benefits of a truly peaceful program to use nuclear reactors to generate electric power ... [and] support[s] the Iranian peoples rights to develop nuclear energy peacefully, with proper international safeguards."


          On September 9, 2005, Rice declared the refusal of Iran to halt its nuclear program unacceptable and called on Russia, China and India to join in threatening United Nations sanctions, and on June 2, 2006, a committee of the five permanent members of the UN Security Council and Germany, announced their plan to convince Iran to cease its nuclear activities. Rice represented the United States in the negotiation of the diplomatic initiative.


          On February 14, 2006, Iran restarted its uranium enrichment program despite calls from the international community not to do so. Iran's traditional foe, Iraq, offered no resistance because Iraq's leadership had been transformed to Shiite control. Rice responded by asserting that "[t]here is simply no peaceful rationale for the Iranian regime to resume uranium enrichment." Speaking on behalf of the United States and the European Union, Rice said they were "gravely concerned by Iran's long history of hiding sensitive nuclear activities from the IAEA, in violation of its obligations, its refusal to cooperate with the IAEA's investigation, its rejection of diplomatic initiatives offered by the EU and Russia and now its dangerous defiance of the entire international community." In May of 2006, Rice came up with a new approach for dealing with Iran: direct negotiation between Iran and the United States (alongside their European allies) and the possibility for "a package of economic incentives and some kind of longer-term relationship with the United States" in exchange for the suspension of uranium enrichment within Iran. Iran responded by saying that it will "never give up its legitimate rights, so the American preconditions are just unacceptable."


          On July 12, 2006, Rice, along with the foreign ministers of China, France, Germany, Russia, the United Kingdom, and the European Union, announced that, as a result of Iran's refusal to suspend their uranium enrichment program, they had agreed to seek a UN Security Council Resolution against Iran under Article 41 of Chapter VII of the UN Charter. Article 41 gives such a resolution the power to interrupt or sever Iran's economic, transportational, telecommunicative, and diplomatic relations.


          Though the United States and Iran disagree on key issues, the State Department has offered aid to Iran on many different occasions. After a deadly earthquake struck the Iranian province of Lorestan in March of 2005, Rice offered humanitarian aid to the country during a visit to England. Rice said her "thoughts and prayers" were with the victims.


          Rice said on April 30, 2007 that she does not rule out talks with her Iranian counterpart, Foreign Minister Manouchehr Mottaki. On May 3, 2007, Rice "exchanged pleasantries" with Mottaki.


          Most recently, a letter alluding to Iran which was addressed to U.S. Secretary of State Condoleezza Rice from the Head of Government of Puerto Rico, Anbal Acevedo Vil, accused the United States of having deceived the United Nations and the international community in 1953, when it succeeded in having the Commonwealth of Puerto Rico recognized as a provisional decolonized status subject to continued monitoring; Acevedo-Vila claimed that it was ironic that this is the position taken by the Government of Iran and that the Governor of Puerto Rico may soon feel forced to publicly accept Iran's claims regarding the U.S. government's alleged-hypocritical position with regards to Puerto Rico's "colonial status".


          


          Iraq


          In January 2000, Rice addressed Iraq in an article for Foreign Affairs magazine. As history marches toward markets and democracy, some states have been left by the side of the road. Iraq is the prototype. Saddam Hussein's regime is isolated, his conventional military power has been severely weakened, his people live in poverty and terror, and he has no useful place in international politics. He is therefore determined to develop WMD. Nothing will change until Saddam is gone, so the United States must mobilize whatever resources it can, including support from his opposition, to remove him."


          In August 2003, Rice encouraged rejection of "condescending voices", who say that Africans and Middle Easterners are not interested in freedom and are "culturally just not ready for freedom or they just aren't ready for freedom's responsibility." She continued: "We've heard that [blacks aren't ready] argument before, and we, more than any, as a people, should be ready to reject it. The view was wrong in 1963 in Birmingham, and it is wrong in 2003 in Baghdad and in the rest of the Middle East."


          In October 2003, Rice was named to run the Iraq Stabilization Group, to quell violence in Iraq and Afghanistan and to speed the reconstruction of both countries.


          In August 2003, Rice compared experiences in Iraq to post-War Germany stating that the road we traveled was very difficult. 1945 through 1947 was an especially challenging period. Germany was not immediately stable or prosperous. SS officers  called 'werewolves'  engaged in sabotage and attacked both coalition forces and those locals cooperating with them  much like today's Baathist and Fedayeen remnants." Daniel Benjamin responded, stating that in practice, Werwolf amounted to next to nothing.
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          In June 2005, Rice stated: And at each phase, more Iraqis are involved in this process. Sunni and Shia and Kurds and other Iraqis are concentrating politically on building a united Iraq. That is why I think the insurgency must think that its last days are eventually going to come because the Iraqis are turning to their politics to serve their future.


          On September 30, 2005, Rice declared that the Iraq War was "set out to help the people of the Middle East transform their societies."


          In 2005, when asked how long U.S. troops will stay in Iraq, Rice said, "I don't want to speculate. I do know that we are making progress with what the Iraqis themselves are capable of doing. And as they are able to do certain tasks, as they are able to hold their own territory, they will not need us to do that." Rice further added, "I think that even to try and speculate on how many years from now there will be a certain number of American forces is not appropriate." Rice stated: I have no doubt that as the Iraqi security forces get better  and they are getting better and are holding territory, and they are doing the things with minimal help  we are going to be able to bring down the level of our forces. "I have no doubt that that's going to happen in a reasonable time frame."


          Rice lauded Iraq's voter turnout and peaceful transition into a sovereign government in 2005, and compared the reconstruction of Iraq to that of Europe after World War II. Rice wrote:


          
            "Iraq ... in the face of a horrific insurgency has held historic elections, drafted and ratified a new national charter, and will go to the polls again in coming days to elect a new constitutional government. At this time last year, such unprecedented progress seemed impossible. One day it will all seem to have been inevitable. This is the nature of extraordinary times, which former Secretary of State Dean Acheson understood well and described perfectly in his memoirs. 'The significance of events,' he wrote, 'was shrouded in ambiguity. We groped after interpretations of them, sometimes reversed lines of action based on earlier views, and hesitated long before grasping what now seems obvious.' When Acheson left office in 1953, he could not know the fate of the policies he helped to create. He certainly could never have predicted that nearly four decades later, war between Europe's major powers would be unthinkable, or that America and the world would be harvesting the fruits of his good decisions and managing the collapse of communism. But because leaders such as Acheson steered American statecraft with our principles when precedents for action were lacking, because they dealt with their world as it was but never believed they were powerless to change it for the better, the promise of democratic peace is now a reality in all of Europe and in much of Asia."

          


          In 2006, Rice compared U.S. commitment in Iraq to the Civil War, indicating I'm sure there are people who thought it was a mistake to fight the Civil War to its end and to insist that the emancipation of slaves would hold." BET.com commented If youre against the war in Iraq, you might as well consider yourself pro-slavery, according to Secretary of State Condoleezza Rice.


          On January 11, 2007, Rice addressed the Senate Foreign Relations Committee regarding the Presidents Iraq Strategy. Rice asserted that insurgents were mainly responsible for American casualties; Senator Chuck Hagel stated, Madame Secretary, your intelligence and mine is a lot different. Senator Benjamin Cardin asked Rice troop increases were adequate given the state of the Iraqi conflict. Rice responded if you were trying to quell a civil war, you would need much larger forces but that the augmentation was appropriate for the mission.


          In January 2007, the National Intelligence Estimate was issued; key judgements included: The Intelligence Community judges that the term civil war does not adequately capture the complexity of the conflict in Iraq, which includes extensive Shia-on-Shia violence, Al Qaeda and Sunni insurgent attacks on coalition forces, and widespread criminally motivated violence. Nonetheless, the term civil war accurately describes key elements of the Iraqi conflict, including the hardening of ethno-sectarian identities, a sea change in the character of the violence, ethno-sectarian mobilization, and population displacements.


          In February 2007, it was reported that Rice encouraged lawmakers to support President Bush's troop increase by saying it would be a mistake to micromanage the Iraq war.


          In December 2007, Rice made her eighth visit as Secretary of State to Iraq, making an unscheduled stop in Kirkuk before proceeding to Baghdad, where she called on Iraqi leaders to urgently implement a national reconciliation roadmap.


          


          North Korea
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          Rice has focused international attention on North Korea's nuclear weapons program. Beginning in 2003, a series of talks featuring China, North Korea, South Korea, the United States, Russia, and Japan, dubbed "The Six Party talks," have been aimed at denuclearization.


          On February 10, 2005, North Korea withdrew from the talks after President Bush's 2005 State of the Union Address, in which he stated that North Korea's nuclear program must be dismantled and pledged to go on the offensive against tyranny in the world. North Korea complained that the United States harbored a "hostile policy" toward their country and stated that they were permanently withdrawing from the Six-party talks. In the following months, there was uncertainty over whether Rice could convince Kim Jong-Il to re-enter the negotiations, but in July 2005, North Korea announced that they had been convinced to return to the discussion.


          After the first phase of the 5th round of talks, which took place November 911, 2005, North Korea suspended its participations in the negotiations because the United States would not unfreeze some of its financial assets in a Macau bank. Rice has consistently called for the regime to return to the talks. On May 1, 2006, Rice stated that North Korea needs "to return expeditiously to the talks without preconditions, to dismantle its nuclear programs in a complete, verifiable and irreversible manner, and to cease all illicit and proliferation activities."


          On June 19, 2006, matters with North Korea were further complicated when it finished fueling an intercontinental ballistic missile that the regime said it would test fire. North Korea had previously self-imposed a missile-firing moratorium, but threatened to launch the missile anyway. Rice stated that "it would be a very serious matter and indeed a provocative act" for the North to follow through on the act, and that if the North decided to do so, "it would be taken with utmost seriousness."


          On July 5, 2006, North Korea test-fired seven rockets, including the infamous Taepodong-2, sparking international backlash. Rice, in a press conference held on the same day, stated that she couldn't even begin to try to judge what motivated the North Koreans to act in such a way. Rice felt that North Korea had "miscalculated that the international community would remain united [in their opposition to the missile test-firing]" and "whatever they thought they were doing, they've gotten a very strong reaction from the international community." Following the missile test, the United Nations Security Council held an emergency meeting and strongly condemned the actions, though no official sanctions resulted at the time.


          Then, in early October 2006, North Korea claimed that it was preparing to test a nuclear explosive device. While the rumors could not be substantiated by satellite surveillance beforehand, the test was actually carried out on October 9, 2006 with only twenty minutes warning. The nuclear detonation test was, purportedly, in response to the United States' decision to not hold direct bilateral talks with the regime, as well as America's increasing pressure on the government, which North Korea claims is evidence that the United States wishes to attack or invade their country. Rice disputes North Korea's claim that the nuclear test was committed to deter America from invading, saying, "We shouldn't even allow them such an excuse. ... It's just not the case. ... [T]here is no intention to invade or attack them. [T]hey have that guarantee."
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          Rice has also repeatedly offered direct negotiations with North Korea in the context of the Six Party Talks, but she has held her ground in her decision not to hold bilateral talks with the dictatorship, stating, "We've been through bilateral talks with the North Koreans in the 1994 agreed framework. It didn't hold. ... The North Koreans cheated [by] pursuing another path to a nuclear weapon, the so-called 'highly enriched uranium' path. ... [I]f [Kim Jong-Il] wants a bilateral deal, it's because he doesn't want to face the pressure of other states [nearer to him] that have leverage. It's not because he wants a bilateral deal with the United States. He doesn't want to face the leverage of China or South Korea or others."


          Following the nuclear test, Rice made numerous calls to foreign leaders to consolidate support for taking punitive action against North Korea. Rice was able to draw condemnations from even some of North Korea's closest defenders, including China, who admitted the test was "flagrant" and "brazen." On the same day as the nuclear detonation, the United Nations Security Council convened another emergency meeting, where a clear consensus was apparent in favour of sanctions against the regime, with even China saying that it supported punishing the regime, changing its position from July, 2006, when it vetoed any sanctions on North Korea following its missile tests. On October 14, 2006, Rice worked with allies to pass a UN Security Council resolution against North Korea that demanded North Korea destroy all of its nuclear weapons, imposed a ban on tanks, warships, combat aircraft and missiles in the country, imposed an embargo on some luxury items that government officials enjoy while the general populace starves, froze some of the country's weapons-related financial assets, and allows for inspections of North Korean cargo. Rice called the resolution "the toughest sanctions on North Korea that have ever been imposed" and hailed the unanimous passage of the sanctions, which even North Korean-friendly China supported.


          But Nobel Laureate and cold-war nuclear strategist Thomas Schelling criticized Rice for organizing a punitive response, when she should have encouraged Taiwan, South Korea and Japan to reaffirm the Nuclear Nonproliferation Treaty.


          While Rice consistently affirms that the United States will not preemptively invade, attack, or topple the North Korean regime, she emphatically assured Japan during an October 18, 2006, visit that "the United States has the will and the capability to meet the full range  and I underscore full range  of its deterrent and security commitments to Japan," which many have interpreted to mean that America would not hesitate to use its military might should North Korea attack one of America's allies.


          


          Russia
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          In April 2005, Rice went to Russia to meet President Vladimir Putin. On the plane trip over, she related comments critical of Russia's democratic progress to reporters. "Trends have not been positive on the democratic side," said Rice. "There have been some setbacks, but I do still think there is a considerable amount of individual freedom in Russia, which is important." In person Rice told Putin: "We see Russia as a partner in solving regional issues, like the Balkans or the Middle East."


          In late 2005, there was a dispute between Russia and Ukraine after Russia decided to quadruple the price of energy being provided to the Ukrainian market (making the price equal to that of the current market price). Rice subsequently criticised Russia's actions, accusing Russia of using its gas wealth as a political weapon. She called on Russia to behave as a responsible energy supplier and stated that the act did not show the international community "that it is now prepared to act  as an energy supplier in a responsible way." Rice insisted, "When you say you want to be a part of the international economy and you want to be a responsible actor in the international economy, then you play by its rules  I think that kind of behavior is going to continue to draw comment about the distance between Russian behaviour and something like this and what would be expected of a responsible member of the G8."


          Though there was some question over whether or not Rice could convince Russia not to block the United States' move to refer Iran to the United Nations Security Council in early 2006 (because of Russia's economic and diplomatic ties to Iran), Russian Foreign Minister Sergei Lavrov eventually called Rice to confirm that Russia had agreed to allow the move.


          In February 2006, Rice described the United States' relationship with Russia as "very good," saying, "In general, I think we have very good relations with Russia. Probably the best relations that have been there for quite some time. We cooperate in the war on terror. We cooperate in a number of areas. Obviously we have some differences, too. But on the Iranian situation, we've actually had very good cooperation with the Russians."


          In February 2007, Putin criticized U.S. plans to expand European missile defenses. Who needs the next step of what would be, in this case, an inevitable arms race? Putin also characterized U.S. military action as illegitimate, indicating They bring us to the abyss of one conflict after another. 'Political solutions are becoming impossible. Rice soon responded "Everybody understands that with a growing Iranian missile threat, which is quite pronounced, that there need to be ways to deal with that problem and that we are talking about long lead times to be able to have a defensive counter to offensive-missile threats In April 2007, Rice indicated that Russias concerns over the missile defense system were ludicrous; Putin responded by suggesting an end to an arms control treaty.


          


          Africa


          Rice has worked to support and expand relations with Equatorial Guinea, an oil-rich African nation. In April 2006, Rice welcomed dictator-President Obiang to a press conference and stated, You are a good friend and we welcome you. The welcome was extended 35 days after the State Department issued a report noting instances of torture, arbitrary arrest, judicial corruption, child labor, forced labor, and severe restrictions on freedoms of speech and press.


          


          Venezuela
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          The Bush administration has been particularly critical of the leadership of Venezuelan President Hugo Chvez, and brands the country an "outlaw country in the drug war." During Rice's confirmation hearings, she commented on Chvez: "We are very concerned about a democratically elected leader who governs in an illiberal way, and some of the steps he's taken against the media, against the opposition, I think are really very deeply troubling."


          Venezuela actively campaigned for a non-permanent seat in the 2006 United Nations Security Council election. Rice, however, directed a global lobbying campaign by U.S. envoys in foreign capitals, contending that Venezuela did not belong on the Security Council. On 1 November, after 47 rounds of deadlocked voting, Panama was selected as a compromise.


          


          Political positions


          


          Terrorism


          Rice's policy as Secretary of State views counterterrorism as a matter of being preventative, and not merely punitive. In an interview that took place on December 18, 2005, Rice stated: "We have to remember that in this war on terrorism, we're not talking about criminal activity where you can allow somebody to commit the crime and then you go back and you arrest them and you question them. If they succeed in committing their crime, then hundreds or indeed thousands of people die. That's why you have to prevent, and intelligence is the long pole in the tent in preventing attacks."
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          Rice has also been a frequent critic of the intelligence community's inability to cooperate and share information, which she believes is an integral part of preventing terrorism. In 2000, one year after Osama bin Laden told Time [h]ostility toward America is a religious duty, and a year before the September 11 terrorist attacks, Rice warned on WJRDetroit: "You really have to get the intelligence agencies better organized to deal with the terrorist threat to the United States itself. One of the problems that we have is a kind of split responsibility, of course, between the CIA and foreign intelligence and the FBI and domestic intelligence." She then added: "There needs to be better cooperation because we don't want to wake up one day and find out that Osama bin Laden has been successful on our own territory."


          Rice also has promoted the idea that counterterrorism involves not only confronting the governments and organizations that promote and condone terrorism, but also the ideologies that fuel terrorism. In a speech given on July 29, 2005, Rice asserted that "[s]ecuring America from terrorist attack is more than a matter of law enforcement. We must also confront the ideology of hatred in foreign societies by supporting the universal hope of liberty and the inherent appeal of democracy."


          In January 2005, during Bush's second inaugural ceremonies, Rice first used the term " outposts of tyranny" to refer to countries felt to threaten world peace and human rights. This term has been called a descendant of Bush's phrase, " Axis of Evil," used to describe Iraq, Iran and North Korea. She identified six such "outposts" in which she said the United States has a duty to foster freedom: Cuba, Zimbabwe, Burma and Belarus, as well as Iran and North Korea.


          


          Abortion


          Rice said "If you go back to 2000 when I helped the president in the campaign. I said that I was, in effect, kind of libertarian on this issue. And meaning by that, that I have been concerned about a government role in this issue. I am a strong proponent of parental choice -of parental notification. I am a strong proponent of a ban on late-term abortion. These are all things that I think unite people and I think that that's where we should be. I've called myself at times mildly pro-choice." She would not want the federal government "forcing its views on one side or the other."


          Rice said she believes President Bush "has been in exactly the right place" on abortion, "which is we have to respect the culture of life and we have to try and bring people to have respect for it and make this as rare a circumstance as possible" However, she added that she has been "concerned about a government role" but has "tended to agree with those who do not favour federal funding for abortion, because I believe that those who hold a strong moral view on the other side should not be forced to fund" the procedure.


          


          Public perception and criticisms
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          Rice has been criticised for her involvement in the George W. Bush administration both in the United States and abroad. Protesters have sought to exclude her from appearing at schools such as Princeton University and Boston College, which prompted the resignation of an adjunct professor at Boston. There has also been an effort to protest her public speeches abroad.


          Israeli government members have created the word lecondel meaning to attend meetings producing few results.


          


          Time and Forbes magazines


          Rice has appeared on Time magazine's list of the world's 100 most influential people four times. Rice is one of only three people in the entire world considered influential enough to have made the list so frequently. However Time magazine has also accused her of squandering her influence, stating in February 1, 2007, that her "accomplishments as Secretary of State have been modest, and even those have begun to fade" and that she "has been slow to recognize the extent to which the U.S.'s prestige has declined." However, in its March 19, 2007 issue it followed up stating that Rice was "executing an unmistakable course correction in U.S. foreign policy."


          In 2004 and 2005, she was ranked as the most powerful woman in the world by Forbes magazine and number two in 2006 (following the Chancellor of Germany, Angela Merkel).


          


          Criticisms from Senator Boxer


          California Democratic Senator Barbara Boxer has also criticized Rice in relation to the war in Iraq: "I personally believe  this is my personal view  that your loyalty to the mission you were given, to sell the war, overwhelmed your respect for the truth."


          On January 11, 2007, Boxer, in a debate over the war in Iraq, said, "Now, the issue is who pays the price, who pays the price? Im not going to pay a personal price. My kids are too old, and my grandchild is too young. Youre not going to pay a particular price, as I understand it, within immediate family. So who pays the price? The American military and their families, and I just want to bring us back to that fact.


          The New York Post and White House Press Secretary Tony Snow considered this an attack on Rice's status as a single, childless female and referred to Boxer's comments as "a great leap backward for feminism." Rice later echoed Snow's remarks, saying "I thought it was okay to not have children, and I thought you could still make good decisions on behalf of the country if you were single and didnt have children." Boxer responded to the controversy by saying "Theyre getting this off on a non-existent thing that I didnt say. Im saying, shes like me, we do not have families who are in the military."


          


          Views within the black community
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          Rice's ratings saw decreases following a heated battle for her confirmation as Secretary of State and following Hurricane Katrina in August 2005. Rice's rise within the George W. Bush administration initially drew a largely positive response from many in the black community. In a 2002 survey, then National Security Advisor Rice was viewed favorably by 41% of black respondents, but another 40% did not know Rice well enough to rate her and her profile remained comparatively obscure. As her role increased, some black commentators began to express doubts concerning Rice's stances and statements on various issues. In 2005, Washington Post columnist Eugene Robinson asked, "How did [Rice] come to a worldview so radically different from that of most black Americans?"


          Other writers have also noted what they perceive to be a distance between Rice and the black community. The Black Commentator magazine described sentiments given in a speech by Rice at a black gathering as "more than strange  they were evidence of profound personal disorientation. A black woman who doesnt know how to talk to black people is of limited political use to an administration that has few black allies." When Rice invoked the civil rights movement to clarify her position on the invasion of Iraq, Margaret Kimberley, another writer for The Black Commentator, felt that her use of the rhetoric was "offensive." Stan Correy, an interviewer from the Australian Broadcasting Corporation, characterized many blacks involved with civil rights and politics as viewing this rhetoric as "cynical." Rice was also described by Bill Fletcher, Jr., the former leader of the TransAfrica Forum, a foreign policy lobbying organization in Washington, D.C., as "very cold and distant and only black by accident." In August 2005, American musician, actor, and social activist Harry Belafonte, who serves on the Board of TransAfrica, referred to blacks in the Bush administration as "black tyrants." Belafonte's comments received mixed reactions.


          Rice has defended herself from such criticisms on several occasions. During a September 14, 2005 interview, she said, "Why would I worry about something like that? ... The fact of the matter is I've been black all my life. Nobody needs to tell me how to be black."


          A few notable black persons have defended Rice from across the aisle, including Mike Espy, Andrew Young, C. Delores Tucker (chair of the National Congress of Black Women), Clarence Page, Colbert King, Dorothy Height (chair and president emerita of the National Council of Negro Women) and Kweisi Mfume (former Congressman and former CEO of the NAACP).
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          Conflict is a state of discord caused by the actual or perceived opposition of needs, values and interests between people.


          Conflict as a concept can help explain many aspects of social life, such as social disagreement, conflicts of interests, and fight between individuals, groups, or organizations. In political terms, "conflict" can refer to wars, revolutions or other struggles, which may involve the use of force as in the term armed conflict. Without proper social arrangement or resolution, conflicts in social settings can result in stress or tensions among stakeholders.


          Conflict as taught for graduate and professional work in conflict resolution commonly has the definition: "when two or more parties, with perceived incompatible goals, seek to undermine each other's goal-seeking capability".


          One should not confuse the distinction between the presence and absence of conflict with the difference between competition and co-operation. In competitive situations, the two or more individuals or parties each have mutually inconsistent goals, either party tries to reach their goal it will undermine the attempts of the other to reach theirs. Therefore, competitive situations will, by their nature, cause conflict. However, conflict can also occur in cooperative situations, in which two or more individuals or parties have consistent goals, because the manner in which one party tries to reach their goal can still undermine the other individual or party.


          A clash of interests, values, actions or directions often sparks a conflict. Conflicts refer to the existence of that clash. Psychologically, a conflict exists when the reduction of one motivating stimulus involves an increase in another, so that a new adjustment is demanded. The word is applicable from the instant that the clash occurs. Even when we say that there is a potential conflict we are implying that there is already a conflict of direction even though a clash may not yet have occurred.


          


          Types and Modes of Conflict


          A conceptual conflict can escalate into a verbal exchange and/or result in fighting.


          Conflict can exist at a variety of levels of analysis:


          
            	intrapersonal conflict (though this usually just gets delegated out to psychology)


            	interpersonal conflict


            	emotional conflict


            	group conflict


            	organizational conflict


            	community conflict


            	intra-state conflict (for example: civil wars, election campaigns)


            	international conflict


            	environmental resources conflict


            	intersocietal conflict


            	intra-societal conflict


            	ideological conflict


            	diplomatic conflict


            	economic conflict


            	military conflict


            	religious-based conflict (for example: Centre For Reduction of Religious-Based Conflict).


            	workplace conflict

          


          Conflicts in these levels may appear "nested" in conflicts residing at larger levels of analysis. For example, conflict within a work team may play out the dynamics of a broader conflict in the organization as a whole. (See Marie Dugan's article on Nested Conflict. John Paul Lederach has also written on this.) Theorists have claimed that parties can conceptualize responses to conflict according to a two-dimensional scheme; concern for one's own outcomes and concern for the outcomes of the other party. This scheme leads to the following hypotheses:


          
            	High concern for both one's own and the other party's outcomes leads to attempts to find mutually beneficial solutions.


            	High concern for one's own outcomes only leads to attempts to "win" the conflict.


            	High concern for the other party's outcomes only leads to allowing the other to "win" the conflict.


            	No concern for either side's outcomes leads to attempts to avoid the conflict.

          


          In Western society, practitioners usually suggest that attempts to find mutually beneficial solutions lead to the most satisfactory outcomes, but this may not hold true for many Asian societies. Several theorists detect successive phases in the development of conflicts.


          Often a group finds itself in conflict over facts, goals, methods or values. It is critical that it properly identify the type of conflict it is experiencing if it hopes to manage the conflict through to resolution. For example, a group will often treat an assumption as a fact.


          The more difficult type of conflict is when values are the root cause. It is more likely that a conflict over facts, or assumptions, will be resolved than one over values. It is extremely difficult to "prove" that a value is "right" or "correct". In some instances, a group will benefit from the use of a facilitator or process consultant to help identify the specific type of conflict. Practitioners of nonviolence have developed many practices to solve social and political conflicts without resorting to violence or coercion.


          Conflict can arise between several characters and there can be more than one in a story or plot line. The little plot lines usually enhance the main conflict.


          


          Examples


          
            	Approach-avoidance conflict is an example of intrapersonal conflict.

          


          
            	The Vietnam Conflict is commonly regarded as a war.

          


          
            	The Arab-Israeli conflict forms a historic and ongoing conflict between Israel and Arab interests. See also Israeli-Palestinian conflict.

          


          
            	The Catholic-Protestant conflict in Northern Ireland furnishes an example of another notable historic conflict. For information on the conflict, see the Troubles, Bloody Sunday (Northern Ireland 1972), the 1974 Dublin and Monaghan Bombings and the 1998 Omagh bombing.

          


          
            	Many conflicts have a supposedly racial or ethnic basis. This would include such conflicts as the Bosnian-Croatian conflict (see Kosovo), the conflict in Rwanda.

          


          An example of ideological conflict is the struggle over slavery between the North and South. The dispute would eventually lead to secession.


          
            	Class conflict forms an important topic in much Marxist thought.

          


          
            	Another type of conflict exists between governments and guerrilla groups or groups engaged in asymmetric warfare.

          


          


          Causes of Conflict


          Structural Factors (How the conflict is set up)


          
            	Specialization (The experts in fields)


            	Interdependance (A company as a whole can't operate w/o other departments)


            	Common Resources (Sharing the same secretary)


            	Goal Differences (One person wants production to rise and others want communication to rise)


            	Authority Relationships (The boss and employees beneath him/her)


            	Status Inconsistencies


            	Jurisdicational Ambiguities (Who can discipline who)

          


          Personal Factors


          
            	Skills and Abilities


            	Conflict management style


            	Personalities


            	Perception


            	Values and Ethics


            	Emotions


            	Communication barriers


            	Cultural Differences

          


          The assertion that "conflict is emotionally defined and driven," and "does not exist in the absence of emotion" is challenged by Economics, e.g. "the science which studies human behaviour as a relationship between ends and scarce means which have alternative uses." In this context, scarcity means that available resources are insufficient to satisfy all wants and needs. The subject of conflict as a purely rational, strategic decision is specifically addressed by Game Theory, a branch of Economics.


          Where applicable, there are many components to the emotions that are intertwined with conflict. There is a behavioural, physiological, cognitive component.


          
            	Behavioural- The way emotional experience gets expressed which can be verbal or non-verbal and intentional or un-intentional.


            	Physiological- The bodily experience of emotion. The way emotions make us feel in comparison to our identity.


            	Cognitive- The idea that we assess or appraise an event to reveal its relevancy to ourselves.

          


          These three components collectively advise that the meanings of emotional experience and expression are determined by cultural values, beliefs, and practices.


          
            	Cultural values- culture tells people who are a part of it, Which emotions ought to be expressed in particular situations and what emotions are to be felt.


            	Physical- This escalation results from anger or frustration.


            	Verbal- This escalation results from negative perceptions of the annoyers character.

          


          There are several principles of conflict and emotion.


          
            	Conflict is emotionally defined-conflict involves emotion because something triggers it. The conflict is with the parties involved and how they decide to resolve it  events that trigger conflict are events that elicit emotion.


            	Conflict is emotionally valenced  emotion levels during conflict can be intense or less intense. The intensity levels may be indicative of the importance and meaning of the conflict issues for each party.


            	Conflict Invokes a moral stance  when an event occurs it can be interpreted as moral or immoral. The judging of this morality influences ones orientation to the conflict, relationship to the parties involved, and the conflict issues.


            	Conflict is identity based  Emotions and Identity are a part of conflict. When a person knows their values, beliefs, and morals they are able to determine whether the conflict is personal, relevant, and moral. Identity related conflicts are potentially more destructive.


            	Conflict is relational  conflict is relational in the sense that emotional communication conveys relational definitions that impact conflict. Key relational elements are power and social status.

          


          Emotions are acceptable in the workplace as long as they can be controlled and utilized for productive organizational outcomes.


          


          Ways of addressing conflict


          Five basic ways of addressing conflict were identified by Thomas and Kilman in 1976:


          
            	Avoidance  avoid or postpone conflict by ignoring it, changing the subject, etc. Avoidance can be useful as a temporary measure to buy time or as an expedient means of dealing with very minor, non-recurring conflicts. In more severe cases, conflict avoidance can involve severing a relationship or leaving a group.


            	Collaboration  work together to find a mutually beneficial solution. While the Thomas Kilman grid views collaboration as the only win-win solution to conflict, collaboration can also be time-intensive and inappropriate when there is not enough trust, respect or communication among participants for collaboration to occur.


            	Compromise  find a middle ground in which each party is partially satisfied.


            	Competition  assert one's viewpoint at the potential expense of another. It can be useful when achieving one's objectives outweighs one's concern for the relationship.


            	Accommodation  surrender one's own needs and wishes to accommodate the other party.

          


          The Thomas Kilman Instrument can be used to assess one's dominant style for addressing conflict.
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          Confucianism (Chinese: 儒 家; pinyin: Rjiā) is an ancient Chinese ethical and philosophical system originally developed from the teachings of the early Chinese philosopher Confucius (Kong Fuzi/K'ung-fu-tzu, lit. "Master Kung"). It focuses on human morality and good deeds. Confucianism is a complex system of moral, social, political, philosophical, and quasi-religious thought that has had tremendous influence on the culture and history of East Asia. Some consider it to be the state religion of East Asian countries because of governmental promotion of Confucian values.


          The cultures most strongly influenced by Confucianism include Mainland China, Japan, Korea, Taiwan, Singapore and Vietnam, as well as various territories settled predominantly by Chinese people.


          
            
              
                	[image: ]

                	This article contains Chinese text.

                Without proper rendering support, you may see question marks, boxes, or other symbols instead of Chinese characters.
              

            

          


          


          History


          Confucianism was chosen by Han Wudi (141 BCE - 86 BCE) for use as a political system to govern the Chinese state. Despite its loss of influence during the Tang Dynasty, Confucian doctrine remained a mainstream Chinese orthodoxy for two millennia until the 20th century and it was still in most parts of China, when it was attacked by radical Chinese thinkers as a vanguard of a pre-modern system and an obstacle to China's modernization, eventually culminating in its repression during the Cultural Revolution in the People's Republic of China. Since the end of the Cultural Revolution, Confucianism has been revived in mainland China, and both interest in and debate about Confucianism have surged.


          Confucianism as passed down to the 19th and 20th centuries derives primarily from the school of the Neo-Confucians, led by Zhu Xi, who gave Confucianism renewed vigor in the Song and later dynasties. Neo-Confucianism combined Taoist and Buddhist ideas with existing Confucian ideas to create a more complete metaphysics than had ever existed before. At the same time, many forms of Confucianism have historically declared themselves opposed to the Buddhist and Taoist belief systems.


          Confucius (551 BCE  479 BCE) was a sage and social philosopher of China whose teachings have deeply influenced East Asia, including China, Korea, and Japan for two thousand five hundred years. The relationship between Confucianism and Confucius himself, however, is tenuous. Confucius' ideas were not accepted during his lifetime and he frequently bemoaned the fact that he remained unemployed by any of the feudal lords.


          As with many other prominent figures, such as Jesus, Socrates, and Buddha, Confucius did not leave any writings to put forward his ideas. Instead, only texts with recollections by his disciples and their students are available. This factor is further complicated by the " Burning of the Books and Burying of the Scholars", a massive suppression of dissenting thought during the Qin Dynasty, more than two centuries after Confucius' death.


          However, we can sketch out Confucius' ideas from the fragments that remain. Confucius was a man of letters who worried about the troubled times in which he lived. He went from place to place trying to spread his political ideas and influence to the many kings contending for supremacy in China.


          In the Eastern Zhou Dynasty (772 BCE221 BCE), the reigning king of the Zhou gradually became a mere figurehead. In this power vacuum, the rulers of small states began to vie with one another for military and political dominance. Deeply persuaded of the need for his mission  "If right principles prevailed through the empire, there would be no need for me to change its state" Analects XVIII, 6  Confucius tirelessly promoted the virtues of ancient illustrious sages such as the Duke of Zhou. Confucius tried to amass sufficient political power to found a new dynasty, as when he planned to accept an invitation from a rebel to "make a Zhou dynasty in the East" (Analects XV, 5). As the common saying that Confucius was a "king without a crown" indicates, however, he never gained the opportunity to apply his ideas. He was expelled from states many times and eventually returned to his homeland to spend the last part of his life teaching. The Analects of Confucius, the closest primary source we have for his thoughts, relates his sayings and discussions with rulers and disciples in short passages. There is considerable debate over how to interpret the Analects.


          Unlike most European and American philosophers, Confucius did not rely on deductive reasoning to convince his listeners. Instead, he used figures of rhetoric such as analogy and aphorism to explain his ideas. Most of the time these techniques were highly contextualized. For these reasons, European and American readers might find his philosophy muddled or unclear. However, Confucius claimed that he sought "a unity all pervading" (Analects XV, 3) and that there was "one single thread binding my way together." ([op. cit. IV, 15]). The first occurrences of a real Confucian system may have been created by his disciples or by their disciples. During the philosophically fertile period of the Hundred Schools of Thought, great early figures of Confucianism such as Mencius and Xun Zi (not to be confused with Sun Zi) developed Confucianism into an ethical and political doctrine. Both had to fight contemporary ideas and gain the ruler's confidence through argumentation and reasoning. Mencius gave Confucianism a fuller explanation of human nature, of what is needed for good government, of what morality is, and founded his idealist doctrine on the claim that human nature is good. Xun Zi opposed many of Mencius' ideas, and built a structured system upon the idea that human nature is bad and had to be educated and exposed to the rites, before being able to express their goodness for the people. Some of Xun Zi's disciples, such as Han Feizi and Li Si, became Legalists (a kind of law-based early totalitarianism, quite distant from virtue-based Confucianism) and conceived the state system that allowed Qin Shi Huang to unify China under the strong state control of every human activity. The culmination of Confucius' dream of unification and peace in China can therefore be argued to have come from Legalism, a school of thought almost diametrically opposed to his reliance on rites and virtue.
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          Rites


          
            "Lead the people with administrative injunctions and put them in their place with penal law, and they will avoid punishments but will be without a sense of shame. Lead them with excellence and put them in their place through roles and ritual practices, and in addition to developing a sense of shame, they will order themselves harmoniously." (Analects II, 3)

          


          The above explains an essential difference between legalism and ritualism and points to a key difference between European / American and East Asian societies, particularly in the realm of an individual's moral compass, when deserving of punishment for breaking penal law.


          Of course, as with all translations of literature from ancient sources, excessive literal analysis of one particular translation may lead to unfounded conclusions. An example would be the following passage, the exact same as the one just provided.


          "The Master said, 'Guide them by edicts, keep them in line with punishments, and the common people will stay out of trouble but will have no sense of shame. Guide them by virtue, keep them in line with the rites, and they will, besides having a sense of shame, reform themselves.


          (Analects II, 3)


          Varying translations throughout the 18th, 19th, 20th, and now this century have created a large and diverse collection based on the originals. Therefore, only studying all of these translations would allow accurate analysis of the ancient text. The availability of numerous qualified sources for these translations in the modern age can lead to a true "general consensus" of what message Confucius meant to imply.


          Confucius argues that under law, external authorities administer punishments after illegal actions, so people generally behave well without understanding reasons why they should; where as with ritual, patterns of behaviour are internalized and exert their influence before actions are taken, so people behave properly because they fear shame and want to avoid losing face. In this sense, "rite" (Chinese: 禮; pinyin: lǐ) is an ideal form of social norm.


          The Chinese character for "rites" previously had the religious meaning of "sacrifice". Its Confucian meaning ranges from politeness and propriety to the understanding of each person's correct place in society. Externally, ritual is used to distinguish between people; their usage allows people to know at all times who is the younger and who the elder, who is the guest and who the host and so forth. Internally, they indicate to people their duty amongst others and what to expect from them.


          Internalization is the main process in ritual. Formalized behavior becomes progressively internalized, desires are channeled and personal cultivation becomes the mark of social correctness. Though this idea conflicts with the common saying that "the cowl does not make the monk", in Confucianism sincerity is what enables behaviour to be absorbed by individuals. Obeying ritual with sincerity makes ritual the most powerful way to cultivate oneself. Thus,


          
            "Respectfulness, without the Rites, becomes laborious bustle; carefulness, without the Rites, become timidity; boldness, without the Rites, becomes insubordination; straightforwardness, without the Rites, becomes rudeness" (Analects VIII, 2).

          


          Ritual can be seen as a means to find the balance between opposing qualities that might otherwise lead to conflict.


          Ritual divides people into categories and builds hierarchical relationships through protocols and ceremonies, assigning everyone a place in society and a form of behaviour. Music that seems to have played a significant role in Confucius' life is given as an exception as it transcends such boundaries, 'unifying the hearts'.


          Although the Analects promotes ritual heavily, Confucius himself often behaved otherwise; for example, when he cried at his preferred disciple's death, or when he met a fiendish princess (VI, 28). Later more rigid ritualisms who forgot that ritual is "more than presents of jade and silk" (XVII, 12) strayed from their master's position.


          


          Governance
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            "To govern by virtue, let us compare it to the North Star: it stays in its place, while the myriad stars wait upon it." (Analects II, 1)

          


          Another key Confucian concept is that in order to govern others one must first govern oneself. When developed sufficiently, the king's personal virtue spreads beneficent influence throughout the kingdom. This idea is developed further in the Great Learning and is tightly linked with the Taoist concept of wu wei ( traditional Chinese: 無為; simplified Chinese: 无为; pinyin: w wi): the less the king does, the more that is done. By being the "calm centre" around which the kingdom turns, the king allows everything to function smoothly and avoids having to tamper with the individual parts of the whole.


          This idea may be traced back to early shamanistic beliefs, such as that the king (Chinese: 王; pinyin: wng) being the axle between the sky, human beings and the Earth. The character itself shows the three levels of the universe, united by a single line. Another complementary view is that this idea may have been used by ministers and counsellors to deter aristocratic whims that would otherwise be to the detriment of the population.


          


          Meritocracy


          
            "In teaching, there should be no distinction of classes."

            (Analects XV, 39)

          


          Although Confucius claimed that he never invented anything but was only transmitting ancient knowledge (see Analects VII, 1), he did produce a number of new ideas. Many European and American admirers such as Voltaire and H. G. Creel point to the (then) revolutionary idea of replacing the nobility of blood with one of virtue. Jūnzǐ (君子), which had meant "noble man" before Confucius' work, slowly assumed a new connotation in the course of his writings, rather as " gentleman" did in English. A virtuous plebeian who cultivates his qualities can be a "gentleman", while a shameless son of the king is only a "small man". That he allowed students of different classes to be his disciples is a clear demonstration that he fought against the feudal structures in Chinese society.


          Another new idea, that of meritocracy, led to the introduction of the Imperial examination system in China. This system allowed anyone who passed an examination to become a government officer, a position which would bring wealth and honour to the whole family. The Chinese examination system seems to have been started in 165 BCE, when certain candidates for public office were called to the Chinese capital for examination of their moral excellence by the emperor. Over the following centuries the system grew until finally almost anyone who wished to become an official had to prove his worth by passing written government examinations.


          Confucius praised those kings who left their kingdoms to those apparently most qualified rather than to their elder sons. His achievement was the setting up of a school that produced statesmen with a strong sense of state and duty, known as 儒家 (Chinese: 儒 家; pinyin: Rjiā). During the Warring States Period and the early Han dynasty, China grew greatly and the need for a solid and centralized corporation of government officers able to read and write administrative papers arose. As a result, Confucianism was promoted and the men it produced became an effective counter to the remaining landowner aristocrats otherwise threatening the unity of the state.


          Since then Confucianism has been used as a kind of " state religion", with authoritarianism, legitimism, paternalism, and submission to authority used as political tools to rule China. Most emperors used a mix of legalism and Confucianism as their ruling doctrine, often with the latter embellishing the former.


          


          Themes in Confucian thought


          A simple way to appreciate Confucian thought is to consider it as being based on varying levels of honesty. In practice, the elements of Confucianism accumulated over time and matured into the following forms:


          


          Ritual


          In Confucianism the term " ritual(Chinese 礼, pinyin lǐ)" was soon extended to include secular ceremonial behaviour before being used to refer to the propriety or politeness which colors everyday life. Rituals were codified and treated as a comprehensive system of norms. Confucius himself tried to revive the etiquette of earlier dynasties. After his death, people regarded him as a great authority on ritual behaviors.


          It is important to note that "ritual" has a different meaning in the context of Confucianism, especially today, from its context in many religions. In Confucianism, the acts that people tend to carry out in every day life are considered ritual. Rituals are not necessarily regimented or arbitrary practices, but the routines that people often undergo knowingly or unknowingly through out their lives. Shaping the rituals in a way that leads to a content and healthy society, and to content and healthy people, is one purpose of Confucian philosophy.


          


          Relationships


          One theme central to Confucianism is that of relationships, and the differing duties arising from the different status one held in relation to others. Individuals are held to simultaneously stand in different degrees of relationship with different people, namely, as a junior in relation to their parents and elders, and as a senior in relation to their younger siblings, students, and others. While juniors are considered in Confucianism to owe strong duties of reverence and service to their seniors, seniors also have duties of benevolence and concern toward juniors. This theme consistently manifests itself in many aspects of East Asian cultures even to this day, with extensive filial duties on the part of children toward parents and elders, and great concern of parents toward their children.


          Social harmony -- the great goal of Confucianism -- thus results partly from every individual knowing his or her place in the social order and playing his or her part well. When Duke Jing of Qi asked about government, by which he meant proper administration so as to bring social harmony, Confucius replied,


          
            "There is government, when the prince is prince, and the minister is minister; when the father is father, and the son is son." (Analects XII, 11, tr. Legge).

          


          


          Filial piety


          "Filial piety" (Chinese: 孝; pinyin: xio) is considered among the greatest of virtues and must be shown towards both the living and the dead (ancestors). The term "filial", meaning "of a child", denotes the respect that a child, originally a son, should show to his parents. This relationship was extended by analogy to a series of five relationships (Chinese: 五 倫; pinyin: wǔln):


          
            	Sovereign to subject


            	Parent to child


            	Husband to wife


            	Elder to younger sibling


            	Friend to friend (The members of this relationship are equal to one another)

          


          Specific duties were prescribed to each of the participants in these sets of relationships. Such duties were also extended to the dead, where the living stood as sons to their deceased family. This led to the veneration of ancestors.


          In time filial piety was also built into the Chinese legal system: a criminal would be punished more harshly if the culprit had committed the crime against a parent, while fathers often exercised enormous power over their children. Much the same was true of other unequal relationships.


          The main source of our knowledge of the importance of filial piety is The Book of Filial Piety, a work attributed to Confucius and his son but almost certainly written in the third century BCE. Filial piety has continued to play a central role in Confucian thinking to the present day.


          


          Loyalty


          Loyalty (Chinese: 忠; pinyin: zhōng) is the equivalent of filial piety on a different plane. It was particularly relevant for the social class to which most of Confucius' students belonged, because the only way for an ambitious young scholar to make his way in the Confucian Chinese world was to enter a ruler's civil service. Like filial piety, however, loyalty was often subverted by the autocratic regimes of China. Confucius had advocated a sensitivity to the realpolitik of the class relations that existed in his time; he did not propose that "might makes right", but that a superior who had received the " Mandate of Heaven" (see below) should be obeyed because of his moral rectitude.


          In later ages, however, emphasis was placed more on the obligations of the ruled to the ruler, and less on the ruler's obligations to the ruled.


          Loyalty was also an extension of one's duties to friends, family, and spouse. Loyalty to one's leader came first, then to one's family, then to one's spouse, and lastly to one's friends. Loyalty was considered one of the greater human virtues.


          


          Humanity


          Confucius was concerned with people's individual development, which he maintained took place within the context of human relationships. Ritual and filial piety are the ways in which one should act towards others from an underlying attitude of humaneness. Confucius' concept of humaneness (Chinese: 仁; pinyin: rn) is probably best expressed in the Confucian version of the (Ethic of reciprocity) Golden Rule: "What you do not wish for yourself, do not do to others;".


          Rn also has a political dimension. If the ruler lacks rn, Confucianism holds, it will be difficult if not impossible for his subjects to behave humanely. Rn is the basis of Confucian political theory: it presupposes an autocratic ruler, exhorted to refrain from acting inhumanely towards his subjects. An inhumane ruler runs the risk of losing the "Mandate of Heaven", the right to rule. Such a mandateless ruler need not be obeyed. But a ruler who reigns humanely and takes care of the people is to be obeyed strictly, for the benevolence of his dominion shows that he has been mandated by heaven. Confucius himself had little to say on the will of the people, but his leading follower Mencius did state on one occasion that the people's opinion on certain weighty matters should be polled.


          


          The gentleman


          The term "Jūnzǐ" (Chinese: 君 子; literally "nobleman") is crucial to classical Confucianism. The ideal of a "gentleman" or "perfect man" is that for which Confucianism exhorts all people to strive. A succinct description of the "perfect man" is one who "combines the qualities of saint, scholar, and gentleman" ( CE). In modern times the masculine translation in English is also traditional and is still frequently used. Elitism was bound up with the concept, and gentlemen were expected to act as moral guides to the rest of society.


          They were to:


          
            	cultivate themselves morally;


            	show filial piety and loyalty where these are due;


            	cultivate humanity, or benevolence.

          


          The great exemplar of the perfect gentleman is Confucius himself. Perhaps the greatest tragedy of his life was that he was never awarded the high official position which he desired, from which he wished to demonstrate the general well-being that would ensue if humane persons ruled and administered the state.


          The opposite of the Jūnzǐ was the Xiǎorn (Chinese: 小 人; pinyin: xiǎorn; literally "small person"). The character 小 in this context means petty in mind and heart, narrowly self-interested, greedy, superficial, or materialistic.


          


          Debates


          


          Promotion of corruption


          Like some other political philosophies, Confucianism is reluctant to employ laws. In a society where relationships are considered more important than the laws themselves, if no other power forces government officers to take the common interest into consideration, corruption and nepotism may arise. As government officers' salary was often far lower than the minimum required to raise a family, Chinese society was frequently affected by those problems. Even if some means to control and reduce corruption and nepotism have been successfully used in China, Confucianism is criticized for not providing such a means itself.


          Another new idea, that of meritocracy, led to the introduction of the Imperial examination system in China. This system allowed anyone who passed an examination to become a government officer, a position which would bring wealth and honour to the whole family.


          


          Is Confucianism a "religion?"


          Most religions can be defined as having a set God or group of gods, an organized priesthood, a belief in a life after death, and organized traditions, thus it is debatable whether Confucianism should be called a true "religion". While it prescribes a great deal of ritual, little of it could be construed as worship or meditation in a formal sense. However, Tian is sacred to many Confucians. Confucius occasionally made statements about the existence of other-worldly beings that sound distinctly agnostic and humanistic to European and American ears. Thus, Confucianism is often considered a secular ethical tradition and not a "religion." It is best described as a philosophy with special rituals and beliefs.


          Its effect on Chinese and other East Asian societies and cultures has been immense and parallels the effects of religious movements, seen in other cultures. Those who follow the teachings of Confucius say that they are comforted by it. It includes a great deal of ritual and, in its Neo-Confucian formulation, gives a comprehensive explanation of the world, of human nature, etc. Moreover, religions in Chinese culture are not mutually exclusive entities  each tradition is free to find its specific niche, its field of specialization. One can practise religions such as Taoism, Christianity, Judaism, Sikhism, the Baha'i Faith, Jainism, Islam, Shinto, Buddhism, or Zoroastrianism and still profess Confucian beliefs.


          Although Confucianism may include ancestor worship, sacrifice to ancestral spirits and an abstract celestial deity, and the deification of ancient kings and even Confucius himself, all these features can be traced back to non-Confucian Chinese beliefs established long before Confucius and, in this respect, make it difficult to claim that such rituals make Confucianism a religion.


          Generally speaking, Confucianism is not considered a religion by Chinese or other East Asian people. Part of this attitude may be explained by the stigma placed on many "religions" as being superstitious, illogical, or unable to deal with modernity. Many Buddhists state that Buddhism is not a religion, but a philosophy, and this is partially a reaction to negative popular views of religion. Similarly, Confucians maintain that Confucianism is not a religion, but rather a moral code or philosophic world view. Many "religions" practiced in East Asia such as Buddhism and Taoism can be considered as "not religions." There is a much more blurred line between religion and philosophy in non-Western thought. Most of the Western distinction is in fact a relatively recent phenomenon resulting from the Enlightenment period unique to Western Europe. Therefore, much of the confusion is primarily due to the conventional Western definition of religion centered around Judeo-Christian-Muslim traditions. Most scholarly, comprehensive definitions of religion account for this cultural difference. Therefore, it could be said that while Confucianism is not a religion by Western standards (even according to Asian adherents), it is a religion in the East Asian sense of the word.


          The question of whether Confucianism is a religion, or otherwise, is ultimately a definitional problem. If the definition used is worship of supernatural entities, the answer may be that Confucianism is not a religion. If, on the other hand, a religion is defined as (for example) a belief system that includes moral stances, guides for daily life, systematic views of humanity and its place in the universe, etc., then Confucianism most definitely qualifies. As with many such important concepts, the definition of religion is quite contentious. Herbert Fingarette's Confucius: The Secular as Sacred is a well-known treatment of this issue.


          


          Names for Confucianism


          Several names for Confucianism exist in Chinese.


          
            	"School of the scholars" (Chinese: 儒 家; pinyin: Rjiā)


            	"Teaching of the scholars" (Chinese: 儒 教; pinyin: Rjio)


            	"Study of the scholars" ( traditional Chinese: 儒 學; simplified Chinese: 儒 学; pinyin: Rxu)


            	"Teaching of Confucius" (Chinese: 孔 教; pinyin: Kǒngjio)

          


          Three of these four use the Chinese character R, meaning "scholar". These names do not use the name "Confucius" at all, but instead centre on the figure/ideal of the Confucian scholar. However, the suffixes of jiā, jio, and xu carry different implications as to the nature of Confucianism itself.


          Rjiā contains the character jiā, which literally means "house" or "family". In this context, it is more readily construed as meaning "school of thought", since it is also used to construct the names of philosophical schools contemporary to Confucianism: for example, the Chinese names for Legalism and Mohism end in jiā.


          Rjio and Kǒngjio contain the Chinese character jio, the noun "teach", used in such as terms as "education" or "educator". The term, however, is notably used to construct the names of religions in Chinese: the terms for Islam, Judaism, Christianity, Shintō and other religions in Chinese all end with jio.


          Rxu contains xu, meaning literally "study". The term is parallel to "-ology" in English, being used to construct the names of academic fields: the Chinese names of fields such as physics, chemistry, biology, political science, economics, and sociology all end in xu.
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          Confucius (Chinese: 孔 夫 子; pinyin: Kǒng Fūzǐ; Wade-Giles: K'ung-fu-tzu), lit. "Master Kung," September 28, 551 BC - 479 BC) was a Chinese thinker and social philosopher, whose teachings and philosophy have deeply influenced Chinese, Korean, Japanese, and Vietnamese thought and life.


          His philosophy emphasized personal and governmental morality, correctness of social relationships, justice and sincerity. These values gained prominence in China over other doctrines, such as Legalism (法家) or Taoism (道家) during the Han Dynasty (206 BC220 AD). Confucius' thoughts have been developed into a system of philosophy known as Confucianism (儒家). It was introduced to Europe by the Jesuit Matteo Ricci, who was the first to Latinise the name as "Confucius."


          His teachings may be found in the Analects of Confucius (論語), a collection of "brief aphoristic fragments", which was compiled many years after his death. Modern historians do not believe that any specific documents can be said to have been written by Confucius, but for nearly 2,000 years he was thought to be the editor or author of all the Five Classics such as the Classic of Rites (editor), and the Spring and Autumn Annals (春秋) (author).


          


          Personal life and family


          According to tradition, Confucius was born in 551 BC. Spring and Autumn Period, at the beginning of the Hundred Schools of Thought philosophical movement. Confucius was born in or near the city of Qufu, in the Chinese State of Lu (now part of Shandong Province). Early accounts say that he was born into a poor but noble family that had fallen on hard times.


          The Records of the Grand Historian (史記), compiled some four centuries later, indicate that the marriage of Confucius' parents did not conform to Li (禮) and therefore was a yehe (野合), or "illicit union", for when they got married, his father was a very old man and past proper age for marriage but his mother was only in her late teens. His father died when he was three, and he was brought up in poverty by his mother. His social ascendancy linked him to the growing class of sh (士), a class whose status lay between that of the old nobility and the common people, that comprised men who sought social positions on the basis of talents and skills, rather than heredity.


          As a child, Confucius was said to have enjoyed putting ritual vases on the sacrifice table. He married a young girl named Qi Quan (亓官) at nineteen and she had their first child Kong Li (孔鯉) when he was twenty. Confucius is reported to have worked as a shepherd, cowherd, clerk and book-keeper. When Confucius was twenty-three, his mother died and he entered three years of mourning.


          He is said to have risen to the position of Justice Minister (大司寇) in Lu at fifty-three. According to the Records of the Grand Historian, the neighboring state of Qi (齊) was worried that Lu was becoming too powerful. Qi decided to sabotage Lu's reforms by sending one hundred good horses and eighty beautiful dancing girls to the Duke of Lu. The Duke indulged himself in pleasure and did not attend to official duties for three days. Confucius was deeply disappointed and resolved to leave Lu and seek better opportunities. Yet to leave at once would expose the misbehavior of the Duke and therefore bring public humiliation to the ruler Confucius was serving, so Confucius waited for the Duke to make a lesser mistake. Soon after, the Duke neglected to send to Confucius a portion of the sacrificial meat that was his due according to custom, and Confucius seized this pretext to leave both his post and the state of Lu.


          According to tradition, after Confucius's resignation, he began a long journey (or set of journeys) around the small kingdoms of northeast and central China, including the states of Wei (衞), Song (宋), Chen (陳) and Cai (蔡). At the courts of these states, he expounded his political beliefs but did not see them implemented.


          According to the Zuo Commentary to the Spring and Autumn Annals, at sixty-eight Confucius returned home. The Analects pictures him spending his last years teaching disciples and transmitting the old wisdom via a set of texts called the Five Classics.


          Burdened by the loss of both his son and his favorite disciples, he died at the age of 72 (or 73).


          


          Teachings


          In the Analects论语, Confucius presents himself as a "transmitter who invented nothing". He put the greatest emphasis on the importance of study, and it is the Chinese character for study (or learning) that opens the text. In this respect, he is seen by Chinese people as the Greatest Master. Far from trying to build a systematic theory of life and society or establish a formalism of rites, he wanted his disciples to think deeply for themselves and relentlessly study the outside world, mostly through the old scriptures and by relating the moral problems of the present to past political events (like the Annals) or past expressions of feelings by common people and reflective members of the elite (preserved in the poems of the Book of Odes).


          In times of division, chaos, and endless wars between feudal states, he wanted to restore the Mandate of Heaven 天命 that could unify the "world" (i.e. China) and bestow peace and prosperity on the people. Because his vision of personal and social perfections was framed as a revival of the ordered society of earlier times, Confucius is often considered a great proponent of conservatism, but a closer look at what he proposes often shows that he used (and perhaps twisted) past institutions and rites to push a new political agenda of his own: a revival of a unified royal state, whose rulers would succeed to power on the basis of their moral merit, not their parentage; these would be rulers devoted to their people, reaching for personal and social perfection. Such a ruler would spread his own virtues to the people instead of imposing proper behaviour with laws and rules.


          One of the deepest teachings of Confucius may have been the superiority of personal exemplification over explicit rules of behaviour. Because his moral teachings emphasise self-cultivation, emulation of moral exemplars, and the attainment of skilled judgment rather than knowledge of rules, Confucius's ethics may be considered a type of virtue ethics. His teachings rarely rely on reasoned argument, and ethical ideals and methods are conveyed more indirectly, through allusions, innuendo, and even tautology. This is why his teachings need to be examined and put into proper context in order to be understood. A good example is found in this famous anecdote:


          
            	
              
                	厩焚。子退朝，曰：伤人乎？不问马。


                	
                  When the stables were burnt down, on returning from court, Confucius said, "Was anyone hurt?" He did not ask about the horses.

                  
                    	
                      
                        	
                          
                            	
                              
                                	
                                  
                                    	Analects X.11, tr. A. Waley

                                  

                                

                              

                            

                          

                        

                      

                    

                  

                

              

            

          


          The passage conveys the lesson that by not asking about the horses, Confucius demonstrated that a sage values human beings over property; readers of this lesson are led to reflect on whether their response would follow Confucius's, and to pursue ethical self-improvement if it would not. Confucius, an exemplar of human excellence, serves as the ultimate model, rather than a deity or a universally true set of abstract principles. For these reasons, according to many Eastern and Western commentators, Confucius's teaching may be considered a Chinese example of humanism.


          Perhaps his most famous teaching was the Golden Rule stated in the negative form, often called the silver rule:


          
            	
              
                	子貢問曰、有一言、而可以終身行之者乎。子曰、其恕乎、己所 不欲、勿施於人。


                	Adept Kung asked: "Is there any one word that could guide a person throughout life?"

                The Master replied: "How about 'shu': never impose on others what you would not choose for yourself?"

                Analects XV.24, tr. David Hinton

              

            

          


          Confucius's teachings were later turned into a very elaborate set of rules and practices by his numerous disciples and followers who organised his teachings into the Analects. In the centuries after his death, Mencius and Xun Zi both composed important teachings elaborating in different ways on the fundamental ideas associated with Confucius. In time, these writings, together with the Analects and other core texts came to constitute the philosophical corpus known in the West as Confucianism. After more than a thousand years, the scholar Zhu Xi created a very different interpretation of Confucianism which is now called Neo-Confucianism, to distinguish it from the ideas expressed in the Analects. Neo-Confucianism held sway in China and Vietnam until the 1800s.


          


          Names


          
            [image: Confucius (illustration from Myths & Legends of China, 1922, by E.T.C. Werner)]

            
              Confucius (illustration from Myths & Legends of China, 1922, by E.T.C. Werner)
            

          


          
            	Michele Ruggieri, and other Jesuits after him, while translating Chinese books into Western languages, translated 孔夫子 as Confucius. This Latinised form has since been commonly used in Western countries.


            	In systematic Romanisations:

              
                	Kǒng Fūzǐ (or Kǒng fū zǐ) in pinyin.


                	
                  K'ung fu-tzu in Wade-Giles (or, less accurately, Kung fu-tze).

                  
                    	Fūzǐ means teacher. Since it was disrespectful to call the teacher by name according to Chinese culture, he is known as just "Master Kong", or Confucius, even in modern days.


                    	The character 'fu' is optional; in modern Chinese he is more often called Kong Zi.

                  

                

              

            

          


          
            	His actual name was 孔丘, Kǒng Qiū. Kǒng is a common family name in China.

          


          (In Wade-Giles translation by D. C. Lau, this name appears as Kung Ch'iu.)


          
            	His courtesy name was 仲尼, Zhng N.


            	In 9 BC (first year of the Yuanshi period of the Han Dynasty), he was given his first posthumous name: 褒成宣尼公, Lord Bāochngxūan, which means "Laudably Declarable Lord Ni."


            	His most popular posthumous names are

              
                	至聖先師, 至圣先师，Zhshngxiānshī, meaning "The Former Teacher who Arrived at Sagehood" (comes from 1530, the ninth year of the Jianing period of the Ming Dynasty);


                	至聖,至圣， Zhshng, "the Greatest Sage";


                	先師,先师， Xiānshī, literally meaning "first teacher". It has been suggested that '先師' can be used, however, to express something like, "the Teacher who assists the wise to their attainment".

              

            


            	He is also commonly known as 萬世師表, 万世师表，Wnshshībiǎo, "the Model Teacher" in Chinese.

          


          


          Philosophy


          
            [image: A portrait of Confucius, by Tang Dynasty artist Wu Daozi (680-740).]

            
              A portrait of Confucius, by Tang Dynasty artist Wu Daozi (680-740).
            

          


          Although Confucianism is often followed in a religious manner by the Chinese, arguments continue over whether it is a religion. Confucianism lacks an afterlife, its texts express complex and ambivalent views concerning deities, and it is relatively unconcerned with some spiritual matters often considered essential to religious thought, such as the nature of the soul.


          Confucius' principles gained wide acceptance primarily because of their basis in common Chinese tradition and belief. He championed strong familial loyalty, ancestor worship, respect of elders by their children (and, according to later interpreters, of husbands by their wives), and the family as a basis for an ideal government. He expressed the well-known principle, "Do not do to others what you do not want done to yourself" (similar to the Golden Rule). He also looked nostalgically upon earlier days, and urged the Chinese, particularly those with political power, to model themselves on earlier examples. "The superior man seeks for it in himself. The petty man seeks for it in others"


          Because no texts survive that are demonstrably authored by Confucius, and the ideas associated with him most closely were elaborated in writings that accrued over the period between his death and the foundation of the first Chinese empire in 221 BC, many scholars are very cautious about attributing specific assertions to Confucius himself.


          


          Ethics


          The Confucian theory of ethics as exemplified in Lǐ is based on three important conceptual aspects of life: ceremonies associated with sacrifice to ancestors and deities of various types, social and political institutions, and the etiquette of daily behaviour. It was believed by some that lǐ originated from the heavens. Confucius's view was more nuanced. His approach stressed the development of lǐ through the actions of sage leaders in human history, with less emphasis on its connection with heaven. His discussions of lǐ seem to redefine the term to refer to all actions committed by a person to build the ideal society, rather than those simply conforming with canonical standards of ceremony. In the early Confucian tradition, lǐ, though still linked to traditional forms of action, came to point towards the balance between maintaining these norms so as to perpetuate an ethical social fabric, and violating them in order to accomplish ethical good. These concepts are about doing the proper thing at the proper time, and are connected to the belief that training in the lǐ that past sages have devised cultivates in people virtues that include ethical judgment about when lǐ must be adapted in light of situational contexts.


          In early Confucianism, y (義 [义]) and lǐ are closely linked terms. Y can be translated as righteousness, though it may simply mean what is ethically best to do in a certain context. The term contrasts with action done out of self-interest. While pursuing one's own self-interest is not necessarily bad, one would be a better, more righteous person if one based one's life upon following a path designed to enhance the greater good, an outcome of y. This is doing the right thing for the right reason. Y is based upon reciprocity.


          Just as action according to Lǐ should be adapted to conform to the aspiration of adhering to y, so y is linked to the core value of rn (仁). Rn is the virtue of perfectly fulfilling one's responsibilities toward others, most often translated as "benevolence" or "humaneness"; translator Arthur Waley calls it "Goodness" (with a capital G), and other translations that have been put forth include "authoritativeness" and "selflessness." Confucius's moral system was based upon empathy and understanding others, rather than divinely ordained rules. To develop one's spontaneous responses of rn so that these could guide action intuitively was even better than living by the rules of y. To cultivate one's attentiveness to rn one used another Confucian version of the Golden Rule: one must always treat others just as one would want others to treat oneself. Virtue, in this Confucian view, is based upon harmony with other people, produced through this type of ethical practice by a growing identification of the interests of self and other.


          In this regard, Confucius articulated an early version of the Golden Rule:


          
            	"What one does not wish for oneself, one ought not to do to anyone else; what one recognises as desirable for oneself, one ought to be willing to grant to others." (Confucius and Confucianism, Richard Wilhelm)

          


          


          Politics


          Confucius' political thought is based upon his ethical thought. He argues that the best government is one that rules through "rites" (lǐ) and people's natural morality, rather than by using bribery and coercion. He explained that this is one of the most important analects: 1. "If the people be led by laws, and uniformity sought to be given them by punishments, they will try to avoid the punishment, but have no sense of shame. If they be led by virtue, and uniformity sought to be given them by the rules of propriety, they will have the sense of shame, and moreover will become good." (Translated by James Legge) {The Great Learning} This "sense of shame" is an internalisation of duty, where the punishment precedes the evil action, instead of following it in the form of laws as in Legalism.


          While he supported the idea of government by an all-powerful sage, ruling as an Emperor, probably because of the chaotic state of China at his time, his ideas contained a number of elements to limit the power of rulers. He argued for according language with truth; thus honesty was of paramount importance. Even in facial expression, truth must always be represented. In discussing the relationship between a subject and his king (or a son and his father), he underlined the need to give due respect to superiors. This demanded that the inferior must give advice to his superior if the superior was considered to be taking the wrong course of action. This was built upon a century after Confucius's death by his latter day disciple Mencius, who argued that if the king was not acting like a king, he would lose the Mandate of Heaven and be overthrown. Therefore, tyrannicide is justified because a tyrant is more a thief than a king. Other Confucian texts, though celebrating absolute rule by ethical sages, recognise the failings of real rulers in maxims such as, "An oppressive government is more feared than a tiger."


          Some well known Confucian quotes:


          "When you have faults, do not fear to abandon them."


          "What you do not wish for yourself, do not do to others"


          "With coarse rice to eat, with water to drink, and my crooked arm for a pillow - is not joy to be found therein? Riches and honours acquired through unrighteousness are to me as the floating clouds"


          


          Disciples and legacy


          Confucius' disciples and his only grandson, Zisi, continued his philosophical school after his death. These efforts spread Confucian ideals to students who then became officials in many of the royal courts in China, thereby giving Confucianism the first wide-scale test of its dogma. While relying heavily on Confucius' ethico-political system, two of his most famous later followers emphasized radically different aspects of his teachings. Mencius (4th century BC) articulated the innate goodness in human beings as a source of the ethical intuitions that guide people towards rn, y, and lǐ, while Xun Zi (3rd century BC) underscored the realistic and materialistic aspects of Confucian thought, stressing that morality was inculcated in society through tradition and in individuals through training.


          This realignment in Confucian thought was parallel to the development of Legalism, which saw filial piety as self-interest and not a useful tool for a ruler to create an effective state. A disagreement between these two political philosophies came to a head in 223 BC when the Qin state conquered all of China. Li Ssu, Prime Minister of the Qin Dynasty convinced Qin Shi Huang to abandon the Confucians' recommendation of awarding fiefs akin to the Zhou Dynasty before them which he saw as counter to the Legalist idea of centralizing the state around the ruler. When the Confucian advisers pressed their point, Li Ssu had many Confucian scholars killed and their books burned - considered a huge blow to the philosophy and Chinese scholarship.


          Under the succeeding Han Dynasty and Tang Dynasty, Confucian ideas gained even more widespread prominence. Under Wudi, the works of Confucius were made the official imperial philosophy and required reading for civil service examinations in 140 BC which was continued nearly unbroken until the end of the 19th Century. As Moism lost support by the time of the Han, the main philosophical contenders were Legalism which Confucian thought somewhat absorbed, the teachings of Lao-tzu whose focus on more mystic ideas kept it from direct conflict with Confucianism, and the new Buddhist religion which gained acceptance during the Southern and Northern Dynasties era.


          During the Song Dynasty, the scholar Zhu Xi (1130-1200 CE) added ideas from Daoism and Buddhism into Confucianism. In his life, Zhu Xi was largely ignored but not long after his death his ideas became the new orthodox view on what Confucian texts actually meant. Modern historians view Zhu Xi as having created something rather different and call his way of thinking Neo-Confucianism. Both Confucian ideas and Confucian-trained officials were relied upon in the Ming Dynasty and even the Yuan Dynasty although Kublai Khan distrusted handing over provincial control. In the modern era, there are still some Confucian scholars in a movement sometimes called New Confucianism but during the Cultural Revolution, Confucianism was frequently attacked by leading figures in the Communist Party of China. This was partially a continuation of the condemnations of Confucianism by intellectuals and activists in the early 20th Century as a cause of the ethnocentric close-mindedness and refusal of the Qing Dynasty to modernize that led to the tragedies that befell China in the 19th Century.


          In modern times, Asteroid 7853, "Confucius," was named after the Chinese thinker.


          Quote: "Respect yourself and others will respect you."
 Quote: "Today I have seen Lao-tzu and can only compare him to the dragon."


          


          Memorial ceremony of Confucius


          The Chinese have a tradition of holding spectacular memorial ceremonies of Confucius (祭孔) every year, using ceremonies that supposedly derived from Zhou Li 周禮 as recorded by Confucius, on the date of Confucius' birth. This tradition was interrupted for several decades in mainland China, where the official stance of the Communist Party and the State was that Confucius and Confucianism represented reactionary feudalist beliefs where it is held that the subservience of the people to the aristocracy is a part of the natural order. All such ceremonies and rites were therefore banned. Only after the 1990s, did the ceremony resume. As it is now considered a veneration of Chinese history and tradition, even communist party members may be found in attendance.


          In Taiwan, where the Nationalist Party (Kuomingtang) strongly promoted Confucian beliefs in ethics and behaviour, the tradition of memorial ceremony of Confucius (祭孔) is supported by the government and has continued without interruption. While not a national holiday, it does appear on all printed calendars, much as Father's Day does in the West.


          


          Influence in Asia and Europe


          
            [image: "Life and works of Confucius, by Prospero Intorcetta, 1687.]

            
              "Life and works of Confucius, by Prospero Intorcetta, 1687.
            

          


          Confucius's works, words are studied by many scholars in many other Asian countries, such as Korea, Japan, Vietnam, etc. And many of those countries still hold the traditional memorial ceremony every year.


          The works of Confucius were translated into European languages through the agency of Jesuit scholars stationed in China. Matteo Ricci started to report on the thoughts of Confucius, and father Prospero Intorcetta published the life and works of Confucius into Latin in 1687. It is thought that such works had considerable importance on European thinkers of the period, particularly among the Deists and other philosophical groups of the Enlightenment who were interested by the integration of the system of morality of Confucius into Western civilization.


          


          Home town


          Soon after Confucius' death, Qufu, his hometown in the state of Lu and now in present-day Shandong Province, became a place of devotion and remembrance. It is still a major destination for cultural tourism, and many Chinese people visit his grave and the surrounding temples. In pan-China cultures, there are many temples where representations of the Buddha, Laozi and Confucius are found together. There are also many temples dedicated to him, which have been used for Confucianist ceremonies.


          


          Descendants


          Confucius' descendants were repeatedly identified and honored by successive imperial governments with titles of nobility and official posts. They were honored with the rank of a marquis thirty-five times since Gaozu of the Han Dynasty, and they were promoted to the rank of duke forty-two times from the Tang Dynasty to the Qing Dynasty. Emperor Xuanzong of Tang first bestowed the title of "Marquis Wenxuan" on Kong Sui of the 35th generation. In 1055, Emperor Zhenzong of Song first bestowed the title of " Duke Yansheng" on Kong Zong of the 46th generation. Despite repeated dynastic change in China, the title of Duke Yansheng was bestowed upon successive generations of descendants until it was abolished by the Nationalist Government in 1935. The last holder of the title, Kung Te-cheng of the 77th generation, was appointed Sacrificial Official to Confucius.


          Today, there are thousands of reputed descendants of Confucius. The main lineage fled from the Kong ancestral home in Qufu to Taiwan during the Chinese Civil War. The current head of the household is Kung Te-cheng, a professor at National Taiwan University. He previously served in the Republic of China government as President of the Examination Yuan. Kung married Sun Qifang, the great-granddaughter of the Qing dynasty scholar-official and first president of Peking University Sun Jianai, whose Shouxian, Anhui, family created one of the first business combines in modern-day China, which included the largest flour mill in Asia, the Fou Foong Flour Company in Shanghai. The Qianlong Emperor married a daughter to Kong Xianpei of the 72nd generation, linking the Aisin-Gioro Imperial house with the Kong family.
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Congo River near Maluku
              
            


            
              	Mouth

              	Atlantic Ocean
            


            
              	Basin countries

              	Democratic Republic of the Congo, Central African Republic, Republic of the Congo, Angola, Zambia, Tanzania
            


            
              	Length

              	4,700 km (2,922 mi)
            


            
              	Avg. discharge

              	41,800 m/s (1,476,376 ft/s)
            


            
              	Basin area

              	3,680,000 km (1,420,848 mi)
            

          


          The Congo River (for a time known as Zaire River) is the largest river in Western Central Africa. Its overall length of 4,700 km (2,922 miles) makes it the second longest in Africa (after the Nile). The river and its tributaries flow through the second largest rain forest area in the world, second only to the Amazon Rainforest in South America. The river also has the second-largest flow in the world, behind the Amazon, and the second-largest watershed of any river, again trailing the Amazon; its watershed is slightly larger than that of the Mississippi River. Because large sections of the river basin lie above and below the equator, its flow is stable, as there is always at least one river experiencing a rainy season. The Congo gets its name from the ancient Kingdom of Kongo which inhabited the lands at the mouth of the river. The Democratic Republic of the Congo and the Republic of the Congo, both countries lying along the river's banks, are named after it. Between 1971 and 1997 the government of then- Zaire called it the Zaire River.


          The sources of the Congo are in the highlands and mountains of the East African Rift, as well as Lake Tanganyika and Lake Mweru, which feed the Lualaba River, which then becomes the Congo below Boyoma Falls. The Chambeshi River in Zambia is generally taken as the source of the Congo in line with the accepted practice worldwide of using the longest tributary, as with the Nile River.
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              The river running through Democratic Republic of the Congo
            

          


          The Congo flows generally west from Kisangani just below the falls, then gradually bends southwest, passing by Mbandaka, joining with the Ubangi River, and running into the Pool Malebo (Stanley Pool). Kinshasa (formerly Lopoldville) and Brazzaville are on opposite sides of the river at the Pool, where the river narrows and falls through a number of cataracts in deep canyons (collectively known as the Livingstone Falls), running by Matadi and Boma, and into the sea at the small town of Muanda.


          The Congo River Basin is one of the distinct physiographic sections of the larger Mid-African province, which in turn is part of the larger African massive physiographic division.


          



          


          Economic importance


          
            [image: The Congo river at Matadi]

            
              The Congo river at Matadi
            

          


          Although the Livingstone Falls prevent access from the sea, nearly the entire Congo is readily navigable in sections, especially between Kinshasa and Kisangani. Railways now bypass the three major falls, and much of the trade of central Africa passes along the river, including copper, palm oil (as kernels), sugar, coffee, and cotton. The river is also potentially valuable for hydroelectric power, and the Inga Dams below Pool Malebo are first to exploit the river.


          In February 2005, South Africa's state-owned power company, Eskom, announced a proposal to increase the capacity of the Inga dramatically through improvements and the construction of a new hydroelectric dam. The project would bring the maximum output of the facility to 40 GW, twice that of China's Three Gorges Dam.


          


          Geological history
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              Near the Livingstone Falls
            

          


          In the Mesozoic before continental drift opened the South Atlantic Ocean, the Congo was the upper part of a river roughly 12,000 km (7,500 miles) long which flowed west across the parts of Gondwanaland which are now Africa and South America: see Longest rivers.


          


          Tributaries
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              Course and Watershed of the Congo River with countries marked
            

          


          
            [image: Course and Watershed of the Congo River with topography shading.]

            
              Course and Watershed of the Congo River with topography shading.
            

          


          Sorted in order from the mouth heading upstream.


          
            	Inkisi

              
                	Nzadi

              

            


            	Nsele (south side of Pool Malebo)


            	Bombo


            	Kasai (between Fimi and Congo, known as Kwa)

              
                	Fimi

                  
                    	Lukenie

                  

                


                	Kwango


                	Sankuru

              

            


            	Likouala


            	Sangha


            	Ubangi

              
                	Giri


                	Uele

                  
                    	Mbomou

                  

                

              

            


            	Luvua

              
                	Luapula

              

            

          


          


          Literature


          Although not explicitly cited, the Congo River is the location of Joseph Conrad's novel " Heart of Darkness" (published: 1902).


          The Congo river is featured in a chapter of Michael Crichton's novel " Congo" (published in 1980), as well as the feature film of the same name, though it is not mentioned by name in the film.


          The Congo is also mentioned in Langston Hughes' poem "The Negro Speaks of Rivers"
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              Table of conics, Cyclopaedia, 1728
            

          


          In mathematics, a conic section (or just conic) is a curve that can be formed by intersecting a cone (more precisely, a right circular conical surface) with a plane. The conic sections were named and studied as long ago as 200 BC, when Apollonius of Perga undertook a systematic study of their properties.


          


          Types of conics


          The five types of conics are the circle, hyperbola, ellipse, parabola, and rectangular hyperbola. The circle and the ellipse arise when the intersection of cone and plane is a closed curve. The circle is a special case of the ellipse in which the plane is perpendicular to the axis of the cone. If the plane is parallel to a generator line of the cone, the conic is called a parabola. Finally, if the intersection is an open curve and the plane is not parallel to generator lines of the cone, the figure is a hyperbola. (In this case the plane will intersect both halves of the cone, producing two separate curves, though often one is ignored.)


          


          Degenerate cases


          There are multiple degenerate cases, in which the plane passes through the apex of the cone. The intersection in these cases can be a straight line (when the plane is tangential to the surface of the cone); a point (when the angle between the plane and the axis of the cone is larger than this); or a pair of intersecting lines (when the angle is smaller). There is also a degenerate where the cone is a cylinder (the vertex is at infinity) which can produce two parallel lines.


          


          Eccentricity


          
            [image: Ellipse (e=1/2), parabola (e=1) and hyperbola (e=2) with fixed focus F and directrix.]

            
              Ellipse (e=1/2), parabola (e=1) and hyperbola (e=2) with fixed focus F and directrix.
            

          


          The four defining conditions above can be combined into one condition that depends on a fixed point F (the focus), a line L (the directrix) not containing F and a nonnegative real number e (the eccentricity). The corresponding conic section consists of all points whose distance to F equals e times their distance to L. For 0 < e < 1 we obtain an ellipse, for e = 1 a parabola, and for e > 1 a hyperbola.


          For an ellipse and a hyperbola, two focus-directrix combinations can be taken, each giving the same full ellipse or hyperbola. The distance from the centre to the directrix is a / e, where [image: a \ ] is the semi-major axis of the ellipse, or the distance from the center to the tops of the hyperbola. The distance from the centre to a focus is [image: ae \ ].


          In the case of a circle, the eccentricity e = 0, and one can imagine the directrix to be infinitely far removed from the centre. However, the statement that the circle consists of all points whose distance is e times the distance to L is not useful, because we get zero times infinity.


          The eccentricity of a conic section is thus a measure of how far it deviates from being circular.


          For a given [image: a \ ], the closer [image: e \ ] is to 1, the smaller is the semi-minor axis.


          


          Cartesian coordinates


          In the Cartesian coordinate system, the graph of a quadratic equation in two variables is always a conic section, and all conic sections arise in this way. The equation will be of the form


          
            	[image: Ax^2 + Bxy + Cy^2 +Dx + Ey + F = 0\;] with [image: A \ ], [image: B \ ], [image: C \ ] not all zero.

          


          then:


          
            	if [image: B^2 - 4AC < 0 \ ], the equation represents an ellipse (unless the conic is degenerate, for example [image: x^2 + y^2 + 10 = 0 \ ]);

              
                	if [image: A = C \ ] and [image: B = 0 \ ], the equation represents a circle;

              

            


            	if [image: B^2 - 4AC = 0 \ ], the equation represents a parabola;


            	if [image: B^2 - 4AC > 0 \ ], the equation represents a hyperbola;

              
                	if we also have [image: A + C = 0 \ ], the equation represents a rectangular hyperbola.

              

            

          


          Note that A and B are just polynomial coefficients, not the lengths of semi-major/minor axis as defined in the previous sections.


          Through change of coordinates these equations can be put in standard forms:


          
            	Circle: [image: x^2+y^2=a^2\,]


            	Ellipse: [image: {x^2\over a^2}+{y^2\over b^2}=1 \ ], [image: {x^2\over b^2}+{y^2\over a^2}=1 \ ]


            	Parabola: [image: y^2=4ax\, \ ]


            	Hyperbola: [image: {x^2\over a^2}-{y^2\over b^2}=1 \ ], [image: {x^2\over a^2}-{y^2\over b^2}=-1 \ ]


            	Rectangular Hyperbola: [image:  xy=c^2 \ ]

          


          Such forms will be symmetrical about the x-axis and for the circle, ellipse and hyperbola symmetrical about the y-axis.

          The rectangular hyperbola however is only symmetrical about the lines [image: y = x\ ] and [image:  y = -x\ ]. Therefore its inverse function is exactly the same as its original function.


          These standard forms can be written as parametric equations,


          
            	Circle: [image: (a\cos\theta,a\sin\theta)\,],


            	Ellipse: [image: (a\cos\theta,b\sin\theta)\,],


            	Parabola: [image: (a t^2,2 a t)\,],


            	Hyperbola: [image: (a\sec\theta,b\tan\theta)\,] or [image: (\pm a\cosh u,b \sinh u)\,].


            	Rectangular Hyperbola: [image: (ct,{c \over t})\,]

          


          


          Homogeneous coordinates


          In homogeneous coordinates a conic section can be represented as:


          
            	A1x2 + A2y2 + A3z2 + 2B1xy + 2B2xz + 2B3yz = 0.

          


          Or in matrix notation


          
            	[image: \begin{bmatrix}x & y & z\end{bmatrix} . \begin{bmatrix}A_1 & B_1 & B_2\\B_1 & A_2 & B_3\\B_2&B_3&A_3\end{bmatrix} . \begin{bmatrix}x\\y\\z\end{bmatrix} = 0. ]

          


          The matrix [image: M=\begin{bmatrix}A_1 & B_1 & B_2\\B_1 & A_2 & B_3\\B_2&B_3&A_3\end{bmatrix}] is called the matrix of the conic section.


          [image:  \Delta = \det(M) = \det\left(\begin{bmatrix}A_1 & B_1 & B_2\\B_1 & A_2 & B_3\\B_2&B_3&A_3\end{bmatrix}\right) ] is called the determinant of the conic section. If  = 0 then the conic section is said to be degenerate, this means that the conic section is in fact a union of two straight lines. A conic section that intersects itself is always degenerate, however not all degenerate conic sections intersect themselves, if they do not they are straight lines.


          For example, the conic section [image: \begin{bmatrix}x & y & z\end{bmatrix} . \begin{bmatrix}1 & 0 & 0\\0 & -1 & 0\\0&0&0\end{bmatrix} . \begin{bmatrix}x\\y\\z\end{bmatrix} = 0 ] reduces to the union of two lines:


          [image:  \{ x^2 - y^2 = 0\} = \{(x+y)(x-y)=0\} = \{x+y=0\} \cup \{x-y=0\}].


          Similarly, a conic section sometimes reduces to a (single) line:


          [image: \{x^2+2xy+y^2 = 0\} = \{(x+y)^2=0\}=\{x+y=0\} \cup \{x+y=0\} = \{x+y=0\}].


          [image:  \delta = \det\left(\begin{bmatrix}A_1 & B_1\\B_1 & A_2\end{bmatrix}\right) ] is called the discriminant of the conic section. If  = 0 then the conic section is a parabola, if <0, it is an hyperbola and if >0, it is an ellipse. A conic section is a circle if >0 and A1 = A2, it is an rectangular hyperbola if <0 and A1 = -A2. It can be proven that in the complex projective plane CP2 two conic sections have four points in common (if one accounts for multiplicity), so there are never more than 4 intersection points and there is always 1 intersection point (possibilities: 4 distinct intersection points, 2 singular intersection points and 1 double intersection points, 2 double intersection points, 1 singular intersection point and 1 with multiplicity 3, 1 intersection point with multiplicity 4). If there exists at least one intersection point with multiplicity > 1, then the two conic sections are said to be tangent. If there is only one intersection point, which has multiplicity 4, the two conic sections are said to be osculating.


          Furthermore each straight line intersects each conic section twice. If the intersection point is double, the line is said to be tangent and it is called the tangent line. Because every straight line intersects a conic section twice, each conic section has two points at infinity (the intersection points with the line at infinity). If these points are real, the conic section must be a hyperbola, if they are imaginary conjugated, the conic section must be an ellipse, if the conic section has one double point at infinity it is a parabola. If the points at infinity are (1,i,0) and (1,-i,0), the conic section is a circle. If a conic section has one real and one imaginary point at infinity or it has two imaginary points that are not conjugated it is neither a parabola nor an ellipse nor a hyperbola.


          


          Polar coordinates


          In polar coordinates, a conic section with one focus at the origin and, if any, the other on the x-axis, is given by the equation


          
            	[image: r = { l \over {1 + e \cos \theta} }],

          


          where [image: e\,] is the eccentricity and [image: l\,] is the semi-latus rectum (see below).


          As above,


          
            	for [image: e\, = 0], we have a circle,


            	for [image: 0 < e\, < 1] we obtain an ellipse,


            	for [image: e\, = 1] a parabola,


            	and for [image: e\, > 1] a hyperbola.

          


          


          Parameters


          Various parameters can be associated with a conic section.
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          For every conic section, there exist a fixed point F, a fixed line L and a non-negative number e such that the conic section consists of all points whose distance to F equals e times their distance to L. e is called the eccentricity of the conic section.


          The linear eccentricity (c) is the distance between the centre and the focus (or one of the two foci).


          The latus rectum (2l) is the chord parallel to the directrix and passing through the focus (or one of the two foci).


          The semi-latus rectum (l) is half the latus rectum.


          The focal parameter (p) is the distance from the focus (or one of the two foci) to the directrix.


          

          The relation p = l / e holds.


          


          Properties


          Conic sections are always "smooth". More precisely, they never contain any inflection points. This is important for many applications, such as aerodynamics, where a smooth surface is required to ensure laminar flow and to prevent turbulence.


          


          Applications


          Conic sections are important in astronomy: the orbits of two massive objects that interact according to Newton's law of universal gravitation are conic sections if their common centre of mass is considered to be at rest. If they are bound together, they will both trace out ellipses; if they are moving apart, they will both follow parabolas or hyperbolas. See two-body problem.


          In projective geometry, the conic sections in the projective plane are equivalent to each other up to projective transformations.


          For specific applications of each type of conic section, see the articles circle, ellipse, parabola, and hyperbola.


          


          Intersecting two conics


          The solutions to a two second degree equations system in two variables may be seen as the coordinates of the intersections of two generic conic sections. In particular two conics may possess none, two, four possibly coincident intersection points. The best method to locate these solutions is to exploits the homogeneous matrix representation of conic sections, i.e. a 3x3 symmetric matrix which depends on six parameters.


          The procedure to locate the intersection points follows these steps:


          
            	given the two conics C1 and C2 consider the pencil of conics given by their linear combination C1 + C2


            	identify the homogeneous parameters (,) which corresponds to the degenerate conic of the pencil. This can be done by imposing that det(C1 + C2) = 0, which turns out to be the solution to a third degree equation.


            	given the degenerate cone C0, identify the two, possibly coincident, lines constituting it


            	intersects each identified line with one of the two original conic; this step can be done efficiently using the dual conic representation of C0


            	the points of intersection will represent the solution to the initial equation system

          


          


          Dandelin spheres


          See Dandelin spheres for a short elementary argument showing that the characterization of these curves as intersections of a plane with a cone is equivalent to the characterization in terms of foci, or of a focus and a directrix.
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          The Conservative and Unionist Party more commonly known as the Conservative Party is currently the second largest political party in the United Kingdom in terms of sitting Members of Parliament (MPs), the largest in terms of public membership, and the oldest political party in the United Kingdom. It is the most successful political party in British history in terms of election victories, and is considered by some to be the most successful political party in the world. The current leader is David Cameron, who as Her Majesty's Loyal Leader of the Opposition heads the Shadow Cabinet.


          The Conservative Party is descended from the Tory Party of the late eighteenth and early nineteenth Centuries. Its members are still commonly referred to as Tories and the party is still often referred to as the Tory Party. Although the Conservative Party was in government for two-thirds of the twentieth century, it has been in opposition in Parliament since losing the 1997 election to the Labour Party under Tony Blair.


          


          Name


          The Party's rarely used, more official name is The Conservative and Unionist Party. The name has its origins in the 1912 merger with the Liberal Unionist Party and is an echo of the party's 1886-1921 policy of maintaining the United Kingdom of Great Britain and Ireland, in opposition to Irish nationalist and republican aspirations. Scotland's allied Unionist Party was independent of the Conservatives until 1965. Similarly the Ulster Unionist Party supported the Conservatives for many decades in the House of Commons and traditionally took the Conservative whip. In contrast to Scotland this arrangement broke down in the aftermath of the Ulster Unionists' opposition to the 1973 Sunningdale Agreement. The Conservative Party is now formally organised in Northern Ireland separately from the Ulster Unionist Party.


          


          Organisation and membership


          The internal organisation of the Conservative Party is a contrast between the grassroots groups who dominate in the election of party leaders and selection of local candidates, and the members of the Conservative Campaign Headquarters who lead in financing, the organising of elections, and drafting of policy. The leader of the Parliamentary party provides the core of daily political activity and forms policy in consultation with his cabinet and administration. This decentralised structure is unusual.


          As with the Labour Party, membership has long been declining and despite an initial boost shortly after Cameron's election as leader, membership resumed its fall in 2006 and is now actually lower than when David Cameron was elected in December 2005. However, the Conservative Party still has more members (about 290,000) than the Labour Party and the Liberal Democrats combined (around 200,000 and 70,000 respectively). But the party does not publicly provide verifiable membership figures, making this difficult to confirm.


          The membership fee for the Conservative party is 25, or 5 if the member is under the age of 23.


          According to accounts filed with the Electoral Commission it had income in the year ending 31 December 2004 of about 20 million and expenditure of about 26 million.


          The electoral symbol of the Conservative party is a stylised oak tree, replacing the freedom torch. The present motto, adopted by the Party on 6 October 2007, is "It's Time For Change". Before David Cameron, the official party colours were red, white and blue, though blue is most generally associated with the party, in contrast to the red of the Labour Party. The position has become more ambiguous since the logo change in 2006, and the party website is now blue and green. (In the Cumbrian constituencies of Penrith and the Border and Westmorland and Lonsdale the party adopts yellow as its colour after the coat of arms of the Earls of Lonsdale).


          


          History
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          The Conservative Party traces its origins back to a political faction, rooted in the 18th century Whig Party, that coalesced around the person of William Pitt the Younger (Prime Minister of Great Britain 1783-1801 and 1804-1806). Originally known as "Independent Whigs", "Friends of Mr. Pitt", or "Pittites", after Pitt's death the term "Tory" came into use. This was an allusion to the then-extinct Tory Party, a political grouping that had existed from 1678 to 1760, but which had no organisational continuity with the Pittite party. From about 1812 on the name "Tory" was commonly used for the newer party.


          Not all members of the party were content with the "Tory" name. George Canning first used the term 'Conservative' in the 1820s and it was suggested as a title for the party by John Wilson Croker in the 1830s. It was later officially adopted under the aegis of Sir Robert Peel around 1834. Peel is acknowledged as the founder of the Conservative party which he created with the announcement of the Tamworth Manifesto.


          The widening of the franchise in the nineteenth century forced the Conservative Party to popularise its approach under Lord Derby and Benjamin Disraeli, who carried through their own expansion of the franchise with the Reform Act of 1867. In 1886 the party formed an alliance with Lord Hartington (later the 8th Duke of Devonshire) and Joseph Chamberlain's new Liberal Unionists, and under the statesmen Lord Salisbury and Arthur Balfour the party held power for all but three of the following twenty years. However, the party suffered a landslide election defeat in 1906 when it split over the issue of free trade.


          The Conservatives served with the Liberals in the all-party coalition government during World War I, and the coalition continued under Liberal PM David Lloyd George (with half of the Liberals) until 1922. Eventually, Bonar Law and Stanley Baldwin led the breakup of the Coalition and the Conservatives came again to dominate the political scene in the inter-war period, albeit from 1931 in another coalition, the National Government. It was this wartime coalition government under the leadership of Winston Churchill that saw the United Kingdom through World War II. However, the party lost the 1945 general election in a landslide to the resurgent Labour Party.


          Upon their election victory in the 1951 general election, the Conservatives accepted the reality of Labour's 'welfare state' and its industry nationalisation programme, though Churchill, Anthony Eden, Harold Macmillan and Sir Alec Douglas-Home continued to promote relatively liberal trade regulations and less State involvement throughout the 1950s and early 1960s.


          Edward Heath's 1970-1974 government was most noted for its attempt and failure in battling the increasingly militant trade unions, and its success in taking Britain into the European Economic Community; Macmillan's earlier bid to join the EC in early 1963 had been blocked by French President Charles de Gaulle. As an example of the Conservatives' divided stance on the issue, Churchill at one point argued strongly for a 'United States of Europe', although he was against British membership of any federal European state and specifically the EEC. Since accession, British membership in the EU has been a source of significant and heated debate over the decades within the Conservative party.


          


          Margaret Thatcher


          Margaret Thatcher won her party's leadership election in 1975. Following victory in the 1979 general election, the Conservatives briefly pursued a monetarist economic programme. More generally, the party adopted a free-market approach to government services and focused on the privatisation of industries and utilities nationalised under Labour in the 1940s and 1960s. Thatcher after her initial election led the Conservatives to two landslide election victories in 1983 and 1987. However, she was also deeply unpopular in certain sections of society, in part due to the high unemployment following her economic reforms and also for what was seen as a heavy-handed response to issues such as the miners' strike. Yet it was Thatcher's introduction of the Community Charge (known by its opponents as the poll tax) which most contributed to her political downfall. Her increasing unpopularity and unwillingness to compromise on policies perceived as vote losers saw internal party tensions lead to a leadership challenge by the Conservative MP Michael Heseltine, after which she was forced to stand down from the premiership in 1990.


          


          Conservatives after Thatcher


          John Major won the ensuing party leadership contest in 1990, and also won an unexpected general election victory in his own right in 1992. Major's government experienced only a brief honeymoon as the pound sterling was forced out of the European Exchange Rate Mechanism on 16 September 1992, a day thereafter referred to as " Black Wednesday". Soon after, approximately one million householders faced repossession of their homes during a recession that saw a sharp rise in unemployment. The party subsequently lost much of its reputation for good financial stewardship despite the ensuing economic recovery, and was also increasingly accused in the media of sleaze. An effective opposition campaign by the Labour Party culminated in a landslide defeat for the Conservatives in 1997. It was Labour's largest ever parliamentary victory. One significant feature of the result of the 1997 election was that it left the Conservative Party with MPs in just England, with all remaining seats in Scotland and Wales being lost.


          William Hague assumed the leadership after the party's electoral collapse in 1997. Though a strong debater in the House of Commons, a Gallup poll for the Daily Telegraph found that two-thirds of voters regarded him as "a bit of a wally", mocked as he was for headlines such as his claim that he drank 14 pints of beer in a single day in his youth. He was also criticised for attending the Notting Hill Carnival and for wearing a baseball cap in public, in what were seen as poor attempts to appeal to ethnic minority voters. Shortly before the 2001 election, Hague was much maligned by some Labour and Tory supporters for a speech in which he predicted that a re-elected Labour government would turn Britain into a "foreign land". The BBC also reported that Conservative peer Lord Taylor criticised Hague for not removing the whip from Conservative MP John Townend, after the latter made a speech in which he termed the British "a mongrel race", although Hague did reject Townsend's views. The 2001 election resulted in a net gain of just one seat for the Conservative Party and William Hague resigned soon after, having privately set himself a target of 209 seats  Labour's performance in 1983  a target which he missed by 43.


          Iain Duncan Smith (2001-2003) (often known as IDS) was a strong Eurosceptic. But Euroscepticism did not define Duncan Smith's leadershipindeed it was during his tenure that Europe ceased to be an issue of division in the party as it united behind calls for a referendum on the proposed European Union Constitution. However, before ever facing the public at a general election, Duncan Smith lost a vote of no confidence to MPs who felt he was unelectable. Michael Howard then stood for the leadership unopposed on 6 November 2003.


          Under Howard in the 2005 general election, the Conservative Party increased their total vote share by around 0.6% (up to 32.3%) and  more significantly  their number of parliamentary seats by 33 (up to 198 seats). This gain accompanied a large fall in the Labour vote, and the election reduced Labour's majority from 167 to 66. The Conservative party actually won the largest share of the vote in England, though not the largest number of seats. The campaign - based around the slogan,"Are you thinking what we're thinking?" - was designed by Australian pollster Lynton Crosby. The day after the election, on May 6, Howard announced that he did not feel it was right to continue as leader after defeat in the general election, also saying that he would be too old to lead the party into another campaign and would therefore step down, while first allowing time for the party to amend its leadership election rules.


          


          David Cameron
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          David Cameron won the subsequent leadership campaign. Cameron beat his closest rival, David Davis, by a margin of more than two to one, taking 134,446 votes to 64,398. He then announced his intention to reform and realign the Conservatives, saying they needed to change the way they looked, felt, thought and behaved. For most of 2006 and the first half of 2007, polls showed leads over Labour for the Conservatives. Polls have become more volatile since the accession of Gordon Brown as Prime Minister although once again a Conservative lead has become apparent since October 2007, with a lead of thirteen points occurring in December, the highest in fifteen years.


          In May and June of 2007, Cameron faced his first major policy challenge within his own Party, in a high-profile public debate on the future of Grammar Schools


          


          The Conservative Party today
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          The Conservative Party, as the largest in the UK Parliament after the Labour Party, provides Her Majesty's Official Opposition to the Labour Government of Gordon Brown. Labour currently holds a majority of 66 in a House of Commons of 646 Members of Parliament. The Conservatives now number 195 MPs.


          


          Current policies


          As with all political parties, the Conservatives' policies are characterised by the tensions between opposing poles within the party. A basic expression of these tensions can be found in the opposing values of individual liberty and cultural conformity, both of which inform Conservative policy-making: the former expressed through their economic liberalism and in post-2005 attitudes towards gay couples; the latter through, for example, tax incentives for co-habiting couples to marry and policies towards immigrant communities.


          On Europe many commentators believe that their failures in UK politics from 1997 were partly as a result of continued internal tension between Europhiles (such as Kenneth Clarke and Michael Heseltine) and Eurosceptics (such as John Redwood and William Hague). However, the Conservative party has in recent years largely come to terms with these issues, or has at least ceased to argue quite as publicly over what remains a contentious internal issue.


          Since the election of David Cameron as leader, party policy has increasingly focused on such "quality of life" issues as the environment, the improvement of government services (most prominently the National Health Service and the Home Office), and schools.


          Conservatives hold a varying record of opposition and support on parliamentary devolution to the nations and English regions of the UK. They opposed devolution to Wales and Scotland in the 1997 referendums, whilst supporting it for Northern Ireland. They also opposed the government's unsuccessful attempt at devolution of power to North East England in 2004. However, with a Scottish parliament and Welsh assembly now in existence, the Conservatives have pledged not to reverse these reforms. Recently the Conservatives have begun to take a stance on the difficult West Lothian Question, supporting - as a proposal but not yet as a policy - the idea that only English MPs should vote on policies that affect only England. (See the article on the 'West Lothian Question' for fuller explanation of the issues involved).


          


          Economic policy


          Though Margaret Thatcher's reforms of the 1980s are often credited with breaking Britain's cycle of long-term decline even while substantially increasing unemployment, the party's reputation for economic stewardship was dealt a blow by Black Wednesday in 1992, in which billions of pounds were spent in an effort to keep the pound within the European Exchange Rate Mechanism (ERM) system at an overvalued rate. Combined with the recession of the early 1990s 'Black Wednesday' allowed Tony Blair and then- Chancellor of the Exchequer Gordon Brown to claim from the Conservatives the mantle of economic competence. Many on both the left and right have since argued that New Labour's embrace of market forces and public sector modernisation amounted to little more than stealing the Conservative Party's economic clothes.


          Following Labour's victory in the 1997 general election, the Conservative Party opposed Labour's decision to grant the Bank of England independent control of interest rates. Economists had long advocated independent central banks as a means of depoliticising monetary policy and overcoming the problem of time inconsistency (a situation in game theory which shows how a policymaker who cares about both low unemployment and low inflation will achieve neither). Moreover, in the 1990s a number of countries (e.g. New Zealand) pursued such reforms. However, the Conservatives initially opposed independence for the Bank of England on the grounds that it would be a prelude to the abolition of the pound sterling and acceptance of the European single currency, and also expressed concern over the removal of monetary policy from democratic control. However, Bank independence was popular amongst the financial community as it helped to keep inflation low. The Conservatives accepted Labour's policy in early 2000.


          The Conservative Party under David Cameron has redirected its stance on taxation, still committed to the general principle of reducing direct taxation whilst arguing that the country needs a "dynamic and competitive economy", with the proceeds of any growth shared between both "tax reduction and extra public investment".


          Perhaps the most notable Conservative economic policy of recent years has been opposition to the European single currency. Anticipating the growing Euroscepticism within his party, John Major negotiated a British opt-out from the single currency in the 1992 Maastricht Treaty, although several members of Major's cabinet ( Kenneth Clarke, Michael Heseltine and Stephen Dorrell) were personally supportive of EMU participation. Following Major's resignation after the 1997 defeat, each of the four successive Conservative leaders ( William Hague, Iain Duncan Smith, Michael Howard and David Cameron) have positioned the party firmly against the abolition of the pound. This policy is broadly popular with the British electorate, although voters typically rank Europe as an issue of low importance compared to education, healthcare, immigration and crime. In a study by the European Parliament in 2004, only 9% of voters questioned agreed that the EU was an important issue for the country. This may partly explain why the Conservatives were unable to convert their most popular policy into election victories between 1997 and 2005.


          


          Social policy
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          In recent years, 'modernisers' in the party have claimed that the association between social conservatism and the Conservatives (manifest in policies such as tax incentives for married couples, the removal of the link between pensions and earnings, and criticism of public financial support for those who do not work) have played a role in the electoral decline of the party in the 1990s and early 2000s. For example, David Willetts has criticised what he termed "the war on single parents", whilst former Conservative Party Chairman Brian Mawhinney observed that the party had "created the impression that if you weren't in a traditional nuclear family, then we weren't interested in you". Since 1997 a debate has continued within the party between 'modernisers' such as Michael Portillo, who believe that the Conservatives should modify their public stances on social issues, and 'traditionalists' such as William Hague and David Davis, who believe that the party should remain faithful to its traditional conservative platform. This may have resulted in William Hague's and Michael Howard's pre-election swings to the right in 2001 and 2005, as well as the election of the stop- Kenneth Clarke candidate Iain Duncan Smith in 2001. Theresa May famously remarked that the result of all this was that the Conservatives were perceived as "the nasty party". Since the election of Cameron the 'modernisers' appear to have been given more of a voice on social policy.


          Changes in official Conservative Party attitudes on certain issues have not been universally welcomed. The prominent conservative journalist Peter Hitchens has described the party as "useless", for what he sees as their persistent acquiescence to prevailing left wing orthodoxy. He has also been critical of David Cameron.


          


          Foreign policy


          For much of the twentieth century the Conservative party took a broadly Atlanticist stance in relations with the United States, favouring close ties with the United States and similarly aligned nations such as Canada, Australia and Japan. The Conservatives have generally favoured a diverse range of international alliances, ranging from the North Atlantic Treaty Organization (NATO) to the Commonwealth of Nations.


          Close US-British relations have been an element of Conservative foreign policy since World War II. Winston Churchill during his 1951-1955 post-war premiership built up a strong relationship with the Eisenhower Administration in the United States. Harold Macmillan demonstrated a similarly close relationship with the Democratic administration of J.F. Kennedy. Though the US-British relationship in foreign affairs has often been termed a 'Special Relationship', a term coined by Sir Winston Churchill, this has often been observed most clearly where leaders in each country are of a similar political stripe. Former Prime Minister Margaret Thatcher built a close relationship with American President Ronald Reagan in his opposition to the former Soviet Union, but John Major was less successful in his personal contacts with former Presidents George H. W. Bush and Bill Clinton. Out of power and perceived as largely irrelevant by American politicians, Conservative leaders Hague, Duncan-Smith, and Howard each struggled to forge personal relationships with presidents Bill Clinton and George W Bush.


          David Cameron has recently sought to distance himself from President Bush and his neoconservative foreign policy, and has called for a "rebalancing" of US-UK ties. Potential Republican 2008 presidential candidate John McCain spoke at the 2006 Conservative Party Conference.


          


          On the European Union


          No subject has more divided the Conservative Party in recent history than the UK's relations with the European Union (EU). Though the principal architect of Britain's entry into the then- Common Market (later European Community and European Union) was Conservative Prime Minister Edward Heath, and both Winston Churchill and Harold Macmillan favoured some form of European union, the bulk of contemporary Conservative opinion is opposed to closer economic and particularly political union with the EU. This is a noticeable shift in British politics, as in the 1960s and 1970s the Conservatives were more pro EU than the Labour Party. Divisions on Europe came to the fore under the premiership of Margaret Thatcher (1979-1990) and were cited by several ministers resigning, including Deputy Prime Minister Geoffrey Howe, whose resignation triggered the challenge that ended Thatcher's leadership, although other factors such as the poll tax also played a role. Under Thatcher's successor, John Major (1990-1997), the slow process of integration within the EU forced party tensions to the surface. A core of Eurosceptic MPs under Major used the small Conservative majority in Parliament to oppose Government policy on the Maastricht Treaty. By doing so they undermined Major's ability to govern.


          In recent years the Conservative Party has become more clearly Eurosceptic, as the Labour Government has found itself unwilling to make a positive case for further integration, and Eurosceptic or pro-withdrawal parties such as the United Kingdom Independence Party have made showings in UK elections. But under current EU practices, the degree to which a Conservative Government could implement policy change regarding the EU would depend directly on the willingness of other EU member states to agree to such policies.


          The Conservatives are a member of the International Democrat Union and its European Democrat Union. In the summer of 2006 the Conservatives became founding members of the Movement for European Reform, following Cameron's pledge to end the fourteen-year-old partnership between the largely Eurosceptic Conservatives and the more Euro-integrationist, European People's Party (EPP). Within the European Parliament, however, the Conservatives remain members of an informal bloc called the European Democrats (ED), which is committed to sit in a coalition arrangement with the EPP as the EPP-ED group until 2009.


          Beyond relations with the United States, the Commonwealth and the EU, the Conservative Party has generally supported a pro free-trade foreign policy within the mainstream of international affairs. The degree to which Conservative Governments have supported interventionist or non-interventionist Presidents in the US has often varied with the personal relations between a US President and the British Prime Minister.


          


          Internal groupings


          There are three main political traditions within the modern Conservative Party:


          


          One Nation Conservatives


          One Nation Conservatism was the party's dominant ideology in the 20th century until the rise of Thatcherism in the 1970s, and included in its ranks Conservative Prime Ministers such as Stanley Baldwin, Harold Macmillan and Edward Heath. The name itself comes from a famous phrase of Benjamin Disraeli. The basis of One-Nation Conservatism is a belief in social cohesion, and its adherents support social institutions that maintain harmony between different interest groups, classes, andmore recentlydifferent races or religions. These institutions have typically included the welfare state, the BBC, and local government. Some are also supporters of the European Union, perhaps stemming from an extension of the cohesion principle to the international level, though others are strongly against the EU (such as Sir Peter Tapsell). Prominent One-Nation Conservatives in the contemporary party include Kenneth Clarke, Malcolm Rifkind and Damian Green; they are often associated with the Tory Reform Group and the Bow Group. One Nation Conservatives often invoke Edmund Burke and his emphasis on civil society ("little platoons") as the foundations of society, as well as his opposition to radical politics of all hues.


          


          Free-Market Conservatives


          The second main tradition in the Conservative party is the free market, or Thatcherite wing. Economic liberals achieved dominance after the election of Margaret Thatcher as party leader in 1975. Their political goal was to reduce the role of the government in the economy, and to this end they supported cuts in direct taxation, the privatisation of public services, the ending of nationalised industry, and a reduction in the size and scope of the welfare state. Matters of social policy are not so clear cut. Although Thatcher herself was socially conservative and a practising Methodist, her supporters harbour a range of social opinions from the libertarian views of Michael Portillo to the traditional conservatism of William Hague and David Davis. Many are also Eurosceptic, since they perceive most EU regulations as an an unwelcome interference in the free market and/or a threat to British sovereignty. Rare Thatcherite Europhiles include Leon Brittan.


          Many take inspiration from Thatcher's anti-EU Bruges speech in 1988, in which she declared that "we have not successfully rolled back the frontiers of the state in Britain, only to see them reimposed at a European level". Thatcherites also tend to be Atlanticist, dating back to the close friendship between Thatcher and US President Ronald Reagan. Thatcher herself claimed philosophical inspiration from the works of Burke and Friedrich Hayek for their defence of liberal economics. Groups associated with this tradition include the No Turning Back Group and Conservative Way Forward.


          


          Traditionalist Conservatives


          This right-wing grouping is currently associated with The Cornerstone Group (or Faith, Flag and Family), and is the third main tradition within the Conservative Party. The name stems from its support for three British social institutions: the Church of England, the unitary British state and the family. To this end, they emphasise the country's Anglican heritage, oppose any transfer of power away from the United Kingdomeither downwards to the nations and regions or upwards to the European Unionand seek to place greater emphasis on traditional family structures to repair what they see as a broken society in Britain. Most oppose high levels of immigration into the UK, and some members have in the past professed controversial opinions on issues of race and ethnicity in modern Britain. Some members also support capital punishment. Prominent MPs from this wing of the party include Nadine Dorries, Andrew Rosindell, Ann Widdecombe and Edward Leighthe last two prominent Roman Catholics, notable in a faction marked out by its support for the established Church of England. Homosexual Conservative MP Alan Duncan once referred to this wing as a " Taliban tendency" within the party. The conservative English philosopher Roger Scruton is a representative of the intellectual wing of the Cornerstone group: his writings rarely touch on economics and instead focus on conservative perspectives concerning political, social, cultural and moral issues.


          Sometimes two groupings have united to oppose the third. Both Thatcherite and Traditionalist Conservatives rebelled over Europe (and in particular Maastricht) during John Major's premiership; and Traditionalist and One Nation MPs united to inflict Margaret Thatcher's only defeat in parliament, over Sunday trading.


          Not all Conservative MPs can be easily placed within one of the above groupings. For example, John Major was the ostensibly "Thatcherite" candidate during the 1990 leadership election, but he consistently promoted One-Nation Conservatives to the higher reaches of his cabinet during his time as Prime Minister. These included Kenneth Clarke as Chancellor of the Exchequer and Michael Heseltine as Deputy Prime Minister.
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          Consolation of Philosophy (Latin: Consolatio Philosophiae) is a philosophical work by Boethius, written in about the year AD 524. It has been described as the single most important and influential work in the West on Medieval and early Renaissance Christianity, and is also the last great Western work that can be called Classical.


          


          Consolation of Philosophy


          
            
              	

              	A golden volume not unworthy of the leisure of Plato or Tully. Edward Gibbon

              	
            

          


          Consolation of Philosophy was written during Boethius' one year imprisonment while awaiting trial, and eventual horrific execution, for the crime of treason by Ostrogothic King Theodoric the Great. Boethius was at the very heights of power in Rome and was brought down by treachery. This experience inspired the text, which reflects on how evil can exist in a world governed by God, and how happiness can be attainable amidst fickle fortune, while also considering the nature of happiness and God. It has been described as "by far the most interesting example of prison literature the world has ever seen."


          Boethius writes the book as a conversation between himself and Lady Philosophy. She consoles Boethius by discussing the transitory nature of fame and wealth ("no man can ever truly be secure until he has been forsaken by Fortune"), and the ultimate superiority of things of the mind, which she calls the "one true good". She contends that happiness comes from within, and that one's virtue is all that one truly has, because it is not imperiled by the vicissitudes of fortune.


          Boethius engages questions such as the nature of predestination and free will, why evil men often prosper and good men fall into ruin, human nature, virtue, and justice. He speaks about the nature of free will versus determinism when he asks if God knows and sees all, or does man have free will. To quote V.E. Watts on Boethius, God is like a spectator at a chariot race; He watches the action the charioteers perform, but this does not cause them. On human nature, Boethius says that humans are essentially good and only when they give in to wickedness do they sink to the level of being an animal. On justice, he says criminals are not to be abused, rather treated with sympathy and respect, using the analogy of doctor and patient to illustrate the ideal relationship between criminal and prosecutor.


          Boethius sought to answer religious questions without reference to Christianity, relying solely on natural philosophy and the Classical Greek tradition. He believed in harmony between faith and reason. The truths found in Christianity would be no different from the truths found in philosophy. In the words of Henry Chadwick, "If the Consolation contains nothing distinctively Christian, it is also relevant that it contains nothing specifically pagan either...[it] is a work written by a Platonist who is also a Christian, but is not a Christian work."


          


          Influence


          
            
              	

              	To acquire a taste for it is almost to become naturalised in the Middle Ages.  C. S. Lewis

              	
            

          


          From the Carolingian epoch to the end of the Middle Ages and beyond, this was the most widely copied work of secular literature in Europe. It was one of the most popular and influential philosophical works, read by statesmen, poets, and historians, as well as of philosophers and theologians. It is through Boethius that much of the thought of the Classical period was made available to the Western Medieval world. It has often been said Boethius was the last of the Romans and the first of the Scholastics.
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          The philosophical message of the book fit well with the religious piety of the Middle Ages. Readers were encouraged not to seek worldly goods such as money and power, but to seek internalized virtues. Evil had a purpose, to provide a lesson to help change for good; while suffering from evil was seen as virtuous. Because God ruled the universe through Love, prayer to God and the application of Love would lead to true happiness. The Middle Ages, with their vivid sense of an overruling fate, found in Boethius an interpretation of life closely akin to the spirit of Christianity. The Consolation of Philosophy stands, by its note of fatalism and its affinities with the Christian doctrine of humility, midway between the pagan philosophy of Seneca the Younger and the later Christian philosophy of consolation represented by Thomas Aquinas.


          The book is heavily influenced by Plato and his dialogues (as was Boethius himself). Its popularity can in part be explained by its neoplatonic and Christian ethical messages, although current scholarly research is still far from clear exactly why and how the work became so vastly popular in the Middle Ages. Notably, the book has not received much attention in the recent modern era, possibly in part because of its foreign inward looking virtues and rejection of the modern emphasis on material productiveness. As Sanderson Beck says of the Middle Ages:
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            	Who can say that this inward period of humanity did not prepare the way for the productiveness of the Renaissance like a person quiets one's consciousness in contemplation and prayer before creating a great work of art or literature or science? The Middle Ages were difficult times politically and economically, but who can estimate how much happiness they inwardly received from the Consolation of Philosophy?.

          


          Translations into the vernacular were done by famous notables, including King Alfred (Old English), Jean de Meun ( Old French), Geoffrey Chaucer ( Middle English), Queen Elizabeth I ( Early Modern English), and Notker Labeo ( Old German).


          Found within Consolation are themes that have echoed throughout the Western canon: the female figure of wisdom that informs Dante, the ascent through the layered universe that is shared with Milton, the reconciliation of opposing forces that find their way into Chaucer in The Knight's Tale, and the Wheel of Fortune so popular throughout the Middle Ages.


          Citations from it occur frequently in Dante's Divina Commedia. Of Boethius, Dante remarked The blessed soul who exposes the deceptive world to anyone who gives ear to him.


          Boethian influence can be found nearly everywhere in Geoffrey Chaucer's poetry, e.g. in Troilus and Criseyde, The Knight's Tale, The Clerk's Tale, The Franklin's Tale, The Parson's Tale and The Tale of Melibee, in the character of Lady Nature in The Parliament of Fowls and some of the shorter poems, such as Truth, The Former Age and Lak of Stedfastnesse. Chaucer translated the work in his Boece.


          Many 19th century poets reference Boethius.


          Tom Shippey in The Road to Middle-earth says how Boethian much of the treatment of evil is in Tolkien's The Lord of the Rings. Shippey says that Tolkien knew well the translation of Boethius that was made by King Alfred and he quotes some Boethian remarks from Frodo, Treebeard, and Elrond.


          Boethius and Consolatio Philosophiae are cited frequently by the main character Ignatius J. Reilly in the Pulitzer Prize-winning A Confederacy of Dunces (1980).


          "The Consolation of Philosophy" is also a noted surrealist painting by the artist Jamman.


          It is a prosimetrical text, meaning that it is written in alternating sections of prose and metered verse. In the course of the text, Boethius displays a virtuosic command of the forms of Latin poetry. It is classified as a Menippean satire, a fusion of allegorical tale, platonic dialogue, and lyrical poetry.


          In the 20th century there were close to four hundred manuscripts still surviving, a testament to its former popularity.
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        Consonant


        
          

          
            
              	Places of articulation
            


            
              	Labial
            


            
              	Bilabial
            


            
              	Labial-velar
            


            
              	Labial-alveolar
            


            
              	Labiodental
            


            
              	Bidental
            


            
              	Coronal
            


            
              	Linguolabial
            


            
              	Interdental
            


            
              	Dental
            


            
              	Alveolar
            


            
              	Apical
            


            
              	Laminal
            


            
              	Postalveolar
            


            
              	Alveolo-palatal
            


            
              	Retroflex
            


            
              	Dorsal
            


            
              	Palatal
            


            
              	Labial-palatal
            


            
              	Velar
            


            
              	Uvular
            


            
              	Uvular-epiglottal
            


            
              	Radical
            


            
              	Pharyngeal
            


            
              	Epiglotto-pharyngeal
            


            
              	Epiglottal
            


            
              	Glottal
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          In articulatory phonetics, a consonant is a speech sound that is articulated with complete or partial closure of the upper vocal tract, the upper vocal tract being defined as that part of the vocal tract that lies above the larynx.


          Since the number of consonants in the world's languages is much greater than the number of consonant letters in any one alphabet, linguists have devised systems such as the International Phonetic Alphabet (IPA) to assign a unique symbol to each attested consonant. In fact, the Latin alphabet, which is used to write English, has fewer consonant letters than English has consonant sounds, so digraphs like "sh" and "th" are used to extend the alphabet, and some letters and digraphs represent more than one consonant. For example, many speakers are not aware that the sound spelled "th" in "this" is a different consonant than the "th" sound in "thing". (In the IPA they're transcribed  and , respectively.)


          


          Origin of the term


          The word consonant comes from Latin cōnsontantem, accusative of cōnsonāns (littera) "sounding-together (letter)", a loan translation of Greek ύ smphōnon. As originally conceived by Plato, smphōna were specifically the stop consonants, described as "not being pronounceable without an adjacent vowel sound". Thus the term did not cover continuant consonants, which occur without vowels in a large minority of languages, for example at the ends of the English words bottle and button. (The final vowel letters e and o in these words are only a product of orthography; Plato was concerned with pronunciation.)


          However, even Plato's original conception of consonant is inadequate for the universal description of human language, since in some languages, such as the Salishan languages, stop consonants may also occur without vowels (see Nuxlk), and the modern conception of consonant does not require cooccurrence with vowels.


          


          Consonantal features


          Each consonant can be distinguished by several features:


          
            	The manner of articulation is the method that the consonant is articulated, such as nasal (through the nose), stop (complete obstruction of air), or approximant (vowel like).


            	The place of articulation is where in the vocal tract the obstruction of the consonant occurs, and which speech organs are involved. Places include bilabial (both lips), alveolar (tongue against the gum ridge), and velar (tongue against soft palate). Additionally, there may be a simultaneous narrowing at another place of articulation, such as palatalisation or pharyngealisation.


            	The phonation of a consonant is how the vocal cords vibrate during the articulation. When the vocal cords vibrate fully, the consonant is called voiced; when they do not vibrate at all, it's voiceless.


            	The voice onset time (VOT) indicates the timing of the phonation. Aspiration is a feature of VOT.


            	The airstream mechanism is how the air moving through the vocal tract is powered. Most languages have exclusively pulmonic egressive consonants, which use the lungs and diaphragm, but ejectives, clicks, and implosives use different mechanisms.


            	The length is how long the obstruction of a consonant lasts. This feature is borderline distinctive in English, as in "wholly" [hoʊlli] vs. "holy" [hoʊli], but cases are limited to morpheme boundaries. Unrelated roots are differentiated in various languages such as Italian, Japanese and Finnish, with two length levels, "single" and " geminate". Estonian and some Sami languages have three phonemic lengths: short, geminate, and long geminate, although the distinction between the geminate and overlong geminate includes suprasegmental features.


            	The articulatory force is how much muscular energy is involved. This has been proposed many times, but no distinction relying exclusively on force has ever been demonstrated.

          


          All English consonants can be classified by a combination of these features, such as "voiceless alveolar stop consonant" [t]. In this case the airstream mechanism is omitted.


          Some pairs of consonants like p::b, t::d are sometimes called fortis and lenis, but this is a phonological rather than phonetic distinction.


          
            
              	Manners of articulation
            


            
              	Obstruent
            


            
              	Stop
            


            
              	Affricate
            


            
              	Fricative
            


            
              	Sibilant
            


            
              	Sonorant
            


            
              	Nasal
            


            
              	Flaps/Tap
            


            
              	Trill
            


            
              	Approximant
            


            
              	Liquid
            


            
              	Vowel
            


            
              	Semivowel
            


            
              	Lateral
            


            
              	Airstreams
            


            
              	Ejective
            


            
              	Implosive
            


            
              	Click
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          Consonant as a symbol


          The word consonant is also used to refer to a letter of an alphabet that denotes a consonant sound. Consonant letters in the English alphabet are B, C, D, F, G, H, J, K, L, M, N, P, Q, R, S, T, V, X, Z, and usually W and Y: The letter Y stands for the consonant [j] in "yoke", and for the vowel [ɪ] in "myth", for example; W is almost always a consonant except in rare words like "crwth" "cwm".


          


          Consonants and vowels


          Consonants and vowels correspond to distinct parts of a syllable: The most sonorous part of the syllable (that is, the part that's easiest to sing), called the syllabic peak or nucleus, is typically a vowel, while the less sonorous margins (called the onset and coda) are typically consonants. Such syllables may be abbreviated CV, V, and CVC, where C stands for consonant and V stands for vowel. This can be argued to be the only pattern found in most of the world's languages, and perhaps the primary pattern in all of them. However, the distinction between consonant and vowel is not always clear cut: there are syllabic consonants and non-syllabic vowels in many of the world's languages.


          One blurry area is in segments variously called semivowels, semiconsonants, or glides. On the one side, there are vowel-like segments which are not in themselves syllabic, but which form diphthongs as part of the syllable nucleus, as the i in English boil [ˈbɔɪ̯l]. On the other, there are approximants which behave like consonants in forming onsets, but are articulated very much like vowels, as the y in English yes [ˈjɛs]. Some phonologists model these as both being the vowel /i/, so that the English word bit would phonemically be /bit/, beet would be /bii̯t/, and yield would be phonemically /i̯ii̯ld/. Similarly, foot would be /fut/, food would be /fuu̯d/, wood would be /u̯ud/, and wooed would be /u̯uu̯d/. However, there is a (perhaps allophonic) difference in articulation between these segments, with the [j] in [ˈjɛs] yes and [ˈjiʲld] yield and the [w] of [ˈwuʷd] wooed having more constriction and a more definite place of articulation than the [ɪ] in [ˈbɔɪ̯l] boil or [ˈbɪt] bit or the [ʊ] of [ˈfʊt].


          The other problematic area is that of syllabic consonants, that is, segments which are articulated as consonants but which occupy the nucleus of a syllable. This may be the case for words such as church in rhotic dialects of English, although phoneticians differ in whether they consider this to be a syllabic consonant, /ˈtʃɹ̩tʃ/, or a rhotic vowel, /ˈtʃɝtʃ/: Some distinguish an approximant /ɹ/ that corresponds to a vowel /ɝ/, for rural as /ˈɹɝl/ or [ˈɹʷɝːl̩]; others see these as the a single phoneme, /ˈɹɹ̩l/.


          Other languages utilize fricative and often trilled segments as syllabic nuclei, as in Czech and several languages in Congo and China, including Mandarin Chinese. In Mandarin, they are historically allophones of /i/, and spelled that way in Pinyin. Ladefoged and Maddieson call these "fricative vowels" and say that "they can usually be thought of as syllabic fricatives that are allophones of vowels." That is, phonetically they are consonants, but phonemically they behave as vowels.


          Many Slavic languages allow the trill [r̩] and the lateral [l̩] as syllabic nuclei (see Words without vowels), and in languages like Nuxalk, it is difficult to know what the nucleus of a syllable is (it may be that not all syllables have nuclei), though if the concept of 'syllable' applies, there are syllabic consonants in words like /sx̩s/ 'seal fat'.
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              	Constantine I
            


            
              	Emperor of the Roman Empire
            


            
              	[image: ]

              Head of Constantine's colossal statue at the Capitoline Museums
            


            
              	Reign

              	25 July 306 29 October 312 (hailed as Augustus in the West, officially made Caesar by Galerius with Severus as Augustus, by agreement with Maximian, refused relegation to Caesar in 309)

              29 October 312 19 September 324 (undisputed Augustus in the West, senior Augustus in the empire)

              19 September 324 22 May 337 (emperor of united empire)
            


            
              	Full name

              	Flavius Valerius Aurelius Constantinus
            


            
              	Born

              	27 February ca. 272
            


            
              	Birthplace

              	Naissus (modern Ni, Serbia)
            


            
              	Died

              	22 May 337
            


            
              	Place of death

              	Nicomedia (modern Izmit, Turkey)
            


            
              	Predecessor

              	Constantius Chlorus
            


            
              	Successor

              	Constantine II, Constantius II and Constans
            


            
              	Wives

              	Minervina, died or divorced before 307

              Fausta
            


            
              	Dynasty

              	Constantinian
            


            
              	Father

              	Constantius Chlorus
            


            
              	Mother

              	Helena
            


            
              	Children

              	Constantina, Helena, Crispus, Constantine II, Constantius II and Constans
            

          


          Flavius Valerius Aurelius Constantinus ( 27 February ca. 272  22 May 337), commonly known as Constantine I, Constantine the Great (among Roman Catholics), or Saint Constantine (among Eastern Orthodox and Byzantine Catholic Christians), was Roman Emperor from 306, and the undisputed holder of that office from 324 to his death. Best known for being the first Christian Roman Emperor, Constantine reversed the persecutions of his predecessor, Diocletian, and issued (with his co-emperor Licinius) the Edict of Milan in 313, which proclaimed religious toleration throughout the empire.


          The Byzantine liturgical calendar, observed by the Eastern Orthodox Church and Eastern Catholic Churches of Byzantine rite, lists both Constantine and his mother Helena as saints. Although he is not included in the Latin Church's list of saints, which does recognize several other Constantines as saints, he is revered under the title "The Great" for his contributions to Christianity.


          Constantine also transformed the ancient Greek colony of Byzantium into a new imperial residence, Constantinople, which would remain the capital of the Byzantine Empire for over a thousand years.


          Early life
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          Constantine, named Flavius Valerius Constantinus, was born in the Moesian military city of Naissus ( Ni, Serbia) on the 27th of February of an uncertain year, probably near 272. His father was Flavius Constantius, a native of Moesia Superior (later Dacia Ripensis). Constantius was a tolerant and politically skilled man. Constantine probably spent little time with his father. Constantius was an officer in the Roman army in 272, part of the Emperor Aurelian's imperial bodyguard. Constantius advanced through the ranks, earning the governorship of Dalmatia from Emperor Diocletian, another of Aurelian's Illyrian companions, in 284 or 285. Constantine's mother was Helena, a Bithynian Greek of humble origin. It is uncertain whether she was legally married to Constantius or merely his concubine.


          In July 285, Diocletian declared Maximian, another colleague from Illyricum, his co-emperor. Each emperor would have his own court, his own military and administrative faculties, and each would rule with a separate praetorian prefect as chief lieutenant. Maximian ruled in the West, from his capitals at Mediolanum (Milan, Italy) or Augusta Treverorum ( Trier, Germany), while Diocletian ruled in the East, from Nicomedia ( İzmit, Turkey). The division was merely pragmatic: the Empire was called "indivisible" in official panegyric, and both emperors could move freely throughout the Empire. In 288, Maximian appointed Constantius to serve as his praetorian prefect in Gaul. Constantius left Helena to marry Maximian's stepdaughter Theodora in 288 or 289.


          Diocletian divided the Empire again in 293, appointing two Caesars (junior emperors) to rule over further subdivisions of East and West. Each would be subordinate to their respective Augustus (senior emperor) but would act with supreme authority in his assigned lands. This system would later be called the Tetrarchy. Diocletian's first appointee for the office of Caesar was Constantius; his second was Galerius, a native of Felix Romuliana ( Gamzigrad, Serbia). According to Lactantius, Galerius was a brutal, animalistic man. Although he shared the paganism of Rome's aristocracy, he seemed to them an alien figure, a semi-barbarian. On March 1, Constantius was promoted to the office of Caesar, and dispatched to Gaul to fight the rebels Carausius and Allectus. In spite of meritocratic overtones, the Tetrarchy retained vestiges of hereditary privilege, and Constantine became the prime candidate for future appointment as Caesar as soon as his father took the position. Constantine left the Balkans for the court of Diocletian, where he lived as his father's heir presumptive.


          


          In the East


          Constantine received a formidable education at Diocletian's court, where he learned Latin literature, Greek, and philosophy. The cultural environment in Nicomedia was open, fluid and socially mobile, and Constantine could mix with intellectuals both pagan and Christian. He may have attended the lectures of Lactantius, a Christian scholar of Latin in the city. Because Diocletian did not completely trust Constantiusnone of the Tetrarchs fully trusted their colleaguesConstantine was held as something of a hostage, a tool to ensure Constantius' best behaviour. Constantine was nonetheless a prominent member of the court: he fought for Diocletian and Galerius in Asia, and served in a variety of tribunates; he campaigned against barbarians on the Danube in 296, and fought the Persians under Diocletian in Syria (297) and under Galerius in Mesopotamia (29899). By late 305, he had become a tribune of the first order, a tribunus ordinis primi.
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          Constantine had returned to Nicomedia from the eastern front by the spring of 303, in time to witness the beginnings of Diocletian's " Great Persecution", the severest persecution of Christians in Roman history. In late 302, Diocletian and Galerius sent a messenger to the oracle of Apollo at Didyma with an inquiry about Christians. Constantine could recall his presence at the palace when the messenger returned, when Diocletian accepted his court's demands for universal persecution. On February 23, 303, Diocletian ordered the destruction of Nicomedia's new church, condemned its scriptures to the flame, and had its treasures seized. In the months that followed, churches and scriptures were destroyed, Christians were deprived of official ranks, and priests were imprisoned.


          It is unlikely that Constantine played any role in the persecution. In his later writings he would attempt present himself as an opponent of Diocletian's "sanguinary edicts" against the "worshipers of God", but nothing indicates that he opposed it effectively at the time. Although no contemporary Christian challenged Constantine for his inaction during the persecutions, it remained a political liability throughout his life.


          On May 1, 305, Diocletian, as a result of a debilitating sickness taken in the winter of 3045, announced his resignation. In a parallel ceremony in Milan, Maximian did the same. Lactantius states that Galerius manipulated the weakened Diocletian into resigning, and forced him to accept Galerius' allies in the imperial succession. According to Lactantius, the crowd listening to Diocletian's resignation speech believed, until the very last moment, that Diocletian would choose Constantine and Maxentius ( Maximian's son) as his successors. It was not to be: Severus and Maximin were appointed, while Constantine and Maxentius were ignored.


          Some of the ancient sources detail plots that Galerius made on Constantine's life in the months following Diocletian's abdication. They assert that Galerius assigned Constantine to lead an advance unit in a cavalry charge through a swamp on the middle Danube, made him enter into single combat with a lion, and attempted to kill him in hunts and wars. Constantine always emerged victorious: the lion emerged from the contest in a poorer condition than Constantine; Constantine returned to Nicomedia from the Danube with a Sarmatian captive to drop at Galerius' feet. It is uncertain how much these tales can be trusted.


          


          In the West


          Constantine's recognized the implicit danger in remaining at Galerius' court, where he was held as a virtual hostage. His career depended on being rescued by his father in the west. Constantius was quick to intervene. In the late spring or early summer of 305, Constantius requested leave for his son, to help him campaign in Britain. After a long evening of drinking, Galerius granted the request. Constantine's later propaganda describes how Constantine fled the court in the night, before Galerius could change his mind. He rode from post-house to post-house at high speed, mutilating every horse in his wake. By the time Galerius awoke the following morning, Constantine had fled too far to be caught. Constantine joined his father in Gaul, at Bononia ( Boulogne) before the summer of 305.
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          From Bononia they crossed the Channel to Britain and made their way to Eboracum (York), capital of the province of Britannia Secunda and home to a large military base. Constantine was able to spend a year in northern Britain at his father's side, campaigning against the Picts beyond Hadrian's Wall in the summer and autumn. Constantius' campaign, like that of Septimius Severus before it, probably advanced far into the north without achieving great success. Constantius had become severely sick over the course of his reign, and died on July 25, 306 in Eboracum (York). Before dying, he declared his support for raising Constantine to the rank of full Augustus. The Alamannic king Chrocus, a barbarian taken into service under Constantius, then proclaimed Constantine as Augustus. The troops loyal to Constantius' memory followed him in acclamation. Gaul and Britain quickly accepted his rule; Iberia, which had been in his father's domain for less than a year, rejected it.


          Constantine sent Galerius an official notice of Constantius' death and his own acclamation. Along with the notice, he included a portrait of himself in the robes of an Augustus. The portrait was wreathed in bay. He requested recognition as heir to his father's throne, and passed off responsibility for his unlawful ascension on his army, claiming they had "forced it upon him". Galerius was put into a fury by the message; he almost set the portrait on fire. His advisers calmed him, and argued that outright denial of Constantine's claims would mean certain war. Galerius was compelled to compromise: He granted Constantine and the title "Caesar" rather than "Augustus" (The latter office went to Severus instead). Wishing to make it clear that he alone gave Constantine legitimacy, Galerius personally sent Constantine the emperor's traditional purple robes. Constantine accepted the decision, knowing that it would remove doubts as to his legitimacy.


          


          Early rule


          Constantine's share of the Empire consisted of Britain, Gaul, and Spain. He therefore commanded one of the largest Roman armies, stationed along the important Rhine frontier. After his promotion to emperor, Constantine remained in Britain, and secured his control in the northwestern dioceses. He completed the reconstruction of military bases begun under his father's rule, and ordered the repair of the region's roadways. He soon left for Augusta Treverorum ( Trier) in Gaul, the Tetrarchic capital of the northwestern Roman Empire. The Franks, after learning of Constantine's acclamation, invaded Gaul across the lower Rhine over the winter of 3067. Constantine drove them back beyond the Rhine and captured two of their kings, Ascaric and Merogaisus. The kings and their soldiers were fed to the beasts of Trier's amphitheater in the adventus (arrival) celebrations that followed.
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          Constantine began a major expansion of Trier. He strengthened the circuit wall around the city with military towers and fortified gates, and began building a palace complex in the northeastern part of the city. To the south of his palace, he ordered the construction of a large formal audience hall, and a massive imperial bathhouse. Constantine sponsored many building projects across Gaul during his tenure as Emperor of the West, especially in Augustodunum ( Autun) and Arelate ( Arles). According to Lactantius, Constantine followed his father in following a tolerant policy towards Christianity. Although not yet a Christian, he probably judged it a more sensible policy than open persecution, and a way to distinguish himself from the "great persecutor" himself, Galerius. Constantine decreed a formal end to persecution, and returned to Christians all they had lost during the persecutions.


          Because Constantine was still largely untried and had a hint of illegitimacy about him, he relied on his father's reputation in his early propaganda: the earliest panegyrics to Constantine give as much coverage to his father's deeds as to those of Constantine himself. Constantine's military skill and building projects soon gave the panegyrist the opportunity to comment favorably on the similarities between father and son, and Eusebius remarked that Constantine was a "renewal, as it were, in his own person, of his father's life and reign". Constantinian coinage, sculpture and oratory also shows a new tendency for disdain towards the "barbarians" beyond the frontiers. After Constantine's victory over the Alemanni, he minted a coin issue depicting weeping and begging Alemannic tribesmen"The Alemanni conquered"beneath the phrase "Romans' rejoicing". There was little sympathy for these enemies. As his panegyrist declared: "It is a stupid clemency that spares the conquered foe."


          


          Maxentius' rebellion


          Following Galerius' recognition of Constantine as emperor, his portrait was brought to Rome, as was customary. Maxentius mocked the portrait's subject as the son of a harlot, and lamented his own powerlessness. Maxentius, jealous of Constantine's authority, seized the title of emperor on October 28, 306. Galerius refused to recognize him, but failed to unseat him. During his first campaign against Maxentius, Severus' armies defected, and he was seized and imprisoned. Over the spring and summer of 307, he left Gaul for Britain to avoid any involvement in the Italian turmoil. Maximian, brought out of retirement by his son's rebellion, left for Gaul to confer with Constantine in late 307. He offered to marry his daughter Fausta to him, and elevate him to Augustan rank. In return, Constantine would reaffirm the old family alliance between Maximian and Constantius, and offer support to Maxentius' cause in Italy. Constantine accepted, and married Fausta in Trier in late summer 307. Constantine now gave Maxentius his meager support, offering Maxentius political recognition.
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          Constantine remained aloof from military conflict, however. Instead of sending his troops into a civil war, he sent them against Germanic tribes along the Rhine. In 308, he raided the territory of the Bructeri, and made a bridge across the Rhine at Colonia Agrippinensium (Cologne). In 310, he marched to the northern Rhine and fought the Franks. When not campaigning, he toured his lands advertising his benevolence, and supporting the economy and the arts. His refusal to participate in the war increased his popularity among his people, and strengthened his power base in the West. Maximian returned to Rome in the winter of 3078, but soon fell out with his son. In early 309, after a failed attempt to usurp Maxentius' title, Maximian returned to Constantine's court.


          On November 11, 308, Galerius called a general council at the military city of Carnuntum ( Petronell-Carnuntum, Austria) to resolve the instability in the western provinces. In attendance were Diocletian, briefly returned from retirement, Galerius, and Maximian. Maximian was forced to abdicate again and Constantine was again demoted to Caesar. Severus, one of Galerius' old military companions, was appointed Augustus of the west. The new system did not last long: Constantine refused to accept the demotion, and continued to style himself as Augustus on his coinage, even as other members of the Tetrarchy referred to him as a Caesar on theirs. Maximinus was frustrated that he had been turned over for promotion while the newcomer Licinius had been raised to the office of Augustus, and demanded that Galerius promote him. Galerius offered to call both Maximinus and Constantine "sons of the Augusti", but neither accepted the new title. By the spring of 310, Galerius was referring to both men as Augusti.


          


          Maximian's rebellion
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          In 310, a dispossessed and power-hungry Maximian rebelled against Constantine while Constantine was away campaigning against the Franks. Maximian had been sent south to Arles with a contingent of Constantine's army, in preparation for any attacks by Maxentius in southern Gaul. He there announced that Constantine was dead, and took up the imperial purple. In spite of a large donative pledge to any who would support him as emperor, most of Constantine's army remained loyal to their emperor, and Maximian was soon compelled to leave. Constantine soon heard of the rebellion, abandoned his campaign against the Franks, and marched his army up the Rhine. At Cabillunum ( Chalon-sur-Sane), he moved his troops onto waiting boats to row down the slow waters of the Sane to the quicker waters of the Rhone. He disembarked at Lugdunum ( Lyon). Maximian fled to Massilia (Marseille), a town better able to withstand a long siege than Arles. It made little difference, however, as loyal citizens opened the rear gates to Constantine. Maximian was captured and reproved for his crimes. Constantine granted some clemency, but strongly encouraged his suicide. In July 310, Maximian hanged himself.


          In spite of the earlier rupture in their relations, Maxentius was eager to present himself as his father's devoted son after his death. He began printing coins with his father's deified image, proclaiming his desire to avenge Maximian's death. Constantine initially presented the suicide as an unfortunate family tragedy. By 311, however, he was spreading another version. According to this, after Constantine had pardoned him, Maximian planned to murder Constantine in his sleep. Fausta learned of the plot and warned Constantine, who put a eunuch in his own place in bed. Maximian was apprehended when he killed the eunuch and was offered suicide, which he accepted. In addition to the propaganda, Constantine instituted a damnatio memoriae on Maximian, destroying all inscriptions referring to him and eliminating any public work bearing his image.


          The death of Maximian necessitated a shift in Constantine's public image. He could no longer rely on his connection to the elder emperor Maximian, and needed a new source of legitimacy. In a speech delivered in Gaul on July 25, 310, the orator reveals a previously unknown dynastic connection to Claudius II, a third-century emperor famed for defeating the Goths and restoring order to the empire. Breaking away from tetrarchic models, the speech emphasizes Constantine's ancestral prerogative to rule, rather than principles of imperial equality. The new ideology expressed in the speech made Galerius and Maximian irrelevant to Constantine's right to rule. Indeed, the orator emphasizes ancestry to the exclusion of all other factors: "No chance agreement of men, nor some unexpected consequence of favour, made you emperor," the orator declares to Constantine.


          The oration also moves away from the religious ideology of the Tetrarchy, with its focus on twin dynasties of Jupiter and Hercules. Instead, the orator proclaims that Constantine experienced a divine vision of Apollo and Victory granting him laurel wreaths of health and a long reign. In the likeness of Apollo Constantine recognized himself as the saving figure to whom would be granted "rule of the whole world", as the poet Virgil had once foretold. The oration's religious shift is paralleled by a similar shift in Constantine's coinage. In his early reign, the coinage of Constantine advertised Mars as his patron. From 310 on, Mars was replaced by Sol Invictus, a god conventionally identified with Apollo. There is little reason to believe that either the dynastic connection or the divine vision are anything other than fiction, but their proclamation strengthened Constantine's claims to legitimacy and increased his popularity among the citizens of Gaul.


          


          Civil wars


          


          War against Maxentius
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          By the middle of 310 Galerius had had become too ill to involve himself in imperial politics. As his last political act, Galerius decided to rescind his failed policies of persecution. In a letter to his provincials posted in Nicomedia on April 30, 311, Galerius proclaimed an end to the persecutions, and a resumption of official religious toleration. He died soon after. Galerius' death destabilized what remained of the tetrarchic system. Maximinus mobilized against Licinius, and seized Asia Minor. Licinius and Maximinus arranged a temporary peace on the Bosphorus soon thereafter. While Constantine toured Britain and Gaul, Maxentius prepared for war. He fortified northern Italy, and strengthened his support in the Christian community by allowing it to elect a new Bishop of Rome, Eusebius.


          Maxentius' rule was nevertheless insecure. His early support dissolved in the wake of heightened tax rates and depressed trade; riots broke out in Rome and Carthage; and Domitius Alexander was able to briefly usurp his authority in Africa. By 312, he was a man barely tolerated, not one actively supported, even among Christian Italians. In the summer of 311, Maxentius mobilized against Constantine while Licinius was occupied with affairs in the East. He declared war on Constantine, vowing to avenge his father's "murder". Constantine, in an attempt to prevent Maxentius from forming a hostile alliance with Licinius, forged his own alliance with the man over the winter of 31112 by offering to him his sister Constantia in marriage. Maximin considered Constantine's arrangement with Licinius an affront to his authority. In response, he sent ambassadors to Rome, offering political recognition to Maxentius in exchange for a military support. Maxentius accepted. According to Eusebius, inter-regional travel became impossible, and there was military buildup everywhere. There was "not a place where people were not expecting the onset of hostilities every day".


          
            [image: The Porta Palatina (Palatine Towers), together with a stretch of the old city walls, where Constantine defeated Maxentius' troops in Turin]

            
              The Porta Palatina ( Palatine Towers), together with a stretch of the old city walls, where Constantine defeated Maxentius' troops in Turin
            

          


          Constantine's advisers and generals cautioned against preemptive attack on Maxentius; even his soothsayers recommended against it, stating that the sacrifices had produced unfavorable omens. Constantine, with a spirit that left a deep impression on his followers, inspiring some to believe that he had some form of supernatural guidance, ignored all these cautions, and attacked Maxentius without a casus belli. Early in the spring of 312, Constantine crossed the Cottian Alps with a quarter of his total army, approximately 40,000 men. He first came to Segusium ( Susa, Italy), a heavily fortified town containing a military garrison, which shut its gates to him. Constantine ordered his forces set its gates on fire, scaled its walls, and took the town quickly. Constantine forbade the plunder of the town, and advanced into northern Italy.


          At the approach to the west of the important city of Augusta Taurinorum (Turin, Italy), Constantine encountered a large force of heavily armed Maxentian cavalry. In the ensuing battle Constantine encircled Maxentius' cavalry, flanked them with his own cavalry, and dismounted them with blows from his soldiers' iron-tipped clubs. Constantine's armies emerged victorious. Turin refused to give refuge to Maxentius' retreating forces, opening its gates to Constantine instead. Other cities of the north Italian plain sent Constantine embassies of congratulation for his victory. He moved on to Milan, where he was met with open gates and jubilant rejoicing. Constantine rested his army in Milan until mid-summer 312, when he moved on to Brixia ( Brescia).


          Brescia's army was easily dispersed, and Constantine quickly advanced to Verona, where a large Maxentian force was camped. Ruricius Pompeianus, general of the Veronese forces and Maxentius' praetorian prefect, was in a strong defensive position. Constantine sent a small force to cross the river at a point north of the city. Ruricius sent a large detachment to counter Constantine's expeditionary force, but it was defeated. Constantine's forces successfully surrounded the town and laid siege. Ruricius gave Constantine the slip and returned with a larger force to oppose Constantine. Constantine refused to let up on the siege, and sent only a small force to oppose him. In the desperately-fought encounter that followed, Ruricius was killed and his army destroyed. Verona surrendered soon afterwards, followed by Aquileia, Mutina ( Modena), and Ravenna. The road to Rome was now wide open to Constantine.
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          Maxentius prepared for the same type of war he had waged against Severus and Galerius: he sat in Rome and prepared for a siege. He still controlled Rome's praetorian guards, was well-stocked with African grain, and was surrounded on all sides by the seemingly-impregnable Aurelian Walls. He ordered all bridges across the Tiber cut, reportedly on the counsel of the gods, and left the rest of central Italy undefended; Constantine secured that region's support without challenge. Constantine progressed slowly, along the Via Flaminia, allowing the weakness of Maxentius to draw his regime further into turmoil. Maxentius' support continued to weaken: at chariot races on October 27, the crowd openly taunted Maxentius, shouting that Constantine was invincible. Maxentius, no longer certain that he would emerge from a siege victorious, built a temporary boat bridge across the Tiber in preparation for a field battle against Constantine. On October 28, 312, the sixth anniversary of his reign, he approached the keepers of the Sibylline Books for guidance. The keepers found in them a prophecy stating that, on that very day, "the enemy of the Romans" would die. Maxentius advanced north to meet Constantine in battle.


          Maxentius organized his forcesstill twice the size of Constantine'sin long lines facing the battle plain, with their backs to the river. When Constantine's army made its appearance, some of its soldiers bore unusual markings on their shields: instead of the traditional pagan standards, a new sign, the labarum, was mounted. According to Lactantius, Constantine was visited by a dream the night before the battle, wherein he was advised "to mark the heavenly sign of God on the shields of his soldiers...by means of a slanted letter X with the top of its head bent round, he marked Christ on their shields." Eusebius describes another version, where, while marching at midday, "he saw with his own eyes in the heavens a trophy of the cross arising from the light of the sun, carrying the message, Conquer By This". During the following night, in a dream, Christ appeared with the heavenly sign and told him to make standards for his army in that form. Although Eusebius is vague about when and where this event took place, it enters his narrative before the war against Maxentius begins. Eusebius describes the sign as Chi () traversed by Rho (), or ☧. The Eusebian description of the vision has been explained as an example of the meteorological phenomenon known as the " solar halo", which can produce similar effects.
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          Constantine deployed his own forces in along the whole length of Maxentius' line. He ordered his cavalry to charge, and they broke Maxentius' cavalry. He then sent his infantry against Maxentius' infantry, pushing many into the Tiber where they were slaughtered and drowned. The battle was brief: Maxentius' troops were broken before the first charge. Maxentius' horse guards and praetorians initially held their position, but broke under the force of a Constantinian cavalry charge; they also broke ranks and fled to the river. Maxentius rode with them, and attempted to cross the bridge of boats, but he was pushed by the mass of his fleeing soldiers into the Tiber, and drowned.


          Constantine entered Rome on October 29. He staged a grand adventus in the city, and was met with popular jubilation. Maxentius' body was fished out of the Tiber and decapitated. His head was paraded through the streets for all to see. After the ceremonies, Maxentius' disembodied head was sent to Carthage, after which Africa gave no further resistance. He entered as a Christian: unlike his predecessors, he neglected to make the trip to the Capitoline Hill and perform customary sacrifices at the Temple of Jupiter. He did, however, choose to honour the Senatorial Curia with a visit, where he promised to restore its ancestral privileges and give it a secure role in his reformed government: there would be no revenge against Maxentius' supporters. In response, the Senate decreed him "title of the first name", which meant his name would be listed first in all official documents, and acclaimed him as "the greatest Augustus". He issued decrees returning property lost under Maxentius, recalling political exiles, and releasing Maxentius' imprisoned opponents.


          In an extensive propaganda campaign followed: Maxentius' image was systematically purged from all public places. Maxentius was written up as a " tyrant", and set against an idealized image of the "liberator", Constantine. Eusebius, in his later works, is the best representative of this strand of Constantinian propaganda. Constantine also attempted to remove Maxentius' influence on Rome's urban landscape. All structures built by Maxentius were re-dedicated to Constantine, including the Temple of Romulus and the Basilica of Maxentius. Where he did not overwrite Maxentius' achievements, he upstaged them: the Circus Maximus was redeveloped so that its total seating capacity was twenty-five times larger than that of Maxentius' racing complex on the Via Appia. Maxentius' strongest supporters in the military were neutralized when the Praetorian Guard and Imperial Horse Guard (equites singulares) were disbanded. Their tombstones were ground up and put to use in a basilica on the Via Labicana. Early in Constantine's reign, the former base of the Imperial Horse Guard was chosen for redevelopment into the Lateran Basilica. Art historian Richard Krautheimer dated the event to November 9, 312, barely two weeks after Constantine captured the city. The Legio II Parthica was removed from Alba ( Albano Laziale), and the remainder of Maxentius' armies were sent to do frontier duty on the Rhine.


          


          Wars against Licinius


          In the following years, Constantine gradually consolidated his military superiority over his rivals in the crumbling Tetrarchy. In 313, he met Licinius in Milan to secure their alliance by the marriage of Licinius and Constantine's half-sister Constantia. During this meeting, the emperors agreed on the so-called Edict of Milan (which, in its surviving forms, was neither an edict nor issued in Milan), officially granting full tolerance to all religions in the Empire. The document had special benefits for Christians, legalizing their religion and granting them restoration for all property seized during Diocletian's persecution. It repudiates past methods of religious coercion, accepting religious plurality and using only general terms"Divinity" and "Supreme Divinity", summa divinitasavoiding any exclusive specificity. The conference was cut short, however, when news reached Licinius that his rival Maximinus Daia had crossed the Bosporus and invaded Licinian territory. Licinius departed and eventually defeated Maximinus, gaining control over the entire eastern half of the Roman Empire. Relations between the two remaining emperors deteriorated, though, and either in 314 or 316, Constantine and Licinius fought against one another in the war of Cibalae, with Constantine being victorious. They clashed again in the Battle of Campus Ardiensis in 317, and agreed to a settlement in which Constantine's sons Crispus and Constantine II, and Licinius' son Licinianus were made caesars.


          In the year 320, Licinius reneged on the religious freedom promised by the Edict of Milan in 313 and began another persecution of the Christians. It became a challenge to Constantine in the west, climaxing in the great civil war of 324. Licinius, aided by Goth mercenaries, represented the past and the ancient Pagan faiths. Constantine and his Franks marched under the Christian standard of the labarum, and both sides saw the battle in religious terms. Supposedly outnumbered, but fired by their zeal, Constantine's army emerged victorious in the Battle of Adrianople. Licinius fled across the Bosphorus and appointed Martius Martinianus, the commander of his bodyguard, as Caesar, but Constantine next won the Battle of the Hellespont, and finally the Battle of Chrysopolis on 18 September 324. Licinius and Martinianus surrendered to Constantine at Nicomedia on the promise their lives would be spared: they were sent to live as private citizens in Thessalonica and Cappadocia respectively, but in 325 Constantine accused Licinius of plotting against him and had them both arrested and hanged; Licinius's son (the son of Constantine's half-sister) was also eradicated. Thus Constantine became the sole emperor of the Roman Empire.


          


          Later rule


          


          Foundation of Constantinople
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          Licinius' defeat represented the passing of old Rome, and the beginning of the role of the Eastern Roman Empire as a centre of learning, prosperity, and cultural preservation. Constantine rebuilt the city of Byzantium, which was renamed Constantinopolis ("Constantine's City" or Constantinople in English), and issued special commemorative coins in 330 to honour the event. He provided the "Second Rome" with a Senate and civic offices similar to those of Rome. The new city was protected by the alleged True Cross, the Rod of Moses and other holy relics, though a cameo now at the Hermitage Museum also represented Constantine crowned by the tyche of the new city. The figures of old gods were either replaced or assimilated into a framework of Christian symbolism. Constantine built the new Church of the Holy Apostles on the site of a temple to Aphrodite. Generations later there was the story that a Divine vision led Constantine to this spot, and an angel no one else could see, led him on a circuit of the new walls. The capital would often be compared to the 'old' Rome as Nova Roma Constantinopolitana, the "New Rome of Constantinople").


          


          Religious policy
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          Constantine is perhaps best known for being the first Christian Roman Emperor. His reign was a turning point for the Christian Church. In 313 Constantine announced toleration of Christianity in the Edict of Milan, which removed penalties for professing Christianity (under which many had been martyred in previous persecutions of Christians) and returned confiscated Church property. Though a similar edict had been issued in 311 by Galerius, then senior emperor of the Tetrarchy, Constantine's lengthy rule, conversion, and patronage of the Church redefined the status of Christianity in the empire. From the beginning, Christianity was regarded as completely pacifistic, due to a strict interpretation of the Bible as well as constant persecution by the Roman Empire. However, when Christianity became the official religion of the empire "all of Christianity began to embrace just war theory, as an attempt to be realistic about evil and harm-doing", a critical transition for the church. Another consequence of Christianity being the state religion was that clergy members were given preferred status and exempted from military service and forced labor. There was a growing divide between clergy and laity as conversions were often more about socioeconomic status rather than faith. Converts were baptized in order to abuse Christianity for political influence, a problem unheard of before Constantine, when converts to Christianity willingly risked their life for their faith.


          Scholars debate whether Constantine adopted his mother St. Helena's Christianity in his youth, or whether he adopted it gradually over the course of his life. Constantine was over 40 when he finally declared himself a Christian. Constantine however still maintained the title of Pontifex Maximus, which emperors bore as heads of the pagan priesthood. Writing to Christians, Constantine made clear that he believed he owed his successes to the protection of the Christian High God alone. Throughout his rule, Constantine supported the Church financially, built various basilicas, granted privileges (e.g. exemption from certain taxes) to clergy, promoted Christians to high ranking offices, and returned property confiscated during the Great Persecution of Diocletian. His most famous building projects include the Church of the Holy Sepulchre and Old Saint Peter's Basilica.


          The reign of Constantine established a precedent for the position of the Christian Emperor in the Church; Constantine considered himself responsible to God for the spiritual health of his subjects, and thus he had a duty to maintain orthodoxy. The emperor ensured that God was properly worshipped in his empire; what proper worship consisted of was for the Church to determine. In 316, Constantine acted as a judge in a North African dispute concerning the heresy of Donatism. After making a decision against the Donatists, Constantine led an army of Christians against Christians. After 300 years of pacifism, this was the first intra-Christian persecution. More significantly, in 325 he summoned the Council of Nicaea, effectively the first Ecumenical Council (unless the Council of Jerusalem is so classified), to deal mostly with the heresy of Arianism. Constantine also enforced the prohibition of the First Council of Nicaea against celebrating Easter on the day before the Jewish Passover (14 Nisan) (see Quartodecimanism and Easter controversy).


          Constantine instituted several legislative measures which had an impact on Jews. They were forbidden to own Christian slaves or to circumcise their slaves. Conversion of Christians to Judaism was outlawed. Congregations for religious services were restricted, but Jews were allowed to enter Jerusalem on Tisha B'Av, the anniversary of the destruction of the Temple.


          


          Executions of Crispus and Fausta


          On some date between May 15 and June 17, 326, Constantine had his eldest son Crispus seized and put to death by "cold poison" at Pola ( Pula, Croatia). In July, Constantine had his wife, the Empress Fausta, killed at the behest of his mother, Helena. Fausta was left to die in an over-heated bath. Their names were wiped from the face of many inscriptions, references to their lives in the literary record were erased, and the memory of both was condemned. Eusebius, for example, edited praise of Crispus out of later copies of his Historia Ecclesiastica, and his Vita Constantini contains no mention of Fausta or Crispus at all. Few ancient sources are willing to discuss possible motives for the events; those few that do offer unconvincing rationales, are of later provenance, and are generally unreliable. At the time of the executions, it was commonly believed that the Empress Fausta was either in an illicit relationship with Crispus, or was spreading rumors to that effect. A popular myth arose, modified to allude to Hippolytus Phaedra legend, with the suggestion that Constantine killed Crispus and Fausta for their immoralities. One source, the largely fictional Passion of Artemius, probably penned in the eighth century by John of Damascus, makes the legendary connection explicit. As an interpretation of the executions, the myth rests on only "the slimmest of evidence": sources that allude to the relationship between Crispus and Fausta are late and unreliable, and the modern suggestion that Constantine's "godly" edicts of 326 and the irregularities of Crispus are somehow connected rests on no evidence at all. An additional story goes that Fausta wanted to kill Crispus to ensure that her children would receive the Imperial throne. Therefore she told Constantine that Crispus had attempted to rape her, and bribed several senators to collaborate the story. Constantine was obligated by Roman Law to execute his son, as these charges were as serious as treason in Roman times. Hence, Constantine reluctantly, and sadly, executed his son. Later, his mother Helena heard of what had taken place, and investigated the event. She discovered that Fausta had bribed the senators, and told Constantine. For her treason, Fausta was executed in the gentlest way known at the time; she was locked in a bath. (This process would make the criminal pass out far before they were dead, and as such would feel no pain). After this entire event Constantine was so depressed that he never returned to the western half of the empire in his lifetime.


          


          Sickness and death


          Eusebius of Caesarea's account resumes following the abortive Persian campaign, with Constantine set about building a martyrion for the apostles in Constantinople, and, within it, a final resting-place for himself. In the course of one Feast of Easter, Constantine fell seriously ill. He left Constantinople for the hot baths near his mother's city of Helenopolis (Altinova), on the southern shores of the Gulf of İzmit. There, in a church his mother built in honour of Lucian the Apostle, he prayed, and there he realized that he was dying. Seeking purification, he became a catechumen, and attempted a return to Constantinople, making it only as far as a suburb of Nicomedia. He summoned the bishops, and told them of his hope to be baptized in the River Jordan, where Christ was written to have been baptized. He requested the baptism right away, promising to live a more Christian life should he live through his illness. The bishops, Eusebius records, "performed the sacred ceremonies according to custom". He chose the Arianizing bishop Eusebius of Nicomedia, bishop of the city where he lay dying, as his baptizer. In postponing his baptism, he followed one custom at the time which postponed baptism until old age or death. It was thought Constantine put off baptism as long as he did so as to be absolved from as much of his sin as possible. Constantine died soon after at a suburban villa called Achyron, on the last day of the fifty-day festival of Pentecost directly following Easter, on May 22, 337.
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          Although Constantine's death follows the conclusion of the Persian campaign in Eusebius's account, most other sources report his death as occurring in its middle. Emperor Julian, writing in the mid-350s, observes that the Sassanians escaped punishment for their ill-deeds, because Constantine died "in the middle of his preparations for war". Similar accounts are given in the Origo Constantini, an anonymous document composed while Constantine was still living, and which has Constantine dying in Nicomedia; the Historiae abbreviatae of Sextus Aurelius Victor, written in 361, which has Constantine dying at an estate near Nicomedia called Achyrona while marching against the Persians; and the Breviarium of Eutropius, a handbook compiled in 369 for the Emperor Valens, which has Constantine dying in a nameless state villa in Nicomedia. From these and other accounts, some have concluded that Eusebius's Vita was edited to defend Constantine's reputation against what Eusebius saw as a less congenial version of the campaign.
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          Following his death, his body was transferred to Constantinople and buried in the Church of the Holy Apostles there. He was succeeded by his three sons born of Fausta, Constantine II, Constantius II and Constans. A number of relatives were killed by followers of Constantius. He also had two daughters, Constantina and Helena, wife of Emperor Julian.


          


          Legacy
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          Although he earned his honorific of "The Great" ("έ") from Christian historians long after he had died, he could have claimed the title on his military achievements and victories alone. In addition to reuniting the Empire under one emperor, Constantine won major victories over the Franks and Alamanni in 3068, the Franks again in 31314, the Visigoths in 332 and the Sarmatians in 334. In fact, by 336, Constantine had actually reoccupied most of the long-lost province of Dacia, which Aurelian had been forced to abandon in 271. At the time of his death, he was planning a great expedition to put an end to raids on the eastern provinces from the Persian Empire.


          The Byzantine Empire considered Constantine its founder and the Holy Roman Empire reckoned him among the venerable figures of its tradition. In the later Byzantine state, it had become a great honour for an emperor to be hailed as a "new Constantine". Ten Emperors, including the last emperor of Byzantium, carried the name. At the court of Charlemagne, the selected use of monumental Constantinian forms lent expression to conception of Charlemagne as Constantine's successor and equal. Constantine acquired a mythic role as a warrior against "heathens". The motif of the Romanesque equestrian, the mounted figure in the posture of a triumphant Roman emperor, came to be used as a visual metaphor in statuary in praise of local benefactors. The name "Constantine" itself enjoyed renewed popularity in western France in the eleventh and twelfth centuries. Most Eastern Christian churches consider Constantine a saint (Ά ί, Saint Constantine). In the Byzantine Church he was called isapostolos (ό ί)an equal of the Apostles.


          During his life and those of his sons, Constantine's was presented as a paragon of virtue. Even pagans like Praxagoras of Athens and Libanius showered him with praise. When the last of his sons died in 361, his nephew Julian the Apostate wrote the satire Symposium, or the Saturnalia. The work stigmatized Constantine as inferior to the great pagan emperors, given over to luxury and greed. Following Julian, Eunapius of Sardis began the tradition that blamed Constantine for weakening the Empire through his indulgence to the Christians. In medieval times, when the Roman Catholic Church was dominant, Catholic historians presented Constantine as an ideal ruler, the standard against which any king or emperor could be measured. The Renaissance rediscovery of anti-Constantinian sources prompted a re-evaluation of Constantine's career. The German humanist Johann Lwenklau, discoverer of Zosimus' writings, published a Latin translation thereof in 1576. He included a preface that argued for Zosimus' picture of Constantine was superior to that offered by Eusebius and the church historians, and damned Constantine as a tyrant. Cardinal Caesar Baronius, a man of the Counter-Reformation, criticized Zosimus, favoring Eusebius' account of the Constantinian era. Baronius' Life of Constantine (1588) presents Constantine as the model of a Christian prince. Edward Gibbon, aiming to unite the two extremes of Constantinian scholarship, offered a portrait of Constantine built on the contrasted narratives of Eusebius and Zosimus.


          Modern interpretations of Constantine's rule begin with Jacob Burckhardt's The Age of Constantine the Great (1853). Burckhardt's Constantine is a scheming secularist, a politician who manipulates all parties in a quest to secure his own power. Henri Grgoire, writing in the 1930s, followed Burckhardt's evaluation of Constantine. For Grgoire, Constantine only developed an interest in Christianity after witnessing its political usefulness. Grgoire became a strong of the authenticity of Eusebius' writings, and postulated a pseudo-Eusebius to assume responsibility for the vision and conversion narratives of Eusebius' Vita Constantini. Otto Seeck (Geschichte des Untergangs der antiken Welt (Stuttgart, 192023)) and Andr Piganiol (L'empereur Constantin (Paris, 1932)) wrote against this historiographic tradition. Seeck presented Constantine as a sincere war hero, whose ambiguities were the product of his own simple inconsistency. Piganiol's Constantine is a philosophical monotheist, a child of his era's religious syncretism. Related histories by A.H.M. Jones (Constantine and the Conversion of Europe (London, 1949)) and Ramsay MacMullen (Constantine (New York, 1969)) gave portraits of a less visionary, and more impulsive, Constantine.


          These later accounts were more willing to present Constantine as a genuine convert to Christianity. Beginning with Norman H. Baynes' Constantine the Great and the Christian Church (London, 1929) and reinforced by Andreas Alfldi's The Conversion of Constantine and Pagan Rome (Oxford, 1948), a historiographic tradition developed which presented Constantine as a committed Christian. T.D. Barnes' seminal Constantine and Eusebius (Cambridge, MA, 1981), represents the culmination of this trend. Barnes' Constantine experienced a radical conversion, which drove him on a personal crusade to convert his empire. The trend reaches its zenith in T.G. Elliott's The Christianity of Constantine the Great (Bronx, NY, 1996). Elliott portrays Constantine as a committed Christian from early childhood.


          


          Donation of Constantine


          Latin Rite Catholics of the Middle Ages considered it inappropriate that Constantine was baptized only on his death-bed and by a bishop of questionable orthodoxy, viewing it as a snub to the authority of the Papacy. Hence, by the early fourth century, a legend had emerged that Pope Sylvester I (31435) had cured the pagan Emperor from leprosy. According to this legend, Constantine was soon baptized, and began the construction of a church in the Lateran Palace. In the eighth century, most likely during the pontificate of Stephen II (7527), a document called the " Donation of Constantine" first appeared, in which the freshly converted Constantine hands the temporal rule over "the city of Rome and all the provinces, districts, and cities of Italy and the Western regions" to Stephen and his successors. In the High Middle Ages, this document was used and accepted as the basis for the Pope's temporal power, though it was denounced as a forgery by Emperor Otto III and lamented as the root of papal worldliness by the poet Dante Alighieri. The 15th century philologist Lorenzo Valla proved the document was indeed a forgery.


          


          Geoffrey of Monmouth's Historia


          Because of his fame and his being proclaimed Emperor on the territory of Great Britain, Constantine was later also considered a British King. In the 11th century, the English writer Geoffrey of Monmouth published a fictional work called Historia Regum Britanniae, in which he narrates the supposed history of the Britons and their kings from the Trojan War, King Arthur and the Anglo-Saxon conquest. In this work, Geoffrey claimed that Constantine's mother Helena was actually the daughter of " King Cole", the mythical King of the Britons and eponymous founder of Colchester. A daughter for King Cole had not previously figured in the lore, at least not as it has survived in writing, and this pedigree is likely to reflect Geoffrey's desire to create a continuous line of regal descent. It was indecorous, Geoffrey considered, that a king might have less-than-noble ancestors. Geoffrey also said that Constantine was proclaimed " King of the Britons" at York, rather than Roman Emperor.
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              	Reign

              	900943
            


            
              	Born

              	Before 879
            


            
              	Died

              	952
            


            
              	Place of death

              	St Andrews
            


            
              	Buried

              	St Andrews
            


            
              	Predecessor

              	Donald II (Domnall mac Constantn)
            


            
              	Successor

              	Malcolm I (Mel Coluim mac Domnaill)
            


            
              	Offspring

              	Indulf (Ildulb mac Constantn), Cellach, one or more daughters
            


            
              	Royal House

              	Alpin
            


            
              	Father

              	ed
            

          


          Constantine, son of ed ( Mediaeval Gaelic: Constantn mac eda; Modern Gaelic: Ciseam mac Aoidh), known in most modern regnal lists as Constantine II, nicknamed An Midhaise, "the Middle Aged" (before 879952) was an early King of Scotland, known then by the Gaelic name Alba. The Kingdom of Alba, a name which first appears in Constantine's lifetime, was in northern Britain. The core of the kingdom was formed by the lands around the River Tay. Its southern limit was the River Forth, northwards it extended at least to the Mounth, and perhaps to the River Spey, while its western limits are uncertain. Constantine's grandfather Kenneth MacAlpin (Cined mac Ailpn) (died 858) was the first of the family recorded as a king, but as king of the Picts. This change of title, from king of the Picts to king of Alba, is part of a broader transformation of Pictland and the origins of the Kingdom of Alba are traced to Constantine's lifetime.


          His reign, like those of his predecessors, was dominated by the actions of Viking rulers in Britain and Ireland, particularly the U mair ("the grandsons of mar", or Ivar the Boneless). During Constantine's reign the rulers of the southern kingdoms of Wessex and Mercia, later the kingdom of England, extended their authority northwards into the disputed kingdoms of Northumbria. At first allied with the southern rulers against the Vikings, Constantine in time came into conflict with them. King thelstan was successful in securing Constantine's submission in 927 and 934, but the two again fought when Constantine, allied with the Strathclyde Britons and the Viking king of Dublin, invaded thelstan's kingdom in 937, only to be defeated at the great battle of Brunanburh. In 943 Constantine abdicated and retired to the Cli D (Culdee) monastery of St Andrews where he died in 952. He was succeeded by his predecessor's son Malcolm I (Mel Coluim mac Domnaill).


          Constantine's reign of 43 years, exceeded in Scotland only by that of King William the Lion before the Union of the Crowns in 1603, is believed to have played a defining part in the gaelicisation of Pictland in which his patronage of the Irish Cli D monastic reformers was a significant factor. During his reign the words "Scots" and "Scotland" (Old English: Scottas, Scotland) are first used to mean part of what is now Scotland. The earliest evidence for the ecclesiastical and administrative institutions which would last until Davidian Revolution also appears at this time.


          Pictland from Constantn mac Fergusa to Constantine I
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          The dominant kingdom in eastern Scotland before the Viking Age was the northern Pictish kingdom of Fortriu on the shores of the Moray Firth. By the ninth century, the Gaels of Dl Riata (Dalriada) were subject to the kings of Fortriu of the family of Constantn mac Fergusa (Constantine son of Fergus). Constantn's family dominated Fortriu after 789 and perhaps, if Constantn was a kinsman of engus I of the Picts (engus son of Fergus), from around 730. The dominance of Fortriu came to an end in 839 with a defeat by Viking armies reported by the Annals of Ulster in which King Uen of Fortriu and his brother Bran, Constantn's nephews, together with the king of Dl Riata, ed mac Boanta, "and others almost innumerable" were killed. These deaths led to a period of instability lasting a decade as several families attempted to establish their dominance in Pictland. By around 848 Kenneth MacAlpin had emerged as the winner.


          Later national myth made Kenneth MacAlpin the creator of the kingdom of Scotland, the founding of which was dated from 843, the year in which he was said to have destroyed the Picts and inaugurated a new era. The historical record for ninth century Scotland is meagre, but the Irish annals and the tenth century Chronicle of the Kings of Alba agree that Kenneth was a Pictish king, and call him "king of the Picts" at his death. The same style is used of Kenneth's brother Donald I (Domnall mac Ailpn) and sons Constantine I (Constantn mac Cineda) and ed (ed mac Cineda).


          The kingdom ruled by Kenneth's descendantsolder works used the name House of Alpin to describe them but descent from Kenneth was the defining factor, Irish sources referring to Clann Cineda meic Ailpn ("the Clan of Kenneth MacAlpin") lay to the south of the previously dominant kingdom of Fortriu, centred in the lands around the River Tay. The extent of Kenneth's nameless kingdom is uncertain, but it certainly extended from the Firth of Forth in the south to the Mounth in the north. Whether it extended beyond the mountainous spine of north Britain Druim Albanis unclear. The core of the kingdom was similar to the old counties of Mearns, Forfar, Perth, Fife, and Kinross. Among the chief ecclesiastical centres named in the records are Dunkeld, probably seat of the bishop of the kingdom, and Cell Rgmonaid (modern St Andrews).


          Kenneth's son Constantine died in 876, probably killed fighting against a Viking army which had come north from Northumbria in 874. According to the king lists, he was counted the 70th and last king of the Picts in later times.


          


          Britain and Ireland at the end of the ninth century
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          In 899 Alfred the Great, king of Wessex, died leaving his son Edward the Elder as ruler of Britain south of the River Thames and his daughter thelfld and son-in-law thelred ruling the western, English part of Mercia. The situation in the Danish kingdoms of eastern Britain is less clear. King Eohric was probably ruling in East Anglia, but no dates can reliably be assigned to the successors of Guthfrith of York in Northumbria. It is known that Guthfrith was succeeded by Sigurd and Cnut, although whether these men ruled jointly or one after the other is uncertain. Northumbria may have been divided by this time between the Viking kings in York and the local rulers, perhaps represented by Eadulf, based at Bamburgh who controlled the lands from the River Tyne or River Tees to the Forth in the north.


          In Ireland, Flann Sinna, married to Constantine's aunt Mel Muire, was dominant. The years around 900 represented a period of weakness among the Vikings and Norse-Gaels of Dublin. They are reported to have been divided between two rival leaders. In 894 one group left Dublin, perhaps settling on the Irish Sea coast of Britain between the River Mersey and the Firth of Clyde. The remaining Dubliners were expelled in 902 by Flann Sinna's son-in-law Cerball mac Muirecin, and soon afterwards appeared in western and northern Britain.


          To the south-west of Constantine's lands lay the kingdom of Strathclyde. This extended north into the Lennox, east to the River Forth, and south into the Southern Uplands. In 900 it was ruled by King Domnall I.


          The situation of the Gaelic kingdoms of Dl Riata in western Scotland is uncertain. No kings are known by name after ed mac Boanta. The Frankish Annales Bertiniani may record the conquest of the Inner Hebrides, the seaward part of Dl Riata, by Northmen in 849. In addition to these, the arrival of new groups of Vikings from northern and western Europe was still commonplace. Whether there were Viking or Norse-Gael kingdoms in the Western Isles or the Northern Isles at this time is debated.


          


          Early life


          ed, Constantine's father, succeeded Constantine's uncle and namesake Constantine I in 876 but was killed in 878. ed's short reign is glossed as being of no importance by most king lists. Although the date of his birth is nowhere recorded, Constantine II cannot have been born any later than the year after his father's death, that is 879. His name may suggest that he was born rather earlier, during the reign of his uncle Constantine I.


          After ed's death there is a two decade gap until the death of Donald II (Domnall mac Constantn) in 900 during which nothing is reported in the Irish annals. The entry for the reign between ed and Donald II is corrupt in the Chronicle of the Kings of Alba, and in this case the Chronicle is at variance with every other king list. According to the Chronicle, ed was followed by Eochaid, a grandson of Kenneth MacAlpin, who is somehow connected with Giric, but all other lists say that Giric ruled after ed and make great claims for him. Giric is not known to have been a kinsman of Kenneth's, although it has been suggested that he was related to him by marriage. The major changes in Pictland which began at about this time have been associated by Alex Woolf and Archie Duncan with Giric's reign.


          Woolf suggests that Constantine and his cousin Donald may have passed Giric's reign in exile in Ireland where their aunt Mel Muire was wife of two successive High Kings of Ireland, ed Findliath and Flann Sinna. Giric died in 889. If he had been in exile, Constantine may have returned to Pictland where his cousin Donald II became king. Donald's reputation is suggested by the epithet dasachtach, a word used of violent madmen and mad bulls, attached to him in the eleventh century writings of Flann Mainistrech, echoed by the his description in the Prophecy of Berchan as "the rough one who will think relics and psalms of little worth". Wars with the Viking kings in Britain and Ireland continued during Donald's reign and he was probably killed fighting yet more Vikings at Dunnottar in the Mearns in 900. Constantine succeeded him as king.


          


          Vikings and bishops
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          The earliest event recorded in the Chronicle of the Kings of Alba in Constantine's reign is an attack by Vikings and the plundering of Dunkeld "and all Albania" in his third year. This is the first use of the word Albania, the Latin form of the Old Irish Alba, in the Chronicle which until then describes the lands ruled by the descendants of Cined as Pictavia.


          These Northmen may have been some of those who were driven out of Dublin in 902, but could also have been the same group who had defeated Domnall in 900. The Chronicle states that the Northmen were killed in Srath Erenn, which is confirmed by the Annals of Ulster which records the death of mar grandson of mar and many others at the hands of the men of Fortriu in 904. This mar was the first of the U mair, that is the grandsons of mar, to be reported; three more grandsons of mar appear later in Constantn's reign. The Fragmentary Annals of Ireland contain an account of the battle, and this attributes the defeat of the Norsemen to the intercession of Saint Columba following fasting and prayer. An entry in the Chronicon Scotorum under the year 904 may possibly contain a corrupted reference to this battle.


          The next event reported by the Chronicle of the Kings of Alba is dated to 906. This records that:


          
            King Constantine and Bishop Cellach met at the Hill of Belief near the royal city of Scone and pledged themselves that the laws and disciplines of the faith, and the laws of churches and gospels, should be kept pariter cum Scottis.

          


          The meaning of this entry, and its significance, have been the subject of debate.
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          The phrase pariter cum Scottis in the Latin text of the Chronicle has been translated in several ways. William Forbes Skene and Alan Orr Anderson proposed that it should be read as "in conformity with the customs of the Gaels", relating it to the claims in the king lists that Giric liberated the church from secular oppression and adopted Irish customs. It has been read as "together with the Gaels", suggesting either public participation or the presence of Gaels from the western coasts as well as the people of the east coast. Finally, it is suggested that it was the ceremony which followed "the custom of the Gaels" and not the agreements.


          The idea that this gathering agreed to uphold Irish laws governing the church has suggested that it was an important step in the gaelicisation of the lands east of Druim Alban. Others have proposed that the ceremony in some way endorsed Constantine's kingship, prefiguring later royal inaugurations at Scone. Alternatively, if Bishop Cellach was appointed by Giric, it may be that the gathering was intended to heal a rift between king and church.


          


          Return of the U mair


          Following the events at Scone, there is little of substance reported for a decade. A story in the Fragmentary Annals of Ireland, perhaps referring to events some time after 911, claims that Queen thelfld, who ruled in Mercia, allied with the Irish and northern rulers against the Norsemen on the Irish sea coasts of Northumbria. The Annals of Ulster record the defeat of an Irish fleet from the kingdom of Ulaid by Vikings "on the coast of England" at about this time.


          In this period the Chronicle of the Kings of Alba reports the death of Cormac mac Cuilennin, king of Munster, in the eighth year of Constantine's reign. This is followed by an undated entry which was formerly read as "In his time Dynfwal [Domnall], king of the [Strathclyde] Britons died, and Domnall son of ed was elected". This was thought to record the election of a brother of Constantine named Domnall (Donald) to the kingship of the Britons of Strathclyde and was seen as early evidence of the domination of Strathclyde by the kings of Alba. The entry in question is now read as "...Dynfwal...and Domnall son ed king of Ailech died", this Domnall being a son of ed Findliath who died on 21 March 915. Finally, the deaths of Flann Sinna and Niall Glndub are recorded.


          There are more reports of Viking fleets in the Irish Sea from 914 onwards. By 916 fleets under Sihtric Cech and Ragnall, said to be grandsons of mar (that is, they belonged to the same U mair kindred as the mar who was killed in 904), were very active in Ireland. Sihtric inflicted a heavy defeat on the armies of Leinster and retook Dublin in 917. The following year Ragnall appears to have returned across the Irish sea intent on establishing himself as king at York. The only precisely dated event in the summer of 918 is the death of Queen thelfld on 12 June 918 at Tamworth. thelfld had been negotiating with the Northumbrians to obtain their submission, but her death put an end to this and her successor, her brother Edward the Elder, was occupied with securing control of Mercia.
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          The northern part of Northumbria, and perhaps the whole kingdom, had probably been ruled by Ealdred son of Eadulf since 913. Faced with Ragnall's invasion, Ealdred came north seeking assistance from Constantine. The two advanced south to face Ragnall, and this led to a battle somewhere on the banks of the River Tyne, probably at Corbridge where Dere Street crosses the river. The battle of Corbridge appears to have been indecisive; the Chronicle of the Kings of Alba is alone in giving Constantine the victory.


          The report of the battle in the Annals of Ulster says that none of the kings or mormaers among the men of Alba were killed. This is the first surviving use of the word mormaer; other than the knowledge that Constantine's kingdom had its own bishop or bishops and royal villas, this is the only hint to the institutions of the kingdom.


          After Corbridge, Ragnall enjoyed only a short respite. In the south, Alfred's son Edward had rapidly secured control of Mercia and had a burh constructed at Bakewell in the Peak District from which his armies could easily strike north. An army from Dublin led by Ragnall's kinsman Sihtric struck at north-western Mercia in 919, but in 920 or 921 Edward met with Ragnall and other kings. The Anglo-Saxon Chronicle states that these king "chose Edward as father and lord". Among the other kings present were Constantine, Ealdred son of Eadwulf, and the king of Strathclyde, either Domnall II or, more probably, Egan I. Here, again, a new term appears in the record, the Anglo-Saxon Chronicle for the first time using the word scottas, from which Scots derives, to describe the inhabitants of Constantine's kingdom in its report of these events.


          Edward died in 924. His realms appear to have been divided with the West Saxons recognising lfweard while the Mercians chose thelstan who had been raised at thelfld's court. lfweard died within weeks of his father and thelstan was inaugurated as king of all of Edward's lands in 925.
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          By 926 Sihtric had evidently acknowledged thelstan as over-king, adopting Christianity and marrying a sister of thelstan at Tamworth. Within the year he may have abandoned his new faith and repudiated his wife, but before thelstan and he could fight, Sihtric died suddenly in 927. His kinsman, perhaps brother, Gofraid, who had remained as his deputy in Dublin, came from Ireland to take power in York, but failed. thelstan moved quickly, seizing much of Northumbria. In less than a decade, the kingdom of the English had become by far the greatest power in Britain and Ireland, perhaps stretching as far north as the Firth of Forth.


          John of Worcester's chronicle suggests that thelstan faced opposition from Constantine, from Owain of Strathclyde, and from the Welsh kings. William of Malmesbury writes that Gofraid, together with Sihtric's young son Olaf Cuaran fled north and received refuge from Constantine, which led to war with thelstan. A meeting at Eamont Bridge on 12 July 927 was sealed by an agreement that Constantine, Egan of Strathclyde, Hywel Dda, and Ealdred would "renounce all idolatry": that is, they would not ally with the Viking kings. William states that thelstan stood godfather to a son of Constantine, probably Indulf (Ildulb mac Constantn), during the conference.


          thelstan followed up his advances in the north by securing the recognition of the Welsh kings. For the next seven years, the record of events in the north is blank. thelstan's court was attended by the Welsh kings, but not by Constantine or Egan of Strathclyde. This absence of record means that thelstan's reasons for marching north against Constantine in 934 are unclear.


          thelstan's campaign is reported by in brief by the Anglo-Saxon Chronicle, and later chroniclers such as John of Worcester, William of Malmesbury, Henry of Huntingdon, and Symeon of Durham add detail to that bald account. thelstan's army began gathering at Winchester by 28 May 927, and reached Nottingham by 7 June. He was accompanied by many leaders, including the Welsh kings Hywel Dda, Idwal Foel, and Morgan ab Owain. From Mercia the army went north, stopping at Chester-le-Street, before resuming the march accompanied by a fleet of ships. Egan of Strathclyde was defeated and Symeon states that the army went as far north as Dunnottar and Fortriu, while the fleet is said to have raided Caithness, by which a much larger area, including Sutherland, is probably intended. It is unlikely that Constantine's personal authority extended so far north, and while the attacks may have been directed at his allies, they may also have been simple looting expeditions.


          The Annals of Clonmacnoise state that "the Scottish men compelled [thelstan] to return without any great victory", while Henry of Huntingdon claims that the English faced no opposition. A negotiated settlement may have ended matters: according to John of Worcester, a son of Constantine was given as a hostage to thelstan and Constantn himself accompanied the English king on his return south. He witnessed a charter with thelstan at Buckingham on 13 September 934 in which he is described as subregulus, that is a king acknowledging thelstan's overlordship. The following year, Constantine was again in England at thelstan's court, this time at Cirencester where he appears as a witness, appearing as the first of several subject kings, followed by Egan of Strathclyde and Hywel Dda, who subscribed to the diploma. At Christmas of 935, Egan of Strathclyde was once more at thelstan's court along with the Welsh kings, but Constantine was not. His return to England less than two years later would be in very different circumstances.


          


          Brunanburh and after


          Following his disappearance from thelstan's court after 935, there is no further report of Constantine until 937. In that year, together with Egan of Strathclyde and Olaf Guthfrithson, King of Dublin, Constantine invaded England. The resulting battle of BrunanburhDn Brundeis reported in the Annals of Ulster as follows:


          
            a great battle, lamentable and terrible was cruelly fought...in which fell uncounted thousands of the Northmen. ... And on the other side, a multitude of Saxons fell; but thelstan, the king of the Saxons, obtained a great victory.

          


          The battle was remembered in England a generation later as "the Great Battle". When reporting the battle, the Anglo-Saxon Chronicle abandons its usual terse style in favour of a heroic poem vaunting the great victory. In this the "hoary" Constantine, by now around 60 years of age, is said to have lost a son in the battle, a claim which the Chronicle of the Kings of Alba confirms. The Annals of Clonmacnoise give his name as Cellach. For all its fame, the site of the battle is uncertain and several sites have been advanced, with Bromborough on the Wirral the most favoured location.


          Brunanburh, for all that it had been a famous and bloody battle, settled nothing. On 27 October 939 thelstan, "pillar of the dignity of the western world" in the words of the Annals of Ulster, died at Malmesbury. He was succeeded by his brother Edmund the Elder, then aged 18. thelstan's empire, seemingly made safe by the victory of Brunanburh, collapsed in little more than a year from his death when Amlab returned from Ireland and seized Northumbria and the Mercian Danelaw. Edmund spent the remainder of Constantn's reign rebuilding the empire.


          For Constantine's last years as king there is only the meagre record of the Chronicle of the Kings of Alba. The death of thelstan is reported, as are two others. The first of these, in 938, is that of Dubacan, mormaer of Angus or son of the mormaer. Unlike the report of 918, on this occasion the title mormaer is attached to a geographical area, but it is unknown whether the Angus of 938 was in any way similar to the later mormaerdom or earldom. The second death, entered with that of thelstan, is that of Eochaid mac Ailpn, who may, from his name, have been a kinsman of Constantn.


          


          Abdication and posterity


          By the early 940s Constantine was an old man, perhaps more than 70 years of age. The kingdom of Alba was too new to be said to have a customary rule of succession, but Pictish and Irish precedents favoured an adult successor descended from Kenneth MacAlpin. Constantine's surviving son Indulf, probably baptised in 927, would have been too young to be a serious candidate for the kingship in the early 940s, and the obvious heir was Constantine's nephew, Malcolm I. As Malcolm was born no later than 901, by the 940s he was no longer a young man, and may have been impatient. Willingly or notthe 11th century Prophecy of Berchn, a verse history in the form of a supposed prophecy, states that it was not a voluntary decisionConstantine abdicated in 943 and entered a monastery, leaving the kingdom to Malcolm.


          Although his retirement may have been involuntary, the Life of Cathre of Metz and the Prophecy of Berchn portray Constantine as a devout king. The monastery which Constantine retired to, and where he is said to have been abbot, was probably that of St Andrews. This had been refounded in his reign and given to the reforming Cli D (Culdee) movement. The Cli D were subsequently to be entrusted with many monasteries throughout the kingdom of Alba until replaced in the 12th century by new orders imported from France.


          Seven years later the Chronicle of the Kings of Alba says:


          
            [Malcolm I] plundered the English as far as the river Tees, and he seized a multitude of people and many herds of cattle: and the Scots called this the raid of Albidosorum, that is, Nainndisi. But others say that Constantine made this raid, asking of the king, Malcolm, that the kingship should be given to him for a week's time, so that he could visit the English. In fact, it was Malcolm who made the raid, but Constantine incited him, as I have said.

          


          Woolf suggests that the association of Constantine with the raid is a late addition, one derived from a now-lost saga or poem.


          Constantine's death in 952 is recorded by the Irish annals, who enter it among ecclesiastics. His son Indulf would become king on Malcolm's death. The last of Constantine's certain descendants to be king in Alba was a great-grandson, Constantine III (Constantn mac Cuilin). Another son had died at Brunanburh, and, according to John of Worcester, Amlab mac Gofraid was married to a daughter of Constantine. It is possible that Constantine had other children, but like the name of his wife, or wives, this has not been recorded.


          The kingdom which began to appear in Constantine's reign continued in much the same form until the Davidian Revolution in the 12th century. As with his ecclestiastical reforms, his political legacy was the creation of a new form of Scottish kingship that lasted for two centuries after his death.
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          A constitutional monarchy, or a limited monarchy, is a form of constitutional government, wherein either an elected or hereditary monarch is the head of state, unlike in an absolute monarchy, wherein the king or the queen is the sole source of political power, as he or she is not legally bound by the national constitution. The constitutional monarchy's government and its law are the government and the law of a limited monarchy. Most constitutional monarchies have a parliamentary system (the United Kingdom, Australia, New Zealand, Japan, Malaysia, Thailand) in which the monarch is the head of state, but a directly- or indirectly-elected prime minister is head of government. Although contemporary constitutional monarchies mostly are representative, constitutional democratic monarchies, monarchies have co-existed with fascist and quasi-fascist constitutions (Italy, Japan, Spain) and with military dictatorships (Thailand).


          


          Constitutional monarchies and Absolute monarchies


          


          Constitutional monarchy in the European tradition


          Constitutional monarchy occurred in Europe after the French revolution. General Napoleon Bonaparte is considered the first monarch proclaiming himself as embodiment of the nation, rather than as a divinely-appointed ruler; this interpretation of monarchy is basic to continental constitutional monarchies. G.W.F. Hegel, in Philosophy of Right (1820) justified it philosophically, according well with evolving contemporary political theory and with the Protestant Christian view of Natural Law. Hegel forecast a constitutional monarch of limited powers, whose function is embodying the national character and constitutional continuity in emergencies, per the development of constitutional monarchy in Europe and Japan. Moreover, the ceremonial office of president (e.g. European and Israeli parliamentary democracies), is a contemporary type of Hegel's constitutional monarch (whether elected or appointed), yet, his forecast of the form of government suitable to the modern world might be perceived as prophetic. The Russian and French presidents, with their stronger powers, might be Hegelian, wielding power suited to the national will embodied.


          " The Brabanonne", Belgium's national anthem, written shortly after publication of Philosophy of Right, ends with a pledge of loyalty to: Le Roi, la Loi, la Libert! [The King, the Law, and Liberty!], said anthem might be counterpart to the French: Libert, galit, fraternit, with French Republican sentiment replaced with Belgian monarchical sentiment.


          


          Modern constitutional monarchy


          As originally conceived, a constitutional monarch was quite a powerful figure, head of the executive branch even though his or her power was limited by the constitution and the elected parliament. Some of the framers of the US Constitution may have conceived of the president as being an elected constitutional monarch, as the term was understood in their time, following Montesquieu's somewhat dated account of the separation of powers in the United Kingdom ; although the term "president" at that time implied someone with the powers of the chairman of a committee of equals, like the rotating "president" of the congress under the Articles of Confederation.


          An evolution in political thinking would, however, eventually spawn such phenomena as universal suffrage and political parties. By the mid 20th century, the political culture in Europe had shifted to the point where most constitutional monarchs had been reduced to the status of figureheads, with no effective power at all. Instead, it was the democratically elected parliaments, and their leader, the prime minister who had become those who exercised power. In many cases even the monarchs themselves, while still at the very top of the political and social hierarchy, were given the status of "servants of the people" to reflect the new, egalitarian view.


          In present terms, the difference between a parliamentary democracy that is a constitutional monarchy, and one that is a republic, is considered more a difference of detail than of substance, particularly in the common case in which the head of state serves the traditional role of embodying and representing the nation. This is reflected, for example, in all but the most die-hard Spanish Republicans accepting their country's returning to constitutional monarchy after the death of Francisco Franco.


          


          Constitutional monarchies today
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          Today constitutional monarchies are mostly associated with Western European countries such as the United Kingdom, The Netherlands, Belgium, Norway, Denmark, Spain, Luxembourg, Monaco, Liechtenstein, and Sweden. In such cases it is the prime minister who holds the day-to-day powers of governance, while the King or Queen (or other monarch, such as a Grand Duke, in the case of Luxembourg, or Prince in the case of Monaco and Liechtenstein) retains only minor to no powers. Different nations grant different powers to their monarchs. In the Netherlands, Denmark and in Belgium, for example, the Monarch formally appoints a representative to preside over the creation of a coalition government following a parliamentary election, while in Norway the King chairs special meetings of the cabinet.


          The most significant family of constitutional monarchies in the world today are the sixteen realms, all independent parliamentary democracies in a personal union relationship under Elizabeth II. Unlike some of their continental European counterparts, the Monarch and her Governors-General in the Commonwealth Realms hold significant "reserve" or "prerogative" powers, to be wielded in times of extreme emergency or constitutional crises usually to uphold parliamentary government. An instance of a Goveror General exercising his power was during the 1975 Australian constitutional crisis, where the Australian Prime Minister of the time, Gough Whitlam was effectively fired from his position, this led to much speculation that Australia should become a republic.


          In both the United Kingdom and elsewhere, a common debate centers around when it is appropriate for a monarch to use his or her political powers. When a monarch does act, political controversy can often ensue, partially because the neutrality of the crown is seen to be compromised in favour of a partisan goal. While political scientists may champion the idea of an "interventionist monarch" as a check against possible illegal action by politicians, the monarchs themselves are often driven by a more pragmatic sense of self-preservation, in which avoiding political controversy can be seen as an important way to retain public legitimacy and popularity.


          There also exists today several federal constitutional monarchies. In these countries, each subdivision has a distinct government and head of government, but all subdivisions share a monarch who is head of state of the federation as a united whole.


          


          List of current reigning monarchies


          
            
              	State

              	Last constitution established

              	Type of monarchy

              	Monarch selected by
            


            
              	[image: Flag of Andorra]Andorra

              	1993

              	Co-Principality

              	Selection of Bishop of La Seu d'Urgell and election of French President
            


            
              	[image: Flag of Bahrain]Bahrain

              	2002

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Belgium]Belgium

              	1831

              	Kingdom; popular monarchy

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Bhutan]Bhutan

              	2007

              	Kingdom

              	Hereditary succession
            


            
              	[image: Flag of Brunei]Brunei

              	

              	Sultanate

              	Hereditary succession
            


            
              	[image: Flag of Cambodia]Cambodia

              	1993

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Denmark]Denmark

              	1953

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Japan]Japan

              	1946

              	Empire

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Jordan]Jordan

              	1952

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Kuwait]Kuwait

              	1962

              	Emirate

              	Hereditary succession directed approval of al-Sabah family and majority of National Assembly
            


            
              	[image: Flag of Lesotho]Lesotho

              	1993

              	Kingdom

              	Hereditary succession directed approval of College of Chiefs
            


            
              	[image: Flag of Liechtenstein]Liechtenstein

              	1862

              	Principality

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Luxembourg]Luxembourg

              	1868

              	Grand duchy

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Malaysia]Malaysia

              	1957

              	Elective monarchy

              	Selected from nine hereditary Sultans of the Malay states
            


            
              	[image: Flag of Monaco]Monaco

              	1911

              	Principality

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Morocco]Morocco

              	1962

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of the Netherlands]Netherlands

              	1815

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Norway]Norway

              	1814

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Oman]Oman

              	

              	Sultanate

              	Hereditary succession
            


            
              	[image: Flag of Qatar]Qatar

              	

              	Emirate

              	Hereditary succession
            


            
              	[image: Flag of Saudi Arabia]Saudi Arabia

              	

              	Kingdom

              	Hereditary succession
            


            
              	[image: Flag of Spain]Spain

              	1978

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Swaziland]Swaziland

              	

              	Kingdom

              	Hereditary succession
            


            
              	[image: Flag of Sweden]Sweden

              	1974

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Thailand]Thailand

              	2007

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Tonga]Tonga

              	1970

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of the United Arab Emirates]United Arab Emirates

              	1971

              	Elective monarchy

              	Chosen by Federal Supreme Council from rulers of Abu Dhabi
            


            
              	[image: Flag of the United Kingdom]United Kingdom

              	1688

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Antigua and Barbuda]Antigua and Barbuda

              	1981

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Australia]Australia

              	1977

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of the Bahamas]The Bahamas

              	1973

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Barbados]Barbados

              	1966

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Belize]Belize

              	1981

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Canada]Canada

              	1982

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Grenada]Grenada

              	1974

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Jamaica]Jamaica

              	1962

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of New Zealand]New Zealand

              	1987

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Papua New Guinea]Papua New Guinea

              	1975

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Saint Kitts and Nevis]Saint Kitts and Nevis

              	1983

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Saint Lucia]Saint Lucia

              	1979

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Saint Vincent and the Grenadines]Saint Vincent and the Grenadines

              	1979

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of the Solomon Islands]Solomon Islands

              	1978

              	Kingdom

              	Hereditary succession directed by constitution
            


            
              	[image: Flag of Tuvalu]Tuvalu

              	1978

              	Kingdom

              	Hereditary succession directed by constitution
            

          


          


          Previous monarchies


          
            	The Polish-Lithuanian Commonwealth, formed after the Union of Lublin in 1569 and lasting till the final partition of the state in 1795 operated much like many modern European constitutional monarchies. The legislators of the unified state truly did not see it as a monarchy at all, but as a republic under the presidency of the King. Poland-Lithuania also followed the principle of "Rex regnat et non gubernat", had a bicameral parliament, and a collection of entrenched legal documents amounting to a constitution along the lines of the modern United Kingdom. The King was elected, and had the duty of maintaining the people's rights.


            	France functioned briefly as a constitutional monarchy during the post-Napoleonic era, under the reign of Louis XVIII and Charles X, but the latter's attempt at reinstating absolute monarchy led to his fall. Louis-Philippe of France was also a constitutional monarch.


            	Napolon Bonaparte, as Emperor of the French, was in theory a constitutional monarch, though he was ousted from France before his line could continue. In practice, however, he is often classed as a military dictator, whose power derived primarily from his command of the army.


            	The German Empire from 1871 to 1918, (as well as earlier confederations, and the monarchies it consisted of) was also a constitutional monarchysee Constitution of the German Empire.


            	Prior to the Iranian Revolution in 1978, Iran was a constitutional monarchy under Mohammad Reza Shah Pahlavi, which had been originally established during the Persian Constitutional Revolution in 1906.


            	Portugal until 1910 was a constitutional monarchy; the last king was Manuel II of Portugal until he was overthrown by a military coup.


            	Brazil from 1815 (United Kingdom of Portugal, Brazil and Algarves) until 1822, with the proclamation of independence and rise of the Empire of Brazil by Pedro I of Brazil. After this the Empire had ended in 1889, during the reign of Pedro II of Brazil, when the emperor was deposed by a military coup.


            	Hawaiʻi was a constitutional monarchy from the unification of the smaller independent chiefdoms of Oʻahu, Maui, Molokaʻi, Lānaʻi, and the Hawaiʻi (or the "Big Island") in 1810 until the overthrow of Queen Liliʻuokalani in 1893 by conspirators from United States that threatened her that, should she not resign, her people would suffer greatly.


            	The Grand Duchy of Finland was a constitutional monarchy though its ruler, Alexander I, who was simultaneously an autocrat and absolute ruler in Russia.


            	The Kingdom of Hungary in 18481849 and 18671918 as part of Austria-Hungary. In the interwar period (19201944) Hungary remained a constitutional monarchy without a reigning monarch.


            	Yugoslavia until 1945 when King Peter was deposed by the communist government.


            	Romania until 1947 when King Michael was forced to abdicate at gunpoint by the communists.


            	Bulgaria until 1946 when Tsar Simeon was deposed by the communist assembly without consultation of the people.


            	Greece until 1967 when King Constantine was deposed by the military government. The decision was formalised by a plebiscite in 05/04/1974.


            	Many Commonwealth republics were constitutional monarchies in personal union with the Commonwealth realms for some period after their independence.

          


          


          Other situations


          
            	Japan is the only country with a reigning emperor.


            	Luxembourg is the only country with a reigning Grand Duke.


            	Andorra, Monaco and Liechtenstein are the only countries with a reigning Prince.


            	Andorra is the only country where the head of state is vested jointly in two individuals.


            	Australia, whose constitution demands legislation for the holding of a referendum where a majority of votes in a majority of 6 states must occur for any change to take place. In 1999 a referendum was held to change the country into a republic and was defeated.
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          Constructivism was an artistic and architectural movement in Russia from 1919 onward (especially present after the October Revolution) which dismissed "pure" art in favour of an art used as an instrument for social purposes, specifically the construction of a socialist system. Constructivism as an active force lasted until around 1934, having a great deal of effect on developments in the art of the Weimar Republic and elsewhere, before being replaced by Socialist Realism. Its motifs have sporadically recurred in other art movements since.


          


          Beginnings
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              Photograph of the first Constructivist Exhibition, 1921
            

          


          The term Construction Art was first used as a derisive term by Kazimir Malevich to describe the work of Alexander Rodchenko in 1917. Constructivism first appears as a positive term in Naum Gabo's Realistic Manifesto of 1920. Constructivism was a post-First World War outgrowth of Russian Futurism, and particularly of the 'corner-counter reliefs' of Vladimir Tatlin, which had been exhibited in 1915. The term itself would be coined by the sculptors Antoine Pevsner and Naum Gabo, who developed an industrial, angular approach to their work, while its geometric abstraction owed something to the Suprematism of Kasimir Malevich. The teaching basis for the new movement was laid by The Commissariat of Enlightenment (or Narkompros) the Bolshevik government's cultural and educational ministry headed by Anatoliy Vasilievich Lunacharsky who suppressed the old Petrograd Academy of Fine Arts and the Moscow School of Painting, Sculpture and Architecture in 1918. IZO, the Commissariat's artistic bureau was run during the Russian Civil War mainly by Futurists, who published the journal Art of the Commune. The focus for Constructivism in Moscow was VKhUTEMAS, the school for art and design established in 1919. Gabo later stated that teaching at the school was focused more on political and ideological discussion than art-making. Despite this, Gabo himself designed a radio transmitter in 1920 (and would submit a design to the Palace of the Soviets competition in 1930).


          Constructivism as theory and practice derived itself from a series of debates at INKhUK (Institute of Artistic Culture) in Moscow, from 1920-22. After deposing its first chairman, Wassily Kandinsky for his 'mysticism', The First Working Group of Constructivists (including Liubov Popova, Alexander Vesnin, Rodchenko, Varvara Stepanova, and the theorists Alexei Gan, Boris Arvatov and Osip Brik) would arrive at a definition of Constructivism as the combination of faktura: the particular material properties of the object, and tektonika, its spatial presence. Initially the Constructivists worked on three-dimensional constructions as a first step to participation in industry: the OBMOKhU (Society of Young Artists) exhibition showed these three dimensional compositions, by Rodchenko, Stepanova, Karl Ioganson and the Stenberg Brothers. Later the definition would be extended to designs for one-dimensional works such as books or posters, with montage and factography becoming important concepts.


          


          Art in the service of the Revolution
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              Agitprop poster by Mayakovsky
            

          


          As much as involving itself in designs for industry, the Constructivists worked on public festivals and street designs for the post-October revolution Bolshevik government. Perhaps the most famous of these was in Vitebsk, where Malevich's UNOVIS Group painted propaganda plaques and buildings (the best known being El Lissitzky's poster Beat the Whites with the Red Wedge (1919)). Inspired by Vladimir Mayakovsky's declaration 'the streets our brushes, the squares our palettes', artists and designers participated in public life throughout the Civil War. A striking instance was the proposed festival for the Comintern congress in 1921 by Alexander Vesnin and Liubov Popova, which resembled the constructions of the OBMOKhU exhibition as well as their work for the theatre. There was a great deal of overlap in this period between Constructivism and Proletkult, the ideas of which concerning the need to create an entirely new culture struck a chord with the Constructivists. In addition some Constructivists were heavily involved in the 'ROSTA Windows', a Bolshevik public information campaign of around 1920. Some of the most famous of these were by the poet-painter Vladimir Mayakovsky and Vladimir Lebedev.


          As a part of the early Soviet youth movement, the constructivists took an artistic outlook aimed to encompass cognitive, material activity, and the whole of spirituality of mankind. The artists tried to create works that would take the viewer out of the traditional setting and make them an active viewer of the artwork. In this it had similarities with the Russian Formalists' theory of 'making strange', and accordingly their leading theorist Viktor Shklovsky worked closely with the Constructivists, as did other formalists like Osip Brik. These theories were tested in the theatre, particularly in the work of Vsevolod Meyerhold, who had set up what he called 'October in the theatre'. Meyerhold developed a 'biomechanical' acting style, which was influenced both by the circus and by the 'scientific management' theories of Frederick Winslow Taylor. Meanwhile the stage sets by the likes of Vesnin, Popova and Stepanova tested out Constructivist spatial ideas in a public form. A more populist version of this was developed by Alexander Tairov, with stage sets by Aleksandra Ekster and the Stenberg Brothers. These ideas would go on to influence German directors like Bertolt Brecht and Erwin Piscator, as well as the early Soviet cinema.


          


          Tatlin, 'Construction Art' and Productivism
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          The canonical work of Constructivism was Vladimir Tatlin's proposal for the Monument to the Third International (1919) which combined a machine aesthetic with dynamic components celebrating technology such as searchlights and projection screens. Gabo publicly criticized Tatlin's design saying Either create functional houses and bridges or create pure art, not both. This had already led to a major split in the Moscow group in 1920 when Gabo and Pevsner's Realistic Manifesto asserted a spiritual core for the movement. This was opposed to the utilitarian and adaptable version of Constructivism held by Tatlin and Rodchenko. Tatlin's work was immediately hailed by artists in Germany as a revoltion in art: a 1920 photo shows George Grosz and John Heartfield holding a placard saying 'Art is Dead - Long Live Tatlin's Machine Art', while the designs for the tower were published in Bruno Taut's magazine Fruhlicht.


          Tatlin's tower started a period of exchange of ideas between Moscow and Berlin, something reinforced by El Lissitzky and Ilya Ehrenburg's Soviet-German magazine Veshch-Gegenstand-Objet which spread the idea of 'Construction art', as did the Constructivist exhibits at the 1922 Russische Ausstellung in Berlin, organised by Lissitzky. A 'Constructivist international' was formed, which met with Dadaists and De Stijl artists in Germany in 1922. Participants in this short-lived international included Lissitzky, Hans Richter, and Laszlo Moholy-Nagy. However the idea of 'art' was becoming anathema to the Russian Constructivists: the INKhUK debates of 1920-22 had culminated in the theory of Productivism propounded by Osip Brik and others, which demanded direct participation in industry and the end of easel painting. Tatlin was one of the first to answer this and attempt to transfer his talents to industrial production, with his designs for an economical stove, for workers' overalls and for furniture. The Utopian element in Constructivism was maintained by his 'letatlin', a flying machine which he worked on until the 1930s.


          


          Constructivism and Consumerism
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          In 1921, a New Economic Policy was set in place in the Soviet Union, which reintroduced a limited state capitalism into the Soviet economy. Rodchenko, Stepanova, and others made advertising for the co-operatives that were now in competition with commercial businesses. The poet-artist Vladimir Mayakovsky and Rodchenko worked together and called themselves "advertising constructors". Together they designed eye-catching images featuring bright colours, geometric shapes, and bold lettering. The lettering of most of these designs was intended to create a reaction, and function on emotional and substantive levels - most were designed for the state-run department store Mosselprom in Moscow, for pacifiers, cooking oil, beer and other quotidian products, with Mayakovsky claiming that his 'nowhere else but Mosselprom' verse was one of the best he ever wrote.


          In addition, several artists tried to work in clothes design with varying levels of success: Varvara Stepanova designed dresses with bright, geometric patterns that were mass-produced, although workers' overalls by Tatlin and Rodchenko never achieved this and remained prototypes. The painter and designer Lyubov Popova designed a kind of Constructivist flapper dress before her early death in 1924, the plans for which were published in the journal LEF. In these works Constructivists showed a willingness to involve themselves in fashion and the mass market, which they tried to balance with their Communist beliefs.


          


          LEF and Constructivist Cinema


          


          The Soviet Constructivists organised themselves in the 1920s into the 'Left Front of the Arts', who produced the influential journal LEF, (which had two runs, from 1923-5 and from 1927-9 as New LEF). LEF was dedicated to maintaining the avant-garde against the critiques of the incipient Socialist Realism, and the possibility of a capitalist restoration, with the journal being particularly scathing about the 'NEPmen', the capitalists of the period. For LEF the new medium of cinema was more important than the easel painting and traditional narratives that elements in the Communist Party were trying to revive at that point. Leading Constructivists were heavily involved in film, with Mayakovsky starring in The Young Lady and the Hooligan (1919), Rodchenko's designs for the intertitles and animated sequences of Dziga Vertov's Kino Eye (1924), and Aleksandra Ekster designed the sets and costumes for the science fiction film Aelita (1924).


          The Productivist theorists Osip Brik and Sergei Tretyakov also wrote screenplays and intertitles, for films such as Vsevolod Pudovkin's Storm over Asia (1928) or Victor Turin's Turksib (1929). The filmmakers and LEF contributors Dziga Vertov and Sergei Eisenstein as well as the documentarist Esfir Shub also regarded their fast-cut, montage style of filmmaking as Constructivist. The early Eccentrist films of Grigori Kozintsev and Leonid Trauberg (New Babylon, Odna) had similarly avant-garde intentions, as well as a fixation on jazz-age America which ran through the movement, with its praise of slapstick directors like Charlie Chaplin or Buster Keaton, as well as of Fordist mass production. Like the photomontages and designs of Constructivism, early Soviet film concentrated on creating an agitational effect through Montage and 'making strange'.


          


          Photography and Photomontage
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              'Stairway' by Rodchenko, 1930
            

          


          The Constructivists were early pioneers of the techniques of photomontage. Gustav Klutsis' 'Dynamic City' and 'Lenin and Electrification' (1919-20) are the first examples of this method of montage, which had in common with Dadaism the collaging together of news photographs and painted sections. However Constructivist montages would be less 'destructive' than in Dada. Perhaps the most famous of these montages was Rodchenko's illustrations to the Mayakovsky poem About This.


          LEF also helped popularise a distinctive style of photography, involving jagged angles and contrasts and an abstract use of light, which paralleled the work of Laszlo Moholy-Nagy in Germany: the leading lights of this included, along with Rodchenko, Boris Ignatovich and Max Penson, among others. This also shared many characteristics with the early documentary movement. Meanwhile LEF produced an architectural offshoot, the OSA group led by Alexander Vesnin and Moisei Ginzburg - for more information see Constructivist architecture.


          


          Constructivist Graphic Design
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              Poster by Gustav Klutsis, 1930
            

          


          The book designs of Rodchenko, El Lissitzky and others such as Solomon Telingater and Anton Lavinsky were a major inspiration for the work of radical designers in the west, particularly Jan Tschichold. Many Constructivists worked on the design of posters for everything from film to political propaganda: the former best represented by the brightly coloured, geometric jazz-age posters of the Stenberg brothers, and the latter by the agitational photomontage work of Gustav Klutsis and Valentina Kulagina.


          The Constructivists' main political patron early on was Leon Trotsky, and it began to be regarded with suspicion after the expulsion of Trotsky and the Left Opposition in 1927-8. The Communist Party would gradually come to favour realist art over the course of the 1920s (as early as 1918 Pravda had complained that government funds were being used to buy works by untried artists). However it wasn't until around 1934 that the counter-doctrine of Socialist Realism was instituted in Constructivism's place. Many Constructivists continued to produce avantgarde work in the service of the state, such as in Lissitzky, Rodchenko and Stepanova's designs for the magazine USSR In Construction.


          


          Legacy


          A number of Constructivists would teach or lecture at the Bauhaus, and some of the VKhUTEMAS teaching methods were taken up and developed there. Gabo established a version of Constructivism in England in the 1930s and 1940s that was taken up by architects, designers and artists after World War II (see Victor Pasmore), and John McHale. Joaquin Torres Garcia and Manuel Rendn were instrumental in spreading the Constructivist Movement throughout Europe and Latin America. The Constructivist Movement had an enormous impact on the modern masters of Latin America such as: Carlos Merida, Enrique Tbara, Anbal Villacs, Theo Constant, Oswaldo Viteri, Estuardo Maldonado, Luis Molinari, Carlos Catasse, and Oscar Niemeyer, to name just a few. There have also been disciples in Australia, the painter George Johnson being the most widely known. See also Constructivist architecture on the architectural avantgarde of the 1920s and 30s in the USSR.


          In the 1980s graphic designer Neville Brody used styles based on Constructivist posters that sparked a revival of popular interest.


          Deconstructivist architecture by architects Zaha Hadid, Rem Koolhaas and others takes constructivism as a point of departure for works in the late 20th and early 21st centuries. Zaha Hadid in her sketches and drawings of abstract triangles and rectangles evokes the aesthetic of constructivism. Though formally similar, the socialist political connotations of Russian constructivism are de emphasized in Hadid's deconstructivism. Rem Koolhaas' projects recall another aspect of constructivism. The scaffold and crane-like structures represented by many constructivist architects, return in the finished forms of his designs and buildings.


          


          Artists Associated with Constructivism


          
            
              	
                
                  	Ella Bergmann-Michel - (1896-1971)


                  	Norman Carlberg, sculptor (1928 - )


                  	Carlos Catasse - (1944-Present)


                  	Theo Constant - (1934-Present)


                  	Avgust Černigoj - (1898-1985)


                  	John Ernest - (1922-1994)


                  	Naum Gabo - (1890-1977)


                  	Moisei Ginzburg, architect


                  	Erwin Hauer - (1926- )


                  	Gustav Klutsis - (1895-1938)


                  	El Lissitzky - (1890-1941)


                  	Ivan Leonidov


                  	Louis Lozowick - (1892-1973)


                  	Berthold Lubetkin


                  	Estuardo Maldonado - (1930-Present)


                  	Vsevolod Meyerhold


                  	Vladimir Shukhov - (1853-1939)


                  	Konstantin Melnikov - (1890-1974)


                  	Vadim Meller - (1884-1962)

                


                
                  
                    	
                  

                

              

              	

              	
                
                  	John McHale - (1922-1978)


                  	Lszl Moholy-Nagy - (1895-1946)


                  	Tomoyoshi Murayama - (1901-1977)


                  	Victor Pasmore - (1908-1998)


                  	Antoine Pevsner - (1886-1962)


                  	Lyubov Popova - (1889-1924)


                  	Manuel Rendn Seminario - (1894-1982)


                  	Aleksandr Rodchenko - (1891-1956)


                  	Oskar Schlemmer - (1888-1943)


                  	Georgii and Vladimir Stenberg


                  	Varvara Stepanova - (1894-1958)


                  	Enrique Tbara - (1930-Present)


                  	Vladimir Tatlin - (1885-1953)


                  	Joaquin Torres Garcia - (1874-1949)


                  	Vasiliy Yermilov - (1894-1967)


                  	Dziga Vertov - filmmaker (1896-1954)


                  	Alexander Vesnin


                  	Anbal Villacs - (1927-Present)


                  	Oswaldo Viteri - (1931-Present)
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        Consumer protection


        
          

          Consumer protection is a form of government regulation which protects the interests of consumers. For example, a government may require businesses to disclose detailed information about productsparticularly in areas where safety or public health is an issue, such as food. Consumer protection is linked to the idea of consumer rights (that consumers have various rights as consumers), and to the formation of consumer organizations which help consumers make better choices in the marketplace.


          


          Consumer law


          Consumer protection law or consumer law is considered an area of public law that regulates private law relationships between individual consumers and the businesses that sell those goods and services. Consumer protection covers a wide range of topics including but not necessarily limited to product liability, privacy rights, unfair business practices, fraud, misrepresentation, and other consumer/business interactions.


          Such laws deal with bankruptcy, credit repair, debt repair, product safety, service contracts, bill collector regulation, pricing, utility turnoffs, consolidation and much more.


          


          In specific countries


          


          United States


          
            [image: Consumer protection laws often mandate the posting of notices, such as this one which appears in all automotive repair shops in California]
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          In the United States there are a variety of laws at both the federal or state levels that regulate consumer affairs. Among them are the federal Fair Debt Collection Practices Act, the Fair Credit Reporting Act, Truth in Lending Act, Fair Credit Billing Act, and the Gramm-Leach-Bliley Act. Federal consumer protection laws are mainly enforced by the Federal Trade Commission and the U.S. Department of Justice.


          At the state level, many states have a Department of Consumer Affairs devoted to regulating certain industries and protecting consumers who regularly use goods and services from those industries.


          For example, in the U.S. state of California, the California Department of Consumer Affairs regulates about 2.3 million professionals in over 230 different professions through its 40 regulatory entities. In addition, California encourages its consumers to act as private attorneys general through the liberal provisions of its Consumers Legal Remedies Act, Cal. Civil Code  1750 et seq. California has the nations strongest consumer protection laws due in part to the rigorous advocacy and lobbying by groups such as Consumer Federation of California and Privacy Rights Clearinghouse.


          


          European Union


          The European Union has been very active in the field of consumer protection, producing a considerable volume of Directives which require member states to regulate consumer protection to a particular standard (which may or may not allow a higher standard of regulation). A very important innovation has been the Unfair Commercial Practices Directive. There exists a European Commissioner for Consumer Protection, a post currently held by the Bulgarian Meglena Kuneva.


          


          Germany


          The Federal Republic of Germany is a member state of the European Union and is bound by the consumer protection directives of the European Union. Thus a large part of German consumer protection law has been enacted pursuant to European Directives (e.g. the directives on door-to-door sales, consumer credits, distance selling, package tours, product liability etc.). In 2002, a large part of this legislation was integrated into the German Civil Code (" Brgerliches Gesetzbuch").


          A minister of the federal cabinet is responsible for consumer rights and protection (Verbraucherschutzminister). In the current cabinet of Angela Merkel, this is Horst Seehofer.


          When issuing public warnings about products and services, the issuing authority has to take into account that this affects the supplier's constitutionally protected economic liberty (article 12 Basic Law, see Bundesverwaltungsgericht (Federal Administrative Court) Case 3 C 34.84, 71 BVerwGE 183.


          


          United Kingdom


          The United Kingdom is a member state of the European Union and, like the Federal Republic of Germany, is bound by the consumer protection directives of the European Union. In the UK, consumer laws are enforced nationally by the Office of Fair Trading which is the UK's consumer and competition watchdog, with a remit to make markets work well for consumers, and at a local, municipal level by Trading Standards departments. .


          


          Other Commonwealth countries


          In New Zealand, the corresponding agency is the Ministry of Consumer Affairs and the New Zealand Commerce Commission . In Australia the corresponding agency is the Australian Competition and Consumer Commission or the individual State Consumer Affairs agencies.


          


          Consumer advocacy groups


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Consumer_protection"
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        Contact lens
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          A contact lens (also known simply as a "contact") is a corrective, cosmetic, or therapeutic lens usually placed on the cornea of the eye. Modern contact lenses were invented by the Czech chemist Otto Wichterle, who also invented the first gel used for their production.


          Contact lenses usually serve the same corrective purpose as conventional glasses, but are lightweight and virtually invisible  many commercial lenses are tinted a faint blue to make them more visible when immersed in cleaning and storage solutions. Some cosmetic lenses are deliberately colored for altering the appearance of the eye.


          It has been estimated that 125 million people use contact lenses worldwide (2%), including 28 to 38 million in the United Statesand 13 million in Japan. The types of lenses used and prescribed vary markedly between countries, with rigid lenses accounting for over 20% of currently-prescribed lenses in Japan, Netherlands and Germany but less than 5% in Scandinavia.


          People choose to wear contact lenses for various reasons. Many consider their appearance to be more attractive with contact lenses than with glasses. Contact lenses are less affected by wet weather, do not steam up, and provide a wider field of vision. They are more suitable for a number of sporting activities. Additionally, ophthalmological conditions such as keratoconus and aniseikonia may not be accurately corrected with glasses.


          


          History
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          Leonardo da Vinci is frequently credited with introducing the general principle of contact lenses in his 1508 Codex of the eye, Manual D, where he described a method of directly altering corneal power by submerging the eye in a bowl of water. Leonardo, however, did not suggest his idea be used for correcting vision  he was more interested in learning about the mechanisms of accommodation of the eye.


          Ren Descartes proposed another idea in 1636, in which a glass tube filled with liquid is placed in direct contact with the cornea. The protruding end was to be composed of clear glass, shaped to correct vision; however the idea was impracticable, since it would make blinking impossible.


          In 1801, while conducting experiments concerning the mechanisms of accommodation, scientist Thomas Young constructed a liquid-filled "eyecup" which could be considered a predecessor to the contact lens. On the eyecup's base, Young fitted a microscope eyepiece. However, like Leonardo's, Young's device was not intended to correct refraction errors.


          Sir John Herschel, in a footnote of the 1845 edition of the Encyclopedia Metropolitana, posed two ideas for the visual correction: the first "a spherical capsule of glass filled with animal jelly", and "a mould of the cornea" which could be impressed on "some sort of transparent medium". Though Herschel reportedly never tested these ideas, they were both later advanced by several independent inventors such as Hungarian Dr. Dallos (1929), who perfected a method of making molds from living eyes. This enabled the manufacture of lenses that, for the first time, conformed to the actual shape of the eye.


          It was not until 1887 that a German glassblower, F.E. Muller, produced the first eye covering to be seen through and tolerated. In the next year, the German physiologist Adolf Eugen Fick constructed and fitted the first successful contact lens. While working in Zrich, he described fabricating afocal scleral contact shells, which rested on the less sensitive rim of tissue around the cornea, and experimentally fitting them: initially on rabbits, then on himself, and lastly on a small group of volunteers. These lenses were made from heavy brown glass and were 1821mm in diameter. Fick filled the empty space between cornea/callosity and glass with a dextrose solution. He published his work, "Contactbrille", in the journal Archiv fr Augenheilkunde in March 1888.


          Fick's lens was large, unwieldy, and could only be worn for a few hours at a time. August Mller in Kiel, Germany, corrected his own severe myopia with a more convenient glass-blown scleral contact lens of his own manufacture in 1888.


          Also in 1887, Louis J. Girard invented a similar scleral form of contact lens.


          Glass-blown scleral lenses remained the only form of contact lens until the 1930s when polymethyl methacrylate (PMMA or Perspex/Plexiglas) was developed, allowing plastic scleral lenses to be manufactured for the first time. In 1936, optometrist William Feinbloom introduced plastic lenses, making them lighter and more convenient. These lenses were a combination of glass and plastic.


          In 1949, the first "corneal" lenses were developed. These were much smaller than the original scleral lenses, as they sat only on the cornea rather than across all of the visible ocular surface, and could be worn up to sixteen hours per day. PMMA corneal lenses became the first contact lenses to have mass appeal through the 1960s, as lens designs became more sophisticated with improving manufacturing (lathe) technology.


          One important disadvantage of PMMA lenses is that no oxygen is transmitted through the lens to the conjunctiva and cornea, which can cause a number of adverse clinical effects. By the end of the 1970s, and through the 1980s and 1990s, a range of oxygen-permeable but rigid materials were developed to overcome this problem. Collectively, these polymers are referred to as "rigid gas permeable" or "RGP" materials or lenses. Although all the above lens types  sclerals, PMMA lenses and RGPs  could be correctly referred to as being "hard" or "rigid," the term hard is now used to refer to the original PMMA lenses which are still occasionally fitted and worn, whereas rigid is a generic term which can be used for all these lens types. That is, hard lenses (PMMA lenses) are a sub-set of rigid lenses. Occasionally, the term "gas permeable" is used to describe RGP lenses, but this is potentially misleading, as soft lenses are also gas permeable in that they allow oxygen to move through the lens to the ocular surface.


          The principal breakthrough in soft lenses was made by the Czech chemist Otto Wichterle who published his work "Hydrophilic gels for biological use" in the journal Nature in 1959. This led to the launch of the first soft (hydrogel) lenses in some countries in the 1960s and the first approval of the 'Soflens' material by the United States Food and Drug Administration (FDA) in 1971. These lenses were soon prescribed more often than rigid lenses, mainly due to the immediate comfort of soft lenses; by comparison, rigid lenses require a period of adaptation before full comfort is achieved. The polymers from which soft lenses are manufactured improved over the next 25 years, primarily in terms of increasing the oxygen permeability by varying the ingredients making up the polymers.


          In 1999, an important development was the launch of the first silicone hydrogels onto the market. These new materials encapsulated the benefits of silicone  which has extremely high oxygen permeability  with the comfort and clinical performance of the conventional hydrogels which had been used for the previous 30 years. These lenses were initially advocated primarily for extended (overnight) wear although more recently, daily (no overnight) wear silicone hydrogels have been launched.


          


          Types of contact lenses


          Contact lenses are classified in many different manners.


          


          By function


          


          Corrective contact lenses


          A corrective contact lens is a lens designed to improve vision. In many people, there is a mismatch between the refractive power of the eye and the length of the eye, leading to a refraction error. A contact lens neutralizes this mismatch and allows for correct focusing of light onto the retina. Conditions correctable with contact lenses include near (or short) sightedness ( myopia), far (or long) sightedness ( hypermetropia), astigmatism and presbyopia. Contact wearers must usually take their contacts out every night or every few days, depending on the brand and style of the contact. Recently there has been renewed interest in orthokeratology, the correction of myopia by deliberate overnight flattening of the cornea, leaving the eye without contact lens or eyeglasses correction during the day.


          For those with certain colour deficiencies, a red-tinted "X-Chrom" contact lens may be used. Although the lens does not restore normal colour vision, it allows some colorblind individuals to distinguish colors better.


          ChromaGen lenses have been used and these have been shown to have some limitations with vision at night although otherwise producing significant improvements in colour vision. An earlier study showed very significant improvements in colour vision and patient satisfaction


          Later work that used these ChromaGen lenses with dyslexics in a randomised, double-blind, placebo controlled trial showed highly significant improvements in reading ability over reading without the lenses This system has been granted FDA approval in the United States, which is reassuring to patients, and so its scientific approach has been correctly validated.


          


          Cosmetic contact lenses


          A cosmetic contact lens is designed to change the appearance of the eye. These lenses may also correct the vision, but some blurring or obstruction of vision may occur as a result of the colour or design. In the United States, the FDA frequently calls non-corrective cosmetic contact lenses decorative contact lenses.


          Theatrical contact lenses are a type of cosmetic contact lens that are used primarily in the entertainment industry to make the eye appear pleasing, unusual or unnatural in appearance, most often in horror and zombie movies, where lenses can make one's eyes appear demonic, cloudy and lifeless, or even to make the pupils of the wearer appear dilated to simulate the natural appearance of the pupils under the influence of various illicit drugs.


          Scleral lenses cover the white part of the eye (i.e. sclera) and are used in many theatrical lenses.. Due to their size, these lenses are difficult to insert and do not move very well within the eye. They may also hamper the vision as the lens has a small area for the user to see through. As a result they generally cannot be worn for more than 3 hours as they can cause temporary vision disturbances.


          Similar lenses have more direct medical applications. For example, some lenses can give the iris an enlarged appearance, or mask defects such as absence ( aniridia) or damage ( dyscoria) to the iris.


          Although many brands of contact lenses are lightly tinted to make them easier to handle, cosmetic lenses worn to change the colour of the eye are far less common, accounting for only 3% of contact lens fits in 2004.


          


          Therapeutic contact lenses


          Soft lenses are often used in the treatment and management of non-refractive disorders of the eye. A bandage contact lens protects an injured or diseased cornea from the constant rubbing of blinking eyelids thereby allowing it to heal. They are used in the treatment of conditions including bullous keratopathy, dry eyes, corneal ulcers and erosion, keratitis, corneal edema, descemetocele, corneal ectasis, Mooren's ulcer, anterior corneal dystrophy, and neurotrophic keratoconjunctivitis. Contact lenses that deliver drugs to the eye have also been developed.


          


          By constructional material
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          The first contact lenses were made of glass, which caused eye irritation, and were not wearable for extended periods of time. But when William Feinbloom introduced lenses made from polymethyl methacrylate (PMMA or Perspex/Plexiglas), contacts became much more convenient. These PMMA lenses are commonly referred to as "hard" lenses (this term is not used for other types of contacts).


          However, PMMA lenses have their own side effects: no oxygen is transmitted through the lens to the cornea, which can cause a number of adverse clinical events. In the late 1970s, and through the 1980s and 1990s, improved rigid materials  which were also oxygen-permeable  were developed. Collectively, these polymers are referred to as rigid gas permeable or 'RGP' materials or lenses.


          Rigid lenses offer a number of unique properties. In effect, the lens is able to replace the natural shape of the cornea with a new refracting surface. This means that a regular (spherical) rigid contact lens can provide good level of vision in people who have astigmatism or distorted corneal shapes as with keratoconus.


          While rigid lenses have been around for about 120 years, soft lenses are a much more recent development. The principal breakthrough in soft lenses made by Otto Wichterle led to the launch of the first soft ( hydrogel) lenses in some countries in the 1960s and the approval of the 'Soflens' material (polymacon) by the United States FDA in 1971. Soft lenses are immediately comfortable, while rigid lenses require a period of adaptation before full comfort is achieved. The polymers from which soft lenses are manufactured improved over the next 25 years, primarily in terms of increasing the oxygen permeability by varying the ingredients making up the polymers.


          A small number of hybrid rigid/soft lenses exist. An alternative technique is piggybacking of contact lenses, a smaller, rigid lens being mounted atop a larger, soft lens. This is done for a variety of clinical situations where a single lens will not provide the optical power, fitting characteristics, or comfort required.


          In 1999, ' silicone hydrogels' became available. Silicone hydrogels have both the extremely high oxygen permeability of silicone and the comfort and clinical performance of the conventional hydrogels. These lenses were initially advocated primarily for extended (overnight) wear, although more recently daily (no overnight) wear silicone hydrogels have been launched.


          While it provides the oxygen permeability, the silicone also makes the lens surface highly hydrophobic and less "wettable." This frequently results in discomfort and dryness during lens wear. In order to compensate for the hydrophobicity, hydrogels are added (hence the name "silicone hydrogels") to make the lenses more hydrophilic. However the lens surface may still remain hydrophobic. Hence some of the lenses undergo surface modification processes which cover the hydrophobic sites of silicone. Some other lens types incorporate internal rewetting agents to make the lens surface hydrophilic.


          


          By wear time


          A daily wear contact lens is designed to be removed prior to sleeping. An extended wear (EW) contact lens is designed for continuous overnight wear, typically for 6 or more consecutive nights. Newer materials, such as silicone hydrogels, allow for even longer wear periods of up to 30 consecutive nights; these longer-wear lenses are often referred to as continuous wear (CW). Generally, extended wear lenses are discarded after the specified length of time. These are increasing in popularity, due to their obvious convenience. Extended- and continuous-wear contact lenses can be worn for such long periods of time because of their high oxygen permeability (typically 5-6 times greater than conventional soft lenses), which allows the eye to remain healthy.


          Extended lens wearers may have an increased risk for corneal infections and corneal ulcers, primarily due to poor care and cleaning of the lenses, tear film instability, and bacterial stagnation. Corneal neovascularization has historically also been a common complication of extended lens wear, though this does not appear to be a problem with silicone hydrogel extended wear. The most common complication of extended lens use is conjunctivitis, usually allergic or giant papillary conjunctivitis (GPC), sometimes associated with a poorly fitting contact lens.


          


          By frequency of replacement


          The various soft contact lenses available are often categorized by their replacement schedule. The shortest replacement schedule is single use (daily disposable) lenses, which are disposed of each night. These may be best for patients with ocular allergies or other conditions, because it limits deposits of antigens and protein. Single use lenses are also useful for people who use contacts infrequently, or for purposes (e.g. swimming or other sporting activities) where losing a lens is likely. More commonly, contact lenses are prescribed to be disposed of on a two-week or monthly basis. Quarterly or annual lenses, which used to be very common, have lost favour because a more frequent disposal schedule allows for thinner lenses and limits deposits. Rigid gas permeable lenses are very durable and may last for several years without the need for replacement.


          


          By design


          A spherical contact lens is one in which both the inner and outer optical surfaces are portions of a sphere. A toric lens is one in which either or both of the optical surfaces have the effect of a cylindrical lens, usually in combination with the effect of a spherical lens. Myopic (nearsighted) and hypermetropic (farsighted) people who also have astigmatism and who have been told they are not suitable for regular contact lenses may be able to use toric lenses. If one eye has astigmatism and the other does not, the patient may be told to use a spherical lens in one eye and a toric lens in the other. Toric lenses are made from the same materials as regular contact lenses but have a few extra characteristics:


          
            	They correct for both spherical and cylindrical aberration.


            	They may have a specific 'top' and 'bottom', as they are not symmetrical around their centre and must not be rotated. Lenses must be designed to maintain their orientation regardless of eye movement. Often lenses are thicker at the bottom and this thicker zone is pushed down by the upper eyelid during blinking to allow the lens to rotate into the correct position (with this thicker zone at the 6 o'clock position on the eye). Toric lenses are usually marked with tiny striations to assist their fitting.


            	They are usually more expensive to produce than non-toric lenses; therefore they are usually meant for extended wear. The first disposable toric lenses were introduced in 2000 by Vistakon.

          


          Like eyeglasses, contact lenses can have one (single vision) or more (multifocal) focal points.


          For correction of presbyopia or accommodative insufficiency multifocal contact lenses are almost always used; however, single vision lenses may also be used in a process known as monovision: single vision lenses are used to correct one eye's far vision and the other eye's near vision. Alternatively, a person may wear single vision contact lenses to improve distance vision and reading glasses to improve near vision.


          Rigid gas permeable bifocal contact lenses most commonly have a small lens on the bottom for the near correction, when the eyes are lowered to read, this lens comes into the optical path. RGPs must translate (move vertically) to work properly, and thus the gaze of the eye can change from the near to the distant sections, much like bifocal eyeglasses.


          Multifocal soft contact lenses are more complex to manufacture and require more skill to fit. All soft bifocal contact lenses are considered "simultaneous vision" because both far and near vision corrections are presented simultaneously to the retina, regardless of the position of the eye. Of course, only one correction is correct, the incorrect correction causes blur. Commonly these are designed with distance correction in the centre of the lens and near correction in the periphery, or vice versa.


          


          Implantation


          Intraocular lenses, also known as an implantable contact lenses, are special small corrective lenses surgically implanted in the eye's posterior chamber behind the iris and in front of the lens to correct higher degrees of myopia and hyperopia.


          


          Manufacturing of contact lenses


          Most contact lenses are mass produced.


          
            	Spin-cast lenses - A spin cast lens is a soft contact lens manufactured by whirling liquid plastic in a revolving mold at high speed.


            	Lathe cut - A lathe cut contact lens is cut and ground on a lathe.


            	Molded


            	Hybrids

          


          Although many companies make contact lenses, there are four major manufacturers: Vistakon/ Johnson & Johnson, CIBA Vision, Bausch & Lomb, and CooperVision.


          


          Contact lens prescriptions


          The prescribing of contact lenses is usually restricted to appropriately qualified eye care practitioners. In countries such as the United States (where all contact lenses are deemed to be medical devices by the Food and Drug Administration), the United Kingdom and Australia, optometrists are usually responsible. In France and eastern European countries, ophthalmologists play the major role. In other parts of the world, opticians usually prescribe contact lenses. Prescriptions for contact lenses and glasses may be similar, but are not interchangeable.


          Purchasing contact lenses online may save consumers time, but the process could cause more problems in the long run, according to a new study reported in the January issue of Optometry: Journal of the American Optometric Association. The research, conducted by Joshua Fogel, Ph.D., and Chaya Zidile of Brooklyn College, found that individuals who did not purchase their contact lenses from an eye doctor, but from an online site or store, are potentially placing themselves at greater risk. The findings indicated that online and store purchasers (consumers who get their contacts at a wholesale club or optical chain outlet) are less likely to adhere to healthy eye care practices, as recommended by their eye doctor.


          The practitioner or contact lens fitter typically determines an individual's suitability for contact lenses during an eye examination. Corneal health is verified; ocular allergies or dry eyes may affect a person's ability to successfully wear contact lenses. Especially above the age of 35 years dry eyes often makes wearing contact lenses too risky, especially soft lenses.


          The parameters specified in a contact lenses prescription may include:


          
            	Material (eg. Oxygen Permeability/Transmissibility (Dk/L, Dk/t), water content, modulus)


            	Base curve radius (BC, BCR)


            	Diameter (D, OAD)


            	Power in dioptres - Spherical, Cylindrical and/or reading addition)


            	Cylinder axis


            	Centre thickness (CT)


            	Brand

          


          Many people already wearing contact lenses order contact lenses over the internet at their own risk. It is also possible to convert the power of a glasses prescription to the power of contact lenses with the following formula:


          
            	[image: F_{contact\ lens} = F_{glass}* (1 -d/F_{glass})],

          


          where


          
            	d is the distance of the glasses to the eye and


            	F = 1 / D are the focal length of the contact lens and the glass,


            	D is the lens power in diopters.

          


          The formula above is implemented in this online calculator.


          In the US, The Fairness to Contact Lens Consumers Act, which became law in February, 2004, was intended to ensure the availability of contact lens prescriptions to patients . Under the law consumers have a right to obtain a copy of their contact lens prescription, allowing them to fill that prescription at the business of their choice.


          


          Complications


          Complications due to contact lens wear affect roughly 4% of contact lens wearers each year. Excessive wear of contact lenses, particularly overnight wear, is associated with most of the safety concerns. Problems associated with contact lens wear may affect the eyelid, the conjunctiva, the various layers of the cornea, and even the tear film that covers the outer surface of the eye.


          Eyelid:


          
            	Ptosis

          


          Conjunctiva:


          
            	Contact dermatitis


            	Giant papillary conjunctivitis


            	Superior limbic keratoconjunctivitis

          


          Cornea:


          
            	Epithelium

          


          
            	
              
                	Corneal abrasion


                	Corneal erosion


                	Corneal ulcer


                	Hypoxia

              

            

          


          
            	Stroma

          


          
            	
              
                	Infection and keratitis

              


              
                	
                  
                    	Bacteria


                    	Protozoa: Acanthamoeba


                    	Fungal: Fusarium

                  

                

              


              
                	Contact lens acute red eye (CLARE)


                	Keratoconus

              

            

          


          
            	Endothelium

          


          


          Usage


          Before touching the contact lens or one's eyes, it is important to thoroughly wash & rinse hands with a soap that does not contain moisturizers or allergens such as fragrances. The technique for removing or inserting a contact lens varies slightly depending upon whether the lens is soft or rigid.


          


          Insertion


          Contact lenses are typically inserted into the eye by placing them on the index finger with the concave side upward and raising them to touch the cornea. The other hand may be employed to keep the eye open. Problems may arise particularly with disposable soft lenses; if the surface tension between the lens and the finger is too great the lens may turn itself inside out; alternatively it may fold itself in half. When the lens first contacts the eye, a brief period of irritation may ensue as the eye acclimatises to the lens and also (if a multi-use lens is not correctly cleansed) as dirt on the lens irritates the eye. Irrigation may help during this period, which generally should not exceed one minute.


          


          Removal


          A soft lens may be removed by holding the eyelids open and grasping the lens with opposing digits. This method can cause irritation, could risk damage to the eye and may in many cases be difficult, in part due to the blink reflex. If the lens is pushed off the cornea it will buckle up (due to the difference in curvature), making it easier to grasp.


          Rigid contact lenses may be removed by pulling with one finger on the outer or lateral canthus, then blinking to cause the lens to lose adhesion. The other hand is typically cupped underneath the eye to catch the lens. There also exist small tools specifically for removing lenses, which resemble small plungers made of flexible plastic; the concave end is raised to the eye and touched to the lens, forming a seal stronger than that of the lens with the cornea and allowing the lens to be removed from the eye.


          


          Care (cleaning and disinfection)
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          While daily disposable lenses require no cleaning, other types require regular cleaning and disinfecting in order to retain clear vision and prevent discomfort and infections by various microorganisms including bacteria, fungi, and Acanthamoeba, that form a biofilm on the lens surface. There are a number of products that can be used to perform these tasks:


          
            	Multipurpose solution - The most popular cleaning solution for contact lenses. Used for rinsing, disinfecting, cleaning and storing the lenses. Using this product eliminates the need for protein removal enzyme tablets in most cases. Multipurpose solutions are not effective at disinfecting Acanthamoeba from the lens. In May 2007, one brand of multipurpose solution was recalled due to a cluster of Acanthamoeba infections.


            	Saline solution - Used for rinsing the lens after cleaning and preparing it for insertion. Saline solutions do not disinfect the lenses.


            	Daily cleaner - Used to clean lenses on a daily basis. A few drops of cleaner are applied to the lens while it rests in the palm of the hand, then the lens is rubbed for about 20 seconds with a fingertip (check the cleaner's directions) on each side. Long fingernails can damage the lens, so care should be taken.


            	Hydrogen peroxide solution - Used for disinfecting the lenses, and available as 'two-step' or 'one-step' systems. If using a 'two-step' product, one must ensure that the lens taken out of the hydrogen peroxide is neutralized before it is worn, or else wear will be extremely painful. Saline must not be used to rinse away the peroxide. Some peroxide solutions, such as CIBA Vision's Clear Care, come with a special storage case that contains a catalyzing disk. If soaked in the solution with the disk for at least six hours, the hydrogen peroxide decomposes and the remaining solution is a saline that will not harm the eye. People with extremely sensitive, irritable eyes often use these types of cleaning solutions. Peroxide solutions are the only commonly used disinfectant effective against Acanthamoeba, although the two-step solutions are more effective than the one-step, which neutralize too quickly to kill the amoeba's cysts. If you get this solution in your eyes, it is highly recommended that you go to the Emergency Room and get your eye(s) irrigated.


            	Enzymatic cleaner - Used for cleaning protein deposits off lenses, usually weekly, if the daily cleaner is not sufficient. Typically, this cleaner is in tablet form. Protein deposits make use of contact lenses uncomfortable, and may lead to various eye problems.

          


          Some products must only be used with certain types of contact lenses: it is important to check the product label to make sure that it can be used for a given type of lens. It is also important to follow the product's directions carefully to reduce risk of eye infection or eye irritation.


          It is important to ensure that the product does not become contaminated with microorganisms: the tips of the containers for these solutions should never touch any surface, and the container should be kept closed when not in use. To counteract minor contamination of the product and kill microorganisms on the contact lens, some products may contain preservatives such as thimerosal, benzalkonium chloride, benzyl alcohol, and other compounds. In 1989, thimerosal was responsible for about 10% of problems related to contact lenses: because of this, many products no longer contain thimerosal. Preservative-free products usually have shorter shelf life. For example, non-aerosol preservative-free saline solutions can typically be used for only two weeks once opened. The introduction of silicone-hydrogel soft contact lens materials in 1999 made selection of the proper disinfecting solution more important. One study has noted several incompatibilities between these new lens materials and some solutions resulting in corneal staining.
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          A continent is one of several large landmasses on Earth. They are generally identified by convention rather than any strict criteria, but seven areas are commonly regarded as continents  they are (from largest in size to smallest): Asia, Africa, North America, South America, Antarctica, Europe, and Australia.


          Plate tectonics is the geological process and study of the movement, collision and division of continents, earlier known as continental drift.


          The term "the Continent" (capitalized), used predominantly in the European isles and peninsulas, such as the British Isles, Sardinia, Sicily and the Scandinavian Peninsula, means mainland Europe, although it can also mean Asia when said in Japan.


          


          Definitions and application


          "Continents are understood to be large, continuous, discrete masses of land, ideally separated by expanses of water." However, many of the seven most commonly recognized continents are identified by convention rather than adherence to the ideal criterion that each be a discrete landmass, separated by water from others. Likewise, the criterion that each be a continuous landmass is often disregarded by the inclusion of the continental shelf and oceanic islands. The Earth's major landmasses are washed upon by a single, continuous World Ocean, which is divided into a number of principal oceanic components by the continents and various geographic criteria.


          


          Extent of continents


          The narrowest meaning of continent is that of a continuous area of land or mainland, with the coastline and any land boundaries forming the edge of the continent. In this sense the term continental Europe is used to refer to mainland Europe, excluding islands such as Great Britain, Ireland, and Iceland, and the term continent of Australia may refer to the mainland of Australia, excluding Tasmania. Similarly, the continental United States refers to the 48 contiguous United States in central North America and may include Alaska in the northwest of the continent (both separated by Canada), while excluding Hawaii in the middle of the Pacific Ocean.


          From the perspective of geology or physical geography, continent may be extended beyond the confines of continuous dry land to include the shallow, submerged adjacent area (the continental shelf) and the islands on the shelf ( continental islands), as they are structurally part of the continent. From this perspective the edge of the continental shelf is the true edge of the continent, as shorelines vary with changes in sea level. In this sense the islands of Great Britain and Ireland are part of Europe, and Australia and the island of New Guinea together form a continent ( Australia-New Guinea).


          As a cultural construct, the concept of a continent may go beyond the continental shelf to include oceanic islands and continental fragments. In this way, Iceland is considered part of Europe and Madagascar part of Africa. Extrapolating the concept to its extreme, some geographers take Australia, New Zealand and all the islands of Oceania (or sometimes Australasia) to be equivalent to a continent, allowing the entire land surface of the Earth to be divided into continents or quasi-continents.


          


          Separation of continents


          The ideal criterion that each continent be a discrete landmass is commonly disregarded in favour of more arbitrary, historical conventions. Of the seven most commonly recognized continents, only Antarctica and Australia are separated from other continents.


          Several continents are defined not as absolutely distinct bodies but as "more or less discrete masses of land". Asia and Africa are joined by the Isthmus of Suez, and North and South America by the Isthmus of Panama. Both these isthmuses are very narrow in comparison with the bulk of the landmasses they join, and both are transected by artificial canals (the Suez Canal and Panama Canal, respectively) which effectively separate these landmasses.


          The division of the landmass of Eurasia into the continents of Asia and Europe is an anomaly, as no sea separates them. The distinction is maintained for historical and cultural reasons. An alternative view is that Eurasia is a single continent, one of six continents in total. This view is held by some geographers and is preferred in Russia (which spans Asia and Europe).


          North America and South America are now treated as separate continents in much of Western Europe, India, China, and most native English-speaking countries, such as the United States, Canada, Australia, and New Zealand. Furthermore, the concept of two American continents is prevalent in much of Asia. However, in earlier times they were viewed as a single continent known as America or, to avoid ambiguity with the United States of America, as the Americas. However, the plurality of this last term suggests that even in these "earlier times" some considered the New World (the Americas) as two separate continents. North and South America are viewed as a single continent, one of six in total, in some parts of Europe, and much of Latin America.


          When continents are defined as discrete landmasses, embracing all the contiguous land of a body, then Asia, Europe and Africa form a single continent known by various names such as Afro-Eurasia. This produces a four-continent model consisting of Afro-Eurasia, the Americas, Antarctica and Australia.


          When sea levels were lower during the Pleistocene ice age, greater areas of continental shelf were exposed as dry land, forming land bridges. At this time Australia-New Guinea was a single, continuous continent. Likewise North America and Asia were joined by the Bering land bridge. Other islands such as Great Britain were joined to the mainlands of their continents. At that time there were just three discrete continents: Afro-Eurasia-America, Antarctica, and Australia-New Guinea.


          


          Number of continents


          There are numerous ways of distinguishing the continents;


          
            
              
                	Models
              


              
                	
                  
                    [image: ]
                  


                  
                    Colour-coded map showing the various continents. Similar shades exhibit areas that may be consolidated or subdivided.
                  

                
              


              
                	7 continents


                	
                  
                    North America
                  

                

                	
                  
                    South America
                  

                

                	
                  
                    Antarctica
                  

                

                	
                  
                    Africa
                  

                

                	
                  
                    Europe
                  

                

                	
                  
                    Asia
                  

                

                	
                  
                     Australia
                  

                
              


              
                	6 continents


                	
                  
                    North America
                  

                

                	
                  
                    South America
                  

                

                	
                  
                    Antarctica
                  

                

                	
                  
                    Africa
                  

                

                	
                  
                     Eurasia
                  

                

                	
                  
                    Australia
                  

                
              


              
                	6 continents


                	
                  
                     America
                  

                

                	
                  
                    Antarctica
                  

                

                	
                  
                    Africa
                  

                

                	
                  
                    Europe
                  

                

                	
                  
                    Asia
                  

                

                	
                  
                    Australia
                  

                
              


              
                	5 continents

                	
                  
                    America
                  

                

                	

                	
                  
                    Africa
                  

                

                	
                  
                    Europe
                  

                

                	
                  
                    Asia
                  

                

                	
                  
                    Australia
                  

                
              

            

          


          The seven-continent model is usually taught in Western Europe, Northern Europe, Central Europe, Southeastern Europe, China and most English-speaking countries. The six-continent combined-Eurasia model is preferred by the geographic community, Russia, Eastern Europe, and Japan. The six-continent combined-America model is taught in Latin America, Iran and some parts of Europe including Iberian Peninsula and Greece. This model may be taught to include only the five inhabited continents (excluding Antarctica)  as depicted in the Olympic logo.


          The names Oceania or Australasia are sometimes used in place of Australia. For example, the Atlas of Canada names Oceania, as does the model taught in Latin America and Iberia.


          


          Area and population
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              	Continent

              	Area (km)

              	Approx. population

              2002

              	Percent of

              total population

              	Density

              People per

              square kilometre
            


            
              	Asia

              	43,810,000

              	3,800,000,000

              	60%

              	86.7
            


            
              	Africa

              	30,370,000

              	922,011,000

              	14%

              	29.3
            


            
              	Americas

              	42,330,000

              	890,000,000

              	14%

              	20.9
            


            
              	North America

              	24,490,000

              	515,000,000

              	8%

              	21.0
            


            
              	South America

              	17,840,000

              	371,000,000

              	6%

              	20.8
            


            
              	Antarctica

              	13,720,000

              	1,000

              	0.00002%

              	0.00007
            


            
              	Europe

              	10,180,000

              	710,000,000

              	11%

              	69.7
            


            
              	Oceania

              	9,010,000

              	33,552,994

              	0.6%

              	3.7
            


            
              	Australia-New Guinea

              	8,500,000

              	30,000,000

              	0.5%

              	3.5
            


            
              	Australia mainland

              	7,600,000

              	21,000,000

              	0.3%

              	2.8
            

          


          The total land area of all continents is 148,647,000 km, or approximately 29.1% of earth's surface (510,065,600 km2).


          


          Other divisions


          Certain parts of continents are recognized as subcontinents, particularly those on different tectonic plates to the rest of the continent. The most notable examples are the Indian subcontinent and the Arabian Peninsula. Greenland, on the North American Plate, is sometimes referred to as a subcontinent. Where America is viewed as a single continent, it is divided into two subcontinents (North America and South America) or various regions.


          Some areas of continental crust are largely covered by the sea and may be considered submerged continents. Notable examples are Zealandia, emerging from the sea primarily in New Zealand and New Caledonia, and the almost completely submerged Kerguelen continent in the southern Indian Ocean.


          Some islands lie on sections of continental crust that have rifted and drifted apart from a main continental landmass. While not considered continents because of their relatively small size, they may be considered microcontinents. Madagascar, the largest example, is usually considered part of Africa but has been referred to as "the eighth continent".


          


          History of the concept


          


          Early concepts of the Old World continents
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          The first distinction between continents was made by ancient Greek mariners who gave the names Europe and Asia to the lands on either side of the waterways of the Aegean Sea, the Dardanelles strait, the Sea of Marmara, the Bosphorus strait and the Black Sea. The names were first applied just to lands near the coast and only later extended to include the hinterlands. But the division was only carried through to the end of navigable waterways and "...beyond that point the Hellenic geographers never succeeded in laying their finger on any inland feature in the physical landscape that could offer any convincing line for partitioning an indivisible Eurasia ..."


          Ancient Greek thinkers subsequently debated whether Africa (then called Libya) should be considered part of Asia or a third part of the world. Division into three parts eventually came to predominate. From the Greek viewpoint, the Aegean Sea was the centre of the world; Asia lay to the east, Europe to the west and north and Africa to the south. The boundaries between the continents were not fixed. Early on, the Europe-Asia boundary was taken to run from the Black Sea along the Rioni River (known then as the Phasis) in Georgia. Later it was viewed as running from the Black Sea through Kerch Strait, the Sea of Azov and along the Don River (known then as the Tanais) in Russia. The boundary between Asia and Africa was generally taken to be the Nile River. Herodotus in the fifth century BC, however, objected to the unity of Egypt being split into Asia and Africa ("Libya") and took the boundary to lie along the western border of Egypt, regarding Egypt as part of Asia. He also questioned the division into three of what is really a single landmass, a debate that continues nearly two and a half millennia later.


          Eratosthenes, in the third century BC, noted that some geographers divided the continents by rivers (the Nile and the Don), thus considering them "islands". Others divided the continents by isthmuses, calling the continents "peninsulas". These latter geographers set the border between Europe and Asia at the isthmus between the Black Sea and the Caspian Sea, and the border between Asia and Africa at the isthmus between the Red Sea and the mouth of Lake Bardawil on the Mediterranean Sea.


          Through the Roman period and the Middle Ages, a few writers took the Isthmus of Suez as the boundary between Asia and Africa, but most writers continued to take it to be the Nile or the western border of Egypt (Gibbon). In the Middle Ages the world was portrayed on T and O maps, with the T representing the waters dividing the three continents. By the middle of the eighteenth century, "the fashion of dividing Asia and Africa at the Nile, or at the Great Catabathmus [the boundary between Egypt and Libya] farther west, had even then scarcely passed away".


          


          European discovery of the Americas


          Christopher Columbus sailed across the Atlantic Ocean to the West Indies in 1492, sparking a period of European exploration of the Americas. But despite four voyages to the Americas, Columbus never believed he had reached a new continent  he always thought it was part of Asia.


          In 1501, Amerigo Vespucci and Gonalo Coelho attempted to sail around the southern end of the Asian mainland into the Indian Ocean. On reaching the coast of Brazil, they sailed a long way south along the coast of South America, confirming that this was a land of continental proportions and that it extended much further south than Asia was known to. On return to Europe, an account of the voyage, called Mundus Novus ("New World"), was published under Vespuccis name in 1502 or 1503, although it seems that it had additions or alterations by another writer. Regardless of who penned the words, Mundus Novus attributed Vespucci with saying, "I have discovered a continent in those southern regions that is inhabited by more numerous people and animals than our Europe, or Asia or Africa", the first known explicit identification of part of the Americas as a continent like the other three.
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          Within a few years the name "New World" began appearing as a name for South America on world maps, such as the Oliveriana (Pesaro) map of around 15041505. Maps of this time though still showed North America connected to Asia and showed South America as a separate land.


          In 1507 Martin Waldseemller published a world map, Universalis Cosmographia, which was the first to show North and South America as separate from Asia and surrounded by water. A small inset map above the main map explicitly showed for the first time the Americas being east of Asia and separated from Asia by an ocean, as opposed to just placing the Americas on the left end of the map and Asia on the right end. In the accompanying book Cosmographiae Introductio, Waldseemller noted that the earth is divided into four parts, Europe, Asia, Africa and the fourth part which he named "America" after Amerigo Vespucci's first name. On the map, the word "America" was placed on part of South America.


          


          The word continent


          From the 1500s the English noun continent was derived from the term continent land, meaning continuous or connected land and translated from the Latin terra continens. The noun was used to mean "a connected or continuous tract of land" or mainland. It was not applied only to very large areas of land  in the 1600s, references were made to the continents (or mainlands) of Kent, Ireland and Wales and in 1745 to Sumatra. The word continent was used in translating Greek and Latin writings about the three "parts" of the world, although in the original languages no word of exactly the same meaning as continent was used.


          While continent was used on the one hand for relatively small areas of continuous land, on the other hand geographers again raised Herodotuss query about why a single large landmass should be divided into separate continents. In the mid 1600s Peter Heylin wrote in his Cosmographie that "A Continent is a great quantity of Land, not separated by any Sea from the rest of the World, as the whole Continent of Europe, Asia, Africa." In 1727 Ephraim Chambers wrote in his Cyclopdia, "The world is ordinarily divided into two grand continents: the old and the new." And in his 1752 atlas, Emanuel Bowen defined a continent as "a large space of dry land comprehending many countries all joined together, without any separation by water. Thus Europe, Asia, and Africa is one great continent, as America is another." However, the old idea of Europe, Asia and Africa as "parts" of the world ultimately persisted with these being regarded as separate continents.


          


          Beyond four continents


          From the late 18th century some geographers started to regard North America and South America as two parts of the world, making five parts in total. Overall though the fourfold division prevailed well into the 19th century.


          Europeans discovered Australia in 1606 but for some time it was taken as part of Asia. By the late 18th century some geographers considered it a continent in its own right, making it the sixth (or fifth for those still taking America as a single continent). In 1813 Samuel Butler wrote of Australia as " New Holland, an immense island, which some geographers dignify with the appellation of another continent" and the Oxford English Dictionary was just as equivocal some decades later.


          Antarctica was sighted in 1820 and described as a continent by Charles Wilkes on the United States Exploring Expedition in 1838, the last continent to be identified, although a great "Antarctic" (antipodean) landmass had been anticipated for millennia. An 1849 atlas labelled Antarctica as a continent but few atlases did so until after World War II.


          From the mid-19th century, United States atlases more commonly treated North and South America as separate continents, while atlases published in Europe usually considered them one continent. However, it was still not uncommon for United States atlases to treat them as one continent up until World War II. The Olympic flag, devised in 1913, has five rings representing the five inhabited, participating continents, with America being treated as one continent and Antarctica not included.


          From the 1950s, most United States geographers divided America in two  consistent with modern understanding of geology and plate tectonics. With the addition of Antarctica, this made the seven-continent model. However, this division of America never appealed to Latin America, which saw itself spanning an America that was a single landmass, and there the conception of six continents remains, as it does in scattered other countries.


          However, in recent years, there has been a push for Europe and Asiatraditionally considered two continentsto be considered one single continent, dubbed " Eurasia" - consistent with modern understanding of geology and plate tectonics. In this model, the world is divided into six continents (if North America and South America are considered separate continents).


          


          Geology


          Geologists use the term continent in a different manner than geographers, where a continent is defined by continental crust: a platform of metamorphic and igneous rock, largely of granitic composition. Some geologists restrict the term 'continent' to portions of the crust built around stable Precambrian "shield", typically 1.5 to 3.8 billion years old, called a craton. The craton itself is an accretionary complex of ancient mobile belts (mountain belts) from earlier cycles of subduction, continental collision and break-up from plate tectonic activity. An outward-thickening veneer of younger, minimally deformed sedimentary rock covers much of the craton. The margins of geologic continents are characterized by currently-active or relatively recently active mobile belts and deep troughs of accumulated marine or deltaic sediments. Beyond the margin, there is either a continental shelf and drop off to the basaltic ocean basin or the margin of another continent, depending on the current plate-tectonic setting of the continent. A continental boundary does not have to be a body of water. Over geologic time, continents are periodically submerged under large epicontinental seas, and continental collisions result in a continent becoming attached to another continent. The current geologic era is relatively anomalous in that so much of the continental areas are "high and dry" compared to much of geologic history.
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          Some argue that continents are accretionary crustal "rafts" which, unlike the denser basaltic crust of the ocean basins, are not subjected to destruction through the plate tectonic process of subduction. This accounts for the great age of the rocks comprising the continental cratons. By this definition, Europe could be regarded as a distinct continental mass from the rest of Eurasia because it has a separate ancient shield area. A younger mobile belt (the Ural Mountains) marks the boundary between Europe and the block to the east.


          There are many microcontinents that are built of continental crust but do not contain a craton. Some of these are fragments of Gondwanaland or other ancient cratonic continents: Zealandia, which includes New Zealand and New Caledonia; Madagascar; the northern Mascarene Plateau, which includes the Seychelles; etc. Other islands, such as several in the Caribbean Sea, are composed largely of granitic rock as well, but all continents contain both granitic and basaltic crust, and there is no clear boundary as to which islands would be considered microcontinents under such a definition. The Kerguelen Plateau, for example, is largely volcanic, but is associated with the breakup of Gondwanaland and is considered to be a microcontinent, whereas volcanic Iceland and Hawaii are not. The British Isles, Sri Lanka, Borneo, and Newfoundland are margins of the Laurasian continent which are only separated by inland seas flooding its margins.


          Plate tectonics offers yet another way of defining continents. Today, Europe and most of Asia comprise the unified Eurasian Plate which is approximately coincident with the geographic Eurasian continent excluding India, Arabia, and far eastern Russia. India contains a central shield, and the geologically recent Himalaya mobile belt forms its northern margin. North America and South America are separate continents, the connecting isthmus being largely the result of volcanism from relatively recent subduction tectonics. North American continental rocks extend to Greenland (a portion of the Canadian Shield), and in terms of plate boundaries, the North American plate includes the easternmost portion of the Asian land mass. Geologists do not use these facts to suggest that eastern Asia is part of the North American continent, even though the plate boundary extends there; the word continent is usually used in its geographic sense and additional definitions ("continental rocks," "plate boundaries") are used as appropriate.
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          The continental crust is the layer of granitic, sedimentary, and metamorphic rocks which form the continents and the areas of shallow seabed close to their shores, known as continental shelves. This layer is sometimes called sial due to its granitic rock, in contrast to the oceanic crust, called sima due to its basaltic (also called mafic) rock. Due to the change in velocity of seismic waves it is believed that on continents at a certain depth sial becomes close in its physical properties to sima and the dividing line is called Conrad discontinuity. Consisting mostly of granitic rock, it has a density of about 2.7g/cm3 and is less dense than the material of the Earth's mantle, which consists of mafic rock. Continental crust is also less dense than oceanic crust, though it is considerably thicker; mostly 35 to 40 km versus the average oceanic thickness of around 7-10 km. About 40% of the Earth's surface is now underlain by continental crust.


          Because continental crust mostly lies above sealevel, its existence allowed land life to evolve from marine life. Its existence also provide broad expanses of shallow water known as epeiric seas and continental shelves where complex metazoan life could become established during early Paleozoic time. If Earth was like the other silicate planets and lacked the duality of oceanic and continental crust, our planet would be a very different place and the evolution of Homo sapiens and civilization would have been impossible.


          In contrast to the relative permanence of continental crust, the size, shape, and number of continents is constantly changing, as different tracts rift apart, collide and recoalesce as part of a grand supercontinent cycle. Today there are ~7 billion cubic kilometers of continental crust, but in the past there may have been fewer or more. The relative permanence of continental crust contrasts with the short life of oceanic crust. As a consequence of the density difference, when active margins of continental crust meet oceanic crust in subduction zones, the oceanic crust is typically subducted back into the mantle. Because of its relative low density, continental crust is only rarely subducted or re-cycled back into the mantle (for instance, where continental crustal blocks collide and overthicken, causing deep melting). For this reason the oldest rocks on Earth are within the cratons or cores of the continents, rather than in repeatedly recycled oceanic crust; the oldest continental rock is the Acasta Gneiss at 4.01 Ga, while the oldest oceanic crust is no older than Jurassic (~180 Ma). Continental crust and the rock layers that lie on and within it are thus the best archive of Earth history.


          The height of mountain ranges is usually related to the thickness of crust. This results from the isostasy associated with orogeny (mountain formation). The crust is thickened by the compressive forces related to subduction or continental collision. The buoyancy of the crust forces it upwards, the forces of the collisional stress balanced by gravity and erosion. This forms a keel or mountain root beneath the mountain range, which is where the thickest crust is found. The thinnest continental crust is found in rift zones, where the crust is thinned by detachment faulting and eventually severed, replaced by oceanic crust. The edges of continental fragments formed this way (both sides of the Atlantic Ocean, for example) are termed passive margins.


          The high temperatures and pressures at depth, often combined with a long history of complex distortion, mean that much of the lower continental crust is metamorphic - the main exception to this being recent igneous intrusions. Igneous rock may also be "underplated" to the underside of the crust, i.e. adding to the crust by forming a layer immediately beneath it.


          Today there are ~7 billion cubic kilometers of continental crust, but in the past there may have been less or more. Today continental crust is produced and destroyed mostly by plate tectonic processes, especially at convergent plate boundaries. New material can be added to the continents by the partial melting of oceanic crust at subduction zones, causing the lighter material to rise as magma, forming volcanoes. Also, material can be accreted "horizontally" when volcanic island arcs, seamounts or similar structures collide with the side of the continent as a result of plate tectonic movements. Continental crust is also lost, due to erosion and sediment subduction, tectonic erosion of forearcs, delamination, and deep subduction of continental crust in collision zones. Many aspects of crustal growth are controversial, including rates of crustal growth and recycling, whether the lower crust is recycled differently than the upper crust and over how much of Earth history plate tectonics has operated and so could be the dominant mode of continental crust formation and destruction. It is a matter of debate whether the amount of continental crust has been increasing, decreasing, or remaining constant over geological time. One model indicates that at prior to 3.7 Ga ago continental crust constituted less than 10% of the present amount. By 3.0 Ga ago the amount was about 25% and following a period of rapid crustal evolution it was about 60% of the current amount by 2.6 Ga ago (Taylor and McLennan, 1995). The growth of continental crust appears to have occurred in spurts of increased activity corresponding to five episodes of increased production through geologic time (see graphic at Butler).


          
            Retrieved from " http://en.wikipedia.org/wiki/Continental_crust"
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          A control car is a generic term for a non-powered railroad vehicle that can control operation of a train from the end opposite to the position of the locomotive. They can be used with diesel or electric motive power, allowing push-pull operation without the use of an additional locomotive.


          Cab cars are control cars similar to regular passenger car, but with a full driver's compartment built into one or both ends. They can be very similar to regular railcars, to the point of including a gangway between cars so that they could be used in the middle of a passenger train like a regular car if necessary. They appeared for the first time in France in the 1960s.


          Trains operating with a locomotive at one end and a control car at the other do not require the locomotive to run around to the opposite end of the train when reversing direction at a terminus. Control cars can carry passengers, baggage, mail or a combination thereof.


          In addition to the driver's cab, which has all the controls and gauges necessary for remotely operating the locomotive, control cars usually have a horn, whistle, bell, or plough (as appropriate), and most importantly, all of the lights that would normally be on a locomotive.


          


          Control method


          In Britain, a common method is to control the train through a Time-Division Multiplexed (TDM) connection. In North America and Ireland a standard AAR 27-wire multiple unit cable with jumpers between cars is the preferred method.


          


          North America


          Some commuter rail agencies in the United States routinely use cab cars in place of regular passenger coaches on trains.


          During the mid-1990s, as push-pull operations became more common in the United States, cab-cars came under criticism for providing less protection to engine crews during grade crossing accidents. This has been addressed by providing additional reinforcing in cab cars.


          
            [image: Amtrak non-powered control unit (NPCU) No. 90218 in Galesburg, Michigan.]

            
              Amtrak non-powered control unit (NPCU) No. 90218 in Galesburg, Michigan.
            

          


          


          Converted locomotives


          From the 1970s until 1999, the Long Island Rail Road used a number of older locomotives converted to "power packs". The original prime movers were replaced with 600-horsepower engines/generators solely for supplying Head End Power or HEP with the engineer's controls left intact. Locomotives converted included Alco FA-1s, FA-2s, EMD F7s and one F9. Ontario's GO Transit had a similar program for EMD FP7s.


          Amtrak developed the Non-powered Control Unit (NPCU) by removing the prime mover, main alternator, and traction motors from surplus F40 locomotives. The control cab was left in place. A floor and roll-up side-doors were then installed to allow for baggage service leading to the nickname "cab-baggage cars" or "cabbages.


          


          Europe


          However, in Britain, this type of coach is called driving trailer and mostly this term is also used on the Continent. There are many examples of this type of vehicle in operation in Europe.


          


          Austria


          


          Germany


          The German term for control cars is Steuerwagen.


          The first German attempts to use control cars and remote control-equipped steam locomotives were before the Second World War by the Deutsche Reichsbahn (DRG). The driver's control instructions were transmitted from the control car to the locomotive by a Chadburn-type machine telegraph (similar to engine order telegraphs on ships). The order had to be immediately acknowledged and implemented by the automatic firebox controllers. This indirect control was judged as impractical and unsafe because, although the driver controlled the brake directly, the danger existed that in an emergency the locomotive would continue supplying "push" power for some time and possibly derail the train.


          Attempts to use electric locomotives (beginning with a converted E 04 class model) were more promising, as the engine driver could control the locomotive directly. World War II interrupted the test program, despite good successes. Only after the war would control car operation be slowly accepted, when locomotives and suitably equipped cars became available.


          The length of train consists in push-pull operations was originally limited to 10 cars for reasons of guidance dynamics. A speed limit of 120km/h was also imposed, rising to 140km/h in 1980. This was not an operational hindrance, as push-pull trains were generally initially used in six-car commuter trains.


          Only since the mid 1990s have long-distance trains, which can have up to 14 cars and travel at speeds of 200km/h, been operated with control cars. A special circumstance is the ICE 2, which may operate with the control car in the lead at up to 250km/h on the recently built high-speed lines.


          


          Ireland


          Iarnrd Eireann operates three classes of push-pull trainsets, each with its own Control Car:


          
            	Mk 3 with driving cab containing replica locomotive control stand, luggage compartment, under-slung Cummins engine / generator set for train heating and passenger seating.

              
                	Numbered 6101 - 6105, converted from Mk 3 intercity cars for suburban push-pull service.

              

            


            	De Dietrich ( Enterprise service) with driving cab containing EMD control stand, luggage compartment and passenger seating. On this set, train heating is supplied from the locomotive Head End Power System.

              
                	Numbered 9001 - 9004

              

            


            	CAF ( Mk IV) with driving cab containing replica locomotive control stand, luggage compartment and twin engine / generator sets for train heating. No passenger seating is provided.

              
                	Numbered 4001 - 4008

              

            

          


          All the Control Cars have full-sized driving cabs with EMD locomotive type power and brake controls. Locomotive control is by means of an AAR system, modified by Iarnrd ireann (IE) to include control of train doors and operate with IE 201 Class locomotives.


          


          Italy


          In Italy the first push-pull trains began to run after World War II.


          At the time there were no systems to actually remote command the rear locomotive, so an engineer had to take place in it and command traction, following instructions (via an apposite intercom) given by the other driver, who remained in the front car, commanding brakes and sighting signals. This lasted until the adoption of the 78-wire cable in the 1970s, which enabled full remote commanding from control cars.


          Today push-pull trains are very common, and different kinds of control cars are employed:


          
            	Uic Z1 control cars.


            	MDVC type control cars, with aerodynamic or communicating cabin.


            	Piano ribassato type control cars, with flat, refurbished E464-like or communicating cabin.


            	Doppio Piano two floors control cars.


            	UIC-X type control cars.


            	Vivalto type control car.

          


          These types allow full remote control of any Italian locomotive supplied with standard 78-wire cable, except for UIC-X, which are used on IC services and are only able to command class E402 locomotives, and MDVC diesel specific version, usable only with Class D445 diesel locomotives.

          The same driving commands are used for both rheostatic and electronic locomotives, but their meanings change.


          Vivalto type control cars, at this time, can only remote command Class E464 and Class E632 locomotives, because of software issues, tough are able to command other locomotive types. Vivalto cars can also use TCN remote control cable.


          Driving cars can be recognized because of the "nP" in their identification number and usually also have a dedicated compartment for bicycle and luggage transportation.


          There also are specific EMU/ DMU non-motorized units control cars, which (in Trenitalia) are classified as Le XXX; no significant difference between them and motorized units, except the lack of traction motors.


          


          Switzerland


          Swiss driving trailers operate in many different configurations. There are several models currently in service on S-Bahn networks as well as regional, InterRegio, and InterCity services. These are operated by the federal railway system ( SBB) as well as various private railroads throughout the country (including narrow gauge lines) and into France, Germany, and Italy.


          Driving trailers are classified after the UIC-lettering system, adding a "t, giving Bt (second class), BDt (second class + baggage), ABt (first + second class), or Dt (baggage).


          For Intercity trains there are the Bt IC that work together with EW IV and the double-deck version for the IC 2000 trainsets, working with Re 460.


          The Zrich S-Bahn trainsets with Re 450 work in fix consists of Re 450 - B - AB - Bt but intermediate cars and driving trailers are numbered as coaching stock.


          "NPZ" Regional and S-Bahn trains with RBDe 560 usually have a matching Bt driving trailer. Replacement by an older BDt EW I/II is technically possible. Older driving trailers, mostly BDt EW I/II and a few remaining Dt of SBB can be used with Re 420 and RBe 540 and some motive power of private railways. In theory also Re 430 and Re 620 can be controlled but these classes only work freight trains today.


          The BLS operates four groups of driving trailers:


          
            	ABt NPZ to go with RBDe 565 and RBDe 566 II (ex RM)


            	ABt of a modified type EW I for RBDe 566 I (ex RM)


            	Bt EW III, BDt EW II (both ex SBB), Bt EW I 901-902 (ex Thurbo/MThB) and leased Dt from SBB can work with Re 420.5 ex SBB and BLS Re 465.


            	Bt EW I 950-953, BDt 940-941, car-shuttle BDt 942-945, 946-949 and 939 can work with Re 425, Ae 4/4 and Re 465

          


          Sdostbahn had a fleet of ABt for their BDe 4/4 but they will soon be fully replaced by FLIRTs. NPZ ABt exist for the two types of RBDe 566 SOB ownes (566 071-076 ex BT and 566 077-080 ex SOB of the SBB-type). Nine BDt are used for the Voralpen-Express with Re 456, Re 446 or SBB-CFF-FFS Re 420.


          The narrow gauge Zentralbahn ABt can control HGe 101 (ex SBB), De 110, BDeh 140 (ex LSE) and the new "SPATZ" ABe 130.


          The Rhaetian Railway (RhB) has, besides the ABDt that work with Be 4/4 511-516, a group of driving trailers that can be used with their Ge 4/4 I, II and III locomotives. Three of them are specially fitted for Vereina car shuttles.


          The Matterhorn-Gotthard-Bahn (MGB) has numerous driving trailers for almost all types of motive power. They work regional trains and car shuttles through the Furka Tunnel.


          


          United Kingdom


          
            	Driving Brake Standard Open

          


          A Driving Brake Standard Open or DBSO is a specially converted passenger car. These have not been used on mainline passenger trains since 2006, but some are currently being refurbished for use on Network Rail test trains.


          
            	Driving Van Trailer

          


          A Driving Van Trailer or DVT is a more modern type of control car, purpose-built to include space for baggage and a guard's office. The DVT was developed from the DBSO and originally designed to be used with British Rail Mark 3 and Mk 4 coaches. DVTs are in service with National Express East Coast (Mk 4), Virgin Trains and National Express East Anglia (both Mk 3).
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          Control theory is an interdisciplinary branch of engineering and mathematics, that deals with the behaviour of dynamical systems. The desired output of a system is called the reference. When one or more output variables of a system need to follow a certain reference over time, a controller manipulates the inputs to a system to obtain the desired effect on the output of the system.


          
            [image: The concept of the feedback loop to control the dynamic behavior of the reference: this is negative feedback because the sensed value is subtracted from the desired value to create the error signal which is amplified by the controller.]

            
              The concept of the feedback loop to control the dynamic behaviour of the reference: this is negative feedback because the sensed value is subtracted from the desired value to create the error signal which is amplified by the controller.
            

          


          


          Overview


          Control theory is


          
            	theory, that deals with influencing the behaviour of dynamical systems


            	interdisciplinary subfield of science which originated in engineering and mathematics, and evolved into use by the social sciences, like psychology, sociology and criminology.

          


          


          An example


          Consider an automobile's cruise control, which is a device designed to maintain a constant vehicle speed; the desired or reference speed, provided by the driver. The system in this case is the vehicle. The system output is the vehicle speed, and the control variable is the engine's throttle position which influences engine torque output.


          A simple way to implement cruise control is to lock the throttle position when the driver engages cruise control. However, on hilly terrain, the vehicle will slow down going uphill and accelerate going downhill. In fact, any parameter different than what was assumed at design time will translate into a proportional error in the output velocity, including exact mass of the vehicle, wind resistance, and tire pressure. This type of controller is called an open-loop controller because there is no direct connection between the output of the system (the engine torque) and the actual conditions encountered; that is to say, the system does not and can not compensate for unexpected forces.


          In a closed-loop control system, a sensor monitors the output (the vehicle's speed) and feeds the data to a computer which continuously adjusts the control input (the throttle) as necessary to keep the control error to a minimum (to maintain the desired speed). Feedback on how the system is actually performing allows the controller (vehicle's on board computer) to dynamically compensate for disturbances to the system, such as changes in slope of the ground or wind speed. An ideal feedback control system cancels out all errors, effectively mitigating the effects of any forces that may or may not arise during operation and producing a response in the system that perfectly matches the user's wishes.


          


          History


          Although control systems of various types date back to antiquity, a more formal analysis of the field began with a dynamics analysis of the centrifugal governor, conducted by the physicist James Clerk Maxwell in 1868 entitled On Governors. This described and analyzed the phenomenon of "hunting", in which lags in the system can lead to overcompensation and unstable behaviour. This generated a flurry of interest in the topic, during which Maxwell's classmate Edward John Routh generalized the results of Maxwell for the general class of linear systems. Independently, Adolf Hurwitz analyzed system stability using differential equations in 1877. This result is called the Routh-Hurwitz theorem.


          A notable application of dynamic control was in the area of manned flight. The Wright Brothers made their first successful test flights on December 17, 1903 and were distinguished by their ability to control their flights for substantial periods (more so than the ability to produce lift from an airfoil, which was known). Control of the airplane was necessary for safe flight.


          By World War II, control theory was an important part of fire-control systems, guidance systems and electronics. The Space Race also depended on accurate spacecraft control. However, control theory also saw an increasing use in fields such as economics .


          


          People in systems and control


          Many active and historical figures made significant contribution to control theory, for example:


          
            	Alexander Lyapunov (1857-1918) in the 1890s marks the beginning of stability theory.


            	Harold S. Black (1898-1983), invented the negative feedback amplifier in the 1930s.


            	Harry Nyquist (1889-1976), developed the Nyquist stability criterion for feedback systems in the 1930s.


            	Richard Bellman (1920-1984), developed dynamic programming since the 1940s.


            	Norbert Wiener (1894-1964) coined the term Cybernetics in the 1940s.


            	John R. Ragazzini (1912-1988) introduced digital control and the z-transform in the 1950s.

          


          


          Classical control theory: the closed-loop controller


          To avoid the problems of the open-loop controller, control theory introduces feedback. A closed-loop controller uses feedback to control states or outputs of a dynamical system. Its name comes from the information path in the system: process inputs (e.g. voltage applied to an electric motor) have an effect on the process outputs (e.g. velocity or torque of the motor), which is measured with sensors and processed by the controller; the result (the control signal) is used as input to the process, closing the loop.


          Closed-loop controllers have the following advantages over open-loop controllers:


          
            	disturbance rejection (such as unmeasured friction in a motor)


            	guaranteed performance even with model uncertainties, when the model structure does not match perfectly the real process and the model parameters are not exact


            	unstable processes can be stabilized


            	reduced sensitivity to parameter variations


            	improved reference tracking performance

          


          In some systems, closed-loop and open-loop control are used simultaneously. In such systems, the open-loop control is termed feedforward and serves to further improve reference tracking performance.


          A common closed-loop controller architecture is the PID controller.


          The output of the system y(t) is fed back to the reference value r(t), through a sensor measurement. The controller C then takes the error e (difference) between the reference and the output to change the inputs u to the system under control P. This is shown in the figure. This kind of controller is a closed-loop controller or feedback controller.


          This is called a single-input-single-output (SISO) control system; MIMO (i.e. Multi-Input-Multi-Output) systems, with more than one input/output, are common. In such cases variables are represented through vectors instead of simple scalar values. For some distributed parameter systems the vectors may be infinite- dimensional (typically functions).


          
            [image: A simple feedback control loop]
          


          If we assume the controller C and the plant P are linear and time-invariant (i.e.: elements of their transfer function C(s) and P(s) do not depend on time), the systems above can be analysed using the Laplace transform on the variables. This gives the following relations:


          
            	[image: Y(s) = P(s) U(s)\,\!]


            	[image: U(s) = C(s) E(s)\,\!]


            	[image: E(s) = R(s) - Y(s)\,\!]

          


          Solving for Y(s) in terms of R(s) gives:


          
            	[image: Y(s) = \left( \frac{P(s)C(s)}{1 + P(s)C(s)} \right) R(s)]

          


          The term [image: \frac{P(s)C(s)}{1 + P(s)C(s)}] is referred to as the transfer function of the system. The numerator is the forward gain from r to y, and the denominator is one plus the loop gain of the feedback loop. If [image: P(s)C(s) \gg 1], i.e. it has a large norm with each value of s, then Y(s) is approximately equal to R(s). This means simply setting the reference controls the output.


          


          Topics in control theory


          


          Stability


          Stability (in control theory) often means that for any bounded input over any amount of time, the output will also be bounded. This is known as BIBO stability (see also Lyapunov stability). If a system is BIBO stable then the output cannot "blow up" (i.e., become infinite) if the input remains finite. Mathematically, this means that for a causal linear system to be stable all of the poles of its transfer function must satisfy some criteria depending on whether a continuous or discrete time analysis is used:


          
            	In continuous time, the Laplace transform is used to obtain the transfer function. A system is stable if the poles of this transfer function lie strictly in the closed left half of the complex plane. i.e. the real part of all the poles is less than zero).

          


          OR


          
            	In discrete time the Z-transform is used. A system is stable if the poles of this transfer function lie strictyly inside the unit circle. i.e. the magnitude of the poles is less than one).

          


          When the appropriate conditions above are satisfied a system is said to be asymptotically stable: the variables of an asymptotically stable control system always decrease from their initial value and do not show permanent oscillations. Permanent oscillations occur when a pole has a real part exactly equal to zero (in the continuous time case) or a modulus equal to one (in the discrete time case). If a simply stable system response neither decays nor grows over time, and has no oscillations, it is marginally stable: in this case the system transfer function has non-repeated poles at complex plane origin (i.e. their real and complex component is zero in the continuous time case). Oscillations are present when poles with real part equal to zero have an imaginary part not equal to zero.


          Differences between the two cases are not a contradiction. The Laplace transform is in Cartesian coordinates and the Z-transform is in circular coordinates, and it can be shown that


          
            	the negative-real part in the Laplace domain can map onto the interior of the unit circle


            	the positive-real part in the Laplace domain can map onto the exterior of the unit circle

          


          If a system in question has an impulse response of


          
            	[image: \ x[n] = 0.5^n u[n]]

          


          then the Z-transform (see this example), is given by


          
            	[image: \ X(z) = \frac{1}{1 - 0.5z^{-1}}\ ]

          


          which has a pole in z = 0.5 (zero imaginary part). This system is BIBO (asymptotically) stable since the pole is inside the unit circle.


          However, if the impulse response was


          
            	[image: \ x[n] = 1.5^n u[n]]

          


          then the Z-transform is


          
            	[image: \ X(z) = \frac{1}{1 - 1.5z^{-1}}\ ]

          


          which has a pole at z = 1.5 and is not BIBO stable since the pole has a modulus strictly greater than one.


          Numerous tools exist for the analysis of the poles of a system. These include graphical systems like the root locus, Bode plots or the Nyquist plots.


          


          Controllability and observability


          Controllability and observability are main issues in the analysis of a system before deciding the best control strategy to be applied, or whether it is even possible to control or stabilize the system. Controllability is related to the possibility of forcing the system into a particular state by using an appropriate control signal. If a state is not controllable, then no signal will ever be able to control the state. If a state is not controllable, but its dynamics are stable, then the state it is termed Stabilizable. Observability instead is related to the possibility of "observing", through output measurements, the state of a system. If a state is not observable, the controller will never be able to determine the behaviour of an unobservable state and hence cannot use it to stabilize the system. However, similar to the stabilizability condition above, if a state cannot be observed it might still be detectable.


          From a geometrical point of view, looking at the states of each variable of the system to be controlled, every "bad" state of these variables must be controllable and observable to ensure a good behaviour in the closed-loop system. That is, if one of the eigenvalues of the system is not both controllable and observable, this part of the dynamics will remain untouched in the closed-loop system. If such an eigenvalue is not stable, the dynamics of this eigenvalue will be present in the closed-loop system which therefore will be unstable. Unobservable poles are not present in the transfer function realization of a state-space representation, which is why sometimes the latter is preferred in dynamical systems analysis.


          Solutions to problems of uncontrollable or unobservable system include adding actuators and sensors.


          


          Control specifications


          Several different control strategies have been devised in the past years. These vary from extremely general ones ( PID controller), to others devoted to very particular classes of systems (especially robotics or aircraft cruise control).


          A control problem can have several specifications. Stability, of course, is always present: the controller must ensure that the closed-loop system is stable, regardless of the open-loop stability. A poor choice of controller can even worsen the stability of the open-loop system, which must normally be avoided. Sometimes it would be desired to obtain particular dynamics in the closed loop: i.e. that the poles have [image: Re[\lambda] < -\overline{\lambda}], where [image: \overline{\lambda}] is a fixed value strictly greater than zero, instead of simply ask that Re[] < 0.


          Another typical specification is the rejection of a step disturbance; including an integrator in the open-loop chain (i.e. directly before the system under control) easily achieves this. Other classes of disturbances need different types of sub-systems to be included.


          Other "classical" control theory specifications regard the time-response of the closed-loop system: these include the rise time (the time needed by the control system to reach the desired value after a perturbation), peak overshoot (the highest value reached by the response before reaching the desired value) and others ( settling time, quarter-decay). Frequency domain specifications are usually related to robustness (see after).


          Modern performance assessments use some variation of integrated tracking error (IAE,ISA,CQI).


          


          Model identification and robustness


          A control system must always have some robustness property. A robust controller is such that its properties do not change much if applied to a system slightly different from the mathematical one used for its synthesis. This specification is important: no real physical system truly behaves like the series of differential equations used to represent it mathematically. Typically a simpler mathematical model is chosen in order to simplify calculations, otherwise the true system dynamics can be so complicated that a complete model is impossible.


          


          System identification


          The process of determining the equations that govern the model's dynamics is called system identification. This can be done off-line: for example, executing a series of measures from which to calculate an approximated mathematical model, typically its transfer function or matrix. Such identification from the output, however, cannot take account of unobservable dynamics. Sometimes the model is built directly starting from known physical equations: for example, in the case of a mass-spring-damper system we know that [image:  m \ddot{{x}}(t) = - K x(t) - \Beta \dot{x}(t)]. Even assuming that a "complete" model is used in designing the controller, all the parameters included in these equations (called "nominal parameters") are never known with absolute precision; the control system will have to behave correctly even when connected to physical system with true parameter values away from nominal.


          Some advanced control techniques include an "on-line" identification process (see later). The parameters of the model are calculated ("identified") while the controller itself is running: in this way, if a drastic variation of the parameters ensues (for example, if the robot's arm releases a weight), the controller will adjust itself consequently in order to ensure the correct performance.


          


          Analysis


          Analysis of the robustness of a SISO control system can be performed in the frequency domain, considering the system's transfer function and using Nyquist and Bode diagrams. Topics include gain and phase margin and amplitude margin. For MIMO and, in general, more complicated control systems one must consider the theoretical results devised for each control technique (see next section): i.e., if particular robustness qualities are needed, the engineer must shift his attention to a control technique including them in its properties.


          


          Constraints


          A particular robustness issue is the requirement for a control system to perform properly in the presence of input and state constraints. In the physical world every signal is limited. It could happen that a controller will send control signals that cannot be followed by the physical system: for example, trying to rotate a valve at excessive speed. This can produce undesired behaviour of the closed-loop system, or even break actuators or other subsystems. Specific control techniques are available to solve the problem: model predictive control (see later), and anti-wind up systems. The latter consists of an additional control block that ensures that the control signal never exceeds a given threshold.


          


          Main control strategies


          Every control system must guarantee first the stability of the closed-loop behaviour. For linear systems, this can be obtained by directly placing the poles. Non-linear control systems use specific theories (normally based on Aleksandr Lyapunov's Theory) to ensure stability without regard to the inner dynamics of the system. The possibility to fulfill different specifications varies from the model considered and the control strategy chosen. Here a summary list of the main control techniques is shown:


          


          Classical control


          The PID controller is probably the most-used feedback control design, being the simplest one. "PID" means Proportional-Integral-Derivative, referring to the three terms operating on the error signal to produce a control signal. If u(t) is the control signal sent to the system, y(t) is the measured output and r(t) is the desired output, and tracking error e(t) = r(t)  y(t), a PID controller has the general form


          
            	[image: u(t) = K_P e(t) + K_I \int e(t)dt + K_D \dot{e}(t)]

          


          The desired closed loop dynamics is obtained by adjusting the three parameters KP, KI and KD, often iteratively by "tuning" and without specific knowledge of a plant model. Stability can often be ensured using only the proportional term. The integral term permits the rejection of a step disturbance (often a striking specification in process control). The derivative term is used to provide damping or shaping of the response. PID controllers are the most well established class of control systems: however, they cannot be used in several more complicated cases, especially if MIMO systems are considered.


          


          Linear control


          For MIMO systems, pole placement can be performed mathematically using a State space representation of the open-loop system and calculating a feedback matrix assigning poles in the desired positions. In complicated systems this can require computer-assisted calculation capabilities, and cannot always ensure robustness. Furthermore, all system states are not in general measured and so observers must be included and incorporated in pole placement design.


          


          Non-linear control


          Processes in industries like robotics and the aerospace industry typically have strong non-linear dynamics. In control theory it is sometimes possible to linearize such classes of systems and apply linear techniques: but in many cases it can be necessary to devise from scratch theories permitting control of non-linear systems. These, e.g., feedback linearization, backstepping, sliding mode control, trajectory linearization control normally take advantage of results based on Lyapunov's theory. Differential geometry has been widely used as a tool for generalizing well-known linear control concepts to the non-linear case, as well as showing the subtleties that make it a more challenging problem.


          


          Optimal control


          Optimal control is a particular control technique in which the control signal optimizes a certain "cost index": for example, in the case of a satellite, the jet thrusts needed to bring it to desired trajectory that consume the least amount of fuel. Two optimal control design methods have been widely used in industrial applications, as it has been shown they can guarantee closed-loop stability. These are Model Predictive Control (MPC) and Linear-Quadratic-Gaussian control (LQG). The first can more explicitly take into account constraints on the signals in the system, which is an important feature in many industrial processes. However, the "optimal control" structure in MPC is only a means to achieve such a result, as it does not optimize a true performance index of the closed-loop control system. Together with PID controllers, MPC systems are the most widely used control technique in process control.


          


          Adaptive control


          Adaptive control uses on-line identification of the process parameters, or modification of controller gains, thereby obtaining strong robustness properties. Adaptive controls were applied for the first time in the aerospace industry in the 1950s, and have found particular success in that field.


          


          Intelligent control


          Intelligent control use various AI computing approaches like neural networks, Bayesian probability, fuzzy logic, machine learning, evolutionary computation and genetic algorithms to control a dynamic system


          


          Hierarchical control


          A Hierarchical control system is a form of Control System in which a set of devices and governing software is arranged in a hierarchical tree. When the links in the tree are implemented by a computer network, then that hierarchical control system is also a form of Networked control system.
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        Convention on the Rights of the Child


        
          

          
            
              	Convention on the Rights of the Child
            


            
              	
                
                  
                    	-
                  


                  
                    	-
                  

                

              
            


            
              	Opened for signature

              	November 20, 1989 in -
            


            
              	Entered into force

              	September 2, 1990
            


            
              	Conditions for entry into force

              	20 ratifications or accessions (Article 49)
            


            
              	Parties

              	193 (two non-parties: United States and Somalia)
            

          


          The United Nations Convention on the Rights of the Child, often referred to as CRC or UNCRC, is an international convention setting out the civil, political, economic, social and cultural rights of children. Nations that ratify this international convention are bound by it by international law. Compliance is monitored by the United Nations Committee on the Rights of the Child which is composed of members from countries around the world. Once a year, the Committee submits a report to the Third Committee of the United Nations General Assembly, which also hears a statement from the CRC Chair, and the Assembly adopts a Resolution on the Rights of the Child.


          Governments of countries that have ratified the Convention are required to report to, and appear before, the United Nations Committee on the Rights of the Child periodically to be examined on their progress with regards to the advancement of the implementation of the Convention and the status of child rights in their country. Their reports and the committee's written views and concerns are available on the committee's website.


          All member nation states (countries) of the United Nations, except the United States and Somalia, have ratified it. The United Nations General Assembly agreed to adopt the Convention into international law as an advisory resolution on November 20, 1989; it came into force on September 2, 1990, after it was ratified by the required number of nations. The Convention generally defines a child as any person under the age of 18, unless an earlier age of majority is recognized by a country's law.


          


          Contents


          The Convention deals with the child-specific needs and rights. It requires that states act in the best interests of the child. This approach is different from the common law approach found in many countries that had previously treated children and wives as possessions or chattels, ownership of which was often argued over in family disputes. In many jurisdictions, properly implementing the Convention requires an overhaul of child custody and guardianship laws, or, at the very least, a creative approach within the existing laws.


          The Convention acknowledges that every child has certain basic rights, including the right to life, his or her own name and identity, to be raised by his or her parents within a family or cultural grouping and have a relationship with both parents, even if they are separated.


          The Convention obliges states to allow parents to exercise their parental responsibilities. The Convention also acknowledges that children have the right to express their opinions and to have those opinions heard and acted upon when appropriate, to be protected from abuse or exploitation, to have their privacy protected and requires that their lives not be subject to excessive interference.


          The Convention also obliges signatory states to provide separate legal representation for a child in any judicial dispute concerning their care and asks that the child's viewpoint be heard in such cases. The Convention forbids capital punishment for children.


          The Convention also has two optional protocols, adopted by the General Assembly in May 2000 and applicable to those states that have signed and ratified them: The Optional Protocol on the Involvement of Children in Armed Conflict and the Optional Protocol to the Convention on the Rights of the Child on the Sale of Children, Child Prostitution and Child Pornography.


          


          State parties and signatories


          According to Amnesty International, 193 states are party to the Convention , including almost all the members of the United Nations, apart from the United States and Somalia.


          


          Canada


          Canada has ratified the Convention but has not fully implemented the Convention in Canadian domestic laws. The Canadian Children's Rights Council has a full section with related parliamentary references on the implementation of the Convention in Canada.


          Youth criminal laws in Canada underwent major changes resulting in the Youth Criminal Justice Act (YCJA) which went into effect on April 1, 2003.


          In 1989, the Canadian House of Commons voted unanimously to pass a non-binding resolution to end child poverty by the year 2000. However, the child poverty rate did not change between 1989 and 2000; 16% of Canadian children still live in poverty.


          


          Ireland


          The Republic of Ireland signed the Convention on the Rights of the Child on 30 September 1990 and ratified it, without reservation, on 21 September 1992. In response to criticisms expressed in the 1998 review by the UN Committee on the Rights of the Child in Geneva, the Irish government established the office of Ombudsman for Children and drew up a national children's strategy. In 2006, following concerns expressed by the committee that the wording of the Irish Constitution does not allow the State to intervene in cases of abuse other than in very exceptional cases, the Irish government undertook to amend the constitution to make a more explicit commitment to children's rights.


          


          Saudi Arabia


          Saudi Arabia ratified the Convention in 1996 and considers it to be a valid source of domestic law. The Committee on the Rights of the Child, which reviewed Saudi Arabias treatment of children under the Convention in January 2005, strongly condemned the government for its practice of imposing the death penalty on juveniles, calling it "a serious violation of the fundamental rights". The committee said it was deeply alarmed over the discretionary power judges hold to treat children as adults: In its 2004 report the Saudi Arabia government had stated that it "never imposes capital punishment on persons... below the age of 18". However the government delegation later acknowledged that a judge could impose the death penalty whenever he decided that the convicted person had reached his or her majority, regardless of the persons actual age at the time of the crime or at the time of the scheduled execution.


          


          United Kingdom


          The United Kingdom ratified the Convention on 16 December 1991, with several declarations and reservations, and made its first report to the Committee on the Rights of the Child in January 1995. Concerns raised by the Committee included the growth in child poverty and inequality, the extent of violence towards children, the use of custody for young offenders, the low age of criminal responsibility, and the lack of opportunities for children and young people to express views. The 2002 report of the Committee expressed similar concerns, including the welfare of children in custody, unequal treatment of asylum seekers, and the negative impact of poverty on children's rights. There was much attention in the media to the criticism of UK parent's rights to hit their children as 'a serious violation of the dignity of the child'.


          


          United States


          The United States has signed the Convention, but not completed the ratification processes. On February 16, 1995, Madeleine Albright, at the time the U.S. Ambassador to the United Nations, signed the Convention. Though generally supportive of the Convention, President Bill Clinton did not submit it to the Senate for its advice and consent.


          


          Opposition to ratification


          The United States has not so far ratified the CRC, in part due to potential conflicts with the constitution and because of opposition by some political and religious conservatives to the treaty.


          The administration of President George W. Bush has explicitly stated its opposition to the treaty:


          
            	"The Convention on the Rights of the Child may be a positive tool for promoting child welfare for those countries that have adopted it. But we believe the text goes too far when it asserts entitlements based on economic, social and cultural rights. ... The human rights-based approach ... poses significant problems as used in this text."

          


          Active opposition to the Convention in the United States has been concentrated in politically conservative groups. Senator Jesse Helms, the former chairman of the Senate Foreign Relations Committee, described it as a "bag of worms," an effort to "chip away at the U.S. Constitution."


          Legal concerns over ratification have mostly focused on issues of sovereignty and federalism. The United States generally does not sign treaties that it believes would impair its sovereignty. Most United States laws for the protection of children are state rather than federal laws, and the Tenth Amendment to the United States Constitution restricts some of the authority of the United States government to pass legislation or ratify treaties that will protect children. The U.S. Constitution not only limits federal jurisdiction over children, the Supreme Court has held that to some significant degree, no governmentfederal, state, or localmay interfere with the parent-child relationship..


          The Heritage Foundation sees the conflict as an issue of national control over domestic policy: "Although not originally promoted as an entity that would become involved in actively seeking to shape member states domestic policies, the U.N. has become increasingly intrusive in these arenas." They express concern about "sovereign jurisdiction over domestic policymaking and preserving the freedom of American civil society", and argue that the actual practice of some UN Committees has been to review national policies that are unrelated, or are marginally related to the actual language of the Convention. Supporters of homeschooling express concern that the Convention will "subvert the authority of parents to exercise important responsibilities toward their children. Under the UN Convention, parental responsibility exists only in so far as parents are willing to further the independent choices of the child."


          David Smolin argues that the objections from the religious and political conservatives stem from their view that the U.N. is an elitist institution, which they do not trust to properly handle sensitive decisions regarding family issues. He suggests that legitimate concerns of critics could be met with appropriate reservations by the U.S.


          


          Support for ratification


          The Campaign for U.S. Ratification of the Convention on the Rights of the Child argues that ratification "would establish a useful framework from which our leaders could create cost-effective and comprehensive policies and programs that address the specific needs of children and families." World Vision, which is a large evangelical Christian relief NGO, has supported ratification of the Convention. Smolin states that this support is probably more typical of worldwide evangelical Christian opinion because, globally, Christians who seek to help the "vulnerable, poor, needy, and oppressed...apparently find more inspiration than fear in the words of the CRC." Other organisations which have supported ratification include Church World Service, the National Spiritual Assembly of the Baha'is of the United States, Church Women United, and the National Council of Churches.


          


          Conflicts with U.S. law


          Article 37 of the Convention prohibits sentencing of juveniles to life imprisonment with no opportunity for parole. Laws in several U.S. states appear to conflict with this article.


          David Smolin argues that Article 29 limits the right of parents and others to educate children in private school, by requiring that all such schools support the principles contained in the United Nations Charter and a list of specific values and ideals, and argues that "Supreme Court case law has provided that a combination of parental rights and religious liberties provide a broader right of parents and private schools to control the values and curriculum of private education free from State interference."


          



          


          Controversy


          David Smolin, otherwise a proponent who urges U.S. reservations, argues that Article 5, which includes a provision stating that parents "provide, in a manner consistent with the evolving capacities of the child, appropriate direction and guidance in the exercise by the child of the rights recognized in the present Convention", "is couched in language which seems to reduce the parental role to that of giving advice". The Campaign for U.S. Ratification of the Convention on the Rights of the Child argues that the Convention protects parental responsibility from government interference, although the analysis following this conclusion merely states: "Article 5 states that Governments should respect the rights, responsibilities, and duties of parents to raise their children".


          Verhellen describes the growing tensions between human rights and separate children's rights and the way this conflict is handled in Europe.


          Stuart Birks states that the Convention may be interpreted to support a rebuttable presumption for shared parenting in the case of divorce or separation.
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        Conway's Game of Life


        
          

          
            	"Conway game" can refer to games as defined by surreal numbers, which Conway also developed.

          


          
            [image: Gosper's Glider Gun creating "gliders".]

            
              Gosper's Glider Gun creating " gliders".
            

          


          The Game of Life is a cellular automaton devised by the British mathematician John Horton Conway in 1970. It is the best-known example of a cellular automaton.


          The "game" is actually a zero-player game, meaning that its evolution is determined by its initial state, needing no input from human players. One interacts with the Game of Life by creating an initial configuration and observing how it evolves. A variant exists where two players compete.


          


          Rules


          The universe of the Game of Life is an infinite two-dimensional orthogonal grid of square cells, each of which is in one of two possible states, live or dead. Every cell interacts with its eight neighbours, which are the cells that are directly horizontally, vertically, or diagonally adjacent. At each step in time, the following transitions occur:


          
            	Any live cell with fewer than two live neighbours dies, as if by loneliness.


            	Any live cell with more than three live neighbours dies, as if by overcrowding.


            	Any live cell with two or three live neighbours lives, unchanged, to the next generation.


            	Any dead cell with exactly three live neighbours comes to life.

          


          The initial pattern constitutes the 'seed' of the system. The first generation is created by applying the above rules simultaneously to every cell in the seed  births and deaths happen simultaneously, and the discrete moment at which this happens is sometimes called a tick. (In other words, each generation is a pure function of the one before.) The rules continue to be applied repeatedly to create further generations.


          


          Origins


          Conway was interested in a problem presented in the 1940s by renowned mathematician John von Neumann, who tried to find a hypothetical machine that could build copies of itself and succeeded when he found a mathematical model for such a machine with very complicated rules on a rectangular grid. Conway tried to simplify von Neumann's ideas and eventually succeeded. By coupling his previous success with Leech's problem in group theory with his interest in von Neumann's ideas concerning self-replicating machines, Conway devised the Game of Life.


          It made its first public appearance in the October 1970 issue of Scientific American, in Martin Gardner's " Mathematical Games" column. From a theoretical point of view, it is interesting because it has the power of a universal Turing machine: that is, anything that can be computed algorithmically can be computed within Conway's Game of Life. Gardner wrote:


          
            The game made Conway instantly famous, but it also opened up a whole new field of mathematical research, the field of cellular automata ... Because of Life's analogies with the rise, fall and alterations of a society of living organisms, it belongs to a growing class of what are called 'simulation games' (games that resemble real life processes)

          


          Ever since its publication, Conway's Game of Life has attracted much interest because of the surprising ways in which the patterns can evolve. Life is an example of emergence and self-organization. It is interesting for physicists, biologists, economists, mathematicians, philosophers, generative scientists and others to observe the way that complex patterns can emerge from the implementation of very simple rules. The game can also serve as a didactic analogy, used to convey the somewhat counterintuitive notion that "design" and "organization" can spontaneously emerge in the absence of a designer. For example, philosopher and cognitive scientist Daniel C. Dennett has used the analog of Conway's Life "universe" extensively to illustrate the possible evolution of complex philosophical constructs, such as consciousness and free will, from the relatively simple set of deterministic physical laws governing our own universe.


          The popularity of Conway's Life was helped by the fact that it came into being just in time for a new generation of inexpensive minicomputers which were being released into the market, meaning that the game could be run for hours on these machines which were otherwise unused at night. In this respect it foreshadowed the later popularity of computer-generated fractals. For many, Life was simply a programming challenge, a fun way to waste CPU cycles. For some, however, Life had more philosophical connotations. It developed a cult following through the 1970s and beyond; current developments have gone so far as to create theoretic emulations of computer systems within the confines of a Life board.


          Conway chose his rules carefully, after considerable experimentation, to meet three criteria:


          
            	There should be no initial pattern for which there is a simple proof that the population can grow without limit.


            	There should be initial patterns that apparently do grow without limit.


            	There should be simple initial patterns that grow and change for a considerable period of time before coming to an end in the following possible ways:

              
                	
                  
                    	Fading away completely (from overcrowding or from becoming too sparse); or


                    	Settling into a stable configuration that remains unchanged thereafter, or entering an oscillating phase in which they repeat an endless cycle of two or more periods.

                  

                

              

            

          


          


          Examples of patterns


          
            [image: The evolution and movement of a glider.]

            
              The evolution and movement of a glider.
            

          


          
            [image: The evolution and movement of a LWSS.]

            
              The evolution and movement of a LWSS.
            

          


          Many different types of patterns occur in the Game of Life, including static patterns (" still lifes"), repeating patterns (" oscillators"  a superset of still lifes), and patterns that translate themselves across the board (" spaceships"). Common examples of these three classes are shown below, with live cells shown in black, and dead cells shown in white.


          
            
              	Block (still life)

              	[image: Image:Game of life block.svg]
            


            
              	Boat (still life)

              	[image: Image:game of life boat.jpg]
            


            
              	Blinker (two-phase oscillator)

              	[image: Image:game of life blinker.jpg]
            


            
              	Toad (two-phase oscillator)

              	[image: Image:game of life toad.jpg]
            


            
              	Glider (spaceship)

              	[image: Image:game of life glider.jpg]
            


            
              	Lightweight spaceship (LWSS)

              	[image: Image:game of life lwss.jpg]
            


            
              	Pulsar (three-phase oscillator)

              	[image: Image:4demons.jpg]
            

          


          The "pulsar" is the most common period 3 oscillator. The great majority of naturally occurring oscillators are period 2, like the blinker and the toad, but periods 4, 8, 15, 30, and a few others have been seen on rare occasions .


          Patterns called " Methuselahs" can evolve for long periods before repeating. "Diehard" is a pattern that eventually disappears after 130 generations, or steps. "Acorn" takes 5206 generations to generate at least 25 gliders and stabilise as many oscillators.


          
            
              
                	[image: Image:game of life diehard.jpg]

                	[image: Image:game of life methuselah.jpg]
              


              
                	Diehard

                	Acorn
              

            

          


          Conway originally conjectured that no pattern can grow indefinitely  i.e., that for any initial configuration with a finite number of living cells, the population cannot grow beyond some finite upper limit. In the game's original appearance in " Mathematical Games", Conway offered a $50 prize to the first person who could prove or disprove the conjecture before the end of 1970. One way to disprove it would be to discover patterns that keep adding counters to the field: a "gun", which would be a configuration that repeatedly shoots out moving objects such as the "glider", or a "puffer train", which would be a configuration that moves but leaves behind a trail of persistent "smoke".


          The prize was won in November of the same year by a team from the Massachusetts Institute of Technology, led by Bill Gosper; the "Gosper gun" shown below produces its first glider on the 15th generation, and another glider every 30th generation from then on. This first glider gun is still the smallest one known:


          
            [image: Image:Game of life glider gun.jpg]

            Gosper Glider Gun

          


          Simpler patterns were later found that also exhibit infinite growth. All three of the following patterns grow indefinitely: the first two create one "block-laying" switch engine each, while the third creates two. The first has only 10 live cells (which has been proven to be minimal). The second fits in a 5  5 square. The third is only one cell high:


          
            
              
                	[image: Image:game of life infinite2.jpg]
              


              
                	

                [image: Image:game of life infinite3.svg]
              

            

          


          Later discoveries included other " guns", which are stationary and shoot out gliders or other spaceships; " puffers", which move along leaving behind a trail of debris; and " rakes", which move and emit spaceships. Gosper also constructed the first pattern with an asymptotically optimal quadratic growth rate, called a " breeder", or "lobster", which worked by leaving behind a trail of guns.


          It is possible for gliders to interact with other objects in interesting ways. For example, if two gliders are shot at a block in just the right way, the block will move closer to the source of the gliders. If three gliders are shot in just the right way, the block will move farther away. This "sliding block memory" can be used to simulate a counter. It is possible to construct logic gates such as AND, OR and NOT using gliders. It is possible to build a pattern that acts like a finite state machine connected to two counters. This has the same computational power as a universal Turing machine, so the Game of Life is as powerful as any computer with unlimited memory: it is Turing complete. Furthermore, a pattern can contain a collection of guns that combine to construct new objects, including copies of the original pattern. A "universal constructor" can be built which contains a Turing complete computer, and which can build many types of complex objects, including more copies of itself.


          


          Iteration


          From a random initial pattern of living cells on the grid, observers will find the population constantly changing as the generations tick by. The patterns that emerge from the simple rules may be considered a form of beauty. Small isolated subpatterns with no initial symmetry tend to become symmetrical. Once this happens the symmetry may increase in richness, but it cannot be lost unless a nearby subpattern comes close enough to disturb it. In a very few cases the society eventually dies out, with all living cells vanishing, though this may not happen for a great many generations. Most initial patterns eventually "burn out", producing either stable figures or patterns that oscillate forever between two or more states; many also produce one or more gliders or spaceships that travel indefinitely away from the initial location.


          


          Algorithms


          
            [image: Conway discovered that the F-pentomino failed to stabilise in a small number of generations.]

            
              Conway discovered that the F- pentomino failed to stabilise in a small number of generations.
            

          


          The earliest results in the Game of Life were obtained without the use of computers. The simplest still-lifes and oscillators were discovered while tracking the fates of various small starting configurations using graph paper, blackboards, physical game boards (such as Go) and the like. During this early research, Conway discovered that the F- pentomino (which he called the "R-pentomino") failed to stabilise in a small number of generations.


          These discoveries inspired computer programmers over the world to write programs to track the evolution of Life patterns. Most of the early algorithms were similar. They represented Life patterns as two-dimensional arrays in computer memory. Typically two arrays are used, one to hold the current generation and one in which to calculate its successor. Often 0 and 1 represent dead and live cells, respectively. A double loop considers each element of the current array in turn, counting the live neighbours of each cell to decide whether the corresponding element of the successor array should be 0 or 1. The successor array is displayed. For the next iteration the arrays swap roles so that the successor array in the last iteration becomes the current array in the next iteration.


          A variety of minor enhancements to this basic scheme are possible, and there are many ways to save unnecessary computation. A cell that did not change at the last time step, and none of whose neighbours changed, is guaranteed not to change at the current time step as well, so a program that keeps track of which areas are active can save time by not updating the inactive zones.


          In principle, the Life field is infinite, but computers have finite memory, and usually array sizes must be declared in advance. This leads to problems when the active area encroaches on the border of the array. Programmers have used several strategies to address these problems. The simplest strategy is simply to assume that every cell outside the array is dead. This is easy to program, but leads to inaccurate results when the active area crosses the boundary. A more sophisticated trick is to consider the left and right edges of the field to be stitched together, and the top and bottom edges also, yielding a toroidal array. The result is that active areas that move across a field edge reappear at the opposite edge. Inaccuracy can still result if the pattern grows too large, but at least there are no pathological edge effects. Techniques of dynamic storage allocation may also be used, creating ever-larger arrays to hold growing patterns.


          Alternatively, the programmer may abandon the notion of representing the Life field with a 2-dimensional array, and use a different data structure, like a vector of coordinate pairs representing live cells. This approach allows the pattern to move about the field unhindered, as long as the population does not exceed the size of the live-coordinate array. The drawback is that counting live neighbours becomes a search operation, slowing down simulation speed. With more sophisticated data structures this problem can also be largely solved.


          For exploring large patterns at great time depths, sophisticated algorithms like Hashlife may be useful.


          


          Variations on Life


          Since Life's original inception, new rules have been developed. The standard Game of Life, in which a cell is "born" if it has exactly 3 neighbours, stays alive if it has 2 or 3 living neighbours, and dies otherwise, is symbolised as "23/3". The first number, or list of numbers, is what is required for a cell to continue. The second set is the requirement for birth. Hence "16/6" means "a cell is born if there are 6 neighbours, and lives on if there are either 1 or 6 neighbours". HighLife is 23/36, because having 6 neighbours, in addition to the original game's 23/3 rule, causes a birth. HighLife is best known for its replicators. Additional variations on Life exist, although the vast majority of these universes are either too chaotic or desolate.


          
            [image: A sample of a 48-step oscillator from a 2D hexagonal Game of Life (rule 34/2).]

            
              A sample of a 48-step oscillator from a 2D hexagonal Game of Life (rule 34/2).
            

          


          Some variations modify the geometry of the universe as well as the rule. The above variations can be thought of as 2D Square, because the world is two-dimensional and laid out in a square grid. 3D Square and 1D Square variations have been developed, as have 2D Hexagonal variations where the grid is hexagonal or triangular instead of square.


          Conway's rules may also be generalized so that instead of two states (live and dead) there are three or more. State transitions are then determined either by a weighting system or by a table specifying separate transition rules for each state; for example, Mirek's Cellebration's multi-coloured "Rules Table" and "Weighted Life" rule families each include sample rules equivalent to Conway's Life.


          Patterns relating to fractals and fractal systems may also be observed in certain Life-like variations. For example, the automaton 12/1 generates four very close approximations to the Sierpiński triangle when applied to a single live cell.


          Immigration is a variation that is the same as the Game of Life, except that there are two ON states (often expressed as two different colours). Whenever a new cell is born, it takes on the ON state that is the majority in the three cells that gave it birth. This feature can be used to examine interactions between spaceships and other "objects" within the game. Another similar variation, called QuadLife, involves four different ON states. When a new cell is born from three different ON neighbours, it takes on the fourth value, and otherwise like Immigration it takes the majority value. Except for the variation among ON cells, both of these variations act identically to Life.


          


          Variation for two players


          In this variation, live cells can have two colours and a player wins when all cells of the opponent's colour are eliminated. When a dead cell becomes live, its colour is determined by the dominating colour of its neighbour live cells (which are exactly three), like in the aforementioned Immigration. Start with a random or pre-chosen starting pattern with half the live cells of each colour. After one iteration, the first player may add one cell of his colour and remove one cell of his opponent's colour. After the next iteration the other player can do the same, and so forth.


          


          Notable Life programs


          The first Life program was written for the PDP-7 by M. J. T. Guy and S. R. Bourne in 1970. Without its help some discoveries about the game would have been difficult to make.


          There are now thousands of Life programs online, so a full list will not be provided here. The following is a selection of a small number of programs with some special claim to notability, such as popularity or unusual features. Most of these programs incorporate a graphical user interface for pattern editing and simulation, the capability for simulating multiple rules including Life, and a large library of interesting patterns in Life and other CA rules.


          
            	Conway's Game of Life by Alan Hensel. A pop-up Java web applet with fast simulation algorithms and a big library of interesting Life patterns.


            	Golly. A cross-platform (Windows, Macintosh, and Linux) open-source Life simulation system by Andrew Trevorrow and Tomas Rokicki including the hashlife algorithm for extremely fast generation and Python scriptability for both editing and simulation.


            	Life32. Freeware for Windows machines includes powerful and scriptable pattern editing features.


            	Mirek's Cellebration. Free 1-D and 2-D cellular automata viewer, explorer and editor for Windows. Includes powerful facilities for simulating and viewing a wide variety of CA rules including Life, and a scriptable editor.


            	Xlife A cellular-automaton laboratory by Jon Bennett. Long time the standard Linux Life simulation application, it has also been ported to Windows. Can handle cellular automaton rules with the same neighbourhood as Life and up to eight possible states per cell. See here for many alternative versions.
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        Cookie-cutter shark


        
          

          
            
              	Cookie-cutter shark
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                  Drawing by Dr Tony Ayling
                

              
            


            
              	Conservation status
            


            
              	
                
                  Least Concern
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Subkingdom:

                    	Deuterostomia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Chondrichthyes

                  


                  
                    	Subclass:

                    	Elasmobranchii

                  


                  
                    	Order:

                    	Squaliformes

                  


                  
                    	Family:

                    	Dalatiidae

                  


                  
                    	Genus:

                    	Isistius

                  


                  
                    	Species:

                    	I. brasiliensis

                  

                

              
            


            
              	Binomial name
            


            
              	Isistius brasiliensis

              ( Quoy & Gaimard, 1824)
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                  Range of cookie-cutter shark (in blue)
                

              
            

          


          The cookie-cutter shark, Isistius brasiliensis, also known as the cigar shark or luminous shark, is a small rarely-seen dogfish shark.


          


          Anatomy and morphology


          Cookie-cutters are a small about 50 cm (20 in )shark with a cigar shaped body. It has large eyes with green pupils, and prominent triangular teeth used for feeding on the lower jaw. The upper jaw of the shark consists of small teeth. In addition to the sharp teeth, the cookie-cutter shark bears rather fleshy lips. The creature has 2 small dorsal fins located toward the tail. The underside of the shark is bioluminescent, glowing a pale blue-green that matches the background light from the ocean's surface that serves as camouflage to creatures beneath it. However, a small non-luminescent patch appears black, deceiving the shark's prey, smaller predatory fish (like tuna), into thinking the shark is an even smaller fish. When the predatory fish tries to strike at the shark, the shark strikes back, earning itself another meal. This is the only known instance whereby a bioluminescent lure is created by the absence of luminescence (contrast with anglerfish).


          


          Distribution


          Worldwide in deep water. The cookie-cutter shark has been found at depths of about 1,000 m (3,300 ft).


          


          Ecology and life history


          


          Feeding ecology


          It derived its name from its habit of removing small circular chunks of flesh from cetaceans and large fish. It is hypothesized that the shark seizes its much larger prey with its jaws, then rotates its body to achieve a highly symmetrical cut. They are considered parasites.


          


          Life history


          Cookie-cutter sharks reproduce through aplacental viviparity in the same way as great white sharks. Little else is known about their reproduction.


          


          Etymology and taxonomic history


          Its name comes from its feeding style in which almost perfectly circular "cookie-cutter" shaped plugs are removed from the skin of marine mammals and larger fish and sharks.


          


          Interaction with humans


          There has been little interaction between humans and the cookie-cutter shark. However, there was an incident in which a cookie-cutter shark took a bite out of the rubber sonar dome of a US Navy submarine, causing damage to the housing, and forcing the submarine out of service until the rubber could be replaced. Though this is not considered a "true" interaction, cookie-cutters' distinct marks can be seen on some fish in some supermarkets if you look closely.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cookie-cutter_shark"
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              	Anthem: Te Atua Mou E

              God is Truth
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              	Capital

              (and largest city)

              	Avarua

            


            
              	Official languages

              	English

              Cook Islands Māori
            


            
              	Demonym

              	Cook Islander
            


            
              	Government

              	Constitutional monarchy
            


            
              	-

              	Head of State

              	Queen Elizabeth II
            


            
              	-

              	Queen's Representative

              	

              Sir Frederick Goodwin
            


            
              	-

              	Prime Minister

              	Jim Marurai
            


            
              	Associated state
            


            
              	-

              	Self-government in free association with New Zealand

              	4 August 1965
            


            
              	Area
            


            
              	-

              	Total

              	236km( 209th)

              91 sqmi
            


            
              	Population
            


            
              	-

              	Mar 2006estimate

              	18,700( 218th (2005))
            


            
              	-

              	2001census

              	18,027
            


            
              	-

              	Density

              	76/km( 117th)

              197/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$183.2 million( not ranked)
            


            
              	-

              	Per capita

              	$9,100( not ranked)
            


            
              	Currency

              	New Zealand dollar

              ( Cook Islands dollar also used) ( NZD)
            


            
              	Time zone

              	( UTC-10)
            


            
              	Internet TLD

              	.ck
            


            
              	Calling code

              	+682
            

          


          The Cook Islands ( Cook Islands Māori: Kūki 'Āirani) are a self-governing parliamentary democracy in free association with New Zealand. The fifteen small islands in this South Pacific Ocean country have a total land area of 240 square kilometres (92.7 sqmi), but the Cook Islands Exclusive Economic Zone (EEZ) covers 1.8 million square kilometres (0.7 million sqmi) of ocean.


          The main population centres are on the island of Rarotonga (c.10,000), where there is an international airport. There is also a much larger population of Cook Islanders in New Zealand, particularly the North Island; in the 2006 census, 58,008 self-identified as being of ethnic Cook Island Māori descent.


          With over 90,000 visitors travelling to the islands in 2006, tourism is the country's number one industry, and the leading element of the economy, far ahead of offshore banking, pearls, marine and fruit exports.


          Defence is the responsibility of New Zealand, in consultation with the Cook Islands and at its request. In recent times, the Cook Islands have adopted an increasingly independent foreign policy.


          


          Politics


          The politics of the Cook Islands takes place in a framework of a parliamentary representative democratic associated state, whereby the Queen of New Zealand, represented in the Cook Islands by the Queen's Representative, is Head of State and the Chief Minister is the head of government. There is a pluriform multi-party system and the islands are self-governing in free association with New Zealand and fully responsible for both internal and external affairs. New Zealand no longer has any responsibility for external affairs. As of 2005, it has diplomatic relations in its own name with eighteen other countries. Executive power is exercised by the government. Legislative power is vested in both the government and the Parliament of the Cook Islands.


          The Cook Islands are not United Nations full members but participate in WHO and UNESCO.


          The Judiciary is independent of the executive and the legislature.


          


          Historical dates


          1595  Spaniard lvaro de Mendaa de Neira is the first European to sight the islands.


          1606  Spaniard Pedro Fernndez de Quirs made the first recorded European landing in the islands when he set foot on Rakahanga.


          1773  Captain James Cook explores the islands and names them the Hervey Islands. Fifty years later they are renamed in his honour by Russian admiral and explorer Krusenstern.


          1821  English and Tahitian missionaries arrive, become the first non-native settlers.


          1858  The Cook Islands become united as a state, the Kingdom of Rarotonga.


          1888  Cook Islands are proclaimed a British protectorate and a single federal parliament is established.


          1901  The Cook Islands are annexed to New Zealand.


          1924  The All Blacks Invincibles stop in Rarotonga on their way to the United Kingdom and play a friendly match against a scratch Rarotongan team.


          1946  Legislative Council is established. For the first time since 1912, the territory has direct representation.


          1965  The Cook Islands become a self-governing territory in free association with New Zealand. Albert Henry, leader of the Cook Islands Party, is elected as the territory's first prime minister.


          1974  Albert Henry is knighted by Queen Elizabeth II


          1979  Sir Albert Henry is found guilty of electoral fraud and stripped of his premiership and his knighthood. Tom Davis becomes Premier.


          1981  Constitution is amended. Parliament grows from 22 to 24 seats and the parliamentary term is extended from four to five years. Tom Davis is knighted.


          1985  Rarotonga Treaty is open for signing in the Cook Islands creating a nuclear free zone in the South Pacific.


          1986  In January 1986, following the rift between New Zealand and the USA in respect of the ANZUS security arrangements Prime Minister Tom Davis declared the Cook Islands a neutral country, because he considered that New Zealand (which has control over the islands' defence and foreign policy) was no longer in a position to defend the islands. The proclamation of neutrality meant that the Cook Islands would not enter into a military relationship with any foreign power, and, in particular, would prohibit visits by US warships. Visits by US naval vessels were allowed to resume by Henry's Government.


          1991  The Cook Islands signed a treaty of friendship and co-operation with France, covering economic development, trade and surveillance of the islands' EEZ. The establishment of closer relations with France was widely regarded as an expression of the Cook Islands' Government's dissatisfaction with existing arrangements with New Zealand which was no longer in a position to defend the Cook Islands.


          1995  The French Government resumed its Programme of nuclear-weapons testing at Mururoa Atoll in September 1995 upsetting the Cook Islands. Henry was fiercely critical of the decision and dispatched a vaka (traditional voyaging canoe) with a crew of Cook Islands' traditional warriors to protest near the test site. The tests were concluded in January 1996 and a moratorium was placed on future testing by the French government.


          1997  Full diplomatic relations established with China.


          1997  In November, Cyclone Martin in Manihiki kills at least six people; 80% of buildings are damaged and the black pearl industry suffered severe losses.


          2000  Full diplomatic relations concluded with France.


          2002  Prime Minister Terepai Maoate is ousted from government following second vote of no-confidence in his leadership.


          2004  Prime Minister Robert Woonton visits China; Chinese Premier Wen Jiabao grants $16 m in development aid.


          2006  Parliamentary elections held. The Democratic Party keeps majority of seats in parliament, but parliament is unable to meet due to petitions filed by the Cook Islands Party over alleged voting irregularities.


          


          Geography


          The Cook Islands are in the South Pacific Ocean, north-east of New Zealand, between French Polynesia and Fiji. There are fifteen major islands, spread over 2.2 million square kilometres of ocean, divided into two distinct groups: the Southern Cook Islands, and the Northern Cook Islands of coral atolls.


          The islands were formed by volcanic activity; the northern group is older and consists of six atolls (sunken volcanoes topped by coral growth). The climate is moderate to tropical.


          
            [image: ]
          


          The fifteen islands are grouped as follows:


          
            	Southern Group

              
                	Aitutaki


                	Atiu (Enua-Manu or Island of Birds)


                	Mangaia


                	Ma'uke (Akatokamanava)


                	Rarotonga (with capital, Avarua)


                	Palmerston Island


                	Manuae


                	Mitiaro


                	Takutea

              

            

          


          
            	Northern Group

              
                	Manihiki


                	Nassau


                	Penrhyn Island also known as Tongareva


                	Pukapuka


                	Rakahanga


                	Suwarrow also called Suvorov

              

            

          


          


          History
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              Beach on Rarotonga.
            

          


          The Cook Islands were first settled in the 6th century A.D. by Polynesian people who migrated from nearby Tahiti, to the southeast.


          Spanish ships visited the islands in the late sixteenth century; the first written record of contact with the Islands came with the sighting of Pukapuka by Spanish sailor lvaro de Mendaa in 1595 who called it San Bernardo (" Saint Bernard"). Another Spaniard, Pedro Fernndez de Quirs, made the first recorded European landing in the islands when he set foot on Rakahanga in 1606, calling it Gente Hermosa ("Beautiful People").


          British navigator Captain James Cook arrived in 1773 and 1779 and named the islands the Hervey Islands; the name "Cook Islands", in honour of Cook, appeared on a Russian naval chart published in the 1820s.


          In 1813, John Williams, a missionary on the Endeavour (not the same ship as that of Cook), made the first official sighting of the island of Rarotonga.


          The first recorded landing on Rarotonga by Europeans was in 1814 by the Cumberland; trouble broke out between the sailors and the Islanders and many were killed on both sides.


          The islands saw no more Europeans until missionaries arrived from England in 1821. Christianity quickly took hold in the culture and many islanders continue to be Christian believers today.


          The Cook Islands became a British protectorate at their own request in 1888, mainly to thwart French expansionism. They were transferred to New Zealand in 1901. They remained a New Zealand protectorate until 1965, at which point they became a self-governing territory in free association with New Zealand. In that year, Albert Henry of the Cook Islands Party was elected as the first Prime Minister. Sir Albert Henry led the country until he was accused of vote-rigging. He was succeeded in 1978 by Tom Davis of the Democratic Party.


          Today, the Cook Islands are essentially independent ("self-governing in free association with New Zealand") but New Zealand is tasked with overseeing the country's defence.


          On June 11, 1980, the United States signed a treaty with New Zealand specifying the maritime border between the Cook Islands and American Samoa and also relinquishing its claim to the islands of Penrhyn Island, Pukapuka (Danger), Manihiki, and Rakahanga.


          


          Culture
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              Holidays
            

            
              	Date

              	Name
            


            
              	January 1

              	New Year's Day
            


            
              	January 2

              	Day after New Year's Day
            


            
              	The Friday before Easter Sunday

              	Good Friday
            


            
              	The day after Easter Sunday

              	Easter Monday
            


            
              	April 25

              	ANZAC Day
            


            
              	The first Monday in June

              	Queen's Birthday
            


            
              	during July

              	Rarotonga Gospel Day
            


            
              	August 4

              	Constitution Day
            


            
              	October 26

              	Gospel Day
            


            
              	December 25

              	Christmas
            


            
              	December 26

              	Boxing Day
            

          


          


          



          


          Art


          Carving - Woodcarving is a common art form in the Cook Islands. Sculpture in stone is much rarer although there are some excellent carvings in basalt by Mike Taveoni. The proximity of islands in the southern group helped produce a homogeneous style of carving but which had special developments in each island. Rarotonga is known for its fisherman's gods and staff-gods, Atiu for its wooden seats, Mitiaro, Mauke and Atiu for mace and slab gods and Mangaia for its ceremonial adzes. Most of the original wood carvings were either spirited away by early European collectors or were burned in large numbers by missionary zealots. Today, carving is no longer the major art form with the same spiritual and cultural emphasis given to it by the Maori in New Zealand. However, there are continual efforts to interest young people in their heritage and some good work is being turned out under the guidance of older carvers. Atiu, in particular, has a strong tradition of crafts both in carving and local fibre arts such as tapa. Mangaia is the source of many fine adzes carved in a distinctive, idiosyncratic style with the so-called double-k design. Mangaia also produces food pounders carved from the heavy calcite found in its extensive limestone caves.


          Weaving - The outer islands produce traditional weaving of mats, basketware and hats. Particularly fine examples of rito hats are worn by women to church on Sundays. They are made from the uncurled fibre of the coconut palm and are of very high quality. The Polynesian equivalent of Panama hats, they are highly valued and are keenly sought by Polynesian visitors from Tahiti. Often, they are decorated with hatbands made of minuscule pupu shells which are painted and stitched on by hand. Although pupu are found on other islands the collection and use of them in decorative work has become a speciality of Mangaia.


          Tivaevae - A major art form in the Cook Islands is tivaevae. This is, in essence, the art of making handmade patchwork quilts. Introduced by the wives of missionaries in the 19th century, the craft grew into a communal activity and is probably one of the main reasons for its popularity.


          


          National Flower


          The National Flower of the Cook Islands is the Tiare Māori or Tiale Māoli.


          


          Sport


          Rugby union is the most popular sport in the Cook Islands with association football (soccer) and rugby league also popular.
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          A cooperative (also co-operative or coperative; often referred to as a co-op or coop) is defined by the International Co-operative Alliance's Statement on the Co-operative Identity as an autonomous association of persons united voluntarily to meet their common economic, social, and cultural needs and aspirations through a jointly-owned and democratically-controlled enterprise. A cooperative may also be defined as a business owned and controlled equally by the people who use its services or who work at it. Cooperative enterprises are the focus of study in the field of cooperative economics. Cooperatives have a sponsored top-level internet domain .coop, which identifies legally registered or recognized co-operatives.


          


          History
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          Although co-operation as a form of individual and societal behaviour is intrinsic to human organisation, the history of modern co-operative forms of organising dates back to the Agricultural and Industrial Revolutions of the 18th and 19th centuries. The 'first co-operative' is under some dispute, but there were various milestones.


          In 1761, the Fenwick Weavers' Society was formed in Fenwick, East Ayrshire, Scotland to sell discounted oatmeal to local workers. Its services expanded to include assistance with savings and loans, emigration and education. In 1810, social reformer Robert Owen and his partners purchased New Lanark mill from Owen's father-in-law and proceeded to introduce better labour standards including discounted retail shops where profits were passed on to his employees. Owen left New Lanark to pursue other forms of co-operative organisation and develop co-op ideas through writing and lecture. Co-operative communities were set up in Glasgow, Indiana and Hampshire, although ultimately unsuccessful. In 1828, William King set up a newspaper, The Cooperator, to promote Owen's thinking, having already set up a co-operative store in Brighton.


          The Rochdale Society of Equitable Pioneers, founded in 1844, is usually considered the first successful co-operative enterprise, used as a model for modern co-ops, following the ' Rochdale Principles'. A group of 28 weavers and other artisans in Rochdale, England set up the society to open their own store selling food items they could not otherwise afford. Within ten years there were over 1,000 co-operative societies in the United Kingdom.


          Other events such as the founding of a friendly society by the Tolpuddle Martyrs in 1832 were key occasions in the creation of organised labour and consumer movements.


          


          Meaning


          


          Cooperatives as legal entities


          Although the term may be used loosely to describe a way of working, a cooperative properly so-called is a legal entity owned and democratically controlled equally by its members. A defining point of a cooperative is that the members have a close association with the enterprise as producers or consumers of its products or services, or as its employees.


          In some countries, there are specific forms of incorporation for co-operatives. Cooperatives may take the form of companies limited by shares or by guarantee, partnerships or unincorporated associations. In the USA, cooperatives are often organized as non-capital stock corporations under state-specific cooperative laws. However, they may also be unincorporated associations or business corporations such as limited liability companies or partnerships; such forms are useful when the members want to allow:


          
            	some members a greater share of the control, or


            	some investors to have a return on their capital that exceeds fixed interest,

          


          neither of which may be allowed under local laws for cooperatives. Cooperatives often share their earnings with the membership as dividends, which are divided among the members according to their participation in the enterprise, such as patronage, instead of according to the value of their capital shareholdings (as is done by a joint stock company.)


          


          Co-operative identity


          Cooperatives are based on the values of self-help, self-responsibility, democracy and equality. In the tradition of their founders, cooperative members believe in the ethical values of honesty, openness, social responsibility and caring for others. Such legal entities have a range of unique social characteristics. Membership is open, meaning that anyone who satisfies certain non-discriminatory conditions may join. Economic benefits are distributed proportionally according to each member's level of participation in the cooperative, for instance by a dividend on sales or purchases, rather than divided according to capital invested. Cooperatives may be generally classified as either consumer cooperatives or producer cooperatives.


          


          Types of cooperatives


          


          Housing cooperative
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          A housing cooperative is a legal mechanism for ownership of housing where residents either own shares (share capital co-op) reflecting their equity in the co-operative's real estate, or have membership and occupancy rights in a not-for-profit co-operative (non-share capital co-op), and they underwrite their housing through paying subscriptions or rent.


          Housing cooperatives come in two basic equity structures:


          
            	In Market-rate housing cooperatives, members may sell their shares in the cooperative whenever they like for whatever price the market will bear, much like any other residential property. Market-rate co-ops are very common in New York City.


            	Limited equity housing cooperatives, which are often used by affordable housing developers, allow members to own some equity in their home, but limit the sale price of their membership share to that which they paid.

          


          


          Building cooperative


          Members of a building cooperative (in Britain known as a self-build housing co-operative) pool resources to build housing, normally using a high proportion of their own labour. When the building is finished, each member is the sole owner of a homestead, and the cooperative may be dissolved.


          This collective effort was at the origin of many of Britain's building societies, which however developed into "permanent" mutual savings and loan organisations, a term which persisted in some of their names (such as the former Leeds Permanent). Nowadays such self-building may be financed using a step-by-step mortgage which is released in stages as the building is completed.


          The term may also refer to worker co-operatives in the building trade.


          


          Retailers' cooperative


          A retailers' cooperative (known as a secondary or marketing co-operative in some countries) is an organization which employs economies of scale on behalf of its members to get discounts from manufacturers and to pool marketing. It is common for locally-owned grocery stores, hardware stores and pharmacies. In this case the members of the cooperative are businesses rather than individuals.


          The Best Western international hotel chain is actually a retailers' cooperative, whose members are hotel operators, although it now prefers to call itself a "nonprofit membership association." It gave up on the "cooperative" label after some courts insisted on enforcing regulatory requirements for franchisors despite its member-controlled status.


          


          Utility cooperative


          A utility cooperative is a public utility that is owned by its customers. It is a type of consumers' cooperative. In the US, many such cooperatives were formed to provide rural electrical and telephone service as part of the New Deal. See Rural Utilities Service.


          


          Worker cooperative


          A worker cooperative or producer cooperative is a cooperative that is owned and democratically controlled by its "worker-owners". There are no outside owners in a "pure" workers' cooperative, only the workers own shares of the business, though hybrid forms in which consumers, community members or capitalist investors also own some shares are not uncommon. Membership is not compulsory for employees, but generally only employees can become members. However, in India there is a form of workers' cooperative which insists on compulsory membership for all employees and compulsory employment for all members. That is the form of the Indian Coffee Houses. This system was advocated by the Indian communist leader A. K. Gopalan.


          


          Business and employment co-operative


          Business and employment co-operatives (BECs) are a subset of worker co-operatives that represent a new approach to providing support to the creation of new businesses. Like other business creation support schemes, BECs enable budding entrepreneurs to experiment with their business idea while benefiting from a secure income. The innovation BECs introduce is that once the business is established the entrepreneur is not forced to leave and set up independently, but can stay and become a full member of the co-operative. The micro-enterprises thus combine to form one multi-activity enterprise whose members provide a mutually supportive environment for each other.


          BECs thus provides budding business people with an easy transition from inactivity to self-employment, but in a collective framework. They open up new horizons for people who have ambition but who lack the skills or confidence needed to set off entirely on their own  or who simply want to carry on an independent economic activity but within a supportive group context.


          


          Social cooperative


          A particularly successful form of multi-stakeholder cooperative is the Italian "social cooperative", of which some 7,000 exist. "Type A" social cooperatives bring together providers and beneficiaries of a social service as members. "Type B" social cooperatives bring together permanent workers and previously unemployed people who wish to integrate into the labour market.


          Social cooperatives are legally defined as follows:


          
            	the objective is the general benefit of the community and the social integration of citizens


            	type A cooperatives provide health, social or educational services


            	those of type B integrate disadvantaged people into the labour market. The categories of disadvantage they target may include physical and mental disability, drug and alcohol addiction, developmental disorders and problems with the law. They do not include other factors of disadvantage such as race, sexual orientation or abuse


            	various categories of stakeholder may become members, including paid employees, beneficiaries, volunteers (up to 50% of members), financial investors and public institutions. In type B co-operatives at least 30% of the members must be from the disadvantaged target groups


            	the cooperative has legal personality and limited liability


            	voting is one person one vote


            	no more than 80% of profits may be distributed, interest is limited to the bond rate and dissolution is altruistic (assets may not be distributed)

          


          A good estimate of the current size of the social cooperative sector in Italy is given by updating the official ISTAT figures from the end of 2001 by an annual growth rate of 10% (assumed by the Direzione Generale per gli Ente Cooperativi). This gives totals of 7,100 social cooperatives, with 267,000 members, 223,000 paid employees, 31,000 volunteers and 24,000 disadvantaged people undergoing integration. Combined turnover is around 5 billion euro. The cooperatives break into three types: 59% type A (social and health services), 33% type B (work integration) and 8% mixed. The average size is 30 workers.
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          Consumers' cooperative


          A consumers' cooperative is a business owned by its customers. Employees can also generally become members. Members vote on major decisions, and elect the board of directors from amongst their own number. A well known example in the United States is the REI (Recreational Equipment Incorporated) co-op, and in Canada: Mountain Equipment Co-op.


          The world's largest consumers' cooperative is the Co-operative Group in the United Kingdom, which offers a variety of retail and financial services. The UK also has a number of autonomous consumers' cooperative societies, such as the East of England Co-operative Society and Midcounties Co-operative. In fact the Co-operative Group is something of a hybrid, having both corporate members (most other consumers' cooperatives, as a result of its origins as a wholesale society), and individual retail consumer members.


          Japan has a very large and well developed consumer cooperative movement with over 14 million members; retail co-ops alone had a combined turnover of 2.519trillionYen (21.184billionUSdollars [market exchange rates as of 11/15/2005]) in 2003/4. (Japanese Consumers' Co-operative Union., 2003).


          Migros is the largest supermarket chain in Switzerland and keeps the cooperative society as its form of organization. Nowadays, a large part of the Swiss population are members of the Migros cooperative  around 2 million of Switzerland's total population of 7,2 million[1] , thus making Migros a supermarket chain that is owned by its customers.


          Coop is another Swiss cooperative which operates the second largest supermarket chain in Switzerland after Migros. In 2001, Coop merged with 11 cooperative federations which had been its main suppliers for over 100 years. As of 2005, Coop operates 1437 shops and employs almost 45,000 people. According to Bio Suisse, the Swiss organic producers' association, Coop accounts for half of all the organic food sold in Switzerland.


          EURO COOP is the European Community of Consumer Cooperatives.
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          Agricultural cooperative


          Agricultural cooperatives are widespread in rural areas.


          In the United States, there are both marketing and supply cooperatives. Agricultural marketing cooperatives, some of which are government-sponsored, promote and may actually distribute specific commodities. There are also agricultural supply cooperatives, which provide inputs into the agricultural process.


          In Europe, there are strong agricultural / agribusiness cooperatives, and agricultural cooperative banks. Most emerging countries are developing agricultural cooperatives. Where it is legal, medical marijuana is generally produced by cooperatives.


          A cooperative is a form of vertical integration and is similar to an Alliance.


          


          Cooperative banking (credit unions and cooperative savings banks)
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          Credit Unions provide a form of cooperative banking.


          In North America, the caisse populaire movement started by Alphonse Desjardins in Quebec, Canada pioneered credit unions. Desjardins wanted to bring desperately needed financial protection to working people. In 1900, from his home in Lvis, Quebec, he opened North America's first credit union, marking the beginning of the Mouvement Desjardins.


          While they have not taken root so deeply as in Ireland or the USA, credit unions are also established in the UK. The largest are work-based, but many are now offering services in the wider community. The Association of British Credit Unions Ltd ( ABCUL) represents the majority of British Credit Unions. British Building Societies developed into general-purpose savings & banking institutions with "one member, one vote" ownership and can be seen as a form of financial cooperative (although many ' de-mutualised' into conventionally-owned banks in the 1980s & 1990s). The UK Co-operative Group includes both an insurance provider CIS and the Co-operative Bank, both noted for promoting ethical investment.


          Other important European banking cooperatives include the Crdit Agricole in France, Migros and Coop Bank in Switzerland and the Raiffeisen system in many Central and Eastern European countries. The Netherlands, Spain, Italy and various European countries also have strong cooperative banks. They play an important part in mortgage credit and professional (i.e. farming) credit.


          Cooperative banking networks, which were nationalized in Eastern Europe, work now as real cooperative institutions. A remarkable development has taken place in Poland, where the SKOK (Spłdzielcze Kasy Oszczędnościowo-Kredytowe) network has grown to serve over 1 million members via 13,000 branches, and is larger than the countrys largest conventional bank.


          In Scandinavia, there is a clear distinction between mutual savings banks (Sparbank) and true credit unions (Andelsbank).


          


          Federal or secondary cooperatives


          In some cases, cooperative societies find it advantageous to form co-operative federations in which all of the members are themselves cooperatives. Historically, these have predominantly come in the form of cooperative wholesale societies, and cooperative unions. Cooperative federations are a means through which cooperative societies can fulfill the sixth Rochdale Principle, cooperation among cooperatives, with the ICA noting that "Co-operatives serve their members most effectively and strengthen the co-operative movement by working together through local, national, regional and international structures."


          See Also: List of Co-operative Federations


          


          Cooperative wholesale society


          According to cooperative economist Charles Gide, the aim of a cooperative wholesale society is to arrange bulk purchases, and, if possible, organise production. The best historical example of this were the English CWS and the Scottish CWS, which were the forerunners to the modern Co-operative Group.


          


          Cooperative Union


          A second common form of co-operative federation is a co-operative union, whose objective (according to Gide) is to develop the spirit of solidarity among societies and... in a word, to exercise the functions of a government whose authority , it is needless to say, is purely moral. Co-operatives UK and the International Co-operative Alliance are examples of such arrangements.


          


          Co-operative party


          


          In some countries with a strong cooperative sector, such as the UK, cooperatives may find it advantageous to form a parliamentary political party to represent their interests. The British Co-operative Party and the Canadian Co-operative Commonwealth Federation are prime examples of such arrangements.


          The British cooperative movement formed the Co-operative Party in the early 20th century to represent members of consumers' cooperatives in Parliament. The Co-operative Party now has a permanent electoral pact with the Labour Party, and has 29 members of parliament who were elected at the 2005 general election as Labour Co-operative MPs. UK cooperatives retain a significant market share in food retail, insurance, banking, funeral services, and the travel industry in many parts of the country.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Gruiformes

                  


                  
                    	Family:

                    	Rallidae

                  


                  
                    	Genus:

                    	Fulica

                    Linnaeus, 1758
                  

                

              
            


            
              	Species
            


            
              	
                
                  	Fulica cristata


                  	Fulica atra


                  	Fulica alai


                  	Fulica americana


                  	Fulica caribaea


                  	Fulica leucoptera


                  	Fulica ardesiaca


                  	Fulica armillata


                  	Fulica rufifrons


                  	Fulica gigantea


                  	Fulica cornuta


                  	Fulica newtoni (extinct)

                

              
            

          


          The coots are medium-sized birds which are members of the rail family. They constitute the genus Fulica.


          The greatest species variety is in South America, and it is likely that the genus originated there.


          These rails are all predominantly black in plumage, and, unlike many of the rails, they are usually easy to see, often swimming in open water rather than skulking in reedbeds.


          They have prominent frontal shields or other decoration on the forehead, and coloured bills, and many, but not all, have white on the undertail. Like other rails, they have lobed toes.


          They tend to have short, rounded wings and be weak fliers, although northern species are nevertheless capable of covering long distances; the American Coot has reached Great Britain and Ireland on rare occasions. Those species that migrate do so at night.


          Coots can walk and run vigorously on strong legs, and have long toes that are well adapted to soft, uneven surfaces.


          These birds are omnivorous, taking mainly plant material, but also small animals and eggs. They are aggressively territorial during the breeding season, but are otherwise often found in sizeable flocks on the shallow vegetated lakes they prefer. A flock of coots is known in the US as a cover.


          


          Species in taxonomic order


          
            	Red-knobbed Coot, Fulica cristata


            	Eurasian Coot, or Common Coot, Fulica atra


            	Hawaiian Coot, Fulica alai


            	American Coot, Fulica americana


            	Caribbean Coot, Fulica caribaea


            	White-winged Coot, Fulica leucoptera


            	Andean Coot, Fulica ardesiaca


            	Red-gartered Coot, Fulica armillata


            	Red-fronted Coot, Fulica rufifrons


            	Giant Coot, Fulica gigantea


            	Horned Coot, Fulica cornuta


            	Mascarene Coot, Fulica newtoni (extinct, c. 1700)


            	Chatham Island Coot, Fulica chathamensis ( prehistoric)


            	New Zealand Coot, Fulica prisca ( prehistoric)


            	Fulica infelix (fossil: Early Pliocene of Juntura, Malheur County, Oregon, USA)


            	Fulica shufeldti (fossil: Pleistocene of North America) - possibly a subspecies of Fulica americana; formerly F. minor
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                Location in Denmark

              
            


            
              	Area
            


            
              	- Municipal

              	88.25 km
            


            
              	- Capital region

              	2673km
            


            
              	Population (2008-01-01)
            


            
              	- Municipal

              	503,861
            


            
              	- City

              	1,145,804
            


            
              	- Metropolitan Area

              	1,835,467
            


            
              	- Density (city/met/region/region+)

              	5777/1947/812/686/km
            


            
              	Additional information
            


            
              	Time zone

              	Central European: UTC+1
            


            
              	Latitude

              Longitude

              	5543' N

              1234' E
            

          


          Copenhagen (IPA: /ˌkəʊpənˈheɪgən, ˌkəʊpənˈhɑːgən, ˈkəʊpənˌheɪgən, ˈkəʊpənˌhɑːgən/; Danish: Kbenhavn ( help info) IPA: [kʰb̥ənˈhɑʊ̯ˀn, kʰb̥m̩ˈhɑʊ̯ˀn]) is the capital and largest city of Denmark. It is situated on the Zealand and Amager Islands and is separated from Malm, Sweden by the strait of resund.


          With the completion of the transnational Oresund Bridge in 2000, Copenhagen and the Swedish city of Malm are connected by a car/rail link and are in the process of integrating their labour markets, resulting in the number of commuters from both sides growing annually.


          In 2008, the magazine Monocle listed Copenhagen first in their Top 20 Most Livable Cities Chart. In addition, it has also been classified as a GaWC Cultural World City, while it is 3rd in Western Europe in the rivalry over regional headquarters and distribution centers, only surpassed by London and Paris.


          The original designation for the city, from which the contemporary Danish name is derived, was Kpmannhafn, "merchants' harbour". The English name for the city is derived from its Low German name, Kopenhagen. The element hafnium is named after the city's Latin name, Hafnia.


          


          Copenhagen municipalities


          The conurbation of Copenhagen consists of several municipalities. The central and largest is Copenhagen municipality, the second largest is Frederiksberg municipality which is an enclave inside Copenhagen municipality. Both are contained in the larger Copenhagen Capital Region, which contains most of the Copenhagen metropolitan area.


          Previously, the areas of Frederiksberg, Gentofte and Copenhagen municipalities have been used to define the city of Copenhagen. This definition is now obsolete. To meet statistical needs after the latest municipal reform, which took place in the beginning of 2007, an effort has been made to work out definitions of lands (landsdele) in Denmark. A land is basically a geographical and statistical definition, and the area is not considered to be an administrative unit. The land of Copenhagen City includes the municipalities of Copenhagen, Dragr, Frederiksberg and Trnby, with a total population of 656,582 in the beginning of 2008.


          Copenhagen and Frederiksberg were two of the three last Danish municipalities not belonging to a county. On 1 January 2007, the municipalities lost their county privileges and became part of Copenhagen Capital Region.
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              Nrrebro seen from "Serne"
            

          


          


          History


          From the Viking Age there was a fishing village by the name of "Havn" (harbour) at the site. From the middle of the 12th century it grew in importance after coming into the possession of the Bishop Absalon, who fortified it in 1167, the year traditionally marking the foundation of Copenhagen. The excellent harbour encouraged Copenhagen's growth until it became an important centre of commerce (hence its name - the first part of the word denoting commerce in Danish language). It was repeatedly attacked by the Hanseatic League as the Germans took notice. In 1254, it received its charter as a city under Bishop Jakob Erlandsen.
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          During 1658-59 it withstood a severe siege by the Swedes under Charles X and successfully repelled a major assault. In 1801 a British fleet under Admiral Parker fought a major battle, the Battle of Copenhagen, with the Danish navy in Copenhagen harbour. It was during this battle Lord Nelson famously "put the telescope to the blind eye" in order not to see Admiral Parker's signal to cease fire. When a British expeditionary force bombarded Copenhagen in 1807, to gain control of the Danish navy, the city suffered great damage and hundreds of people were killed. The reason why the devastation was so great was that Copenhagen relied on an old defence-line rendered virtually useless by the increase in shooting range available to the British. But not until the 1850s were the ramparts of the city opened to allow new housing to be built around the lakes ("Serne") which bordered the old defence system to the west. This dramatic increase of space was long overdue, not only because the old ramparts were out of date as a defence system, but also because of bad sanitation in the old city. Before the opening, Copenhagen Centre was inhabited by approximately 125,000 people, peaking in the census of 1870 (140,000); today the figure is around 25,000. In 1901, Copenhagen expanded further, incorporating communities with 40,000 people, and in the process making Frederiksberg an enclave within Copenhagen.


          During World War II, Copenhagen was occupied by German troops along with the rest of the country from 9 April 1940 until 4 May 1945. In August 1943, when the government's collaboration with the occupation forces collapsed, several ships were sunk in Copenhagen Harbour by the Royal Danish Navy to prevent them being used by the Germans. The city has grown greatly since the war, in the seventies using the so-called five-finger-plan of commuter trainlines to surrounding towns and suburbs.
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          Since the summer 2000, the cities of Copenhagen and Malm have been connected by a toll bridge/tunnel ( resund Bridge), which allows both rail and road passengers to cross. As a result, Copenhagen has become the centre of a larger metropolitan area which spans both nations. The construction of the bridge has led to a large number of changes to the public transportation system and the extensive redevelopment of Amager, south of the main city.
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          Copenhagen in the future


          Copenhagen is known as a low-rise city with its old beautiful buildings. But this is going to change. Many modern buildings will be built in the coming years. Some examples:


          The Marble Pier The upcoming high-rise area in Copenhagen, The Marble Pier, where UN headquarters in Denmark, hotel, offices etc. will be placed. Tallest building 144 m.


          Our City Carlsberg's upcoming building project. Expected to start in 2010 and end in 2029, with an estimated cost of over 2,8 billion Euro.


          DI new HQ DI ( Dansk Industri) will in 2009/2010 restore and modernise their current HQ. The building will give Rdhuspladsen a more modern and futuristic look.


          Copenhagen Towers Crowne Plaza/Office Towers. Expected to complete in 2009. Just in time for the global climate conference held by UN


          restad Business Centre


          Bella Centre Hotel


          Fields Trn


          


          Location


          Copenhagen is located on the eastern shore of the island of Zealand (Sjlland) and partly on the island of Amager. Copenhagen faces the resund to the east, the strait of water that separates Denmark from Sweden, and that connects the North Sea with the Baltic Sea. On the Swedish side of the sound directly across from Copenhagen, lie the towns of Malm and Landskrona.


          Copenhagen is also a part of the resund region, which consists of the eastern part of Zealand in Denmark and the western part of Scania in Sweden.


          


          Boroughs and Areas


          Copenhagen consists of a number of boroughs and areas, including


          
            	Indre By


            	sterbro


            	Nrrebro


            	Vesterbro


            	Amagerbro


            	Nordhavnen (North Habour)


            	Valby


            	Kongens Enghave (King's Meadow Garden), also known as Sydhavnen (meaning South Harbour)


            	Christianshavn


            	Christiania (Freetown)


            	Sundbyvester (Sundby West),


            	Sundbyster (Sundby East)


            	restad


            	Islands Brygge


            	Bellahj


            	Brnshj


            	Ryparken


            	Bispebjerg


            	Vigerslev


            	Vestamager


            	Vanlse

          


          The term bro in the names sterbro, Nrrebro, and Vesterbro should not be confused with the Danish word for bridge, which is also 'bro'. The term is thought to be an abbreviation or short form of the Danish word brolagt meaning paved referring to the roads paved with cobblestones leading to the city's former gates - sterport, Nrreport, and Vesterport - around which these boroughs grew. Thus the names could roughly be translated as Eastern, Northern, and Western Paved (Road), respectively.


          Today the names sterport, Nrreport, and Vesterport all refer to train stations located on the railroad that was built where the city-walls used to be. This is the border between the medieval town and the rest of Indre By.


          


          Outer suburbs


          Transport Mostly all of Copenhagen's suburbs are linked to central Copenhagen by highways. Lately many of these highways have been widened with 2 or 3 lanes, beacause of the heavily increasing rush-hour traffic. The S-Train also connects almost all the suburbs of Copenhagen. There have been suggestions of a new plan for a tram line running from the northern to the southern suburbs. Ideas that some of the new Metro lines should be running to some of the inner-suburbs, have been suggested as well. Mainly those which are not connected by S-Train.


          


          Northern suburbs


          
            	Lyngby


            	Klampenborg


            	Hrsholm


            	Sllerd


            	Brede


            	Gentofte


            	Charlottenlund


            	Virum


            	Sorgenfri


            	Nrum


            	Vedbk


            	Trbk


            	Skodsborg


            	Holte


            	Birkerd

          


          Some of these suburbs are spoken of as "The Whiskey Belt" because most families have a high income. Especially along the Strandvejen (Beach Road), where mostly owners of private enterprises live. Approx. 200,000 people live in the northern suburbs.


          


          North-Western suburbs


          
            	Vrlse


            	Farum


            	Bagsvrd


            	Buddinge


            	Tingbjerg


            	Mrkhj


            	Sborg


            	Vangede


            	Gladsaxe


            	Hje-Gladsaxe (Gladsaxe Heights)


            	Hareskovby

          


          These suburbs are mostly middle-class suburban. Mostly covered by single-family houses and in some areas housing projects. These suburbs are typically sleepy-towns with not much cultural life and mostly all shops closing at 6pm. Some of the areas have 65% or more percent of immigrants, while other areas, only have 5-6% immigrants or people with foreign-background. Approx. the north-western suburbs has 98,000 inhabitants


          


          Western suburbs


          
            	Herlev


            	Ballerup


            	Skovlunde


            	Smrum


            	Islev


            	Mlv


            	Rdovre


            	Glostrup


            	Brndby


            	Hvessinge


            	Albertslund


            	Taastrup


            	Hje-Taastrup (Taastrup Heights)


            	Hedehusene

          


          Most of these suburbs have many industrial zones and low income shops along the main roads, especially along Roskildevej. The suburbs' inhabitants live in either single-family houses and high-rise housing projects as in Brndby and in Rdovre which also houses a high number of immigrants. In Albertslund you find Denmark's largest concrete low-rise housing project. Approx. 294,000 people live in the westerne suburbs.


          


          South-Western suburbs


          
            	Avedre


            	Friheden


            	Hvidovre


            	marken


            	Brndby Strand


            	Vallensbk


            	Ishj


            	Hundige


            	Greve


            	Karlslunde


            	Solrd


            	Jersie


            	Kge

          


          The suburbs closest to Copenhagen City are dominated by large housing projects/concrete suburb. This is mostly middle and low-income areas. The more distant suburbs consist mainly of single-family houses. The south-western suburbs of Copenhagen have a sizeable number of first and second generation immigrants. The south-western suburbs have approximately 200,000 inhabitants.


          


          Amager Island suburbs


          
            	Kastrup


            	Trnby


            	Dragr

          


          The coastal town Dragr can be counted as a suburb because of the short distance to Copenhagen. But most people living in Dragr feel that they are distant or disconnected from the people of Copenhagen because of a difference in lifestyles. Dragr also has a lot of old houses, that makes Dragr look like a village town. Kastrup is the most "visited" suburb of Copenhagen simply because The Copenhagen Airport resides here, most of the houses in Kastrup are primarily single-family houses and low-rise. Trnby has one small housing project, and in the southern part of the suburb, roads are named after African countries. Only about 53,000 people live in the Amager suburbs (suburbs: South-East).


          


          Population


          Since the exact city-limits of Copenhagen are poorly defined, the population numbers are somewhat abstract. Statistics Denmark uses a measure of the contiguously built-up urban area of Copenhagen, this means the number of communities included in this statistical abstract has changed several times, in the abstracts latest edition with slightly more than 1.1 million (1,145,804 (2007)) inhabitants. This number is not af strict result of the commonly-used measuring methods of 200 meters of continuously build-up area, as there are exceptions to the general rule in the suburbs of Dragr, Taastrup, Birkerd, Hrsholm and Farum. Statistics Denmark has never stated the geographical area of urban Copenhagen. However we know it consists of Copenhagen Municipality, Frederiksberg and 16 of the 20 municipalities in the old counties Copenhagen and Roskilde, though 5 of them only partially.


          Statistics Denmark has worked out definitions of so-called lands (landsdele), a definition used to meet statistical needs on a lower level than regions. From this, the land of Copenhagen city (Kbenhavn by) is defined by the municipalities of Copenhagen, Dragr, Frederiksberg and Trnby, with a total population of 656,582 in the beginning of 2008. The surroundings of Copenhagen is defined by another land, Copenhagen suburban (Kbenhavns omegn), which includes the municipalities of Albertslund, Ballerup, Brndby, Gentofte, Gladsaxe, Glostrup, Herlev, Hvidovre, Hje-Taastrup, Ishj, Lyngby-Taarbk, Rdovre and Vallensbk, and with a total population of 504,481 (January 1 2008). This gives a total population of 1,161,063 for these two lands together. The lands of Copenhagen city and Copenhagen suburban can together be used as a definition of the metropolitan area, although perhaps a somewhat narrow one.


          From 1 January 2008 the population of the 33 municipalities closest to and including the municipality of Copenhagen is 1,835,371. Land area: 2,673 km (1,032 sq mi). (Copenhagen Region - Bornholm + East Zealand). Water area: 105 km (40.5 sq mi). Thus, the region comprises 6.3% of the land area of Denmark, but has 33.5% of Denmark's population. This gives a total of 686 inhabitants per km or 1,776 per square mile for the region. This compares with a population density in the rest of the country of approximately 90 per km or around 230 per square mile.


          A high-ranking civil servant of the Interior Ministry, Henning Strm, who was involved in (i.e. known as "the Father of") a past municipal reform, which took effect on 1 April 1970, said on television, broadcast in connection with the recent Kommunalreformen ("The Municipal Reform" of 2007), that Copenhagen municipality would encompass an area with 1.5 million inhabitants, if the principles of the 1970 municipal reform were also applied on Copenhagen municipality. In other words: in the rest of Denmark the city occupies only part of the municipality, but in Copenhagen the municipality of Copenhagen occupies only part of the city of Copenhagen.


          


          Recreation and Culture


          


          Music and entertainment
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          The Copenhagen Jazz Festival, which takes place in summer, is a popular annual event that is the result of a significant jazz scene having existed for many years. It developed when a number of American jazz musicians such as Ben Webster, Thad Jones, Richard Boone, Ernie Wilkins, Kenny Drew, Ed Thigpen, Bob Rockwell and others such as rock guitarist Link Wray came to live in Copenhagen during the 1960s.


          Recently, the Hafnia Chamber Orchestra has been added to the cultural platform of Copenhagen. Established by the talented conductor Simon Casali-Krzentowski in 2001, the Hafnia Chamber Orchestra strives to bring Danish composers to a wider audience.


          For free entertainment one can stroll along Strget, especially between Nytorv and Hjbro Plads, which in the late afternoon and evening is a bit like an impromptu three-ring circus with musicians, magicians, jugglers and other street performers.


          


          Sports


          Copenhagen has a wide variety of sport teams. The football team, FC Kbenhavn, are based in Copenhagen. FC Kbenhavn plays at Parken in sterbro, Copenhagen. Notable Copenhagen teams playing at the second highest level in Danish football (the Danish 1st Division) include AB, HIK, Frem, Brnshj, Fremad Amager and Skjold.


          Copenhagen also has three ice hockey teams: Rdovre Mighty Bulls, Herlev Hornets and Nordsjlland Cobras.


          There are a lot of handball teams in Copenhagen. FC Kbenhavn owns both a women's and a men's team, which have the same name and logo. They were formerly known as FIF. Of other clubs playing in the "highest" leagues there are; Ajax Heroes, Ydun, and HIK ( Hellerup).


          Rugby union is also played in the Danish capital with teams such as CSR-Nanok, Copenhagen Scrum, Exiles, Froggies and Rugbyklubben Speed.


          The Danish Australian Football League, based in Copenhagen is the largest Australian rules football competition outside of the English speaking world.


          Copenhagen is also home to a number of Denmark's 40-odd cricket clubs. Although Denmark has been an associate member of the International Cricket Council since 1966, the sport is not taught much in schools, and Danish cricket competes unfavourably with the much more widely followed sport of football for players, facilities, media attention and spectators.


          Copenhagen is also home to three prominent paintball teams, the Copenhagen Ducks, The Ugly Ducklings and the Copenhagen Berserks. Because of paintball's relative popularity in Scandinavia, these teams are well-known throughout the globe, despite Denmark's small size.


          The second World Outgames will take place in Copenhagen in 2009, after Berlin refused to stage them due to the continuing rivalry between the two gay sporting organisations.


          


          Cuisine


          Copenhagen offers a great variety of fine restaurants and it is possible to find modest eateries with open sandwiches (called " smrrebrd"), which is the traditional and best known dish. Most restaurants, though, serve international dishes.


          The city boasts an impressive 11 Michelin star restaurants. Restaurant Noma (Nordisk Madhus) has currently been voted the 10th best restaurant in the world, and recently it received another Michelin star in addition with the one it already had received.


          Since the nineteen-eighties, immigration from the Pakistan, Middle East, Turkey and Arabian countries has introduced fast food dishes such as kebab and falafel, which have become as popular as more traditional Danish fast food.


          


          Nature


          Copenhagen and the surrounding counties have 3 beaches with a total of approx. 8km of sandy beaches within 30 minutes bicycling from the city centre. This includes Amager Strandpark, a 2 km long artificial island which opened in 2005 and is located just 15 minutes by bicycle from the city centre.


          


          Economy


          Copenhagen is a centre for business and science, not only in Denmark, but also in the Oresund Region and Scandinavia. Thus the Copenhagen Capital Region had both the highest GDP per capita and economic growth in the whole of Denmark in 2005. In a 2006 survey of the richest cities in the world, Copenhagen was ranked 9th, and along with the Norwegian capital Oslo the highest gross wages were paid in Copenhagen, but the high taxes mean that wages are reduced after mandatory deduction. Furthermore, Copenhagen has in several surveys been ranked as one of the most expensive cities in the World. In a newly released survey by the Swiss bank UBS AG, the second largest bank in Europe by market capitalisation, Copenhagen had the highest gross wages in the World, and the average wage earner in Copenhagen earned somewhat 40% more than the average person in New York, considering the 14 most prevalent crafts , but when considering the tax level and generel prices, Copenhagen drops down to a 6th place in the survey and in a calculation of the hourly domestic puchasing power, with the most common average expenses and rent included, Copenhagen only reaches a 16th place, behind cities such as Zurich, Munich and Oslo.


          Several international companies have established their regional headquarters in Copenhagen, e.g. Microsoft. Maersk, the world's largest container shipping company, has their world headquarters in Copenhagen. A substantial number of Danish pharmaceuticals such as Novo Nordisk, Ferring Pharmaceuticals and Bavarian Nordic also operate in the area, having placed their headquarters in or close to Copenhagen.


          


          Science, Research and Education


          Copenhagen is home to the oldest and largest university in Denmark, the University of Copenhagen founded in 1479. The University does renowned research within science, health, law, social sciences, theology and the humanities and forms part of the International Alliance of Research Universities (IARU), which is a collaboration between high-ranking universities including Oxford, Cambridge, Yale and the University of California at Berkeley. The University attracts app. 1500 international and exchange students every year. The city is also home to EQUIS accredited and high-ranked Copenhagen Business School.


          


          Transport


          The greater Copenhagen has a very well established transportation infrastructure making it a hub in Northern Europe. By a quality service of roads, railways, airports and harbours has earned Denmark a top ranking in the IMDs World Competitiveness Yearbook and in the World Economic Forums Global Competitiveness Report for several consecutive years


          


          Roads


          Copenhagen has a large network of toll-free highways and public roads connecting different municipalities of the city together and to Northern Europe . As in many other cities in Europe traffic is increasing in Copenhagen. The radial arterial roads and highways leading to the Copenhagen city centre are critical congested during peak hours .


          


          Cycling


          The city's bicycle paths are extensive and well-used. Bicycle paths are often separated from the main traffic lanes and sometimes have their own signal systems. Copenhagen is known as one of the most bicycle-friendly cities in the world, with up to 32% of people commuting to work by bicycle and is a centre of bicycle culture. The city provides public bicycles which can be found throughout the downtown area and used with a returnable deposit of 20 kroner.


          Copenhagen's well-developed bicycle culture has given rise to the term ' copenhagenize'. This is the practice of other cities adopting Copenhagen-style bike lanes and bicycle infrastructure.


          


          Harbour


          The harbour of Copenhagen, since 2001 merged with Malm to Copenhagen-Malm Port, has several functions but its main function today is a major cruise destination.


          Cruise Copenhagen Network was established in 1992 as a partnership between the Port of Copenhagen, the City of Copenhagen and 45 professional suppliers, in order to strengthen and develop Copenhagen as the most successful home port for cruises in Scandinavia and the Baltic Sea. The trade magazine Dream World Cruise Destinations recently polled the cruise lines, who voted Copenhagen no. 1 in several categories: Most Responsive Port and Best Destination Experience for Independent Sightseeing. World Travel Awards has several years in a row awarded Copenhagen Port as the number one cruise destination in Europe as well as the best port in the world.


          


          Airports


          Copenhagen has two airports, Kastrup (the large international airport) and Roskilde Lufthavn (a smaller international and general aviation airport). Kastrup, also known as Copenhagen Airport, is Europe's 17th busiest airport and has four times won the award as being "The best airport in Europe", and two times as "The best airport in the world".


          


          Public transportation
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          The public transportation system of Copenhagen consists of commuter trains (called " S-trains" (S-tog)), buses, and a metro. The S-trains form the basis of the transportation network, stretching to most areas of metropolitan Copenhagen, with their main hub at Copenhagen Central Station (Kbenhavn H). Regional trains supplement the S-train services with lines extending further such as to the Copenhagen Airport, Elsinore, and Malm. The Danish State Railways' Intercity network has its eastern terminus and main hub at Copenhagen, with most trains extending to Copenhagen Airport.


          The fare system is based on 95 zones covering the capital area. Tickets are transferable from one means of transport to another within a time limit. The more zones a ticket is valid for, the longer its time validity with a maximum of two hours. Discount cards (punch cards, klippekort) and period cards are available. Ticket prices are high and have increased substantially in recent years leading to a decrease in passenger numbers. In fact, the percentage of trips made on public transportation in Copenhagen is quite low by northern European standards.
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          Places of note in or near Copenhagen


          
            	Amalienborg Palace


            	Assistens Cemetery (Assistens Kirkegrd)


            	Arken Museum of Modern Art


            	Brsen, the former Stock Exchange


            	Church of Holmen


            	Copenhagen Opera House


            	Danish Design Centre


            	Bakken


            	Christiansborg


            	Copenhagen Zoo


            	Danish National Gallery


            	Danmarks Nationalbank


            	Frederiksborg Palace in Hillerd


            	Freetown Christiania


            	Gefion fountain


            	Kastellet


            	Kronborg Castle  Hamlet's castle in Elsinore (Helsingr)


            	The Little Mermaid


            	Louisiana Museum of Modern Art


            	National Museum of Denmark


            	Ny Carlsberg Glyptotek


            	Nyhavn


            	Rosenborg Castle


            	Roskilde


            	Rundetrn


            	Strget


            	Tivoli Gardens (amusement park)


            	University of Copenhagen


            	Ungdomshuset (demolished)

          


          


          Notable natives


          
            
              	
                
                  	Niels Bohr, physicist, Nobel laureate


                  	Aage Bohr, physicist, Nobel laureate (son of Niels Bohr)


                  	Victor Borge, entertainer


                  	August Bournonville, ballet choreographer


                  	Georg Brandes, critic


                  	Helena Christensen, supermodel


                  	Tove Ditlevsen, writer


                  	Carl Theodor Dreyer, movie director


                  	Gus Hansen, poker player


                  	Iben Hjejle, actor


                  	Peter Heg, writer


                  	Arne Jacobsen, designer


                  	J. C. Jacobsen, founder of Carlsberg Brewery


                  	Kim Bendix Petersen, vocalist and songwriter for heavy metal bands Mercyful Fate and King Diamond

                

              

              	
                
                  	Sren Kierkegaard, philosopher


                  	Bjrn Lomborg, Academic and Author of The Skeptical Environmentalist


                  	Lauritz Melchior, opera singer


                  	Mads Mikkelsen, actor


                  	Lars von Trier, movie director


                  	Dan Turll, writer


                  	Lars Ulrich, drummer and songwriter of the heavy-metal band Metallica


                  	Jrn Utzon, architect, designer of the Sydney Opera House


                  	Michael Laudrup, former international football player, manager of Spanish Primera Division Football team Getafe.


                  	Peter Schmeichel, former international football player


                  	Morten Andersen, veteran NFL kicker

                

              
            

          


          


          Sister Cities


          
            	[image: Flag of the Czech Republic] Prague, Czech Republic (unofficial partner city)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Copenhagen"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Copper


        
          

          
            
              	
                
                  
                    	29

                    	nickel  copper  zinc
                  


                  
                    	-

                    

                    Cu

                    

                    Ag

                    	
                      
                        
                          	
                            
                              [image: ]
                            


                            
                              Periodic table - Extended periodic table
                            

                          
                        

                      

                    
                  

                

              
            


            
              	General
            


            
              	Name, symbol, number

              	copper, Cu, 29
            


            
              	Chemical series

              	transition metals
            


            
              	Group, period, block

              	11, 4, d
            


            
              	Appearance

              	metallic bronze

              [image: ]
            


            
              	Standard atomic weight

              	63.546 (3)gmol1
            


            
              	Electron configuration

              	[Ar] 3d10 4s1
            


            
              	Electrons per shell

              	2, 8, 18, 1
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	8.96 gcm3
            


            
              	Liquid density at m.p.

              	8.02 gcm3
            


            
              	Melting point

              	1357.77 K

              (1084.62 C, 1984.32 F)
            


            
              	Boiling point

              	2835 K

              (2562  C, 4643  F)
            


            
              	Heat of fusion

              	13.26 kJmol1
            


            
              	Heat of vaporization

              	300.4 kJmol1
            


            
              	Specific heat capacity

              	(25 C) 24.440 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	1509

                    	1661

                    	1850

                    	2089

                    	2404

                    	2836
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	face centered cubic

              0.3610 nm
            


            
              	Oxidation states

              	+1, +2, +3, +4

              (mildly basic oxide)
            


            
              	Electronegativity

              	1.90 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 745.5 kJmol1
            


            
              	2nd: 1957.9 kJmol1
            


            
              	3rd: 3555 kJmol1
            


            
              	Atomic radius

              	128 pm
            


            
              	Atomic radius (calc.)

              	145 pm
            


            
              	Covalent radius

              	138 pm
            


            
              	Van der Waals radius

              	140 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	diamagnetic
            


            
              	Electrical resistivity

              	(20C) 16.78 nm
            


            
              	Thermal conductivity

              	(300 K) 401Wm1K1
            


            
              	Thermal expansion

              	(25 C) 16.5 mm1K1
            


            
              	Speed of sound (thin rod)

              	( r.t.) (annealed)

              3810 ms1
            


            
              	Young's modulus

              	110 - 128 GPa
            


            
              	Shear modulus

              	48 GPa
            


            
              	Bulk modulus

              	140 GPa
            


            
              	Poisson ratio

              	0.34
            


            
              	Mohs hardness

              	3.0
            


            
              	Vickers hardness

              	369 MPa
            


            
              	Brinell hardness

              	874 MPa
            


            
              	CAS registry number

              	7440-50-8
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of copper
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	63Cu

                    	69.15%

                    	63Cu is stable with 34 neutrons
                  


                  
                    	65Cu

                    	30.85%

                    	65Cu is stable with 36 neutrons
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          Copper (pronounced /ˈkɒpɚ/) is a chemical element with the symbol Cu (Latin: cuprum) and atomic number 29. It is a ductile metal with excellent electrical conductivity, and finds extensive use as an electrical conductor, heat conductor, as a building material, and as a component of various alloys.


          Copper is an essential trace nutrient to all high plants and animals. In animals, including humans, it is found primarily in the bloodstream, as a co-factor in various enzymes, and in copper-based pigments. However, in sufficient amounts, copper can be poisonous and even fatal to organisms.


          Copper has played a significant part in the history of humankind, which has used the easily accessible uncompounded metal for thousands of years. Civilizations in places such as Iraq, China, Egypt, Greece, India and the Sumerian cities all have early evidence of using copper. During the Roman Empire, copper was principally mined on Cyprus, hence the origin of the name of the metal as Cyprium, "metal of Cyprus", later shortened to Cuprum.


          A number of countries, such as Chile and the United States, still have sizable reserves of the metal which are extracted through large open pit mines, however like tin there may be insufficient reserves to sustain current rates of consumption. High demand relative to supply has caused a price spike in the 2000s.


          


          History


          Copper, as native copper, is one of the few metals to naturally occur as an uncompounded mineral. Copper was known to some of the oldest civilizations on record, and has a history of use that is at least 10,000 years old. A copper pendant was found in what is now northern Iraq that dates to 8700 BC. By 5000 BC, there are signs of copper smelting: the refining of copper from simple copper compounds such as malachite or azurite. Among archaeological sites in Anatolia, atal Hyk (~6000 BC) features native copper artifacts and smelted lead beads, but no smelted copper. But Can Hasan (~5000 BC) had access to smelted copper; this site has yielded the oldest known cast copper artifact, a copper mace head.


          
            [image: Ancient Copper ingot from Zakros, Crete is shaped in the form of an animal skin typical for that era.]

            
              Ancient Copper ingot from Zakros, Crete is shaped in the form of an animal skin typical for that era.
            

          


          Copper smelting appears to have been developed independently in several parts of the world. In addition to its development in Anatolia by 5000 BC, it was developed in China before 2800 BC, in the Andes around 2000 BC, in Central America around 600 AD, and in West Africa around 900 AD. Copper is found extensively in the Indus Valley Civilization by the 3rd millennium BC. In Europe, tzi the Iceman, a well-preserved male dated to 3200 BC, was found with an axe tipped with copper that was 99.7% pure. High levels of arsenic in his hair suggest he was involved in copper smelting.


          There exist copper and bronze artifacts from Sumerian cities that date to 3000 BC, and Egyptian artifacts of copper and copper-tin alloys nearly as old. In one pyramid, a copper plumbing system was found that is 5000 years old. The Egyptians found that adding a small amount of tin made the metal easier to cast, so copper-tin ( bronze) alloys were found in Egypt almost as soon as copper was found. Very important sources of copper in the Levant were located in Timna valley (Palestine) and Faynan (biblical Punon, Jordan).


          In the Americas production in the Old Copper Complex, located in present day Michigan and Wisconsin, was dated back to between 6000 to 3000 BC.


          By 2000 BC, Europe was using bronze. The use of bronze became so pervasive in a certain era of civilization (approximately 2500 BC to 600 BC in Europe) that it has been named the Bronze Age. The transitional period in certain regions between the preceding Neolithic period and the Bronze Age is termed the Chalcolithic ("copper-stone"), with some high-purity copper tools being used alongside stone tools. Brass (copper-zinc) was known to the Greeks, but only became a significant supplement to bronze during the Roman empire.


          
            [image: In alchemy the symbol for copper, perhaps a stylized mirror, was also the symbol for the goddess and planet Venus.]

            
              In alchemy the symbol for copper, perhaps a stylized mirror, was also the symbol for the goddess and planet Venus.
            

          


          In Greek the metal was known by the name chalkos (ό). Copper was a very important resource for the Romans, Greeks and other ancient peoples. In Roman times, it became known as aes Cyprium (aes being the generic Latin term for copper alloys such as bronze and other metals, and Cyprium because so much of it was mined in Cyprus). From this, the phrase was simplified to cuprum and then eventually Anglicized into the English copper. Copper was associated with the goddess Aphrodite/ Venus in mythology and alchemy, owing to its lustrous beauty, its ancient use in producing mirrors, and its association with Cyprus, which was sacred to the goddess.


          


          Britain and Ireland


          
            [image: West Mine at Alderley Edge]

            
              West Mine at Alderley Edge
            

          


          During the Bronze Age, copper was mined in Britain and Ireland mainly in the following locations:


          
            	South West County Cork


            	West Wales (e.g. Cwmystwyth)


            	North Wales (e.g. Great Orme)


            	Anglesey (Parys Mountain)


            	Cheshire ( Alderley Edge)


            	The Staffordshire Moorlands (e.g. Ecton Mine)


            	Isle of Man, which is between England and Northern Ireland

          


          At Great Orme in North Wales, such working extended for a depth of 70 metres. At Alderley Edge in Cheshire, carbon dates have established mining at around 2280 to 1890 BC (at 95% probability).


          


          United States


          
            [image: Miners at the Tamarack Mine in Copper Country, Michigan, USA in 1905.]

            
              Miners at the Tamarack Mine in Copper Country, Michigan, USA in 1905.
            

          


          Copper mining in the United States began with marginal workings by Native Americans and some development by early Spaniards. Native copper is known to have been extracted from sites on Isle Royale with primitive stone tools between 800 and 1600. Europeans were mining copper in Connecticut as early as 1709. Perhaps the oldest operating large-scale copper mine was the historic Elizabeth Mine in Vermont. Dating to the 1700s, "the Liz" produced copper until it was closed in 1958. Westward movement also brought an expansion of copper exploitation with developments of significant deposits in Michigan and Arizona during the 1850s and then in Montana during the 1860s.


          Native copper was mined extensively in Michigan's Keweenaw Peninsula with the heart of extraction at the productive Quincy Mine. Arizona had many notable deposits including the Copper Queen in Bisbee and the United Verde in Jerome. The Anaconda in Butte, Montana became the nation's chief copper supplier by 1886.


          Copper is mined in many other areas of the United States, including Utah, Nevada and Tennessee. Copper is the state mineral for Utah.


          


          Isotopes


          There are two stable isotopes, 63Cu and 65Cu, along with a couple dozen radioisotopes. The vast majority of radioisotopes have half lives on the order of minutes or less; the longest lived, 67Cu, has a half life of 61.8 hours. See also isotopes of copper.


          


          Notable characteristics


          
            [image: Copper just above its melting point keeps its pink luster color when enough light outshines the orange incandescence color.]

            
              Copper just above its melting point keeps its pink luster color when enough light outshines the orange incandescence colour.
            

          


          
            [image: Copper exists as a metallically bonded substance, allowing it to have a wide variety of metallic properties.]

            
              Copper exists as a metallically bonded substance, allowing it to have a wide variety of metallic properties.
            

          


          Copper has a high electrical and thermal conductivity, second only to silver among pure metals at room temperature.


          Copper is a reddish-colored metal; it has its characteristic colour because of its band structure. In its liquefied state, a pure copper surface without ambient light appears somewhat greenish, a characteristic shared with gold. When liquid copper is in bright ambient light, it retains some of its pinkish luster.


          Copper occupies the same family of the periodic table as silver and gold, since they each have one s-orbital electron on top of a filled electron shell. This similarity in electron structure makes them similar in many characteristics. All have very high thermal and electrical conductivity, and all are malleable metals.


          


          Corrosion


          Pure water and air

          Copper is a metal that does not react with water (H2O), but the oxygen of the air will react slowly at room temperature to form a layer of brown-black copper oxide on copper metal.


          
            [image: The Pourbaix diagram for copper in pure water, perchloric acid or sodium It can be seen that copper in "pure" water is more noble than hydrogen. As a result it does not corrode in oxygen free water and the corrosion rate in oxygenated water is low. hydroxide]

            
              The Pourbaix diagram for copper in pure water, perchloric acid or sodium It can be seen that copper in "pure" water is more noble than hydrogen. As a result it does not corrode in oxygen free water and the corrosion rate in oxygenated water is low. hydroxide
            

          


          It is important to note that in contrast to the oxidation of iron by wet air that the layer formed by the reaction of air with copper has a protective effect against further corrosion. On old copper roofs a green layer of copper carbonate, called verdigris or patina, can often be seen. Another notable example of this is on the Statue of Liberty.


          Sulfide media


          Copper metal does react with hydrogen sulfide- and sulfide-containing solutions. A series of different copper sulfides can form on the surface of the copper metal.


          
            [image: The Pourbaix diagram for copper in a sulfide containing aqueous medium]

            
              The Pourbaix diagram for copper in a sulfide containing aqueous medium
            

          


          Note that the copper sulfide area of the plot is very complex due to the existence of many different sulfides, a close up is also provided to make the graph more clear. It is clear that the copper is now able to corrode even without the need for oxygen as the copper is now less noble than hydrogen. This can be observed in every day life when copper metal surfaces tarnish after exposure to air which contains sulfur compounds.


          
            [image: The Pourbaix diagram for copper in a sulfide containing aqueous medium]

            
              The Pourbaix diagram for copper in a sulfide containing aqueous medium
            

          


          Ammonia media


          Copper does react with oxygen-containing ammonia solutions because the ammonia forms water-soluble copper complexes. The formation of these complexes causes the corrosion to become more thermodynamically favored than the corrosion of copper in an identical solution that does not contain the ammonia.


          
            [image: The Pourbaix diagram for copper in 10 M ammonia solution]

            
              The Pourbaix diagram for copper in 10 M ammonia solution
            

          


          Chloride media


          Copper does react with a combination of oxygen and hydrochloric acid to form a series of copper chlorides. It is interesting to note that if copper(II) chloride (green/blue) is boiled with copper metal (with little or no oxygen present) then white copper(I) chloride will be formed.


          
            [image: The Pourbaix diagram for copper in a chloride solution]

            
              The Pourbaix diagram for copper in a chloride solution
            

          


          


          Mechanical properties


          A single crystal copper consists of a few micrometres of small crystals. In this form of crystal (c), the yield stress is high and crystal undergoes a large amount of elastic deformation before going into the plastic deformation region. The plastic deformation region has an unpredictable outcome. The stress level decreases significantly as necking begins to occur.


          Polycrystal copper has many crystal of different geometries combined. The plastic deformation of polycrystal is similar to mild steel. Copper has a high ductility and will continue to elongate as stress is applied. It is very useful in copper wire drawing.


          Numerous copper alloys exist, many with important historical and contemporary uses. Speculum metal and bronze are alloys of copper and tin. Brass is an alloy of copper and zinc. Monel metal, also called cupronickel, is an alloy of copper and nickel. While the metal "bronze" usually refers to copper-tin alloys, it also is a generic term for any alloy of copper, such as aluminium bronze, silicon bronze, and manganese bronze.


          


          Germicidal effect


          Copper is germicidal, via the oligodynamic effect. For example, brass doorknobs disinfect themselves of many bacteria within a period of eight hours. Antimicrobial properties of copper are effective against MRSA, Escherichia coli and other pathogens. In colder temperature, longer time is required to kill bacteria.


          


          Occurrence and modern industry


          
            [image: Chuquicamata (Chile). One of the largest open pit copper mines in the world.]

            
              Chuquicamata (Chile). One of the largest open pit copper mines in the world.
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            [image: Evolution of the historical copper pricesource�: minerals.usgs.gov (XLS) Current price is at least four times higher than the 2002 value.]

            
              Evolution of the historical copper price

              source: minerals.usgs.gov (XLS)

              Current price is at least four times higher than the 2002 value.
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              Native Copper Placer Nuggets
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              Native copper
            

          


          In 2005, Chile was the top mine producer of copper with at least one-third world share followed by the USA, Indonesia and Peru, reports the British Geological Survey.


          Copper can be found as native copper in mineral form. Minerals such as the sulfides: chalcopyrite (CuFeS2), bornite (Cu5FeS4), covellite (CuS), chalcocite (Cu2S) are sources of copper, as are the carbonates: azurite (Cu3(CO3)2(OH)2) and malachite (Cu2CO3(OH)2) and the oxide: cuprite (Cu2O).


          Most copper ore is mined or extracted as copper sulfides from large open pit mines in porphyry copper deposits that contain 0.4 to 1.0 percent copper. Examples include: Chuquicamata in Chile and El Chino Mine in New Mexico. The average abundance of copper found within crustal rocks is approximately 68 ppm by mass, and 22 ppm by atoms.


          The Intergovernmental Council of Copper Exporting Countries (CIPEC), defunct since 1992, once tried to play a similar role for copper as OPEC does for oil, but never achieved the same influence, not least because the second-largest producer, the United States, was never a member. Formed in 1967, its principal members were Chile, Peru, Zaire, and Zambia.


          The copper price has quintupled from the 60-year low in 1999, rising from US$0.60 per pound (US$1.32/kg) in June 1999 to US$3.75 per pound (US$8.27/kg) in May 2006, where it dropped to US$2.40 (US$5.29/kg) in February 2007 then rebounded to US$3.50 (US$7.71/kg = 3.89 = 5.00) in April 2007.


          The Earth has an estimated 61 years of copper reserves remaining. Environmental analyst, Lester Brown, however, has suggested copper might run out within 25 years based on a reasonable extrapolation of 2% growth per year.


          


          Compounds


          Common oxidation states of copper include the less stable copper(I) state, Cu+; and the more stable copper(II) state, Cu2+, which forms blue or blue-green salts and solutions. Under unusual conditions, a 3+ state and even an extremely rare 4+ state can be obtained. Using old nomenclature for the naming of salts, copper(I) is called cuprous, and copper(II) is cupric. In oxidation copper is mildly basic.


          Copper(II) carbonate is green from which arises the unique appearance of copper-clad roofs or domes on some buildings. Copper(II) sulfate forms a blue crystalline penta hydrate which is perhaps the most familiar copper compound in the laboratory. It is used as a fungicide, known as Bordeaux mixture.


          There are two stable copper oxides, copper(II) oxide (CuO) and copper(I) oxide (Cu2O). Copper oxides are used to make yttrium barium copper oxide (YBa2Cu3O7-) or YBCO which forms the basis of many unconventional superconductors.


          
            	Copper(I) compounds: copper(I) chloride, copper(I) bromide, copper(I) iodide, copper(I) oxide.

          


          
            	Copper(II) compounds: copper(II) acetate, copper(II) carbonate, copper(II) chloride, copper(II) hydroxide, copper(II) nitrate, copper(II) oxide, copper(II) sulfate, copper(II) sulfide, copper(II) tetrafluoroborate, copper(II) triflate.

          


          
            	Copper(III) compounds, rare: potassium hexafluorocuprate (K3CuF6)

          


          
            	Copper(IV) compounds, extremely rare: caesium hexafluorocuprate (Cs2CuF6)

          


          


          Tests for copper(II) ion


          Add aqueous sodium hydroxide. A blue precipitate of copper(II) hydroxide should form.


          Ionic equation:


          
            	Cu2+(aq) + 2OH(aq)  Cu(OH)2(s)

          


          The full equation shows that the reaction is due to hydroxide ions deprotonating the hexaaquacopper (II) complex:


          
            	[Cu(H2O)6]2+(aq) + 2 OH(aq)  Cu(H2O)4(OH)2(s) + 2 H2O (l)

          


          Adding ammonium hydroxide (aqueous ammonia) causes the same precipitate to form. It then dissolves upon adding excess ammonia, to form a deep blue ammonia complex, tetraamminecopper(II).


          Ionic equation:


          
            	Cu(H2O)4(OH)2(s) + 4 NH3(aq)  [Cu(H2O)2(NH3)4]2+(aq) + 2H2O(l) + 2 OH(aq)

          


          A more delicate test than ammonia is potassium ferrocyanide, which gives a brown precipitate with copper salts.


          


          Applications


          
            [image: Native copper specimen (~ 4 cm in size)]

            
              Native copper specimen (~ 4 cm in size)
            

          


          Copper is malleable and ductile, a good conductor of heat and, when very pure, a good conductor of electricity.


          The purity of copper is expressed as 4N for 99.99% pure or 7N for 99.99999% pure. The numeral gives the number of nines after the decimal point when expressed as a decimal (e.g. 4N means 0.9999, or 99.99%).


          It is used extensively, in products such as:


          
            [image: Copper piping system with intumescent firestop being installed by an insulator in Vancouver, Canada.]

            
              Copper piping system with intumescent firestop being installed by an insulator in Vancouver, Canada.
            

          


          


          Piping


          
            	including extreme water supply.

          


          


          Electronics


          
            	Copper wire.


            	Electromagnets.


            	Printed circuit boards.


            	Lead free solder, alloyed with tin.


            	Electrical machines, especially electromagnetic motors, generators and transformers.


            	Electrical relays, electrical busbars and electrical switches.


            	Vacuum tubes, cathode ray tubes, and the magnetrons in microwave ovens.


            	Wave guides for microwave radiation.


            	Integrated circuits, increasingly replacing aluminium because of its superior electrical conductivity.


            	As a material in the manufacture of computer heat sinks, as a result of its superior heat dissipation capacity to aluminium.

          


          
            [image: Copper roof on the Minneapolis City Hall, coated with Patina]

            
              Copper roof on the Minneapolis City Hall, coated with Patina
            

          


          


          Architecture / Industry


          
            	Copper has been used as water-proof roofing material since ancient times, giving many old buildings their greenish roofs and domes. Initially copper oxide forms, replaced by cuprous and cupric sulfide, and finally by copper carbonate. The final carbonate patina is highly resistant to corrosion.


            	Statuary: The Statue of Liberty, for example, contains 179,220 pounds (81.3 tonnes) of copper.


            	Alloyed with nickel, e.g. cupronickel and Monel, used as corrosive assistant materials in shipbuilding.


            	Watt's steam engine firebox due to superior heat dissipation.


            	Copper nails were used in making oast cowls.

          


          
            [image: Old copper utensils in a Jerusalem restaurant]

            
              Old copper utensils in a Jerusalem restaurant
            

          


          


          Household products


          
            	Copper plumbing fittings and compression tubes.


            	Doorknobs and other fixtures in houses.


            	Roofing, guttering, and rainspouts on buildings.


            	In cookware, such as frying pans.


            	Most flatware ( knives, forks, spoons) contains some copper ( nickel silver).


            	Sterling silver, if it is to be used in dinnerware, must contain a few percent copper.


            	Copper water heating cylinders


            	Copper Range Hoods


            	Copper Bath Tubs


            	Copper Counters


            	Copper Sinks

          


          


          Coinage


          
            	As a component of coins, often as cupronickel alloy.


            	Coins in the following countries all contain copper: European Union (Euro), United States, United Kingdom (sterling), Australia and New Zealand.


            	Ironically, U.S. Nickels are 75.0% copper by weight and only 25.0% nickel.

          


          


          Biomedical applications


          
            	As a biostatic surface in hospitals, and to line parts of ships to protect against barnacles and mussels, originally used pure, but superseded by Muntz Metal. Bacteria will not grow on a copper surface because it is biostatic. Copper doorknobs are used by hospitals to reduce the transfer of disease, and Legionnaires' disease is suppressed by copper tubing in air-conditioning systems.


            	Copper(II) sulfate is used as a fungicide and as algae control in domestic lakes and ponds. It is used in gardening powders and sprays to kill mildew.


            	Copper-62-PTSM, a complex containing radioactive copper-62, is used as a Positron emission tomography radiotracer for heart blood flow measurements.


            	Copper-64 can be used as a Positron emission tomography radiotracer for medical imaging. When complexed with a chelate it can be used to treat cancer through radiation therapy.

          


          


          Chemical applications


          
            	Compounds, such as Fehling's solution, have applications in chemistry.


            	As a component in ceramic glazes, and to colour glass.

          


          


          Other


          
            	Musical instruments, especially brass instruments and cymbals.


            	Class D Fire Extinguisher, used in powder form to extinguish lithium fires by covering the burning metal and performing similar to a heat sink.


            	Textile fibers to create antimicrobial protective fabrics.

          


          


          Biological role
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          Copper is essential in all plants and animals. Copper is carried mostly in the bloodstream on a plasma protein called ceruloplasmin. When copper is first absorbed in the gut it is transported to the liver bound to albumin. Copper is found in a variety of enzymes, including the copper centers of cytochrome c oxidase and the enzyme superoxide dismutase (containing copper and zinc). In addition to its enzymatic roles, copper is used for biological electron transport. The blue copper proteins that participate in electron transport include azurin and plastocyanin. The name "blue copper" comes from their intense blue colour arising from a ligand-to-metal charge transfer (LMCT) absorption band around 600nm.


          Most molluscs and some arthropods such as the horseshoe crab use the copper-containing pigment hemocyanin rather than iron-containing hemoglobin for oxygen transport, so their blood is blue when oxygenated rather than red.


          It is believed that zinc and copper compete for absorption in the digestive tract so that a diet that is excessive in one of these minerals may result in a deficiency in the other. The RDA for copper in normal healthy adults is 0.9 mg/day. On the other hand, professional research on the subject recommends 3.0 mg/day. Because of its role in facilitating iron uptake, copper deficiency can often produce anaemia-like symptoms. In humans, the symptoms of Wilson's disease are caused by an accumulation of copper in body tissues.


          


          Toxicity


          Thirty grams of copper sulfate is potentially lethal in humans. The suggested safe level of copper in drinking water for humans varies depending on the source, but tends to be pegged at 1.5 to 2mg/L. The DRI Tolerable Upper Intake Level for adults of dietary copper from all sources is 10 mg/day. In toxicity, copper can inhibit the enzyme dihydrophil hydratase, an enzyme involved in haemopoiesis.


          Symptoms of copper poisoning are very similar to those produced by arsenic. Fatal cases are generally terminated by convulsions, palsy, and insensibility.


          In cases of suspected copper poisoning, Ovalbumin is to be administered in either of its forms which can be most readily obtained, as milk or whites of eggs. Vinegar should not be given. The inflammatory symptoms are to be treated on general principles, and so are the nervous.


          A significant portion of the toxicity of copper comes from its ability to accept and donate single electrons as it changes oxidation state. This catalyzes the production of very reactive radical ions such as hydroxyl radical in a manner similar to Fenton chemistry. This catalytic activity of copper is used by the enzymes that it is associated with and is thus only toxic when unsequestered and unmediated. This increase in unmediated reactive radicals is generally termed oxidative stress and is an active area of research in a variety of diseases where copper may play an important but more subtle role than in acute toxicity.


          An inherited condition called Wilson's disease causes the body to retain copper, since it is not excreted by the liver into the bile. This disease, if untreated, can lead to brain and liver damage. In addition, studies have found that people with mental illnesses such as schizophrenia had heightened levels of copper in their systems. However it is unknown at this stage whether the copper contributes to the mental illness, whether the body attempts to store more copper in response to the illness, or whether the high levels of copper are the result of the mental illness.


          Too much copper in water has also been found to damage marine life. The observed effect of these higher concentrations on fish and other creatures is damage to gills, liver, kidneys, and the nervous system. It also interferes with the sense of smell in fish, thus preventing them from choosing good mates or finding their way to mating areas.
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              	Copper(I) chloride
            


            
              	[image: Copper(I) chloride]
            


            
              	[image: Unit cell of nantokite]
            


            
              	IUPAC name

              	Copper(I) chloride
            


            
              	Other names

              	Cuprous chloride
            


            
              	Identifiers
            


            
              	CAS number

              	[7758-89-6]
            


            
              	RTECS number

              	GL6990000
            


            
              	Properties
            


            
              	Molecular formula

              	CuCl
            


            
              	Molar mass

              	98.99 g/mol
            


            
              	Appearance

              	white powder, slightly

              green from oxidized impurities
            


            
              	Density

              	4.140 g/cm3, solid
            


            
              	Melting point

              	
                430 C (703 K)

              
            


            
              	Boiling point

              	
                1490 C (1760 K),

                decomposes

              
            


            
              	Solubility in water

              	0.0062 g/100 mL (20 C)
            


            
              	Structure
            


            
              	Crystal structure

              	Tetrahedral close packed

              ( Zinc blende structure)
            


            
              	Hazards
            


            
              	MSDS

              	ScienceLab.com
            


            
              	Main hazards

              	Irritant
            


            
              	NFPA 704
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              	R/S statement

              	R: 22, 50, 53 S: 22, 60/61
            


            
              	Related compounds
            


            
              	Other anions

              	Copper(I) bromide

              Copper(I) iodide
            


            
              	Other cations

              	Copper(II) chloride

              Silver(I) chloride
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Copper(I) chloride, commonly called cuprous chloride, is the lower chloride of copper, with the formula CuCl. This colorless solid is a versatile precursor to other copper compounds, including some of commercial significance. It occurs naturally as the rare mineral nantokite. Unlike other first-row transition metal halides, it forma a stable complexes with carbon monoxide. It crystallizes in a diamondoid motif, reflecting the tendency of copper(I) to form tetrahedral complexes.


          


          Preparation


          Copper(I) chloride is produced industrially by the direct chlorination of copper:


          
            	2 Cu + Cl2  2 CuCl

          


          In the laboratory, copper(I) chloride can be prepared by the reduction of copper(II) salts such as CuSO4 using sulfur dioxide, sodium bisulfite (NaHSO3), sodium metabisulfite, or copper metal.


          
            	2 CuCl2 + H2O + SO32-  2 CuCl + SO42- + 2 Cl-

          


          The white solid precipitates from the solution. Upon standing in moist air, samples of CuCl become green due to the formation of copper(II) chlorides.


          


          Chemical properties


          CuCl is more affordable and less toxic than other soft Lewis acids. In addition, copper can exist in multiple redox states, including I, II, and III. This combination of properties define some of the useful features of copper(I) chloride. It is a soft Lewis acid, classified as soft according to the Hard-Soft Acid-Base concept. Thus, it tends to form stable complexes with soft Lewis bases such as triphenylphosphine:


          
            	CuCl + P(C6H5)3  [CuCl(P(C6H5)3)]4

          


          Although CuCl is insoluble in water, it dissolves in aqueous solutions containing suitable donor molecules. It forms complexes with halide ions, for example forming H3O+ CuCl2- with concentrated hydrochloric acid. It also dissolves in solutions containing CN-, S2O32-, and NH3 to give complexes.


          Solutions of CuCl in HCl or NH3 absorb carbon monoxide to form colourless complexes such as the chloride-bridged dimer [CuCl(CO)]2. The same hydrochloric acid solutions also react with acetylene gas to form [CuCl(C2H2)]. ammoniacal solutions of CuCl react with acetylenes to form the explosive copper(I) acetylide. Complexes of CuCl with alkenes can be prepared by reduction of CuCl2 by sulfur dioxide in the presence of the alkene in alcohol solution. Complexes with dienes such as 1,5-cyclooctadiene are particularly stable:


          [image: Structure of COD complex of CuCl]


          Although only poorly soluble in water, its aqueous solution are unstable with respect to disproportionation into Cu and CuCl2. In part for this reason samples assume a green coloration (see photograph in upper right).


          


          Uses


          The main use of copper(i) chloride is as a precursor to the fungicide copper oxychloride. For this purpose aqueous copper(I) chloride is generated by comproportionation and then air-oxidized:


          
            	Cu + CuCl2  2 CuCl


            	6 CuCl + 3/2 O2 + 3 H2O  2 Cu3Cl2(OH)4 + CuCl2

          


          Copper(I) chloride catalyzes a variety of organic reactions, as discussed above. Its affinity for carbon monoxide in the presence of aluminium chloride is exploited in the COPureSM process.


          


          In organic synthesis


          In the Sandmeyer reaction. Treatment of an arenediazonium salt with CuCl leads to an aryl chloride, for example:


          [image: (Alkylation of sorbate ester at 4-position mediated by CuCl)] Here, Bu indicates an n- butyl group. Without CuCl, the Grignard reagent alone gives a mixture of 1,2- and 1,4-addition products (i.e., the butyl adds at the closer to the C=O).


          


          In polymer chemistry


          Copper(I) chloride is also an intermediate formed from copper(II) chloride in the Wacker process. CuCl is used as a catalyst in Atom Transfer Radical Polymerization (ATRP).
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              	Copper(II) chloride
            


            
              	[image: copper(II) chloride dihydrate]
            


            
              	[image: Crystal structure of anhydrous copper(II) chloride]
            


            
              	[image: Crystal structure of anhydrous copper(II) chloride]
            


            
              	IUPAC name

              	Copper(II) chloride

              Copper dichloride
            


            
              	Other names

              	Cupric chloride
            


            
              	Identifiers
            


            
              	CAS number

              	[7447-39-4] (ahydrous)

              10125-13-0] (dihydrate)
            


            
              	RTECS number

              	GL7000000
            


            
              	Properties
            


            
              	Molecular formula

              	CuCl2
            


            
              	Molar mass

              	134.45 g/mol (anhydrous)

              170.48 g/mol (dihydrate)
            


            
              	Appearance

              	blue-green solid (dihydrate)

              yellow-brown solid (anhydrous)
            


            
              	Density

              	3.386 g/cm, solid
            


            
              	Melting point

              	
                100 C (dehydration

                of dihydrate)

              
            


            
              	Boiling point

              	
                decomposes at 993C

                (anhydrous)

              
            


            
              	Solubility in water

              	70.6 g/100 mL (0 C)

              75.7 g/100 mL (25 C)
            


            
              	Solubility in ethanol

              	53 g/100 mL (15 C)
            


            
              	Structure
            


            
              	Crystal structure

              	distorted CdI2 structure
            


            
              	Coordination

              geometry

              	Octahedral
            


            
              	Hazards
            


            
              	MSDS

              	ScienceLab.com
            


            
              	EU classification

              	not listed
            


            
              	Flash point

              	nonflammable
            


            
              	Related compounds
            


            
              	Other anions

              	Copper(II) fluoride

              Copper(II) bromide

              Copper(I) iodide
            


            
              	Other cations

              	Copper(I) chloride

              Silver chloride

              Gold(III) chloride
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Copper(II) chloride is the chemical compound with the formula CuCl2. This a yellow-brown solid which slowly absorbs moisture to form a blue-green dihydrate. It occurs naturally as the very rare mineral eriochalcite.


          


          Structure


          Anhydrous CuCl2 adopts a distorted cadmium iodide structure. Most copper(II) compounds exhibit distortions from idealized octahedral geometry due to the Jahn-Teller effect, which in this case describes the localisation of one d-electron into a molecular orbital that is strongly antibonding with respect to a pair of ligands. In CuCl2(H2O)2 the copper can be described as a highly distorted octahedral complex, the Cu(II) centre being surrounded by two water ligands and four chloride ligands, which bridge asymmetrically to other Cu centers.


          


          Properties


          Copper(II) chloride dissociates in aqueous solution to give the blue colour of [Cu(H2O)6]2+ and yellow or red colour of the halide complexes of the formula [CuCl2+x]x-. Concentrated solutions of CuCl2 appear green because of the combination of these various chromophores.


          It is a weak Lewis acid, and a mild oxidising agent. It has a crystal structure consisting of polymeric chains of flat CuCl4 units with opposite edges shared. It decomposes to CuCl and Cl2 at 1000 C:


          
            	2 CuCl2( s)  2 CuCl( s) + Cl2(g)

          


          In its reaction with HCl (or other chloride sources) to form the complex ions CuCl3- and CuCl42-.


          [image: Structure of some chloride complexes of CuCl2]


          Copper(II) chloride also forms a rich variety of other coordination complexes with ligands such as pyridine or triphenylphosphine oxide:


          
            	CuCl2 + 2 C5H5N  [CuCl2(C5H5N)2] (tetragonal)


            	CuCl2 + 2 (C6H5)3P=O  [CuCl2((C6H5)3P=O)2] (tetrahedral)

          


          However "soft" ligands such as phosphines (e.g., triphenylphosphine), iodide, and cyanide as well as some tertiary amines cause reduction to give copper(I) complexes. To convert copper(II) chloride to copper(I) derivatives it is generally more convenient to reduce an aqueous solution with the reducing agent sulfur dioxide:


          
            	2 CuCl2(aq) + SO2  2 CuCl(s) + 2 HCl( aq) + H2SO4(aq)

          


          CuCl2 can simply react as a source of Cu2+ in precipitation reactions for making insoluble copper(II) salts, for example copper(II) hydroxide, which can then decompose above 30  C to give copper(II) oxide:


          
            	CuCl2( aq) + 2 NaOH( aq)  Cu(OH)2( s) + 2 NaCl( aq)

          


          Followed by


          
            	Cu(OH)2( s)  CuO( s) + H2O( l)

          


          


          Preparation


          Copper(II) chloride is prepared by the action of hydrochloric acid on copper(II) oxide, copper(II) hydroxide or copper(II) carbonate, for example:


          
            	CuO( s) + 2 HCl( aq)  CuCl2(aq) + H2O( l) Anhydrous CuCl2 may be prepared directly by union of the elements, copper and chlorine.

          


          CuCl2 may be purified by crystallisation from hot dilute hydrochloric acid, by cooling in a CaCl2-ice bath.


          


          Uses


          A major industrial application for copper(II) chloride is as a co-catalyst (along with palladium(II) chloride) in the Wacker process. In this process, ethene (ethylene) is converted to ethanal (acetaldehyde) using water and air. In the process PdCl2 is reduced to Pd, and the CuCl2 serves to re-oxidise this back to PdCl2. Air can then oxidise the resultant CuCl back to CuCl2, completing the cycle.


          (1) C2H4(g) + PdCl2(aq) + H2O (l)  CH3CHO (aq) + Pd(s) + 2 HCl(aq)


          (2) Pd(s) + 2 CuCl2(aq)  2 CuCl(s) + PdCl2(aq)


          (3) 2 CuCl(s) + 2 HCl(aq) +1/2O2(g)  2 CuCl2(aq) + H2O(l)


          Overall process: C2H4 +1/2O2  CH3CHO


          Copper(II) chloride has a variety of applications in organic synthesis. It can effect chlorination of aromatic hydrocarbons- this is often performed in the presence of aluminium oxide. It is able to chlorinate the alpha position of carbonyl compounds:


          [image: Coupling of beta-naphthol using CuCl2]


          Such compounds are valuable intermediates in the synthesis of BINAP and its derivatives, popular as chiral ligands for asymmetric hydrogenation catalysts.


          CuCl2 also catalyses the free radical addition of sulfonyl chlorides to alkenes; the alpha-chlorosulfone may then undergo elimination with base to give a vinyl sulfone product.


          Copper(II) chloride is also used in pyrotechnics as a blue/green coloring agent.


          


          Precautions


          Although copper is an essential element, all metal salts are potentially toxic if mishandled. See MSDS.
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              	Copper(II) nitrate
            


            
              	[image: ]
            


            
              	IUPAC name

              	Copper(II) nitrate
            


            
              	Other names

              	Cupric nitrate
            


            
              	Identifiers
            


            
              	CAS number

              	[3251-23-8]
            


            
              	RTECS number

              	GL7875000
            


            
              	Properties
            


            
              	Molecular formula

              	Cu(NO3)2
            


            
              	Molar mass

              	187.57 g/mol,

              241.60 (Cu(NO3)2.3H2O),

              232.59 (Cu(NO3)2.2.5H2O
            


            
              	Appearance

              	blue crystals
            


            
              	Density

              	2.32 g/cm3 (anhydrous)
            


            
              	Melting point

              	
                114.5C (trihydrate)

                210C sublimation (anhydrous)

              
            


            
              	Boiling point

              	
                170C (decomposition)

              
            


            
              	Solubility in water

              	138 g/100 mL (0 C) trihydrate
            


            
              	Hazards
            


            
              	MSDS

              	Cu(NO3)2.3H2O
            


            
              	Main hazards

              	Toxic, irritant
            


            
              	NFPA 704

              	
                
                  [image: ]
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              	R-phrases

              	R22 R36/37/38 R48/20/21/22 R66
            


            
              	Related compounds
            


            
              	Related compounds

              	CuSO4,

              copper(II) sulfate
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Copper(II) nitrate is the chemical compound with the formula Cu(NO3)2. Commonly referred to simply as copper nitrate, the anhydrous form is a blue, crystalline solid. Hydrated forms of copper nitrate, also blue, are commonly used in school laboratories to demonstrate chemical voltaic cell reactions. The hydrated and anhydrous species have remarkably different properties, illustrating the effect of water of crystallization.


          The Roman numeral sign is to specify that the copper has an oxidation state of +2.


          


          Properties


          Hydrated and anhydrous copper nitrates behave differently.


          


          Anhydrous form


          The bright blue anhydrous material, Cu(NO3)2, is a volatile solid, subliming in a vacuum. In the gas-phase, Cu(NO3)2 is square planar, each Cu centre being surrounded by four oxygen atoms. Upon condensation, this monomer polymerizes.


          


          Hydrated copper nitrate


          Crystalline Cu(NO3)2(H2O)2.5 features octahedral Cu centers surrounded by water and the nitrate anions. This hydrate decomposes at ca. 170 C into copper(II) oxide, nitrogen dioxide and oxygen:


          
            	2Cu(NO3)2( s)  2 CuO(s) + 4 NO2(g) + O2(g)

          


          Copper nitrate can be used to generate nitric acid by heating it until decomposition and passing the fumes directly into water. This method is similar to the last step in the Ostwald process. The equations are as follows:


          
            	2Cu(NO3)2  2CuO + 4NO2 + O2


            	3NO2 + H2O  2 HNO3 + NO

          


          Copper nitrate soaked splints of wood burn with an emerald green flame. Addition of Magnesium nitrate gives a lime green colour.


          


          Synthesis


          Cu(NO3)2 forms when copper metal is treated with N2O4:


          
            	Cu + 2 N2O4  Cu(NO3)2 + 2 NO

          


          It can also be formed by reacting copper metal with an aqueous solution of silver nitrate, see this page for more info.


          


          Use in organic synthesis


          Copper nitrate, in combination with acetic anhydride, is an effective reagent for nitration of aromatic compounds, under what are known as "Menke conditions", in honour of the Dutch chemist who discovered that metal nitrates are effective reagents for nitration. Hydrated copper nitrate absorbed onto clay affords a reagent called "claycop". The resulting blue clay is used as a slurry, for example for the oxidation of thiols to disulfides. Claycop is also used to convert dithioacetals to carbonyls. A related reagent based on Montmorillonite has proven useful for the nitration of aromatic compounds.
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              	Copper(II) sulfate
            


            
              	[image: Crystal of copper(II)sulfate4���5H2O]
            


            
              	[image: Photo of powdered copper(II) sulfate pentahydrate]
            


            
              	[image: Ball-and-stick model of the unit cell of anhydrous copper(II) sulfate]
            


            
              	[image: Space-filling model of part of the crystal structure of anhydrous copper(II) sulfate]
            


            
              	IUPAC name

              	Copper(II) sulfate

              pentahydrate
            


            
              	Other names

              	Copper(II) sulfate

              Copper(II)sulfate

              Cupric sulfate

              Blue vitriol

              Bluestone

              Chalcanthite
            


            
              	Identifiers
            


            
              	CAS number

              	[7758-98-7]
            


            
              	EINECS number

              	
            


            
              	RTECS number

              	GL8800000
            


            
              	Properties
            


            
              	Molecular formula

              	CuSO45H2O (pentahydrate)

              CuSO4 (anhydrous)
            


            
              	Molar mass

              	249.684 g/mol (pentahydrate)

              159.608 g/mol (anhydrous)
            


            
              	Appearance

              	blue crystalline solid (pentahydrate)

              gray-white powder (anhydrous)
            


            
              	Melting point

              	
                110 C ( 4H2O)

                150 C (423 K) ( 5H2O)

                650 C decomp.

              
            


            
              	Solubility in water

              	31.6 g/100 ml (0 C)
            


            
              	Structure
            


            
              	Crystal structure

              	Triclinic
            


            
              	Coordination

              geometry

              	Octahedral
            


            
              	Thermochemistry
            


            
              	Standard molar

              entropy So298

              	109.05 J.K1.mol1
            


            
              	Hazards
            


            
              	EU classification

              	Harmful (Xn)

              Dangerous for the environment (N)
            


            
              	NFPA 704

              	
                
                  [image: ]


                  
                    0
                  


                  
                    2
                  


                  
                    0
                  


                  
                    
                  

                

              
            


            
              	Flash point

              	non flammable
            


            
              	Related compounds
            


            
              	Other cations

              	Nickel(II) sulfate

              Zinc sulfate
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Copper(II) sulfate is the chemical compound with the formula CuSO4. This salt exists as a series of compounds that differ in their degree of hydration. The anhydrous form is a pale green or gray-white powder, whereas the pentahydrate, the most commonly encountered salt, is bright blue. This hydrated copper sulfate occurs in nature as the mineral called chalcanthite. Archaic names for copper(II) sulfate are "blue vitriol" and "bluestone".


          


          Preparation


          Since it is available commercially, a copper sulfate is usually purchased, not prepared in the laboratory. It can be made by the action of sulfuric acid on a variety of copper(II) compounds, for example copper(II) oxide. Copper(II) sulfate pentahydrate decomposes before melting, losing four water molecules at 110 C and all five at 150 C. At 650 C, copper(II) sulfate decomposes into copper(II) oxide (CuO) and sulfur trioxide (SO3). When heated in an open flame the crystals are dehydrated and turn grayish-white.


          


          Uses


          


          As an herbicide, fungicide, pesticide


          Copper sulfate pentahydrate is a fungicide. Mixed with lime it is called Bordeaux mixture to control fungus on grapes, melons and other berries, another application is Cheshunt compound, a mixture of copper sulfate and ammonium carbonate used in horticulture to prevent damping off in seedlings. Its use as an herbicide is not agricultural, but instead for control of invasive exotic aquatic plants and the roots of other invasive plants near various pipes that contain water. A dilute solution of copper sulfate is used to treat aquarium fish of various parasitic infections, and is also used to remove snails from aquariums. However, as the copper ions are also highly toxic to the fish, care must be taken with the dosage. Most species of algae can be controlled with very low concentrations of copper sulfate. Copper sulfate inhibits growth of bacteria such as E. coli.


          


          Analytical reagent


          Several chemical tests utilize copper sulfate. It is used in Fehling's solution and Benedict's solution to test for reducing sugars, which reduce the soluble blue copper(II) sulfate to insoluble red copper(I) oxide. Copper(II) sulfate is also used in the Biuret reagent to test for proteins.


          Copper sulfate is also used to test blood for anaemia. The blood is tested by dropping it into a solution of copper sulfate of known specific gravity  blood which contains sufficient hemoglobin sinks rapidly due to its density, whereas blood which does not, floats or sinks slowly.


          In a flame test, its copper ions emit a deep blue-green light, much more blue than the flame test for barium.


          


          Organic synthesis


          Copper sulfate is employed in organic synthesis. The anhydrous salt catalyses the trans acetalization in organic synthesis. The hydrated salt reacts with potassium permanganate to give an oxidant for the conversion of primary alcohols.


          


          Chemistry education


          Copper sulfate is a commonly included chemical in children's chemistry sets and is often used to grow crystals in schools and in copper plating experiments. Due to its toxicity, it is not recommended for small children. Copper sulfate is often used to demonstrate an exothermic reaction, in which steel wool or magnesium ribbon is placed in an aqueous solution of CuSO4. It is used in school chemistry courses to demonstrate the principle of mineral hydration. The pentahydrate form, which is blue, is heated, turning the copper sulfate into the anhydrous form which is white, while the water that was present in the pentahydrate form evaporates. When water is then added to the anhydrous compound, it turns back into the pentahydrate form, regaining its blue colour.


          In an illustration of a "single metal replacement reaction," iron is submerged in a solution of copper sulfate. Upon standing, iron dissolves and copper precipitates.


          
            	Fe + CuSO4  FeSO4 + Cu

          


          The copper can also be electroplated to the iron.


          


          Other uses


          Other applications include hair dyes, coloring glass, processing of leather and textiles and in pyrotechnics as a green colorant.
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              	Coriander
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Apiales

                  


                  
                    	Family:

                    	Apiaceae

                  


                  
                    	Genus:

                    	Coriandrum

                  


                  
                    	Species:

                    	C. sativum

                  

                

              
            


            
              	Binomial name
            


            
              	Coriandrum sativum

              L.
            

          


          
            
              	Coriander leaves, raw

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 20 kcal  100 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	4 g
                  


                  
                    	- Dietary fibre 3 g 
                  


                  
                    	Fat

                    	0.5 g
                  


                  
                    	Protein

                    	2 g
                  


                  
                    	Vitamin A equiv. 337 g

                    	37%
                  


                  
                    	Vitamin C 27 mg

                    	45%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

            

          


          Coriander, Coriandrum sativum is an annual herb in the family Apiaceae. The name 'coriander' in a culinary context may refer to either the seeds of the plant (used as a spice), or to its leaves (used as a herb); however, in North American countries the name Cilantro is given to the leaves. Coriander is native to southwestern Asia and west to north Africa. It is a soft, hairless plant growing to 50 cm [20 in.] tall. The leaves are variable in shape, broadly lobed at the base of the plant, and slender and feathery higher on the flowering stems. The flowers are borne in small umbels, white or very pale pink, asymmetrical, and with the petals that point away from the centre of the umbel being longer (5-6 mm) than those pointing to the middle of the umbel (only 1-3 mm long). The fruit is a globular dry schizocarp 3-5 mm diameter.


          The name coriander derives from French coriandre through Latin coriandrum in turn from Greek ί. John Chadwick notes the Mycenaean Greek form of the word, koriadnon, "has a pattern curiously similar to the name of Minos' daughter Ariadne, and it is plain how this might be corrupted later to koriannon or koriandron."


          


          Uses


          All parts of the plant are edible, but the fresh leaves and the dried seeds are the most commonly used in cooking. Coriander is commonly used in Middle Eastern, Mediterranean, Indian, South Asian, Latin American, Chinese, Vietnamese, African and Southeast Asian cuisine. Gujarati called Dhana.


          


          Leaves and stems


          
            [image: Coriander blossoms]

            
              Coriander blossoms
            

          


          The leaves are variously referred to as coriander leaves in Britain; cilantro (from the Spanish name for the plant) in the United States, and dhania in the Indian subcontinent. The leaves, and especially the stems, have a very different taste from the seeds, similar to parsley but "juicier" and with citrus-like overtones. Some people instead perceive an unpleasant "soapy" taste and/or a rank smell. This is believed to be a result of an enzyme that changes the way they taste coriander leaves, a genetic trait, but has yet to be fully researched.


          The fresh leaves and stems are an essential ingredient in many Vietnamese foods, Asian chutneys, Mexican salsas and guacamole, and occasionally is used in sushi rolls. Chopped coriander leaves are also used as a garnish on cooked dishes such as dal and many curries. As heat diminishes their flavor quickly, coriander leaves are often used raw or added to the dish right before serving. In some Indian and Central Asian recipes, coriander leaves are used in huge amounts and cooked till they dissolve into sauce and their flavour mellows. Another factor that dictates the quality of flavor is the time when coriander is harvested. If its roots consistently stay at a temperature above 75 degrees Fahrenheit, the herb will quickly bolt, causing its leaves and stems to yield a bitter flavor and become quite chewy. At this point, made evident by the thinner and finer leaves, it is practical to harvest only the coriander seeds, since the stems and leaves are no longer usable as food.


          Coriander leaves were formerly common in European cuisine but nearly disappeared before the modern period. Today Europeans usually eat the leaves and stems only in dishes that originated in foreign cuisines; in Portugal, however, it is still an essential ingredient in many traditional dishes. To use the stems, separate cilantro leaves from stems. Chop stems finely and add them to your dish a minute or two before serving, just giving them time to warm up and disperse their flavor. The leaves will remain beautiful and fresh if you use them to garnish individual plates.


          The fresh coriander herb is best stored in the refrigerator in airtight containers, after chopping off the roots. The leaves do not keep well and should be eaten quickly, as they lose their aroma when dried or frozen.
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          Fruit


          The dry fruits are known as coriander seeds or coriandi seeds. In some regions, the use of the word coriander in food preparation always refers to these seeds (as a spice), rather than to the plant itself. The seeds have a lemony citrus flavour when crushed, due to the presence of the terpenes linalool and pinene. It is also described as warm, nutty, spicy, and orange-flavoured. They are usually dried but can be eaten green.


          If the fruit is obtained in its natural form, it can later be dried in the sun. Most commonly, it is bought as whole dried seeds, but it can also be found as a powder. When grinding at home, it can be roasted or heated on a dry pan briefly to enhance the aroma before grinding it in an electric grinder or with a mortar and pestle; ground coriander seeds lose their flavour quickly in storage and are best ground as only needed. For optimum flavour, whole coriander seed should be used within six months, or stored for no more than a year in a tightly sealed container away from sunlight and heat.


          Coriander seed is a key spice (Hindi name: धनिया dhania) in garam masala and Indian curries, which often employ the ground fruits in generous amounts together with cumin. It also acts as a thickener. Roasted coriander seeds, called dhana dal, are also eaten as a snack. It is also the main ingredient of the two south Indian gravies: sambhar and rasam.


          Outside of Asia, coriander seed is an important spice for sausages in Germany and South Africa (see boerewors). In Russia and Central Europe coriander seed is an occasional ingredient in rye bread as an alternative to caraway. Apart from the uses just noted, coriander seeds are rarely used in European cuisine today, though they were more important in former centuries.


          Coriander seeds are also used in brewing certain styles of beer, particularly some Belgian wheat beers. The coriander seeds are typically used in conjunction with orange peel to add a sultry citrus character to these styles of beer.


          


          Roots
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              Coriander roots
            

          


          Coriander roots are used in a variety of Asian cuisine. They are commonly used in Thai dishes.


          


          History


          Coriander grows wild over a wide area of the Near East and southern Europe, which forced Zohary and Hopf to admit that "it is hard to define exactly where this plant is wild and where it only recently established itself." Fifteen desiccated mericarps were found in the Pre-Pottery Neolithic B level of the Nahal Hemel Cave in Israel, which may be the oldest archeological find of coriander. About half a litre of coriander mericarps were recovered from the tomb of Tutankhamun, and because this plant does not grow wild in Egypt, Zohary and Hopf interpret this find as proof that coriander was cultivated by the ancient Egyptians. The Bible mentions coriander in Exodus 16:31: "And the house of Israel began to call its name Manna: and it was white like coriander seed, and its taste was like that of flat cakes made with honey."


          Coriander seems to have been cultivated in Greece since at least the second millennium BC. One of the Linear B tablets recovered from Pylos refers to the species as being cultivated for the manufacture of perfumes, and it appears that it was used in two forms: as a spice for its seeds and as a herb for the flavour of its leaves. This appears to be confirmed by archaeological evidence from the same period: the large quantities of the species retrieved from an Early Bronze Age layer at Sitagroi in Macedonia could point to cultivation of the species at that time . Coriander is thought to have been introduced to Britain by the Romans as a meat preserver.


          Coriander seed and leaf was very widely used in medieval cuisine. Even today, coriander seed is an important ingredient in many sausage products.


          Coriander was brought to the British colonies in North America in 1670 and was one of the first spices cultivated by early settlers.


          


          Similar plants


          
            	Eryngium foetidum has a very similar taste to coriander and is also known as culantro.


            	Vietnamese coriander leaves have a similar odour and flavour to coriander.


            	Bolivian Coriander, or quillquia, has been described as "somewhere between arugula, cilantro and rue".

          


          


          Potential medical uses


          Coriander has been used as a folk medicine for the relief of anxiety and insomnia in Iranian folk medicine. Experiments in mice support its use as an anxiolytic. Coriander seeds are also used in traditional Indian medicine as a diuretic by boiling equal amounts of coriander seeds and cumin seeds, then cooling and consuming the resulting liquid. In holistic and some traditional medicine, it is used as a carminative and for general digestive aid.
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          The Corinthian War was an ancient Greek conflict lasting from 395 BC until 387 BC, pitting Sparta against a coalition of four allied states; Thebes, Athens, Corinth, and Argos; which were initially backed by Persia. The immediate cause of the war was a local conflict in northwest Greece in which both Thebes and Sparta intervened. The deeper cause was hostility towards Sparta provoked by that city's "expansionism in Asia Minor, central and northern Greece and even the ... west".


          The war was fought on two fronts, on land near Corinth and Thebes and at sea in the Aegean. On land, the Spartans achieved several early successes in major battles, but were unable to capitalize on their advantage, and the fighting soon became stalemated. At sea, the Spartan fleet was decisively defeated by a Persian fleet early in the war, an event that effectively ended Sparta's attempts to become a naval power. Taking advantage of this fact, Athens launched several naval campaigns in the later years of the war, recapturing a number of islands that had been part of the original Athenian Empire during the 5th century BC.


          Alarmed by these Athenian successes, the Persians stopped backing the allies and began supporting Sparta. This defection forced the allies to seek peace. The Peace of Antalcidas, commonly known as the King's Peace, was signed in 387 BC, ending the war. This treaty declared that Persia would control all of Ionia, and that all other Greek cities would be independent. Sparta was to be the guardian of the peace, with the power to enforce its clauses. The effects of the war, therefore, were to establish Persia's ability to interfere successfully in Greek politics and to affirm Sparta's hegemonic position in the Greek political system.


          


          Events leading to the war
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              Mainland Ancient Greece.
            

          


          In the Peloponnesian War, which had ended in 404 BC, Sparta had enjoyed the support of nearly every mainland Greek state and the Persian Empire, and in the months and years following that war, a number of the island states of the Aegean had come under its control. This solid base of support, however, was soon fragmented in the years following the war. Despite the collaborative nature of the victory, Sparta alone received the plunder taken from the defeated states and the tribute payments from the former Athenian Empire. Sparta's allies were further alienated when, in 402 BC, Sparta attacked and subdued Elis, a member of the Peloponnesian League that had angered the Spartans during the course of the Peloponnesian War. Corinth and Thebes refused to send troops to assist Sparta in its campaign against Elis.


          Thebes, Corinth, and Athens also refused to participate in a Spartan expedition to Ionia in 398 BC, with the Thebans going so far as to disrupt a sacrifice that the Spartan king Agesilaus attempted to perform in their territory before his departure. Despite the absence of these states, Agesilaus campaigned effectively against the Persians in Lydia, advancing as far inland as Sardis. The satrap Tissaphernes was executed for his failure to contain Agesilaus, and his replacement, Tithraustes, bribed the Spartans to move north, into the satrapy of Pharnabazus. Agesilaus did so, but simultaneously began preparing a sizable navy.


          Unable to defeat Agesilaus's army, Pharnabazus decided to force Agesilaus to withdraw by stirring up trouble on the Greek mainland. He dispatched Timocrates of Rhodes, an Asiatic Greek, to distribute money to the major cities of the mainland and incite them to act against Sparta. Timocrates visited Athens, Thebes, Corinth, and Argos, and succeeded in persuading powerful factions in each of those states to pursue an anti-Spartan policy. The Thebans, who had previously demonstrated their antipathy towards Sparta, undertook to bring about a war.


          


          Early events (395 BC)


          


          Initial fighting


          Unwilling to challenge Sparta directly, the Thebans instead chose to precipitate a war by encouraging their allies, the Locrians, to collect taxes from territory claimed by both Locris and Phocis. In response, the Phocians invaded Locris, and ransacked Locrian territory. The Locrians appealed to Thebes for assistance, and the Thebans invaded Phocian territory; the Phocians, in turn, appealed to their ally, Sparta, and the Spartans, pleased to have a pretext to discipline the Thebans, ordered general mobilization. A Theban embassy was dispatched to Athens to request support; the Athenians voted to assist Thebes, and a perpetual alliance was concluded between Athens and the Boeotian confederacy.


          The Spartan plan called for two armies, one under Lysander and the other under Pausanias, to rendezvous at and attack the Boeotian city of Haliartus. Lysander, arriving before Pausanias, successfully persuaded the city of Orchomenus to revolt from the Boeotian confederacy, and advanced to Haliartus with his troops and a force of Orchomenians. There, he was killed in the Battle of Haliartus after bringing his force too near the walls of the city; the battle ended inconclusively, with the Spartans suffering early losses but then defeating a group of Thebans who pursued the Spartans onto rough terrain where they were at a disadvantage. Pausanias, arriving a day later, took back the bodies of the Spartan dead under a truce, and returned to Sparta. There, he was put on trial for his life for failing to arrive and support Lysander at the designated time. He fled to Tegea before he could be convicted.


          


          The alliance against Sparta expands


          In the wake of these events, both the Spartans and their opponents prepared for more serious fighting to come. In late 395 BC, Corinth and Argos entered the war as co-belligerents with Athens and Thebes. A council was formed at Corinth to manage the affairs of this alliance. The allies then sent emissaries to a number of smaller states and received the support of many of them.


          Alarmed by these developments, the Spartans prepared to send out an army against this new alliance, and sent a messenger to Agesilaus ordering him to return to Greece. The orders were a disappointment to Agesilaus, who had looked forward to further successful campaigning in Asia, but he set out for home with his troops, crossing the Hellespont and marching west through Thrace.


          


          War on land and sea (394 BC)


          


          Nemea


          After a brief engagement between Thebes and Phocis, in which Thebes was victorious, the allies gathered a large army at Corinth. A sizable force was sent out from Sparta to challenge this force. The forces met at the dry bed of the Nemea River, in Corinthian territory, where the Spartans won a decisive victory. As often happened in hoplite battles, the right flank of each army was victorious, with the Spartans defeating the Athenians while the Thebans, Argives, and Corinthians defeated the various Peloponnesians opposite them; the Spartans then attacked and killed a number of Argives, Corinthians, and Thebans as these troops returned from pursuing the defeated Peloponnesians. The coalition army lost 2,800 men, while the Spartans and their allies lost only 1,100.


          


          Cnidus
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          The next major action of the war took place at sea, where both the Persians and the Spartans had assembled large fleets during Agesilaus's campaign in Asia. By levying ships from the Aegean states under his control, Agesilaus had raised a force of 120 triremes, which he placed under the command of his brother-in-law Peisander, who had never held a command of this nature before. The Persians, meanwhile, had already assembled a joint Phoenician, Cilician, and Cypriot fleet, under the command of the experienced Athenian admiral Conon, which had seized Rhodes in 396 BC. These two fleets met off the point of Cnidus in 394 BC. The Spartans fought determinedly, particularly in the vicinity of Peisander's ship, but were eventually overwhelmed; large numbers of ships were sunk or captured, and the Spartan fleet was essentially wiped from the sea. Following this victory, Conon and Pharnabazus sailed along the coast of Ionia, expelling Spartan governors and garrisons from the cities, although they failed to reduce the Spartan bases at Abydos and Sestos.


          


          Coronea


          By this time, Agesilaus's army, after brushing off attacks from the Thessalians during its march through that country, had arrived in Boeotia, where it was met by an army gathered from the various states of the anti-Spartan alliance. Agesilaus's force from Asia, composed largely of emancipated helots and mercenary veterans of the Ten Thousand, was augmented by half a Spartan regiment from Orchomenus, and another half a regiment that had been transported across the Gulf of Corinth. These armies met each other at Coronea, in Theban territory; as at Nemea, both right wings were victorious, with the Thebans breaking through while the rest of the allies were defeated. Seeing that the rest of their force had been defeated, the Thebans formed up to break back through to their camp. Agesilaus met their force head on, and in the struggle that followed a number of Thebans were killed before the remainder were able to force their way through and rejoin their allies. After this victory, Agesilaus sailed with his army across the Gulf of Corinth and returned to Sparta.


          


          Later events (393 BC to 388 BC)


          The events of 394 BC left the Spartans with the upper hand on land, but weak at sea. The coalition states had been unable to defeat the Spartan phalanx in the field, but had kept their alliance strong and prevented the Spartans from moving at will through central Greece. The Spartans would continue to attempt, over the next several years, to knock either Corinth or Argos out of the war; the anti-Spartan allies, meanwhile, sought to preserve their united front against Sparta, while Athens and Thebes took advantage of Sparta's preoccupation to enhance their own power in areas they had traditionally dominated.


          


          Persian assistance, rebuilding at Athens, civil strife at Corinth


          In 393 BC, Conon and Pharnabazus sailed to mainland Greece, where they raided the coast of Laconia and seized the island of Cythera, where they left a garrison and an Athenian governor. They then sailed to Corinth, where they distributed money and urged the members of the council to show the Persian king that they were trustworthy. Pharnabazus then dispatched Conon with substantial funds and a large part of the fleet to Attica, where he joined in the rebuilding of the long walls from Athens to Piraeus, a project that had been initiated by Thrasybulus in 394 BC. With the assistance of the rowers of the fleet, and the workers paid for by the Persian money, the construction was soon completed. Athens quickly took advantage of its possession of walls and a fleet to seize the islands of Scyros, Imbros, and Lemnos, on which it established cleruchies (citizen colonies).


          At about this time, civil strife broke out in Corinth between the democratic party and the oligarchic party. The democrats, supported by the Argives, launched an attack on their opponents, and the oligarchs were driven from the city. These exiles went to the Spartans, based at this time at Sicyon, for support, while the Athenians and Boeotians came up to support the democrats. In a night attack, the Spartans and exiles succeeded in seizing Lechaeum, Corinth's port on the Gulf of Corinth, and defeated the army that came out to challenge them the next day. The anti-Spartan allies then attempted to invest Lechaeum, but the Spartans launched an attack and drove them off.


          


          Peace conferences fail


          In 392 BC, the Spartans dispatched an ambassador, Antalcidas, to the satrap Tiribazus, hoping to turn the Persians against the allies by informing them of Conon's use of the Persian fleet to begin rebuilding the Athenian empire. The Athenians learned of this, and sent Conon and several others to present their case to the Persians; they also notified their allies, and Argos, Corinth, and Thebes dispatched embassies to Tiribazus. At the conference that resulted, the Spartans proposed a peace based on the independence of all states; this was rejected by the allies, as Athens wished to hold the gains it had made in the Aegean, Thebes wished to keep its control over the Boeotian league, and Argos already had designs on assimilating Corinth into its state. The conference thus failed, but Tiribazus, alarmed by Conon's actions, arrested him, and secretly provided the Spartans with money to equip a fleet. Although Conon quickly escaped, he died soon afterward. A second peace conference was held at Sparta in the same year, but the proposals made there were again rejected by the allies, both because of the implications of the autonomy principle and because the Athenians were outraged that the terms proposed would have involved abandoning the Ionian Greeks to Persia.


          In the wake of the unsuccessful conference in Persia, Tiribazus returned to Susa to report on events, and a new general, Struthas, was sent out to take command. Struthas pursued an anti-Spartan policy, prompting the Spartans to order their commander in the region, Thibron, to attack him. Thibron successfully ravaged Persian territory for a time, but was killed along with a number of his men when Struthas ambushed one of his poorly organized raiding parties. Thibron was later replaced by Diphridas, who raided more successfully, securing a number of small successes and even capturing Struthas's son-in-law, but never achieved any dramatic results.


          


          Lechaeum and the seizure of Corinth
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          At Corinth, the democratic party continued to hold the city proper, while the exiles and their Spartan supporters held Lechaeum, from where they raided the Corinthian countryside. In 391 BC, Agesilaus campaigned in the area, successfully seizing several fortified points, along with a large amount of prisoners and booty. While Agesilaus was in camp preparing to sell off his spoils, the Athenian general Iphicrates, with a force composed almost entirely of light troops and peltasts (javelin throwers), won a decisive victory against the Spartan regiment that had been stationed at Lechaeum in the Battle of Lechaeum. During the battle, Iphicrates took advantage of the Spartans' lack of peltasts to repeatedly harass the regiment with hit-and-run attacks, wearing the Spartans down until they broke and ran, at which point a number of them were slaughtered. Agesilaus returned home shortly after these events, but Iphicrates continued to campaign around Corinth, recapturing many of the strong points which the Spartans had previously taken, although he was unable to retake Lechaeum. He also campaigned against Phlius and Arcadia, decisively defeating the Phliasians and plundering the territory of the Arcadians when they refused to engage his troops.


          After this victory, an Argive army came to Corinth, and, seizing the acropolis, effected the merger of Argos and Corinth. The border stones between Argos and Corinth were torn down, and the citizen bodies of the two cities were merged.


          


          Later land campaigns


          After Iphicrates's victories near Corinth, no more major land campaigns were conducted in that region. Campaigning continued in the Peloponnese and the northwest. Agesilaus had campaigned successfully in Argive territory in 391 BC, and he launched two more major expeditions before the end of the war. In the first of these, in 389 BC, a Spartan expeditionary force crossed the Gulf of Corinth to attack Acarnania, an ally of the anti-Spartan coalition. After initial difficulties in coming to grips with the Acarnanians, who kept to the mountains and avoided engaging him directly, Agesilaus was eventually able to draw them into a pitched battle, in which the Acarnanians were routed and lost a number of men. He then sailed home across the Gulf. The next year, the Acarnanians made peace with the Spartans to avoid further invasions.


          In 388 BC, Agesipolis led a Spartan army against Argos. Since no Argive army challenged him, he plundered the countryside for a time, and then, after receiving several unfavorable omens, returned home.


          


          Later campaigns in the Aegean


          After their defeat at Cnidus, the Spartans began to rebuild a fleet, and, in fighting with Corinth, had regained control of the Gulf of Corinth by 392 BC. Following the failure of the peace conferences of 392 BC, the Spartans sent a small fleet, under the commander Ecdicus, to the Aegean with orders to assist oligarchs exiled from Rhodes. Ecdicus arrived at Rhodes to find the democrats fully in control, and in possession of more ships than him, and thus waited at Cnidus. The Spartans then dispatched their fleet from the Gulf of Corinth, under Teleutias, to assist. After picking up more ships at Samos, Teleutias took command at Cnidus and commenced operations against Rhodes.
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          Alarmed by this Spartan naval resurgence, the Athenians sent out a fleet of 40 triremes under Thrasybulus. He, judging that he could accomplish more by campaigning where the Spartan fleet was not than by challenging it directly, sailed to the Hellespont. Once there, he won over several major states to the Athenian side and placed a duty on ships sailing past Byzantium, restoring a source of revenue that the Athenians had relied on in the late Peloponnesian War. He then sailed to Lesbos, where, with the support of the Mytileneans, he defeated the Spartan forces on the island and won over a number of cities. While still on Lesbos, however, Thrasybulus was killed by raiders from the city of Aspendus.


          After this, the Spartans sent out a new commander, Anaxibius, to Abydos. For a time, he enjoyed a number of successes against Pharnabazus, and seized a number of Athenian merchant ships. Worried that Thrasybulus's accomplishments were being undermined, the Athenians sent Iphicrates to the region to confront Anaxibius. For a time, the two forces merely raided each other's territory, but eventually Iphicrates succeeded in guessing where Anaxibius would bring his troops on a return march from a campaign against Antandrus, and ambushed the Spartan force. When Anaxibius and his men, who were strung out in the line of march, had entered the rough, mountainous terrain in which Iphicrates and his men were waiting, the Athenians emerged and ambushed them, killing Anaxibius and many others.


          


          Aegina and Piraeus


          At this point, in 389 BC, the Athenians launched an attack on the island of Aegina, off the coast of Attica. The Spartans soon drove off the Athenian fleet, but the Athenians continued to invest the city of Aegina on land. The Spartan fleet sailed east to Rhodes under the command of Antalcidas, but was eventually blockaded at Abydos by the Athenian commanders in the region. The Athenians on Aegina, meanwhile, soon found themselves under attack, and were withdrawn after several months.


          Shortly after the withdrawal of the Athenians from Aegina, the Spartan fleet under Gorgopas ambushed the Athenian fleet near Athens, capturing several ships. The Athenians responded with an ambush of their own; Chabrias, on his way to Cyprus, landed his troops on Aegina and laid an ambush for the Aeginetans and their Spartan allies, killing a number of them including Gorgopas.


          The Spartans then sent Teleutias to Aegina to command the fleet there. Noticing that the Athenians had relaxed their guard after Chabrias's victory, he launched a raid on Piraeus, seizing numerous merchant ships.


          


          Peace of Antalcidas (387 BC)


          Antalcidas, meanwhile, had entered into negotiations with Tiribazus, and reached an agreement under which the Persians would enter into the war on the Spartan side if the allies refused to make peace. It appears that the Persians, unnerved by certain of Athens' actions, including supporting king Evagoras of Cyprus and Akoris of Egypt, both of whom were at war with Persia, had decided that their policy of weakening Sparta by supporting its enemies was no longer useful. After escaping from the blockade at Abydos, Antalcidas attacked and defeated a small Athenian force, then united his fleet with a supporting fleet sent from Syracuse. With this force, which was soon further augmented with ships supplied by the satraps of the region, he sailed to the Hellespont, where he could cut off the trade routes that brought grain to Athens. The Athenians, mindful of their similar defeat in the Peloponnesian War less than two decades before, were ready to make peace.


          In this climate, when Tiribazus called a peace conference in late 387 BC, the major parties of the war were ready to discuss terms. The basic outline of the treaty was laid out by a decree from the Persian king Artaxerxes:


          
            King Artaxerxes thinks it just that the cities in Asia should belong to him, as well as Clazomenae and Cyprus among the islands, and that the other Greek cities, both small and great, should be left independent, except Lemnos, Imbros, and Scyros; and these should belong, as of old, to the Athenians. But whichever of the two parties does not accept this peace, upon them I will make war, in company with those who desire this arrangement, both by land and by sea, with ships and with money.

          


          In a general peace conference at Sparta, the Spartans, with their authority enhanced by the threat of Persian intervention, secured the acquiescence of all the major states of Greece to these terms. The agreement eventually produced was commonly known as the King's Peace, reflecting the Persian influence the treaty showed. This treaty marked the first attempt at a Common Peace in Greek history; under the treaty, all cities were to be independent, a clause that would be enforced by the Spartans as guardians of the peace. Under threat of Spartan intervention, Thebes disbanded its league, and Argos and Corinth ended their experiment in shared government; Corinth, deprived of its strong ally, was incorporated back into Sparta's Peloponnesian League. After 8 years of fighting, the Corinthian war was at an end.


          


          Aftermath


          In the years following the signing of the peace, the two states responsible for its structure, Persia and Sparta, took full advantage of the gains they had made. Persia, freed of both Athenian and Spartan interference in its Asian provinces, consolidated its hold over the eastern Aegean and captured both Egypt and Cyprus by 380 BC. Sparta, meanwhile, in its newly formalized position atop the Greek political system, took advantage of the autonomy clause of the peace to break up any coalition that it perceived as a threat. Disloyal allies were sharply punished Mantinea, for instance, was broken up into five component villages. With Agesilaus at the head of the state, advocating for an aggressive policy, the Spartans campaigned from the Peloponnese to the distant Chalcidic peninsula. Their dominance over mainland Greece would last another sixteen years before being shattered at Leuctra.


          The war also marked the beginning of Athens' resurgence as a power in the Greek world. With their walls and their fleet restored, the Athenians were in position to turn their eyes overseas. By the middle of the 4th century, they had assembled an organization of Aegean states commonly known as the Second Athenian Empire, regaining at least parts of what they had lost with their defeat in 404 BC.


          The freedom of the Ionian Greeks had been a rallying cry since the beginning of the 5th century, but after the Corinthian War, the mainland states made no further attempts to interfere with Persia's control of the region. After over a century of disruption and struggle, Persia at last ruled Ionia without disruption or intervention for over 50 years, until the time of Alexander the Great.
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                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Subclass:

                    	Neornithes

                  


                  
                    	Infraclass:

                    	Neoaves

                  


                  
                    	Order:

                    	Pelecaniformes

                  


                  
                    	Suborder:

                    	Sulae

                  


                  
                    	Family:

                    	Phalacrocoracidae

                    Reichenbach, 1850
                  


                  
                    	Genus:

                    	Phalacrocorax (but see text)

                    Brisson, 1760
                  

                

              
            


            
              	Species
            


            
              	
                1-8, see text

              
            


            
              	Synonyms
            


            
              	
                Australocorax Lambrecht, 1931

                Compsohalieus B. Brewer & Ridgway, 1884

                Cormoranus Baillon, 1834

                Dilophalieus Coues, 1903

                Ecmeles Gistel, 1848

                Euleucocarbo Voisin, 1973

                Halietor Heine, 1860

                Hydrocorax Vieillot, 1819 (non Brisson, 1760: preoccupied)

                Hypoleucus Reichenbach, 1852

                Leucocarbo Bonaparte, 1857

                Microcarbo Bonaparte, 1856

                Miocorax Lambrecht, 1933

                Nannopterum Sharpe, 1899

                Nesocarbo Voisin, 1973

                Notocarbo Siegel-Causey, 1988

                Pallasicarbo Coues, 1903

                Paracorax Lambrecht, 1933

                Poikilocarbo Boetticher, 1935

                Pliocarbo Tugarinov, 1940

                Stictocarbo Bonaparte, 1855

                Viguacarbo Coues, 1903

                (but see text)

              
            

          


          The bird family Phalacrocoracidae is represented by some 40 species of cormorants and shags. Several different classifications of the family have been proposed recently, and the number of genera is disputed.


          


          Names


          There is no consistent distinction between cormorants and shags. The names "cormorant" and "shag" were originally the common names of the two species of the family found in Great Britain, Phalacrocorax carbo (now referred to by ornithologists as the Great Cormorant) and P. aristotelis (the Common Shag). "Shag" refers to the bird's crest, which the British forms of the Great Cormorant lack. As other species were discovered by English-speaking sailors and explorers elsewhere in the world, some were called cormorants and some shags, depending on whether they had crests or not. Sometimes the same species is called a cormorant in one part of the world and a shag in another, e.g., the Great Cormorant is called the Black Shag in New Zealand (the birds found in Australasia have a crest that is absent in European members of the species). Van Tets (1976) proposed to divide the family into two genera and attach the name "Cormorant" to one and "Shag" to the other, but this flies in the face of common usage and has not been widely adopted.


          The scientific genus name is latinized Ancient Greek, from ό (phalakros, "bald") and ό (korax, "raven"). This is often thought to refer to the creamy white patch on the cheeks of adult Great Cormorants, or the ornamental white head plumes prominent in Mediterranean birds of this species, but is certainly not a unifying characteristic of cormorants. "Cormorant" is a contraction derived from Latin corvus marinus, "sea raven". Indeed, "sea raven" or analogous terms were the usual terms for cormorants in Germanic languages until after the Middle Ages, and the erroneous belief that these birds were related to ravens lasted at least to the 16th century:


          
            "...le bec semblable  celuy d'un cormaran, ou autre corbeau."

          


          


          Characteristics


          Cormorants and shags are medium-to-large seabirds. They range in size from the Pygmy Cormorant (Phalacrocorax pygmaeus), at as little as 45 cm (18 in) and 340 g (12 oz), to the Flightless Cormorant (Phalacrocorax harrisi), at a maximum size 100 cm (40 in) and 5 kg (11 lb). The recently-extinct Spectacled Cormorant (Phalacrocorax perspicillatus) was rather larger, at an average size of 6.3 kg (14 lb). The majority, including nearly all Northern Hemisphere species, have mainly dark plumage, but some Southern Hemisphere species are black and white, and a few (e.g. the Spotted Shag of New Zealand) are quite colourful. Many species have areas of coloured skin on the face (the lores and the gular skin) which can be bright blue, orange, red or yellow, typically becoming more brightly coloured in the breeding season. The bill is long, thin, and sharply hooked. Their feet have webbing between all four toes, as in their relatives.


          
            [image: Imperial Shags in Beagle Channel]

            
              Imperial Shags in Beagle Channel
            

          


          
            [image: Cormorants nesting on an island at Walthamstow Reservoirs]

            
              Cormorants nesting on an island at Walthamstow Reservoirs
            

          


          They are coastal rather than oceanic birds, and some have colonised inland waters - indeed, the original ancestor of cormorants seems to have been a fresh-water bird, judging from the habitat of the most ancient lineage. They range around the world, except for the central Pacific islands.


          All are fish-eaters, dining on small eels, fish, and even water snakes. They dive from the surface, though many species make a characteristic half-jump as they dive, presumably to give themselves a more streamlined entry into the water. Under water they propel themselves with their feet. Some cormorant species have been found, using depth gauges, to dive to depths of as much as 45 metres.


          After fishing, cormorants go ashore, and are frequently seen holding their wings out in the sun; it is assumed that this is to dry them. Unusually for a water bird, their feathers are not waterproofed. This may help them dive quickly, since their feathers do not retain air bubbles.


          Cormorants are colonial nesters, using trees, rocky islets, or cliffs. The eggs are a chalky-blue colour. There is usually one brood a year. The young are fed through regurgitation. They typically have deep, ungainly bills, showing a greater resemblance to those of the pelicans', to which they are related, than is obvious in the adults.


          


          Systematics


          The cormorants are a group traditionally placed within the Pelecaniformes or, in the Sibley-Ahlquist taxonomy, the expanded Ciconiiformes. This latter group is certainly not a natural one, and even after the tropicbirds have been recognized as quite distinct, the remaining Pelecaniformes seem not to be entirely monophyletic. Their relationships and delimitation - apart from being part of a "higher waterfowl" clade which is similar but not identical to Sibley and Ahlquist's "pan-Ciconiiformes" - remain mostly unresolved.


          Notwithstanding, all evidence agrees that the cormorants and shags are closer to the darters and Sulidae (gannets and boobies), and perhaps the pelicans and/or even penguins, than to all other living birds. In recent years, three preferred treatments have emerged: either to leave all living cormorants in a single genus, Phalacrocorax, or to split off a few species like the Imperial Shag complex (in Leucocarbo) and perhaps the Flightless Cormorant. Alternatively, the genus may be disassembled altogether and in the most extreme case be reduced to the Great, White-breasted and Temminck's Cormorants.


          Pending a thorough review of the Recent and prehistoric cormorants, the single-genus approach is followed here for three reasons: First, it is preferable to tentatively assigning genera without a robust hypothesis. Second, it makes it easier to deal with the fossil forms, the systematic treatment of which has been no less controversial than that of living cormorants and shags. Third, this scheme is also used by the IUCN, making it easier to incorporate data on status and conservation. In accordance with the treatment there, the Imperial Shag complex is here left unsplit too, but the King Shag complex is split up.


          Several evolutionary groups are still recognizable. However, combining the available evidence suggests that there has also been a great deal of convergent evolution; for example the "cliff shags" are a convergent paraphyletic group. The proposed division into Phalacrocorax sensu stricto (or subfamily Phalacrocoracinae) "cormorants" and Leucocarbo sensu lato (or Leucocarboninae) "shags" does indeed have some degree of merit - though not as originally intended - but fails to account for basal lineages and the fact that the entire family cannot be clearly divided at present beyond the superspecies or species-complex level. The resolution provided by the mtDNA 12S rRNA and ATPase subunits 6 and 8 sequence data is not sufficient to properly resolve several groups to satisfaction; in addition, many species remain unsampled, the fossil record has not been integrated in the data, and the effects of hybridization - known in some Pacific species especially - on the DNA sequence data are unstudied.


          


          Species in HBW sequence


          
            [image: Cormorant (species unknown) begins its dive]

            
              Cormorant (species unknown) begins its dive
            

          


          This sequence follows the Handbook of Birds of the World.


          
            	Double-crested Cormorant or White-crested Cormorant, Phalacrocorax auritus


            	Neotropic Cormorant, Phalacrocorax brasilianus


            	Olivaceous Cormorant or Mexican Cormorant, Phalacrocorax olivaceus


            	Little Black Cormorant, Phalacrocorax sulcirostris


            	Great Cormorant or Black Shag, Phalacrocorax carbo


            	White-breasted Cormorant, Phalacrocorax lucidus


            	Indian Cormorant, Phalacrocorax fuscicollis


            	Cape Cormorant, Phalacrocorax capensis


            	Socotra Cormorant, Phalacrocorax nigrogularis


            	Wahlberg's Cormorant or Bank Cormorant, Phalacrocorax neglectus


            	Temminck's Cormorant or Japanese Cormorant, Phalacrocorax capillatus


            	Brandt's Cormorant, Phalacrocorax penicillatus


            	Spectacled Cormorant, Phalacrocorax perspicillatus - extinct (c.1850)


            	Common Shag, Phalacrocorax aristotelis


            	Pelagic Cormorant or Baird's Cormorant, Phalacrocorax pelagicus


            	Red-faced Cormorant, Phalacrocorax urile


            	Rock Shag, Phalacrocorax magellanicus


            	Guanay Cormorant, Phalacrocorax bougainvillii


            	Pied Cormorant or Yellow-faced Cormorant, Phalacrocorax varius


            	Black-faced Cormorant, Phalacrocorax fuscescens


            	King Shag or Rough-faced Shag, Phalacrocorax carunculatus


            	Stewart Island Shag, Phalacrocorax chalconotus


            	Chatham Shag, Phalacrocorax onslowi


            	Auckland Shag, Phalacrocorax colensoi


            	Campbell Shag, Phalacrocorax campbelli


            	Bounty Shag, Phalacrocorax ranfurlyi


            	Imperial Shag or Blue-eyed Shag, Phalacrocorax atriceps

              
                	White-bellied Shag, Phalacrocorax atriceps albiventer

              

            


            	Antarctic Shag, Phalacrocorax bransfieldensis


            	South Georgia Shag, Phalacrocorax georgianus


            	Heard Shag, Phalacrocorax nivalis


            	Crozet Shag, Phalacrocorax melanogenis


            	Kerguelen Shag, Phalacrocorax verrucosus


            	Macquarie Shag, Phalacrocorax purpurascens


            	Red-footed Shag, Phalacrocorax gaimardi


            	Spotted Shag Phalacrocorax punctatus


            	Pitt Cormorant or Featherstone's Shag Phalacrocorax featherstoni


            	Little Pied Cormorant, Phalacrocorax melanoleucos


            	Long-tailed Cormorant, Phalacrocorax africanus


            	Crowned Cormorant, Phalacrocorax coronatus


            	Little Cormorant, Phalacrocorax niger


            	Pygmy Cormorant, Phalacrocorax pygmaeus


            	Flightless Cormorant, Phalacrocorax harrisi


            	Little Shag (NZ Endemic), Phalacrocorax brevirostris

          


          


          Species in phylogenetic sequence


          
            [image: Little Cormorant, Phalacrocorax niger]

            
              Little Cormorant, Phalacrocorax niger
            

          


          
            [image: The peculiar Red-footed Shag (Phalacrocorax gaimardi)]

            
              The peculiar Red-footed Shag (Phalacrocorax gaimardi)
            

          


          This list attempts to follow a phylogenetic order. If the distinction into subfamilies would be upheld, the "blue-eyed" and related species would probably be the Leucocarboninae, and the groups that follow them the Phalacrocoracinae. The first two lineages (and possibly the Flightless Cormorant) are basal and cannot be assigned to either subfamily.


          Basal lineage 1: "Microcormorants", proposed genus Microcarbo or Halietor ("Phalacrocoracinae"); the former genus name would be valid.


          
            	Small, short-billed subtropical to tropical marine and freshwater species from the Old World and Australia. They have black feet and almost all lack significant white feathers. They often have a diminutive frontal tuft.

          


          
            	Little Pied Cormorant, Phalacrocorax melanoleucos


            	Long-tailed Cormorant, Phalacrocorax africanus


            	Crowned Cormorant, Phalacrocorax coronatus


            	Little Cormorant, Phalacrocorax niger


            	Pygmy Cormorant, Phalacrocorax pygmaeus

          


          Basal lineage 2: Red-footed Shag. Included in Leucocarbo or Stictocarbo ("Leucocarboninae")


          
            	Pacific coast of South America. This species apparently has no close living relatives. It has a highly apomorphic colour pattern: naked red base of bill, red feet, and a white neck spot, and it is crestless. It seems to be convergent in some aspects with the punctatus superspecies. What seems sure by now is that this species must be placed in a distinct monotypic genus Poikilocarbo in almost any case, if any species are split from Phalacrocorax at all.

          


          
            	Red-footed Shag, Phalacrocorax gaimardi

          


          
            [image: The Double-crested Cormorant's crests are normally not visible]

            
              The Double-crested Cormorant's crests are normally not visible
            

          


          
            [image: Two Double-crested Cormorant and one fish]

            
              Two Double-crested Cormorant and one fish
            

          


          Blue-eyed shags and relatives: variously placed in Euleucocarbo, Hypoleucos Leucocarbo, Notocarbo and Stictocarbo ("Leucocarboninae")


          
            	
              This reasonably well-supported marine clade contains 3 lineages:

              
                	One containing American species which are black-footed, black-plumaged, and have vellow skin at the base of the bill as well as white display crests behind the eyes in breeding plumage. They occur in marine and freshwater habitats. If considered a genus, they would get the name Dilophalieus.


                	The Rock Shag from southern South America with red skin at the bill base, pink feet, a frontal crest, and an apomorphic white ear-spot


                	A group of numerous close-knit forms from southern Pacific and subantarctic waters which are white below with pink feet but otherwise quite varying in appearance. It contains the King and Imperial complexes and the Guanay Cormorant. Almost all have some amount of white on the upperwing coverts, frontal crests, and blue eye-rings. The crested shags with yellow warts in front of the eyes belong to this group. The genus name Leucocarbo would apply to either this group, or the entire clade.

              

            

          


          
            	Double-crested Cormorant or White-crested Cormorant, Phalacrocorax auritus


            	Neotropic Cormorant, Phalacrocorax brasilianus


            	Olivaceous Cormorant or Mexican Cormorant, Phalacrocorax olivaceus

          


          
            	Rock Shag, Phalacrocorax magellanicus

          


          
            [image: Guanay Cormorant, Phalacrocorax bougainvillii]

            
              Guanay Cormorant, Phalacrocorax bougainvillii
            

          


          
            	Imperial Shag or Blue-eyed Shag, Phalacrocorax atriceps

              
                	White-bellied Shag, Phalacrocorax (atriceps) albiventer


                	Antarctic Shag, Phalacrocorax (atriceps) bransfieldensis


                	South Georgian Shag, Phalacrocorax (atriceps) georgianus


                	Heard Shag, Phalacrocorax (atriceps) nivalis


                	Crozet Shag, Phalacrocorax (atriceps) melanogenis


                	Kerguelen Shag, Phalacrocorax (atriceps) verrucosus


                	Macquarie Shag, Phalacrocorax (atriceps) purpurascens

              

            


            	Guanay Cormorant, Phalacrocorax bougainvillii


            	King Shag or Rough-faced Shag, Phalacrocorax carunculatus


            	Stewart Island Shag, Phalacrocorax chalconotus


            	Chatham Shag, Phalacrocorax onslowi


            	Auckland Shag, Phalacrocorax colensoi


            	Campbell Shag, Phalacrocorax campbelli


            	Bounty Shag, Phalacrocorax ranfurlyi

          


          
            [image: Brandt's Cormorant (Phalacrocorax penicillatus) - crestless, but with ornamental plumes]

            
              Brandt's Cormorant (Phalacrocorax penicillatus) - crestless, but with ornamental plumes
            

          


          North Pacific shags: spread between Compsohalieus ("Phalacrocoracinae") and Stictocarbo ("Leucocarboninae"). If a distinct genus, the former name would apply


          
            	A well-supported marine group ranging from the Bering Strait to California. They are black-footed and have white ornamental plumes strewn about the head and neck in breeding plumage. They tend to have prominent double crests.

          


          
            	Brandt's Cormorant, Phalacrocorax penicillatus


            	Spectacled Cormorant, Phalacrocorax perspicillatus - extinct (c.1850)


            	Pelagic Cormorant or Baird's Cormorant, Phalacrocorax pelagicus


            	Red-faced Cormorant, Phalacrocorax urile

          


          Common Shag lineage: formerly in Compsohalieus ("Phalacrocoracinae") and Stictocarbo ("Leucocarboninae")


          
            	Black-footed smallish marine shags of Europe and southern Africa. Wahlberg's Cormorant is very tentatively placed here; it seems anatomically more similar to the P. fuscscens, but the more informative characters - the combination of frontal crest and lack of extensive naked skin at bill base in mid-sized Old World species - seem to place it here. If this is correct, they are probably very distantly related due to biogeography.

          


          
            	Common Shag, Phalacrocorax aristotelis


            	Wahlberg's Cormorant or Bank Cormorant, Phalacrocorax neglectus - tentatively placed here

          


          Indian Ocean group: spread between Hypoleucos and Leucocarbo ("Leucocarboninae") and Compsohalieus ("Phalacrocoracinae"). Hypoleucos would be the correct genus name if they were split off.


          
            [image: Little Black Cormorant, Phalacrocorax sulcirostris]

            
              Little Black Cormorant, Phalacrocorax sulcirostris
            

          


          
            	A group of black-footed species occurring in tropical coastal or inland habitat between the Persian Gulf and Australia. Most species are tentatively assigned here, based on the combination of range, crestlessness, size, general lack of naked skin ornaments and the presence of some amount of white feathering in the ear region at least in breeding plumage. This clade is not too well supported, but this may be because the two presumed members included in recent research are quite dissimilar; the three unstudied ones are very similar to one or the other.

          


          
            	Little Black Cormorant, Phalacrocorax sulcirostris


            	Indian Cormorant, Phalacrocorax fuscicollis - tentatively placed here


            	Socotran Cormorant, Phalacrocorax nigrogularis - tentatively placed here


            	Pied Cormorant or Yellow-faced Cormorant, Phalacrocorax varius


            	Black-faced Cormorant, Phalacrocorax fuscescens - tentatively placed here

          


          Spotted group: placed in Stictocarbo ("Leucocarboninae"); indeed, they would be the only members of this possibly distinct genus


          
            	A superspecies of the New Zealand region. Peculiarly apomorphic, with yellowish legs, prominent double crests, white ornamental plumes on the neck, a grey belly and spotted wings.

          


          
            	Spotted Shag Phalacrocorax punctatus


            	Pitt Cormorant or Featherstone's Shag Phalacrocorax featherstoni

          


          Cape Cormorant: sometimes placed in Leucocarbo ("Leucocarboninae")


          
            	Highly plesiomorphic among its relatives; a species from the southern coasts of Africa. It is apparently close to the common ancestor of the next group and, perhaps apart from the all-black plumage, looks almost identical to that long-extinct bird.

          


          
            	Cape Cormorant, Phalacrocorax capensis

          


          
            [image: Great Cormorant (Phalacrocorax carbo) drying its wings]

            
              Great Cormorant (Phalacrocorax carbo) drying its wings
            

          


          True cormorants: these would be retained in Phalacrocorax no matter how the cormorants and shags are split up


          
            	They occur from the western Atlantic through the Old World into Australia, usually but not always in marine and temperate to subtropical habitat. They are characteristic, being large, with white cheek and thigh patches, ornamental plumes in the neck, a yellow naked bill base, black feet, and a shaggy nape crest.

          


          
            	Great Cormorant, Phalacrocorax carbo


            	White-breasted Cormorant, Phalacrocorax lucidus


            	Temminck's Cormorant or Japanese Cormorant, Phalacrocorax capillatus

          


          Incertae sedis: Occasionally placed in the monotypic genus Nannopterum, alternatively Compsohalieus ("Phalacrocoracinae") or Leucocarbo ("Leucocarboninae")


          
            	The relationships of this species remain unresolved. Confined to the Galapagos Islands, its wings have been reduced by evolution to tiny size. It is extremely apomorphic due to its flightlessness, and its plumage is entirely nondescript. It might be a derivative of the North Pacific lineage, or even the only cormorant somewhat closer to the Red-footed Shag.

          


          
            	Flightless Cormorant, Phalacrocorax harrisi

          


          


          Evolution and fossil record


          Cormorants seem to be a very ancient group, with similar ancestors reaching all the way back to the time of the dinosaurs. In fact, the very earliest known modern bird, Gansus yumenensis, had essentially the same structure, although it was not a cormorant per se. The details of the evolution of the cormorant are mostly unknown, today. Even the technique of using the distribution and relationships of a species to figure out where it came from, biogeography, usually very informative, does not give very specific data for this probably rather ancient and widespread group. However, the closest living relatives of the cormorants and shags are the other families of the suborder Sulae - darters and gannets and boobies -, which have a primarily Gondwanan distribution. Hence, at least the modern diveristy of Sulae probably originated on the southern hemisphere.


          While the leucocarbonines are almost certainly of southern Pacific origin - possibly even Antarctic, which at the time when cormorants evolved was not yet ice-covered - all that can be said about the phalacrocoracines is that they are most diverse in the regions bordering the Indian Ocean, but generally occur over a large area.


          Similarly, the origin of the family is shrouded in uncertainties. Some Late Cretaceous fossils have been proposed to belong into the Phalacrocoracidae:

          A scapula from the Campanian- Maastrichtian boundary, about 70 mya (million years ago), was found in the Nemegt Formation in Mongolia; it is now in the PIN collection. It is from a bird roughly the size of a Spectacled Cormorant, and quite similar to the correesponding bone in Phalacrocorax. A Maastrichtian ( Late Cretaceous, c.66 mya) right femur, AMNH FR 25272 from the Lance Formation near Lance Creek, Wyoming, is sometimes suggested to be the second-oldest record of the Phalacrocoracidae; this was from a rather smaller bird, about the size of a Long-tailed Cormorant.


          As the Early Oligocene "Sula" ronzoni cannot be assigned to any of the suloid families - cormorants and shags, darters, and gannets and boobies - with certainty, the best interpretation is that the Phalacrocoracidae diverged from their closest ancestors in the Early Oligocene, perhaps some 30 million years ago, and that the Cretaceous fossils represent ancestral suloids, "pelecaniforms" or "higher waterbirds"; at least the last lineage is generally believed to have been already distinct and undergoing evolutionary radiation at the end of the Cretaceous. What can be said with near-certainty is that AMNH FR 25272 is from a diving bird that used its feet for underwater locomotion; as this is liable to result in some degree of convergent evolution and the bone is missing undisputable neornithine features, it is not entirely certain that the bone is correctly referred to this group.


          During the late Paleogene, when the family presumably originated, much of Eurasia was covered by shallow seas, as the Indian Plate finally attached to the mainland. Lacking a detailed study, it may well be that the first "modern" cormorants were small species from East, Southeast or South Asia, possibly living in freshwater habitat, that dispersed due to tectonic events. Such a scenario would account for the present-day distribution of cormorants and shags and is not contradicted by the fossil record; as remarked above, a thorough review of the problem is not yet available.


          One distinct genus of prehistoric cormorants is generally accepted today, if Phalacrocorax is used for all living species:


          
            	 Nectornis (Late Oligocene?/Early Miocene of C Europe - Middle Miocene of Bes-Konak, Turkey) - includes Oligocorax miocaenus

          


          Oligocorax appears to be paraphyletic - the European species have been separated in Nectornis, and the North American ones are placed in the expanded Phalacrocorax. A Late Oligocene fossil cormoran foot from Enspel (Germany), sometimes placed herein, would then be referrable to Nectornis if it proves not to be too distinct. All these early European species might belong to the basal group of "microcormorants", as they agree with them in size and seem to have inhabited the same habitat: subtropical coastal or inland waters.


          The supposed Late Pliocene/ Early Pleistocene " Valenticarbo" is a nomen dubium and given its recent age probably not a separate genus.


          The remaining species are, in accordance with the scheme used in this article, all placed in the modern genus Phalacrocorax:


          
            	Phalacrocorax marinavis (Oligocene?-? Early Miocene of Oregon, USA) - formerly Oligocorax


            	Phalacrocorax littoralis (Late Oligocene/Early Miocene of St-Grand-le-Puy, France) - formerly Oligocorax, might belong into Nectornis


            	Phalacrocorax intermedius (Early - Middle Miocene of C Europe) - includes P. praecarbo, Ardea/P. brunhuberi and Botaurites avitus


            	Phalacrocorax macropus (Early Miocene?-? Pliocene of NW USA)


            	Phalacrocorax ibericus (Late Miocene of Valles de Fuentiduena, Spain)


            	Phalacrocorax lautus (Late Miocene of Golboica, Moldavia)


            	Phalacrocorax serdicensis (Late Miocene of Hrabarsko, Bulgaria)


            	Phalacrocorax femoralis (Modelo Late Miocene/Early Pliocene of WC North America) - formerly Miocorax


            	Phalacrocorax sp. (Late Miocene/Early Pliocene of Lee Creek Mine, USA)


            	Phalacrocorax longipes (Late Miocene - Early Pliocene of the Ukraine) - formerly Pliocarbo


            	Phalacrocorax goletensis (Early Pliocene?-? Early Pleistocene of Mexico)


            	Phalacrocorax wetmorei (Bone Valley Early Pliocene of Florida)


            	Phalacrocorax sp. (Bone Valley Early Pliocene of Polk County, Florida, USA)


            	Phalacrocorax leptopus (Juntura Early/Middle Pliocene of Juntura, Malheur County, Oregon, USA)


            	Phalacrocorax idahensis (Middle Pliocene?-? Pleistocene of Idaho, USA)


            	Phalacrocorax destefanii (Late Pliocene of Italy) - formerly Paracorax


            	Phalacrocorax filyawi (Pinecrest Late Pliocene of Florida, USA) - may be P. idahensis


            	Phalacrocorax kumeyaay (San Diego Late Pliocene of California)


            	Phalacrocorax macer (Late Pliocene of Idaho, USA)


            	Phalacrocorax mongoliensis (Late Pliocene of W Mongolia)


            	Phalacrocorax rogersi (Late Pliocene -? Early Pleistocene of California, USA)


            	Phalacrocorax kennelli (San Diego Pliocene of California)


            	Phalacrocorax sp. "Wildhalm" (Pliocene) - may be same as P. longipes


            	Phalacrocorax chapalensis (Late Pliocene/Early Pleistocene of Jalisco, Mexico


            	Phalacrocorax gregorii (Late Pleistocene of Australia) - possibly not a valid species


            	Phalacrocorax vetustus (Late Pleistocene of Australia) - formerly Australocorax, possibly not a valid species


            	Phalacrocorax reliquus


            	Phalacrocorax sp. (Sarasota County, Florida) - may be P. filawyi/idahensis

          


          The former "Phalacrocorax" (or "Oligocorax") mediterraneus is now considered to belong to the bathornithid Paracrax antiqua. "P." subvolans was actually a darter (Anhinga).


          


          Cormorant fishing


          
            [image: A Chinese fisherman with his two cormorants]

            
              A Chinese fisherman with his two cormorants
            

          


          
            [image: Japanese man displaying ancient cormorant night fishing technique.]

            
              Japanese man displaying ancient cormorant night fishing technique.
            

          


          Humans have historically exploited cormorants' fishing skills, in China, Japan, and Macedonia, where they have been trained by fishermen. A snare is tied near the base of the bird's throat, which allows the bird only to swallow small fish. When the bird captures and tries to swallow a large fish, the fish is caught in the bird's throat. When the bird returns to the fisherman's raft, the fisherman helps the bird to remove the fish from its throat. The method is not as common today, since more efficient methods of catching fish have been developed.


          In Japan, cormorant fishing is called ukai (鵜飼). Traditional forms of ukai can be seen on the Nagara River in the city of Gifu, Gifu Prefecture, where cormorant fishing has continued uninterrupted for 1300 years, or in the city of Inuyama, Aichi. In Guilin, China, cormorant birds are famous for fishing on the shallow Lijiang River.


          In Gifu, the Japanese Cormorant (P. capillatus) is used; Chinese fishermen often employ Great Cormorants (P. carbo).


          


          Cormorants in human culture


          
            [image: Moche Cormorant. Larco Museum Collection Lima, Peru.]

            
              Moche Cormorant. Larco Museum Collection Lima, Peru.
            

          


          
            	The Moche people of ancient Peru worshipped nature. They placed emphasis on animals and even depicted cormorants in their art.


            	Cormorants feature quite commonly in heraldry and medieval ornamentation, usually in their "wing-drying" pose, which was seen as representing the Christian cross. For example, the Norwegian municipalities of Rst, Loppa and Skjervy have cormorants in their coat-of-arms. The species depicted in heraldry is most likely to be the Great Cormorant, the most familiar species in Europe.


            	In 1853, a woman wearing a dress made of cormorant feathers was found on San Nicolas Island, off the southern coast of California. She had sewn the feather dress together using whale sinews. She is known as the Lone Woman of San Nicolas and was later baptized " Juana Maria" (her original name is lost). The woman had lived alone on the island for 18 years before being rescued.


            	Christopher Isherwood in his comic verse The Common Cormorant was evidently unclear on the differences between cormorants and shags, and his information about the birds' nesting habits should not be relied on either.


            	In addition to those mentioned above, the bird has inspired numerous writers, including Amy Clampitt, who wrote a poem called "The Cormorant in its Element". Which species she was referring to is not obvious, since all members of the family share the characteristic behavioural and morphological features that the poem celebrates. The combination of "slim head [...] vermilion-strapped" and "big black feet" perhaps points at the Pelagic Cormorant, which is the only species occurring in the temperate U.S. with these features.
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              	Schematic diagram of the human eye. (Cornea labeled at centre top.)
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              	Vertical section of human cornea from near the margin. (Waldeyer.) Magnified.

              1. Epithelium.

              2. Anterior elastic lamina.

              3. substantia propria.

              4. Posterior elastic lamina.

              5. Endothelium of the anterior chamber.

              a. Oblique fibers in the anterior layer of the substantia propria.

              b. Lamell the fibers of which are cut across, producing a dotted appearance.

              c. Corneal corpuscles appearing fusiform in section.

              d. Lamell the fibers of which are cut longitudinally.

              e. Transition to the sclera, with ass more distinct fibrillation, and surmounted by a thicker epithelium.

              f. Small bloodvessels cut across near the margin of the cornea.
            


            
              	Gray's

              	subject #225 1006
            


            
              	Dorlands/Elsevier

              	c_55/12259559
            

          


          The cornea is the transparent front part of the eye that covers the iris, pupil, and anterior chamber. Together with the lens, the cornea refracts light, and as a result helps the eye to focus, accounting for approximately 80% of the eye's optical power. In humans, the refractive power of the cornea is approximately 43 dioptres. While the cornea contributes most of the eye's focusing power, its focus is fixed. The curvature of the lens, on the other hand, can be adjusted to "tune" the focus depending upon the object's distance. Medical terms related to the cornea often start with the prefix " kerat-".


          


          Structure


          The cornea has unmyelinated nerve endings sensitive to touch, temperature and chemicals; a touch of the cornea causes an involuntary reflex to close the eyelid. Because transparency is of prime importance the cornea does not have blood vessels; it receives nutrients via diffusion from the tear fluid at the outside and the aqueous humour at the inside and also from neurotrophins supplied by nerve fibres that innervate it. In humans, the cornea has a diameter of about 11.5 mm and a thickness of 0.50.6 mm in the centre and 0.60.8 mm at the periphery. Transparency, avascularity, and immunologic privilege makes the cornea a very special tissue. The cornea is the only part of a human body that has no blood supply; it gets oxygen directly through the air.


          



          
            [image: Libus is the border between cornea and sclera]

            
              Libus is the border between cornea and sclera
            

          


          It borders with the sclera by the corneal limbus.


          


          Layers


          The human cornea, like that of other primates, has five layers. The corneas of cats, dogs, and other carnivores have only four. From the anterior to posterior they are:


          
            	Corneal epithelium: a thin epithelial multicellular tissue layer (stratified squamous epithelium) of fast-growing and easily-regenerated cells, kept moist with tears. Irregularity or edema of the corneal epithelium disrupts the smoothness of the air-tear film interface, the most significant component of the total refractive power of the eye, thereby reducing visual acuity.


            	Bowman's layer (also erroneously known as the anterior limiting membrane, when in fact it is not a membrane but a condensed layer of collagen): a tough layer that protects the corneal stroma, consisting of irregularly-arranged collagen fibers. This layer is absent in carnivores.


            	
              Corneal stroma (also substantia propria): a thick, transparent middle layer, consisting of regularly-arranged collagen fibers along with sparsely populated keratocytes. The corneal stroma consists of approximately 200 layers of type I collagen fibrils. There are 2 theories of how transparency in the cornea comes about:

              
                	The lattice arrangements of the collagen fibrils in the stroma. The light scatter by individual fibrils is cancelled by destructive interference from the scattered light from other individual fibrils.(Maurice)


                	The spacing of the neighbouring collagen fibrils in the stroma must be < 200 nm for there to be transparency. (Goldman and Benedek)

              

            


            	Descemet's membrane (also posterior limiting membrane): a thin acellular layer that serves as the modified basement membrane of the corneal endothelium.


            	Corneal endothelium: a simple squamous or low cuboidal monolayer of mitochondria-rich cells responsible for regulating fluid and solute transport between the aqueous and corneal stromal compartments. (The term endothelium is a misnomer here. The corneal endothelium is bathed by aqueous humour, not by blood or lymph, and has a very different origin, function, and appearance from vascular endothelia.)

          


          


          Innervation


          The cornea is one of the most sensitive tissues of the body, it is densely innervated with sensory nerve fibres via the ophthalmic division of the trigeminal nerve by way of 70 - 80 long ciliary nerves; and short ciliary nerves derived from the oculomotor nerve.


          The nerves enter the cornea via three levels, scleral, episcleral and conjunctival. Most of the bundles give rise by subdivision to a network in the stroma, from which fibres supply the different regions. The three networks are midstromal, subepithelial/Bowman's layer, and epithelium. The receptive fields of each nerve ending are very large, and may overlap.


          Corneal nerves of the subepithelial layer converge and terminate near the apex of the cornea in a logarithmic spiral pattern.


          


          Diseases and disorders


          


          Treatment and management


          
            [image: Slit lamp image of the cornea, iris and lens]

            
              Slit lamp image of the cornea, iris and lens
            

          


          


          Surgical procedures


          Various refractive eye surgery techniques change the shape of the cornea in order to reduce the need for corrective lenses or otherwise improve the refractive state of the eye. In many of the techniques used today, reshaping of the cornea is performed by photoablation using the excimer laser.


          If the corneal stroma develops visually significant opacity, irregularity, or edema, a cornea of a deceased donor can be transplanted. Because there are no blood vessels in the cornea, there are also few problems with rejection of the new cornea.


          There are also synthetic corneas (keratoprostheses) in development. Most are merely plastic inserts, but there are also composed of biocompatible synthetic materials that encourage tissue ingrowth into the synthetic cornea, thereby promoting biointegration.


          


          Non-surgical procedures


          Orthokeratology is a method using specialized hard or rigid gas-permeable contact lenses to transiently reshape the cornea in order to improve the refractive state of the eye or reduce the need for eyeglasses and contact lenses.
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              B♭ cornet
            

          


          The cornet is a brass instrument very similar to the trumpet, distinguished by its conical bore, compact shape, and mellower tone quality. The most common cornet is a transposing instrument in B♭. It is not related to the medieval cornett or cornetto.


          The cornet was originally derived from the post horn. Sometimes it is called a cornopean, which refers to the earliest cornets with the Stlzel valve system.


          This instrument could not have been developed without the invention of the valves by Stlzel and Blhml. These two instrument makers almost simultaneously invented the modern valves, as still used today. They jointly applied for a patent and were granted this for a period of ten years. The first great player was Jean Baptiste Arban. In the first half of the 19th century he studied cornet at the Conservatoire National in Paris. He started studying the cornopean but quickly changed to the cornet. He was influenced by Niccol Paganini, the violin virtuoso, and tried to apply his technical virtuosity to brass instruments. The cornet proved to be the perfect vehicle for this. For the next 100 years the trumpet and cornet coexisted in musical ensembles. In symphonic repertoire one will often find separate parts for both trumpet and cornet. As several instrument builders made improvements to both instruments, they started to look and sound more alike. The modern day cornet is used in brass bands, concert bands, wind ensembles, and in specific symphonic repertoire that requires a more mellow sound.


          


          Ensembles with cornets


          


          Brass band


          Brass band ensembles consists completely of brass instruments (except for the percussion). The cornet is the leading melodic instrument in this ensemble and trumpets are never used. The ensemble consists of about thirty musicians, including nine B♭ cornets, one E♭ cornet (soprano cornet), and one flugelhorn. Brass bands have been most popular in Great Britain, Scandinavia and Northern Europe, but their popularity is increasing in the USA. Brass bands and brass ensembles are the only instrumental groups within the Salvation Army, where cornets are used exclusively. All of the brass instruments in brass bands read music written in treble clef, with the exception of the bass trombone which is written in bass clef.


          A full line up for a Brass Band might be: 1 E flat Soprano Cornet, 4 Solo Cornets, 1 Repiano Cornet, 2 Second Cornets, 2 Third Cornets, 1 Flugel Horn, 3 Tenor Horns, 2 Baritones, 2 Euphoniums, 2 Tenor Trombones, 1 Bass Trombone, 2 E flat basses, 2 B flat basses, Percussion as required.


          


          Concert Band


          The cornet also features in the British-style concert band, unlike the American concert band/wind band, where it is replaced by the Trumpet. This slight difference in instrumentation derives from the British concert band's heritage in the Military band, where in Britain the highest brass instrument is always the cornet. There are usually four to six B♭ cornets present in a concert band, but no E♭ instrument, as this role is taken by the E♭ clarinet.


          


          Fanfare Orkest (NL and B)


          Fanfare Orkest orchestras are only found in the Netherlands, Belgium and Northern France. The leading melodic instruments are the Flugelhorn and the soprano saxophone but it uses both cornet and trumpet in its standard setup, also the E♭ soprano cornet is used. In the last decades the cornet has been largely replaced by the trumpet.


          


          Jazz band


          In old style jazz bands the cornet was preferred to the trumpet, but from the swing era onwards it has been largely replaced by the trumpet, although it has never passed completely out of use. The cornet is now rarely found in big bands mainly because of its limited volume and less piercing tone in comparison to the trumpet. A growing taste for louder and more aggressive sounding instruments has been the chief cause of this trend, especially since the advent of bebop in the post World War II era. Louis Armstrong, probably the most well-known jazz cornetist, started off on the cornet, but later switched primarily to trumpet. Other notable jazz cornetists include King Oliver, Bix Beiderbecke, Ruby Braff and Warren Vache.


          


          Relationship to trumpet


          The cornet was invented by adding valves to the post horn in 1814. The valves allowed for melodic playing throughout the register of the cornet. Trumpets were slower to adopt the new valve technology, so for the next 100 years or more, composers often wrote separate parts for trumpet and cornet. The trumpet would play fanfare-like passages, while the cornet played more melodic passages. The modern trumpet has valves that allow it to play the same notes and fingerings as the cornet.


          Cornets and trumpets made in a given key (usually the key of B♭) play at the same pitch, and the technique for playing the instruments is nearly identical. However, cornets and trumpets are not entirely interchangeable, as they differ in timbre. Also available, but usually seen only in the brass band, is an E♭ soprano model, pitched a fourth above the standard B♭. There is usually only one E♭ cornet in a band, adding an extreme high register to the brass band sound. It can be effective in cutting through even the biggest climax.


          Unlike the trumpet, which has a cylindrical bore up until the bell section, the tubing of the cornet has a mostly conical bore, starting very narrow at the mouthpiece and gradually widening towards the bell. The conical bore of the cornet is primarily responsible for its characteristic warm, mellow tone, which can be distinguished from the more penetrating sound of the trumpet. The conical bore of the cornet also makes it more agile than the trumpet when playing fast passages, but correct pitching is often less assured. The cornet is often preferred for young beginners as it is easier to hold, with its centre of gravity much closer to the player.


          
            [image: A drawing of a cornet from Webster's Dictionary 1911.]

            
              A drawing of a cornet from Webster's Dictionary 1911.
            

          


          The cornet in the illustration is a short model traditional cornet, also known as a "Shepherd's crook" shaped model. These are most often largebore instruments with a rich mellow sound. There is also a long-model cornet, usually with a smaller bore and a brighter sound, which is closer to a trumpet in appearance. The Shepherd's Crook model is preferred by cornet traditionalists. The long-model cornet is generally used in concert bands in the United States, but has found little following in British-style brass and concert bands.


          


          Playing/technique


          Like the trumpet and all other modern brass wind instruments, the cornet makes a sound when the player vibrates ("buzzes") the lips in the mouthpiece, creating a vibrating column of air in the tubing. When the column of air is lengthened by engaging one or more valves, the pitch is lowered.


          Without valves, the player could only produce a series of notes like those played by the bugle. These notes are far apart for most of the instrument's range, making melodic playing impossible except in the extreme high register. The valves change the length of the vibrating column and provide the cornet with the ability to play chromatically.


          Cornet mouthpieces differ from trumpet mouthpieces; they have a shorter shank, and smaller throat to fit the smaller mouthpiece receiver. The cup size of the mouthpiece is often deeper than the trumpet's.


          


          Lists of important players


          


          Today's players


          These are some influential cornet players in the world today.


          
            	Kevin Metcalf, Principal Cornet player of the world famous Canadian Staff Band of The Salvation Army.


            	Chris Tyle, traditional/swing jazz and recording artist, leader of the Silver Leaf Jazz Band of New Orleans.


            	Dave Douglas, New York based jazz musician and composer, with a long association with John Zorn's Masada.


            	Ron Miles, Denver based jazz musician and composer; frequent collaborator with Bill Frisell


            	Mark Roberts is a Parramatta based traditional style player and Parramatta Salvation Army's YP Band Master.


            	Olu Dara, jazz musician and father of noted rapper Nas.


            	Roger Webster, current Principal Cornet player of Grimethorpe Colliery Band and formerly Black Dyke Band.


            	Warren Vache, Jr., mainstream jazz and recording artist.


            	Gordon Ward, principal cornet of the world-renowned Salvation Army New York Staff Band.


            	Chris Howley, principle cornet of the Gloucester based Polysteel Band.

          


          The cornet was used in early jazz by Joe "King" Oliver and Louis Armstrong. Later in his career Armstrong switched to trumpet, following a general trend towards trumpet. Notable performances on cornet by players generally associated with the trumpet include Freddie Hubbard's on Empyrean Isles by Herbie Hancock, and Don Cherry's on The Shape of Jazz to Come by Ornette Coleman.[


          


          Important players from the past


          
            	Herbert Lincoln Clarke, one of the finest cornet soloists and band leaders at the turn of the 20th century.


            	Jean Baptiste Arban, one of the most influential cornet performers and pedagogue.


            	Leon Bix Beiderbecke, one of the best known jazz cornet players, he had a huge influence on many future jazz musicians


            	Louis Armstrong, arguably the best known cornet player, also a skilled trumpet player and singer, and one of the most influential artists in the history of jazz and American music


            	Nat Adderley, jazz artist and brother of the famous alto saxophonist Cannonball Adderley


            	Buddy Bolden, often considered the father of jazz, but his playing is unrecorded


            	Joe "King" Oliver, the first important recorded jazz cornetist, he greatly influenced Louis Armstrong, who played in his band
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          Corn oil is oil extracted from the germ of corn (maize). Its main use is in cooking, where its high smoke point makes it a valuable frying oil. It is also a key ingredient in some margarines. Corn oil has a milder taste and is less expensive than most other types of vegetable oils. It can also be used to power cars.


          One bushel of corn contains 1.55 pounds of corn oil (2.8% by weight). Corn agronomists have developed high-oil varieties, however, these varieties tend to show lower field yields, so they are not universally accepted by growers. Refined corn oil is 99% triglyceride, with proportions of approximately 59% polyunsaturated fatty acid, 24% monounsaturated fatty acid, and 13% saturated fatty acid.


          Corn oil is also one source of biodiesel. Biodiesel is commonly made from soybean or rapeseed oils, but as corn oil refining technology improves, it is expected to become a greater source of biodiesel and a backup source in case of large-scale soybean crop failures. Other industrial uses for corn oil include soap, salve, paint, rustproofing for metal surfaces, inks, textiles, and insecticides. It is sometimes used as a carrier for drug molecules in pharmaceutical preparations.


          The first commercial corn oil for cooking purposes was extracted in 1898 and 1899 by machinery invented by Theodore Hudnut and Benjamin Hudnut of the Hudnut Hominy Company of Terre Haute, Indiana, and called "mazoil."
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              	Coronation Street
            


            
              	[image: ]

              Coronation Street's current opening credits, introduced in 2002.
            


            
              	Format

              	Soap opera
            


            
              	Created by

              	Tony Warren
            


            
              	Developed by

              	Granada Television
            


            
              	Starring

              	See current cast
            


            
              	Openingtheme

              	Eric Spear
            


            
              	Countryoforigin

              	[image: Flag of the United Kingdom]United Kingdom
            


            
              	No.ofepisodes

              	
                6835 [ +]


                (as of Sunday, 08 June 2008)

              
            


            
              	Production
            


            
              	Producer(s)

              	Steve Frost,

              Kieran Roberts (Executive Producer)
            


            
              	Camerasetup

              	Multiple-camera setup
            


            
              	Runningtime

              	22 minutes

              (excluding adverts)
            


            
              	Broadcast
            


            
              	Original channel

              	ITV
            


            
              	Pictureformat

              	4:3 (1960-2001), 16:9 Widescreen (2002-present)
            


            
              	Original run

              	9 December 1960  present
            


            
              	External links
            


            
              	Official website
            


            
              	IMDb profile
            


            
              	TV.com summary
            

          


          Coronation Street is an award-winning British soap opera. It is the longest-running television soap opera in the United Kingdom, first broadcast on Friday, 9 December 1960 made by Granada and broadcast in all but two regions of ITV as it existed at the time. The programme is consistently the highest-rated programme on British television.


          The show was created by Tony Warren and is produced by Granada Television, holder of the ITV franchise for the northwest of England, and was shown by most of the ITV stations then operating (See Scheduling details below). It became fully networked on 6 March 1961, when ATV, the only remaining franchise, began airing it.


          Coronation Street (commonly nicknamed and written as Corrie or the Street) is set in a fictional street in Weatherfield, a fictional Lancashire town not far from Manchester. The programme focuses on the experiences and driving forces behind the residents of Coronation Street, and examines families and individuals within the community who are of different ages, classes, and social structures.


          Coronation Street itself consists of a row of seven early 20th century terraced houses on its northern side with a public house, the Rovers Return Inn, at one end, and a corner shop at the other. The southern side of the street consists of a factory, two shop units, a garage and three houses, all constructed in the late 1980s. The programme also incorporates the residents of neighbouring streets, including Rosamund Street, Victoria Street, and Viaduct Street.


          The working title of the show was Florizel Street, but a tea lady named Agnes remarked that "Florizel" sounded like a brand of disinfectant so the name was changed. The choice of new name was between Jubilee Street and Coronation Street, with Granada executives Harry Latham, Harry Elton and H.V. Kershaw deciding on the latter.


          As of January 2008, Coronation Street is broadcast in the United Kingdom at 19.30 and 20.30 on Mondays and Fridays, and at 19.30 Wednesdays on terrestrial network ITV. In the Republic of Ireland, Coronation Street is simulcast on TV3. Repeat episodes and specials can be seen on ITV's main digital channel, ITV2, with an omnibus edition shown on Saturday and Sunday afternoons. ITV 2 has offered this sort of catchup since Coronation Street began airing on it in December 1998. Since January 2008, The omnibus has moved back to the main ITV channel where it last aired in December 2004.


          



          


          Characters and characterisations


          Since 1960, Coronation Street has featured many characters, whose popularity with viewers and critics has differed. The original cast was created by Tony Warren, with the characters of Ena Sharples ( Violet Carson), Elsie Tanner ( Patricia Phoenix) and Annie Walker ( Doris Speed) as central figures. These three women remained with the show for 20 years or more, and became archetypes of British soap opera, often being emulated by other serials, with Ena as the street's busybody, battleaxe and self-proclaimed moral voice; Elsie as the tart with a heart, who was constantly hurt by men in the search for true love; and Annie Walker, landlady of the Rovers Return Inn, who had delusions of grandeur and saw herself as better than other residents of Coronation Street.


          For a number of years, Coronation Street became known for the portrayal of strong female characters, with characters like Ena Sharples, Annie Walker, Elsie Tanner and Hilda Ogden becoming household names during the 1960s. Tony Warren created a programme that was largely matrifocal, which some commentators put down to the female-dominant environment in which he grew up.. As a consequence, the show also has a long tradition of hen-pecked husbands, most famously Stan Ogden and Jack Duckworth, husbands of Hilda and Vera respectively.


          Of the characters in the original episodes, only one remains: Ken Barlow ( William Roache). Barlow entered the storyline as a young radical, reflecting the youth of 1960s Britain, where figures like The Beatles, The Rolling Stones, and the model Twiggy were to reshape the concept of youthful rebellion. Though the rest of the original Barlow family were killed off, Ken has remained the constant link throughout 46 years of Coronation Street.


          


          1964 saw the introduction of Stan and Hilda Ogden, with Hilda ( Jean Alexander) becoming one of the most famous British soap characters of all time. In a 1982 poll, Hilda was voted the fourth most recognizable woman in Britain, after Queen Elizabeth, The Queen Mother, Queen Elizabeth II and Diana, Princess of Wales. Hilda's best-known attributes were her pinny, hair curlers, and the "muriel" in her living room with three "flying" duck ornaments. Hilda Ogden's final episode on 25 December 1987, remains the highest-rated episode of Coronation Street ever, with nearly 27 million viewers.


          Bet Lynch ( Julie Goodyear) first appeared in 1966, before becoming a regular in 1970, and would go on to become one of the most famous Corrie characters. Bet stood as the central character of the show from 1987 until departing in 1995, often being dubbed as "Queen of the Street" by the media, and indeed herself.


          Coronation Street and its characters often rely heavily on archetypes, with the characterisation of some its current cast based loosely on past characters. Blanche Hunt ( Maggie Jones) embodies the role of the acid-tongued busybody originally held by Ena Sharples, Sally Webster ( Sally Whittaker) has grown snobbish, like Annie Walker, and a number of the programme's female characters mirror the vulnerability of Elsie Tanner and Bet Lynch. Other recurring archetypes include the war veteran ( Albert Tatlock, Percy Sugden), the bumbling retail manager ( Leonard Swindley, Reg Holdsworth, Norris Cole), and the perennial losers (Stan and Hilda Ogden, Jack and Vera Duckworth, and Les Battersby-Brown). However, former archivist and scriptwriter Daran Little cautions against characterising the show as a collection of stereotypes. "Rather, remember that Elsie, Ena and Co. were the first of their kind ever seen on British television. If later characters are stereotypes, it's because they are from the same original mould. It is the hundreds of programmes that have followed which have copied Coronation Street."


          


          History


          [bookmark: 1960s]


          1960s


          


          The serial began on 9 December 1960 and was not initially a critical success. Granada Television commissioned only 13 episodes and some inside the company doubted the show would last its planned production run. Despite the negativity, viewers were immediately drawn to the serial, won over by Coronation Street's 'ordinary' characters. The programme also made use of Northern English language and dialect; affectionate local terms like "eh, chuck?", "nowt" and "by heck!" became widely heard on British television for the first time.


          Early episodes told the story of student Kenneth Barlow, who had won a place at university and thus found his background something of an embarrassment. The character is one of the few to have experienced life 'outside' of Coronation Street, and in some ways predicts the growth of globalisation and the decline of similar communities. In a 1961 episode, Barlow declares: "You can't go on just thinking about your own street these days. We're living with people on the other side of the world. There's more to worry about than Elsie Tanner and her boyfriends."


          


          Also at the centre of many early stories was Ena Sharples, caretaker of the Glad Tidings Mission Hall, and her friends: timid Minnie Caldwell ( Margot Bryant) and bespectacled Martha Longhurst ( Lynne Carol). The trio were likened to the Greek chorus, and the three witches in William Shakespeare's Macbeth, as they would sit in the snug bar of the Rovers Return, passing judgement over family, neighbours and frequently each other. Headstrong Ena often clashed with Elsie Tanner, whom she believed espoused a rather disgusting set of morals. Elsie resented Ena's interference and gossip, which, most of the time, had little basis in reality.


          In September 1961, Coronation Street reached No.1 in the television ratings and remained there for the rest of the year. Earlier in 1961, a Television Audience Measurement (TAM) showed that 75% of available viewers (15 million) tuned into Corrie and by 1964 the programme had over 20 million regular viewers, with ratings peaking on December 2, 1964, at 21.36 million viewers.


          Storylines throughout the decade included: a mystery poison-pen letter received by Elsie Tanner, the 1962 marriage of Ken Barlow and Valerie Tatlock, the death of Martha Longhurst in 1964, the birth of the Barlow twins in 1965, Elsie Tanner's wedding to Steve Tanner as well as a train crashing from the viaduct (both in 1967), the murder of Steve Tanner in 1968, and a coach crash in 1969.


          In spite of rising popularity with viewers, Coronation Street was criticised by some for its outdated portrayal of the urban working-class, and its representation of a community that was a nostalgic fantasy. After the first episode in 1960, the Daily Mirror printed: "The programme is doomed from the outset... For there is little reality in this new serial, which apparently, we have to suffer twice a week." By 1967, critics were suggesting that the programme no longer reflected life in 1960s Britain, but reflected how life was in the 1950s. Granada hurried to update the programme, with the hope of introducing more issue-driven stories, including drugs, sex, homosexuality and out of wedlock pregnancy, but all of these ideas were dropped for fear of upsetting viewers.


          [bookmark: 1970s]


          1970s


          


          The show's production team was tested when many core cast members left the programme in the early 1970s. When Arthur Leslie died suddenly in 1970, his character, Rovers landlord Jack Walker, died with him. Anne Reid quit as Valerie Barlow, and was killed off in 1971, electrocuting herself with a faulty hairdryer. Ratings reached a low of 8 million in February 1973, Pat Phoenix quit as Elsie Tanner, Violet Carson (Ena Sharples) was written out for most of the year due to illness, and Doris Speed (Annie Walker) took two months leave. ITV daytime soap Crossroads saw a marked increase in viewers at this time, as its established cast, such as Meg Richardson ( Noele Gordon), grew in popularity. These sudden departures forced the writing team to quickly develop characters who had previously stood in the background. The roles of Bet Lynch, Deirdre Hunt ( Anne Kirkbride), Rita Littlewood ( Barbara Knox) and Mavis Riley ( Thelma Barlow) were built up between 1972 and 1973 with characters such as Gail Potter ( Helen Worth), Blanche Hunt ( Patricia Cutts and Maggie Jones) and Vera Duckworth ( Elizabeth Dawn) first appearing in 1974. These characters would remain at the centre of the programme for many years.


          The 1970s was also the decade when Coronation Street began to include more comedy in its storylines, at the insistence of new producer Bill Podmore who joined in 1976, having worked on Granada comedy productions prior to his appointment. Stan and Hilda Ogden were often at the centre of overtly funny story lines, with other comic characters including Eddie Yeats ( Geoffrey Hughes), Fred Gee ( Fred Feast) and Jack Duckworth ( William Tarmey) all making their first appearances during the decade.


          


          In 1976, Pat Phoenix returned to her role as Elsie Tanner and, after a spate of ill health, Violet Carson returned as Ena. Coronation Street's stalwart cast slotted back into the programme alongside the newcomers, examining new relationships between characters of different ages and backgrounds: Eddie Yeats became the Ogdens' lodger, Gail Potter and Suzie Birchall moved in with Elsie, Mike Baldwin ( Johnny Briggs) arrived in 1976 as the tough factory boss, and Annie Walker reigned at the Rovers with her trio of staff Bet Lynch, Betty Turpin and Fred Gee.


          Storylines throughout the decade included: a warehouse fire in 1975, the birth of Tracy Langton in 1977, the murder of Ernest Bishop in 1978, a lorry crashing into the Rovers Return in 1979, and the marriage of Brian Tilsley and Gail Potter (also in 1979).


          Coronation Street had little competition within its prime time slot, and certain critics suggested that the programme had grown complacent, moving away from socially-viable story lines and again presenting a dated view of working-class life.


          [bookmark: 1980s]


          1980s


          Between 1980 and 1989, Coronation Street underwent some of the biggest changes since its launch. By May 1984, Ken Barlow stood as the only original cast member, after the departures of Ena Sharples (in 1980), Annie Walker (in 1983), Elsie Tanner (in 1984) and Albert Tatlock (also 1984). In 1983, antihero Len Fairclough ( Peter Adamson), one of the show's central male characters since 1961, was killed off, and in 1984, Bernard Youens (Stan Ogden) died. While the press predicted the end of Corrie, H.V. Kershaw reminded viewers that "There are no stars in Coronation Street." Writers drew on the show's many archetypes, with previously established characters stepping into the roles left by the original cast. Phyllis Pearce (Jill Summers) was hailed as the new Ena Sharples in 1982, the Duckworths moved into No.9 in 1983 and slipped into the role once held by the Ogdens, while Percy Sugden ( Bill Waddington) appeared in 1983 and took over the grumpy war veteran role from Albert Tatlock. The question of who would take over the Rovers Return after Annie Walker's 1983 exit was answered in 1985 when Bet Lynch (who also mirrored the vulnerability and strength of Elsie Tanner) was installed as landlady. In 1983, Shirley Armitage became the first major black character in her role as machinist at Baldwin's Casuals.


          


          Ken Barlow married Deirdre Langton on 27 July 1981. The episode was watched by over 24 million viewers - more ITV viewers than the wedding of Prince Charles and Lady Diana two days later. The 1980s also saw the cementing of relationships between established characters: Alf Roberts ( Bryan Mosley) married Audrey Potter ( Sue Nicholls) in 1985, Kevin Webster ( Michael Le Vell) married Sally Seddon ( Sally Whittaker) in 1986. Bet Lynch married Alec Gilroy in 1987 and the marriages of Ivy Tilsley and Don Brennan, and Derek Wilton and Mavis Riley took place in 1988.


          The arrival of Channel 4 and its edgy new serial Brookside in 1982 was one of the biggest changes for Coronation Street, as well as the BBC's new prime time soap opera, EastEnders in 1985. While ratings for Coronation Street remained consistent throughout the decade, EastEnders regularly obtained higher viewing figures. With prime time competition, Corrie was again seen as being old fashioned, with the introduction of the 'normal' Clayton family in 1985 being failure with viewers. Between 1988 and 1989, many aspects of the show were modernised by new producer, David Liddiment. A new exterior set had been built in 1982 and in 1989 it was redeveloped to include new houses and shops. Production techniques were also changed, with a new studio being built and the inclusion of more location filming, which had moved from being shot on film to videotape in 1988. New pressures also saw introduction of the third weekly episode on 20 October 1989, broadcast each Friday at 19:30.


          The 1980s featured some of the most prominent storylines in the programme's history, such as Deirdre Barlow's affair with Mike Baldwin in 1983, the first soap story line to receive widespread media attention. The feud between Ken Barlow and Mike Baldwin would continue for many years, with Mike even marrying Ken's daughter, Susan. In 1986 there was a fire at the Rovers Return, and between 1986 and 1989, the story of Rita Fairclough's psychological abuse at the hands of Alan Bradley ( Mark Eden), and his subsequent death under the wheels of a Blackpool tram, was played out. The show's highest rated episode (26.6 million viewers) came in 1987, when Hilda Ogden left the show. Other stories included: the birth of Nicky Tilsley in 1980, Elsie Tanner's departure and Stan Ogden's funeral in 1984, the birth of Sarah-Louise Tilsley in 1987, and Brian Tilsley's murder in 1989.


          New characters were introduced, such as Kevin and Sally Webster, Curly Watts ( Kevin Kennedy), Martin Platt ( Sean Wilson), Reg Holdsworth ( Ken Morley) and the McDonald family.
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          1990s


          In spite of updated sets and production changes, Coronation Street still received criticism. In 1992, chairman of the Broadcasting Standards Council, Lord Rees-Mogg, criticised the low-representation of ethnic minorities and the programme's portrayal of the cosy familiarity of a bygone era. Some newspapers ran headlines such as 'Coronation Street shuts out blacks' ( The Times) and 'Put colour in t'Street' (Daily Mirror). Patrick Stoddart of The Times wrote: "The millions who watch Coronation Street  and who will continue to do so despite Lord Rees-Mogg  know real life when they see it [] in the most confident and accomplished soap opera television has ever seen". Black and Asian characters had appeared, but it wasn't until 1999 that show featured its first regular non-white family, the Desai family.


          New characters Des and Steph Barnes moved into one of the new houses in 1990, being dubbed by the media as ' Yuppies'. Raquel Wolstenhulme ( Sarah Lancashire) first appeared in 1991 and went on to become one of the most popular characters. The McDonald family were developed and the fiery relationships between Liz, Jim, Steve and Andy interested viewers. Other newcomers were Maud Grimes ( Elizabeth Bradley), Roy Cropper ( David Neilson), Judy and Gary Mallett, Fred Elliot ( John Savident) and Ashley Peacock ( Steven Arnold). The amount of slapstick and physical humour in storylines increased during the 1990s, with comic characters such as Reg Holdsworth and his water bed.


          Storylines in the early part of the decade included: the death of newborn Katie McDonald in 1992, Mike Baldwin's wedding to Alma Sedgewick ( Amanda Barrie) in 1992, Tommy Duckworth being sold by his father Terry in 1993, Deirdre Barlow's marriage to Moroccan Samir Rachid, and the rise of Tanya Pooley ( Eva Pope) between 1993 and 1994.


          


          In 1997, Brian Park took over as producer, with the idea of promoting young characters as opposed to the older cast. On his first day he axed the characters of Derek Wilton, Don Brennan, Percy Sugden, Bill Webster, Billy Williams and Maureen Holdsworth. Thelma Barlow, who played Derek's wife Mavis, was angered by the sacking of her co-star and resigned, while the production team also lost some of its key writers when Barry Hill, Adele Rose and Julian Roach all resigned.


          In line with Park's suggestion, younger characters were introduced: Nick Tilsley was recast, played by Adam Rickitt, single mother Zoe Tattersall first appeared, and the Battersbys moved into No.5. Storylines focussed on tackling 'issues', such as drug dealers, eco-warriors, religious cults and a transsexual. Park quit in 1998, after deciding that he had done what he intended to do; he maintained that his biggest achievement was the introduction of Hayley Patterson ( Julie Hesmondhalgh), the first transsexual character in a British soap.


          Viewers were alienated by the new-look Coronation Street, and the media voiced disapproval. Having received criticism of being too out of touch, Corrie now struggled to emulate the more modern Brookside and EastEnders. In the Daily Mirror, Victor Lewis-Smith wrote: "Apparently it doesn't matter that this is a first-class soap opera, superbly scripted and flawlessly performed by a seasoned repertory company."


          One of Coronation Street's best known storylines took place in 1998, with Deirdre Rachid being wrongfully imprisoned after a relationship with con-man Jon Lindsay. 19 million viewers watched Deirdre being sent to prison, and 'Free the Weatherfield One' campaigns sprung up in a media frenzy. Prime Minister Tony Blair even passed comment on Deirdres sentencing in Parliament. Deirdre was freed after three weeks, with Granada stating that they had always intended for her to be released, in spite of the media interest.
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          2000s


          On 8 December 2000, the show celebrated its fortieth year by broadcasting a live, hour-long, episode. The Prince of Wales made a cameo in the episode, appearing in a pre-recorded segment as himself in an ITV News bulletin report, presented by Trevor McDonald. Earlier in the year, 13-year old Sarah-Louise Platt ( Tina O'Brien) had fallen pregnant and gave birth to a baby girl, Bethany, on 4 June. The episode where Gail was told of her daughter's pregnancy being watched by 15 million viewers. The year also saw the programme's first two-hander, between Curly and Raquel Watts.


          From 1999-2001, Jane MacNaught was Coronation Street's executive producer, and received harsh criticism from both viewers and critics. In an attempt to compete with EastEnders, issue-led story lines were introduced such as Toyah Battersby's rape, Roy and Hayley Cropper abducting their foster child, Sarah Platt's Internet chat room abduction and Alma Halliwell's death of cervical cancer. Such storylines were unpopular with viewers and ratings dropped and in October 2001, Macnaught was abruptly moved to another Granada department and Carolyn Reynolds took over. Corrie continued to struggle in the ratings, with EastEnders introducing some of its strongest stories. In 2002, Kieran Roberts was appointed as producer and aimed to re-introduce "gentle story lines and humour", after deciding that the Street shouldn't try and compete with other soaps.


          


          In 2002, one of Coronation Street's best-known storylines began, which culminated in 2003. Gail Platt married Richard Hillman ( Brian Capron), a financial advisor, who would go on to leave Duggie Ferguson to die, murder his ex-wife Patricia, attempt to murder his mother-in-law, Audrey Roberts, murder Maxine Peacock and attempt to murder Emily Bishop. After confessing to the murder of Maxine and his ex-wife, Hillman attempted to kill Gail, her children Sarah and David, and her granddaughter Bethany, by driving them into a canal. The storyline received wide press attention, and viewing figures peaked at 19.4 million, with Hillman dubbed a "serial killer" by the media.


          Todd Grimshaw began to question his sexuality in 2003, becoming Corrie's first regular homosexual character, after years of criticism about non-representation. The character of Karen McDonald ( Suranne Jones) was developed, with her fiery marriage to Steve and warring with Tracy Barlow. Tracy would go on to receive a life sentence in March 2007 for murdering lover Charlie Stubbs.


          In 2004, Coronation Street retconned the Baldwin family when Mike's nephew Danny Baldwin and his wife Frankie moved to the area from Essex, with their two sons Jamie and Warren. Until this time, Mike Baldwin had been portrayed as an only child, with his father appearing in the programme between 1980 and 1982 confirming the fact.


          During the decade, a range of other storylines featured, such as the bigamy of Peter Barlow, Maya Sharma's revenge on former lover Dev Alahan, Katy Harris murdering her father and subsequently committing suicide, Charlie Stubbs's psychological abuse of Shelley Unwin, and the deaths of Mike Baldwin and Fred Elliott. Two new families were also introduced into the show: The Connors and The Mortons, the latter being not as popular as the Connors when introduced , but soon settled in as regulars.


          In 2007, several groundbreaking storylines took place on Coronation Street, such as Leanne Battersby becoming a prostitute and the first bi-sexual love triangle. The Connor family were central to many storylines at the beginning of 2008 - an accidental death at Underworld due to overworking, Michelle Connor's discovery that her brothers Paul and Liam were the cause of her husband's death, Paul's use of an escort service, and his kidnapping of Leanne and subsequent death.


          Many big names left in 2007. In January, Charlie Stubbs was killed by vengeful girlfriend Tracy Barlow. In summer 2007, actress Liz Dawn told producers that she wanted to retire her character Vera Duckworth because her emphysema was restricting her acting and movement. Scriptwriters initially planned an exit for Vera in December 2007, with occasional guest appearances. However, after further discussion, writers, producer Steve Frost, and Liz Dawn agreed to kill off Vera after 34 years on the show in January 2008 in a tear-jerking story . Whilst entering their house for many years singing a song, Jack discovered that Vera had quietly passed away in her armchair. Jack combed her hair and made her presentable, then sang one of their romantic sweetheart songs.


          


          Production


          


          Broadcast format


          Between 9 December 1960 and 3 March 1961, Coronation Street was broadcast twice weekly, on Wednesday and Friday. During this period, the Friday episode was broadcast live, with the Wednesday episode being pre-recorded 15 minutes later. When the programme went fully networked on 6 March 1961, broadcast days changed to Monday and Wednesday. The last regular episode to be shown live aired on 3 February 1961.


          Transmitted in black and white for the majority of the 1960s, preparations were made to film episode 923 (transmitted Wednesday October 29, 1969), which featured the street residents on a coach trip to the Lake District, in colour. In the event, suitable colour stock for the film cameras could not be found and the episode was made in black and white. The following episode, transmitted Monday November 3, was videotaped in colour but featured black and white film inserts and title sequence. Like BBC1, the ITV network was broadcast in black and white at this point so viewers noticed nothing unusual. The reasons why episodes were made in colour for monochrome transmission are not stated in any literature but it is possible that it was for the purposes of testing the look of sets and costumes using the new cameras. Certainly one set (that of the Rovers Return) undergoes a subtle change of colours in November 1969 without any on-screen explanation.


          Daran Little, for many years the official programme archivist, claims that the first episode to be transmitted in colour was episode 930 shown on Monday November 24, 1969 however the ITV network, like BBC1, began full colour transmissions on Saturday November 15, 1969 and it is therefore possible that the first transmitted colour episode is number 928 shown on Monday November 17. In October 1970 a long-simmering technician's dispute turned into a work-to-rule when sound staff were denied a pay rise given to camera staff the year before for working with colour recording equipment. The terms of the work to rule were that staff refused to work with the new equipment and therefore programmes had to be recorded and transmitted in black and white, including Coronation Street The dispute was resolved in early 1971 and the last black and white episode aired on 8 February 1971.


          


          Production staff


          Coronation Street's creator, Tony Warren wrote the first 13 episodes of the programme in 1960, and continued to write for the programme intermittently until 1976. He still retains links with Coronation Street, often advising on storylines.


          H V Kershaw (Harry Kershaw) was the script editor for Coronation Street when the programme began in 1960, working alongside Tony Warren. Kershaw was also a script writer for the programme and the show's producer between 1962 and 1971. He remains the only person, along with John Finch, to have held the three posts of script editor, writer and producer. Kershaw continued to write for the programme until his retirement in January 1988.


          Adele Rose was the longest-serving Coronation Street writer, completing 455 scripts between 1961 and 1998. She went on to create Byker Grove.


          Bill Podmore was the show's longest serving producer. By the time he stepped down in 1988 he had completed 13 years at the production helm. Nicknamed the "godfather" by the tabloid press, he was renowned for his tough, uncompromising style and was feared by both crew and cast alike. He is probably most famous for sacking Peter Adamson, the show's Len Fairclough, in 1983.


          Michael Apted, best known for the Up! series of documentaries was a director on the programme in the early 1960s. This period of his career marked the first of his many collaborations with writer Jack Rosenthal. Rosenthal, noted for such television plays as Bar Mitzvah Boy, began his career on the show, writing over 150 episodes between 1961 and 1969. Paul Abbott was a story editor on the programme in the 1980s and began writing episodes in 1989, but left in 1993 to produce Cracker, for which he later wrote, before creating his own highly-acclaimed dramas such as Touching Evil and Shameless. Russell T. Davies was briefly a storyliner on the programme in the mid-1990s, also writing the script for the direct-to-video special "Viva Las Vegas". He, too, has become a noted writer of his own high-profile television drama programmes, including Queer as Folk and the 2005 revival of Doctor Who. Jimmy McGovern also wrote some episodes. The current Executive Producer is Kieran Roberts with Steve Frost as Producer. Both have been producers on "Emmerdale" previously.


          


          Theme music


          The show's theme music, a solo cornet piece, with clarinet and double bass accompaniment, reminiscent of northern band music, was written by Eric Spear and has been only slightly modified since its debut.


          David Browning played the trumpet on the original recording of the theme, and was given the choice of either a royalty payment for each time the theme was aired, or a one-off payment at the time of recording. He opted for the one-off payment, and although he would have received more money in the long run with the royalty payment approach this is something he has been able to laugh about in more recent years.


          The theme music was also performed on television by the TV entertainer Roy Castle.


          


          Sets


          


          As befitting the soap-opera genre, Coronation Street is made up of individual housing units, plus communal areas: a newsagent's ( The Kabin), a small caf (Roy's Rolls), a general grocery shop (D&S Alahan's), a factory (Underworld) and a public house, the Rovers Return Inn, which is the main meeting place for characters on the programme.


          From 19601968, all interactions on the 'outside' street were filmed on a sound stage, with the houses reduced in scale by 3/4 and constructed from wood. In 1968, Granada built an outside set which was not all that different from the interior version previously used, with the wooden faades from the studio simply being erected on the new site initially. These were replaced with brick faades, and back yards were added in the 1970s.


          In 1982, a full-size exterior street was built in the Granada backlot, constructed from reclaimed Salford brick. The set was updated in 1989, with the construction of a new factory, two shop units and three modern semi-detached houses on the south side of Coronation Street.


          Between 1989 and 1999, the Granada Studios Tour allowed members of the public the opportunity to visit the set. The exterior set was extended and updated in 1999, to include more of Rosamund Street, Victoria Street and a new viaduct on Rosamund Street. The majority of interior scenes are shot in the adjoining purpose-built studio.


          


          Scheduling


          


          United Kingdom


          For 48 years, Coronation Street has remained at the centre of ITV's prime time schedule. The programme is currently shown in five episodes, over three evenings a week on the ITV Network.


          From Friday 9 December 1960 until Friday 3 March 1961, the programme was shown in two episodes broadcast Wednesday and Friday at 19.00. Schedules were changed and from Monday 6 March 1961 until Wednesday 18 October 1989, the programme was shown in two episodes broadcast Monday and Wednesday at 19.30. The third weekly episode was introduced on Friday 20 October 1989, broadcast at 19.30.


          Aside from Granada, the programme originally appeared on the following stations of the ITV network:


          
            	Associated Rediffusion


            	Scottish Television


            	TWW


            	Southern Television


            	Ulster Television


            	Anglia Television

          


          From Episode 14 on Wednesday January 25, 1961, Tyne Tees Television broadcast the programme. That left ATV in the Midlands as the only ITV station not carrying the show. When they decided to broadcast the programme, national transmission was changed from Wednesday and Friday at 19.00 to Monday and Wednesday at 19.30 and the programme became fully networked under this new arrangement from Episode 25 on Monday March 6, 1961.


          As the ITV network grew over the next few years, the programme was transmitted by these new stations on these dates onward:


          
            	Westward Television from Episode 40 on April 29, 1961


            	Border Television from Episode 76 on September 1, 1961


            	Grampian Television from Episode 84 on September 30, 1961


            	Channel Television from Episode 180 on September 1, 1962


            	Wales West and North Television from Episode 184 on September 14, 1962

          


          At this point, the ITV network became complete and the programme was broadcast almost continuously across the country at 19.30 on Monday and Wednesday for the next twenty-seven years.


          From Episode 2981 on Friday October 20, 1989 at 19:30, a third weekly episode was introduced and this increased to four episodes a week from Episode 4096 on Sunday November 24, 1996, again at 19:30. The second Monday episode was introduced in 2002 and was broadcast at 20:30 to usher in the return of Bet Lynch. The Monday 20:30 episode was used intermittently during the popular Richard Hillman story line but has become fully-scheduled since Episode 5568 on Monday August 25, 2003. Additional episodes have been aired during the weekly schedule of ITV at certain times, notably in 2004 when, between 22 November and 26 November, eight episodes were shown.


          Older episodes had been broadcast by satellite and cable channel Granada Plus from launch in 1996. The first episodes shown were from episode 1588 (Originally transmitted on Monday April 5, 1976) onwards. Originally listed and promoted as "Classic Coronation Street", the "classic" was dropped in early 2002, at which stage the episodes were from late 1989. By the time of the channel's closure in 2004, the repeats had reached January 1994.


          In addition to this, "specials" were broadcast on Saturday afternoons in the early years of the channel with several episodes based around a particular theme or character(s) were shown. The latest episode shown in these specials was from 1991. In addition, on the 27th & 28th December 2003, several Christmas Day editions of the show were broadcast.


          In Early 2008 ITV announced that during 2008 the Sunday episode would be dropped and replaced on a Friday, thus having two half hour episodes on both Monday and Friday (at 19:30 and 20:30) and maintaining a single episode on Wednesdays (at 19:30). However there is also talks to create a hour long episode on Monday instead of two separate episodes, this does seem unlikely due to clashes with rival soap Eastenders.


          


          Overseas


          Coronation Street is also shown in many countries worldwide. In the Republic of Ireland it is broadcast on TV3 according to the ITV schedule in the UK.


          Viewers in Northern Ireland can watch Coronation Street on UTV (a regional company of ITV) and TV3 because the domestic population of Northern Ireland have access to view both the British Channels ( BBC One, BBC Two, ITV, Channel 4 and Five) and Irish Channels ( RT One, RT Two, TV3 and TG4). Northern Irish viewers can see the soap opera on at the same time by tuning between UTV and TV3. Coronation Street is broadcast on TV3 approximately 2 minutes behind of its broadcast on UTV.


          In Canada, episodes of Coronation Street air on CBC Television. As of 2007, episodes appear on CBC about eight-and-a-half months after their UK air date. It moved from a daytime slot on CBC to prime time in 2004. CBC Country Canada, a digital television service operated by CBC, broadcasts older episodes as Corrie Classics. The 2002 edition of the Guinness Book of Records recognizes the 1,144 episodes sold to CBC-owned Saskatoon, Saskatchewan TV station CBKST by Granada TV on 31 May 1971 to be the largest number of TV shows ever purchased in one transaction.


          The programme started to be shown in Australia in 1963 on TCN 9 Sydney, GTV 9 Melbourne and NWS 9 Adelaide and by 1966 Corrie was more popular in Australia than in the UK. The show eventually left free-to-air television in Australia in the mid 1970s. It briefly returned on the Nine Network in a daytime slot from 1994 until 1995. In 1996 Pay-TV began and Arena began screening the series in one-hour installments on Saturday and Sundays at 18:30. The series was later moved to Pay-TV channel UK.TV where it was and still is shown weeknights at 18:00. Episodes on UK.TV are 18 months behind the UK.


          The series is also currently shown in New Zealand, on Television New Zealand's TV One. In New Zealand, the show consistently rates in the top ten programmes nationally. Hour long episodes are shown at 19:30 on Tuesdays and Thursdays. "Coro Street catchups" are often scheduled on Wednesdays over summer to prevent falling further behind. Episodes are around thirteen months behind those broadcast in the UK.


          Dutch broadcaster VARA showed 428 sub-titled episodes on Netherlands TV between 1967 and 1975.


          In 2006, the small network Vitaya started broadcasting Coronation Street for viewers in Belgium, with episodes aired roughly two years behind the UK. In the U.A.E., episodes of Coronation Street are aired two months after their UK showing.


          


          Merchandise


          Several classic episodes were released on VHS video in the 1980s and 1990s in different sets, while a number of specially recorded feature-length episodes were released exclusively to video (see Coronation Street VHS and DVD releases).


          The Street, a magazine dedicated to the show, was launched in 1989. Edited by Bill Hill, the magazine contained a summary of recent storylines, interviews, articles about classic episodes, and stories that occurred from before 1960. The format was initially A5 size, expanding to A4 from the seventh issue. The magazine folded after issue 23 in 1993 when the publisher's contract with Granada Studios Tour expired and Granada wanted to produce their own magazine.


          


          Spin-offs


          Granada launched one spin-off in 1965, Pardon the Expression, following the story of clothing store manager Leonard Swindley ( Arthur Lowe) after he left Weatherfield. Swindley's management experience was tested when he was appointed assistant manager at a fictional department store, Dobson and Hawks. Granada produced two series of the spin-off, which ended in 1966.


          In 1968, Arthur Lowe returned as Leonard Swindley in Turn Out The Lights, a sequel to Pardon the Expression. It ran for just six episodes before it was cancelled.


          In 1999, six special episodes of Coronation Street were produced, following the story of Steve McDonald, Vicky McDonald, Vikram Desai, Bet Gilroy and Reg Holdsworth in Brighton. This spin-off was subtitled The Rover Returns and released on VHS tape.


          


          Sponsorship
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          Cadburys was the first sponsor of Coronation Street beginning in July 1996. In the Summer of 2006 Cadbury Trebor Bassetts had to recall over 1 million chocolate bars, due to suspected salmonella contamination, and Coronation Street stopped the sponsorship for several months. In late 2006 Cadbury did not renew their contract, but agreed to sponsor the show until Coronation Street found a new sponsor. On 16 September 2007, the Cadbury sponsor adverts aired for the last time.


          In July 2007 an ITV press release announced that Harveys (a furniture superstore) was the new sponsor of Coronation Street on the ITV Network. Harveys' sponsorship began on 30 September 2007.


          


          Producers


          
            	Stuart Latham: December 1960 - July 1961


            	Derek Granger: July 1961 - April 1962


            	HV Kershaw: April 1962 - May 1963


            	Margaret Morris: May 1963 - February 1964


            	Stuart Latham: February - March 1964


            	Margaret Morris: March - May 1964


            	Tim Aspinall: May - September 1964


            	HV Kershaw: September 1964 - January 1965


            	Richard Everitt: January - February 1965


            	HV Kershaw: February - April 1965


            	Howard Baker: May 1965 - July 1965


            	HV Kershaw (Credited as Executive Producer): July - August 1965


            	Howard Baker: August 1965 - July 1966


            	HV Kershaw: July 1966 - May 1967


            	Jack Rosenthal: June - November 1967


            	Michael Cox: November 1967 - May 1968


            	Richard Doubleday: June - October 1968


            	John Finch: November 1968 - March 1969


            	HV Kershaw (Credited as Executive Producer): March 1969 - March 1970


            	June Howson: March - October 1970


            	HV Kershaw (Credited as Executive Producer): October 1970 - January 1971


            	Leslie Duxbury: January - November 1971


            	Brian Armstrong: November 1971 - May 1972


            	HV Kershaw (Credited as Executive Producer): May 1972


            	Eric Prytherch: May 1972 - April 1974


            	Eric Prytherch and Susi Hush: April - May 1974


            	Susi Hush: May 1974 - August 1974


            	Lesie Duxbury: August - September 1974


            	Susi Hush: September 1974 - September 1975


            	Lesie Duxbury: September 1975


            	Susi Hush: October 1975 - February 1976


            	Bill Podmore: February 1976 - March 1976


            	Susi Hush: March 1976


            	Bill Podmore: April 1976 - July 1982


            	Mervyn Watson 1982-1985


            	John G Temple 1985-1987


            	Bill Podmore 1987-1988


            	Mervyn Watson 1989-1991


            	Carolyn Reynolds 1991-1993


            	Tony Wood 1993


            	Sue Pritchard 1993-1996


            	Brian Park 1996-1998


            	David Hanson 1998-1999


            	Jane Macnaught 1999 - 2000


            	Kieran Roberts 2002 - 2004


            	Tony Wood 2004-2006


            	Steve Frost 2006-2008


            	Kim Crowther 2008-
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          Corporate finance is an area of finance dealing with the financial decisions corporations make and the tools and analysis used to make these decisions. The primary goal of corporate finance is to enhance corporate value while reducing the firm's financial risks. Equivalently, the goal is to maximize the corporations' return to capital. Although it is in principle different from managerial finance which studies the financial decisions of all firms, rather than corporations alone, the main concepts in the study of corporate finance are applicable to the financial problems of all kinds of firms.


          The discipline can be divided into long-term and short-term decisions and techniques. Capital investment decisions are long-term choices about which projects receive investment, whether to finance that investment with equity or debt, and when or whether to pay dividends to shareholders. On the other hand, the short term decisions can be grouped under the heading " Working capital management". This subject deals with the short-term balance of current assets and current liabilities; the focus here is on managing cash, inventories, and short-term borrowing and lending (such as the terms on credit extended to customers).


          The terms Corporate finance and Corporate financier are also associated with investment banking. The typical role of an investment banker is to evaluate investment projects for a bank to make investment decisions.


          


          Capital investment decisions


          Capital investment decisions are long-term corporate finance decisions relating to fixed assets and capital structure. Decisions are based on several inter-related criteria. Corporate management seeks to maximize the value of the firm by investing in projects which yield a positive net present value when valued using an appropriate discount rate. These projects must also be financed appropriately. If no such opportunities exist, maximizing shareholder value dictates that management return excess cash to shareholders. Capital investment decisions thus comprise an investment decision, a financing decision, and a dividend decision.


          


          The investment decision


          Management must allocate limited resources between competing opportunities ("projects") in a process known as capital budgeting. Making this capital allocation decision requires estimating the value of each opportunity or project: a function of the size, timing and predictability of future cash flows.


          


          Project valuation


          In general, each project's value will be estimated using a discounted cash flow (DCF) valuation, and the opportunity with the highest value, as measured by the resultant net present value (NPV) will be selected (see Fisher separation theorem). This requires estimating the size and timing of all of the incremental cash flows resulting from the project. These future cash flows are then discounted to determine their present value (see Time value of money). These present values are then summed, and this sum is the NPV.


          The NPV is greatly influenced by the discount rate. Thus selecting the proper discount rate - the project "hurdle rate" - is critical to making the right decision. The hurdle rate is the minimum acceptable return on an investment - i.e. the project appropriate discount rate. The hurdle rate should reflect the riskiness of the investment, typically measured by volatility of cash flows, and must take into account the financing mix. Managers use models such as the CAPM or the APT to estimate a discount rate appropriate for a particular project, and use the weighted average cost of capital (WACC) to reflect the financing mix selected. (A common error in choosing a discount rate for a project is to apply a WACC that applies to the entire firm. Such an approach may not be appropriate where the risk of a particular project differs markedly from that of the firm's existing portfolio of assets.)


          In conjunction with NPV, there are several other measures used as (secondary) selection criteria in corporate finance. These are visible from the DCF and include payback, IRR, Modified IRR, equivalent annuity, capital efficiency, and ROI.


          
            	See also: list of valuation topics, stock valuation, fundamental analysis

          


          


          Valuing flexibility


          In many cases, for example R&D projects, a project may open (or close) paths of action to the company, but this reality will not typically be captured in a strict NPV approach. Management will therefore (sometimes) employ tools which place an explicit value on these options. So, whereas in a DCF valuation the most likely or average or scenario specific cash flows are discounted, here the flexibile and staged nature of the investment is modelled, and hence "all" potential payoffs are considered. The difference between the two valuations is the "option value" inherent in the project.


          The two most common tools are Decision Tree Analysis (DTA) and Real option


          
            	The DTA approach attempts to capture flexibility by incorporating likely events and consequent management decisions into the valuation. In the decision tree, each management decision in response to an "event" generates a "branch" or "path" which the company could follow. (For example, management will only proceed with stage 2 of the project given that stage 1 was successful; stage 3, in turn, depends on stage 2. In a DCF model, on the other hand, there is no "branching" - each scenario must be modelled separately.) The highest value path (probability weighted) is regarded as representative of project value

          


          
            The following example shows a portfolio of 7 investment options (projects), but the organization has only $10,000,000 available for the total investment. The calculation uses discounted payoffs (PV: Present values) in a 4 years projection. Bold lines mark the best selection 1, 3, 6 and ,7 which will cost $7,740,000 and create a payoff of 2,710,000. All other combinations would either exceed the budget or yield a lower payoff: [image: Image:Project Investment Portfolio Occam s Tree.jpg]

          


          
            	The real options approach is used when the value of a project is contingent on the value of some other asset or underlying variable. (For example, the viability of a mining project is contingent on the price of gold; if the price is too low, management will abandon the mining rights, if sufficiently high, management will develop the ore body. Again, a DCF valuation would capture only one of these outcomes.) Here, using financial option theory as a framework, the decision to be taken is identified as corresponding to either a call option or a put option - valuation is then via the Binomial model or, less often for this purpose, via Black Scholes; see Contingent claim valuation. The "true" value of the project is then the NPV of the "most likely" scenario plus the option value.

          


          


          The financing decision


          Achieving the goals of corporate finance requires that any corporate investment be financed appropriately. As above, since both hurdle rate and cash flows (and hence the riskiness of the firm) will be affected, the financing mix can impact the valuation. Management must therefore identify the "optimal mix" of financing  the capital structure that results in maximum value. (See Balance sheet, WACC, Fisher separation theorem; but, see also the Modigliani-Miller theorem.)


          The sources of financing will, generically, comprise some combination of debt and equity. Financing a project through debt results in a liability that must be serviced - and hence there are cash flow implications regardless of the project's success. Equity financing is less risky in the sense of cash flow commitments, but results in a dilution of ownership and earnings. The cost of equity is also typically higher than the cost of debt (see CAPM and WACC), and so equity financing may result in an increased hurdle rate which may offset any reduction in cash flow risk.


          Management must also attempt to match the financing mix to the asset being financed as closely as possible, in terms of both timing and cash flows.


          One of the main theories of how firms make their financing decisions is the Pecking Order Theory, which suggests that firms avoid external financing while they have internal financing available and avoid new equity financing while they can engage in new debt financing at reasonably low interest rates. Another major theory is the Trade-Off Theory in which firms are assumed to trade-off the Tax Benefits of debt with the Bankruptcy Costs of debt when making their decisions. One last theory about this decision is the Market timing hypothesis which states that firms look for the cheaper type of financing regardless of their current levels of internal resources, debt and equity.


          


          The dividend decision


          In general, management must decide whether to invest in additional projects, reinvest in existing operations, or return free cash as dividends to shareholders. The dividend is calculated mainly on the basis of the company's unappropriated profit and its business prospects for the coming year. If there are no NPV positive opportunities, i.e. where returns exceed the hurdle rate, then management must return excess cash to investors - these free cash flows comprise cash remaining after all business expenses have been met. (This is the general case, however there are exceptions. For example, investors in a " Growth stock", expect that the company will, almost by definition, retain earnings so as to fund growth internally. In other cases, even though an opportunity is currently NPV negative, management may consider investment flexibility / potential payoffs and decide to retain cash flows; see above and Real options.)


          Management must also decide on the form of the distribution, generally as cash dividends or via a share buyback. There are various considerations: where shareholders pay tax on dividends, companies may elect to retain earnings, or to perform a stock buyback, in both cases increasing the value of shares outstanding; some companies will pay "dividends" from stock rather than in cash. (See Corporate action.) Today it is generally accepted that dividend policy is value neutral (see Modigliani-Miller theorem).


          


          Working capital management


          Decisions relating to working capital and short term financing are referred to as working capital management. These involve managing the relationship between a firm's short-term assets and its short-term liabilities. The goal of Working capital management is to ensure that the firm is able to continue its operations and that it has sufficient cash flow to satisfy both maturing short-term debt and upcoming operational expenses.


          


          Decision criteria


          By definition, Working capital management entails short term decisions - generally, relating to the next one year period - which are "reversible". These decisions are therefore not taken on the same basis as Capital Investment Decisions (NPV or related, as above) rather they will be based on cash flows and / or profitability.


          
            	One measure of cash flow is provided by the cash conversion cycle - the net number of days from the outlay of cash for raw material to receiving payment from the customer. As a management tool, this metric makes explicit the inter-relatedness of decisions relating to inventories, accounts receivable and payable, and cash. Because this number effectively corresponds to the time that the firm's cash is tied up in operations and unavailable for other activities, management generally aims at a low net count.

          


          
            	In this context, the most useful measure of profitability is Return on capital (ROC). The result is shown as a percentage, determined by dividing relevant income for the 12 months by capital employed; Return on equity (ROE) shows this result for the firm's shareholders. Firm value is enhanced when, and if, the return on capital, which results from working capital management, exceeds the cost of capital, which results from capital investment decisions as above. ROC measures are therefore useful as a management tool, in that they link short-term policy with long-term decision making. See Economic value added (EVA).

          


          


          Management of working capital


          Guided by the above criteria, management will use a combination of policies and techniques for the management of working capital. These policies aim at managing the current assets (generally cash and cash equivalents, inventories and debtors) and the short term financing, such that cash flows and returns are acceptable.


          
            	Cash management. Identify the cash balance which allows for the business to meet day to day expenses, but reduces cash holding costs.

          


          
            	Inventory management. Identify the level of inventory which allows for uninterrupted production but reduces the investment in raw materials - and minimizes reordering costs - and hence increases cash flow; see Supply chain management; Just In Time (JIT); Economic order quantity (EOQ); Economic production quantity (EPQ).

          


          
            	Debtors management. Identify the appropriate credit policy, i.e. credit terms which will attract customers, such that any impact on cash flows and the cash conversion cycle will be offset by increased revenue and hence Return on Capital (or vice versa); see Discounts and allowances.

          


          
            	Short term financing. Identify the appropriate source of financing, given the cash conversion cycle: the inventory is ideally financed by credit granted by the supplier; however, it may be necessary to utilize a bank loan (or overdraft), or to "convert debtors to cash" through " factoring".

          


          


          Financial risk management


          Risk management is the process of measuring risk and then developing and implementing strategies to manage that risk. Financial risk management focuses on risks that can be managed (" hedged") using traded financial instruments (typically changes in commodity prices , interest rates, foreign exchange rates and stock prices). Financial risk management will also play an important role in cash management.


          This area is related to corporate finance in two ways. Firstly, firm exposure to business risk is a direct result of previous Investment and Financing decisions. Secondly, both disciplines share the goal of creating, or enhancing, firm value. All large corporations have risk management teams, and small firms practice informal, if not formal, risk management.


          Derivatives are the instruments most commonly used in Financial risk management. Because unique derivative contracts tend to be costly to create and monitor, the most cost-effective financial risk management methods usually involve derivatives that trade on well-established financial markets. These standard derivative instruments include options, futures contracts, forward contracts, and swaps.


          
            	See: Financial engineering; Financial risk; Default (finance); Credit risk; Interest rate risk; Liquidity risk; Market risk; Operational risk; Volatility risk; Settlement risk.

          


          


          Relationship with other areas in finance


          


          Investment banking


          Use of the term corporate finance varies considerably across the world. In the United States it is used, as above, to describe activities, decisions and techniques that deal with many aspects of a companys finances and capital. In the United Kingdom and Commonwealth countries, the terms corporate finance and corporate financier tend to be associated with investment banking - i.e. with transactions in which capital is raised for the corporation.


          


          Personal and public finance


          Corporate finance utilizes tools from almost all areas of finance. Some of the tools developed by and for corporations have broad application to entities other than corporations, for example, to partnerships, sole proprietorships, not-for-profit organizations, governments, mutual funds, and personal wealth management. But in other cases their application is very limited outside of the corporate finance arena. Because corporations deal in quantities of money much greater than individuals, the analysis has developed into a discipline of its own. It can be differentiated from personal finance and public finance.


          


          Related Professional Qualifications


          The new internationally recognised Corporate Finance Qualification (CF) is the only directly related professional qualification, although many others traditionally can lead to the field:


          
            	Qualified accountant qualifications: Chartered Accountant ( ACA), Certified Public Accountant ( CPA)

          


          
            	Other non-statutory accountancy qualifications: Chartered Cost Accountant (CCA Designation from AAFM), Certified Management Accountant (CMA), Chartered Management Accountant (ACMA)

          


          
            	Business qualifications: Master of Business Administration ( MBA), Master of Finance & Control ( MFC), Doctor of Business Administration ( DBA)

          


          
            	Finance qualifications: Masters degree in Finance (MSF), Corporate Finance Qualification (CF), Chartered Financial Analyst (CFA), Certified International Investment Analyst(CIIA) , Association of Corporate Treasurers (ACT), Certified Market Analyst (CMA/FAD) Dual Designation, Master Financial Manager (MFM).

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Corporate_finance"
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        Corporation


        
          

          A corporation is a legal personality, usually used to conduct business. Corporations exist as a product of corporate law, and their rules balance the interests of the shareholders that invest their capital and the employees who contribute their labour. People work together in corporations to produce. In modern times, corporations have become an increasingly dominant part of economic life. People rely on corporations for employment, for their goods and services, for the value of the pensions, for economic growth and social development.


          The defining feature of a corporation is its legal independence from the people who create it. If a corporation fails, shareholders will lose their money, and employees will lose their jobs, but neither will be liable for debts that remain owing to the corporation's creditors. This rule is called limited liability, and it is why corporations end with " Ltd." (or some variant like " Inc." and " plc"). In the words of British judge, Walton J, a company is...


          
            "...only a juristic figment of the imagination, lacking both a body to be kicked and a soul to be damned."

          


          But despite this, corporations are recognised by the law to have rights and responsibilities like actual people. Corporations can exercise human rights against real individuals and the state, and they may be responsible for human rights violations. Just as they are "born" into existence through its members obtaining a certificate of incorporation, they can "die" when they lose money into insolvency. Corporations can even be convicted of criminal offences, such as fraud and manslaughter. Five common characteristics of the modern corporation, according to Harvard University Professors Hansmann and Kraakman are...


          
            	separate legal personality of the corporation (the right to sue and be sued in its own name)


            	limited liability of the shareholders (so that when the company is insolvent, they only owe the money that they subscribed for in shares)


            	transferrable shares (usually on a listed exchange, such as the London Stock Exchange, New York Stock Exchange or Euronext in Paris)


            	delegated management, in other words, control of the company placed in the hands of a board of directors


            	investor ownership, which Hansmann and Kraakman take to mean, ownership by shareholders.

          


          Ownership of a corporation is complicated by increasing social and economic interdependence, as different stakeholders compete to have a say in corporate affairs. In most developed countries excluding the English speaking world, company boards have representatives of both shareholders and employees to " codetermine" company strategy. Calls for increasing corporate social responsibility are made by consumer, environmental and human rights activists, and this has led to larger corporations drawing up codes of conduct. In Australia, Canada, the United Kingdom and the United States, corporate law has not yet stepped into that field, and its building blocks remain the study of corporate governance and corporate finance.


          


          Corporations' history


          
            [image: 1/8 share of the Stora Kopparberg mine, dated June 16, 1288.]
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          The word "corporation" derives from corpus, the Latin word for body, or a "body of people". Entities which carried on business and were the subjects of legal rights were found in ancient Rome, ancient India and the Maurya Empire. In mediaeval Europe, churches became incorporated, as did local governments, such as the Pope and the City of London Corporation. The point was that the incorporation would survive longer than the lives of any particular member, existing in perpetuity. The alleged oldest commercial corporation in the world, the Stora Kopparberg mining community in Falun, Sweden, obtained a charter from King Magnus Eriksson in 1347. Many European nations chartered corporations to lead colonial ventures, such as the Dutch East India Company or the Hudson's Bay Company, and these corporations came to play a large part in the history of corporate colonialism.


          During the period of colonial expansion, in the seventeenth century, the true progenitors of the modern Corporation emerged as the "chartered company". Acting under a charter sanctioned by the Dutch monarch, the Vereenidge Oost-Indische Compagnie (VOC), or the Dutch East India Company, defeated Portuguese forces and established itself in the Moluccan Islands in order to profit off the European demand for spices. Investors in the VOC were issues paper certificates as proof of share ownership, and were able to trade their shares on the original Amsterdam stock exchange. Shareholders are also explicitly granted limited liability in the company's royal charter. In the late seventeenth century, Stewart Kyd, the author of the first treatise on corporate law in English, defined a corporation as,


          
            "a collection of many individuals united into one body, under a special denomination, having perpetual succession under an artificial form, and vested, by policy of the law, with the capacity of acting, in several respects, as an individual, particularly of taking and granting property, of contracting obligations, and of suing and being sued, of enjoying privileges and immunities in common, and of exercising a variety of political rights, more or less extensive, according to the design of its institution, or the powers conferred upon it, either at the time of its creation, or at any subsequent period of its existence."

          


          


          Mercantilism


          
            [image: A bond issued by the Dutch East India Company, dating from 1623, for the amount of 2,400 florins]
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          Labelled by both contemporaries and historians as "the grandest society of merchants in the universe", the British East India Company would come to symbolize the dazzingly rich potential of the corporation, as well as new methods of business that could be both brutal and exploitive. On December 31, 1600, the English monarchy granted the company a fifteen-year monopoly on trade to and from the East Indies and Africa. By 1611 shareholders in the East India Company were earning an almost 150% return on their investment. Subsequent stock offerings demonstrated just how lucrative the Company had become. Its first stock offering in 1613-1616 raised ₤418,000, and its second offering in 1617-1622 raised ₤1.6 million.


          In the United States, government chartering began to fall out of vogue in the mid-1800s. Corporate law at the time was focused on protection of the public interest, and not on the interests of corporate shareholders. Corporate charters were closely regulated by the states. Forming a corporation usually required an act of legislature. Investors generally had to be given an equal say in corporate governance, and corporations were required to comply with the purposes expressed in their charters. Many private firms in the 19th century avoided the corporate model for these reasons (Andrew Carnegie formed his steel operation as a limited partnership, and John D. Rockefeller set up Standard Oil as a trust). Eventually, state governments began to realize the greater corporate registration revenues available by providing more permissive corporate laws. New Jersey was the first state to adopt an "enabling" corporate law, with the goal of attracting more business to the state. Delaware followed, and soon became known as the most corporation-friendly state in the country after New Jersey raised taxes on the corporations, driving them out. New Jersey reduced these taxes after this mistake was realized, but by then it was too late; even today, most major public corporations are set up under Delaware law.


          By the beginning of the nineteenth century, government policy on both sides of the Atlantic began to change, reflecting the growing popularity of the proposition that corporations were riding the economic wave of the future. In 1819, the U.S. Supreme Court granted corporations a plethora of rights they had not previously recognized or enjoyed. Corporate charters were deemed "inviolable," and not subject to arbitrary amendment or abolition by state governments. The Corporation as a whole was labeled an "artificial person," possessing both individuality and immortality.


          At around the same time as the above events were occurring in the United States, British legislation was similarly freeing the corporation from the shackles of historical restrictions. In 1844 British Parliament passed the Joint Stock Companies Act, which allowed companies to incorporate without a royal charter or an additional act of Parliament. Ten years later, England enshrined into law the preeminent hallmark of modern corporate law - the concept of limited liability. Acting in response to increasing pressure from newly emerging capital interests, Parliament passed the Limited Liability Act of 1855, which established the principle that any corporation could enjoy limited legal liability on both contract and tort claims simply by registering as a "limited" company with the appropriate government agency.


          This revolutionary switch from unlimited to limited liability prompted a writer for the English periodical Economist to write in 1855 that "never, perhaps, was a change so vehemently and generally demanded, of which the importance was so much overrated." The glaring inaccuracy of the second part of this judgment was recognized by the same magazine more than seventy-five years later, when it claimed that, "[t]he economic historian of the future . . . may be inclined to assign to the nameless inventor of the principle of limited liability, as applied to trading corporations, a place of honour with Watt and Stephenson, and other pioneers of the Industrial Revolution."


          


          Modern corporations


          By the end of the nineteenth century the forces of limited liability, state and national deregulation, and vastly increasing capital markets had come together to give birth to the corporation in its modern-day form. The well-known Santa Clara County v. Southern Pacific Railroad decision began to influence policymaking. The decline of restrictions on mergers and acquisitions encouraged a wave of corporate consolidation: from 1898 to 1904, 1,800 U.S. corporations were consolidated into 157. The modern corporate era had begun.


          The 20th century saw a proliferation of enabling law across the world, which some argue helped to drive economic booms in many countries before and after World War I. Starting in the 1980s, many countries with large state-owned corporations moved toward privatization, the selling of publicly owned services and enterprises to corporations. Deregulation -- reducing the public-interest regulation of corporate activity -- often accompanied privatization as part of an ideologically laissez-faire policy. Another major postwar shift was toward the development of conglomerates, in which large corporations purchased smaller corporations to expand their industrial base. Japanese firms developed a horizontal conglomeration model, the keiretsu, which was later duplicated in other countries as well.


          


          Corporate law


          The existence of a corporation requires a special legal framework and body of law that specifically grants the corporation legal personality, and typically views a corporation as a fictional person, a legal person, or a moral person (as opposed to a natural person). As such, corporate statutes typically give corporations the ability to own property, sign binding contracts, pay taxes in a capacity that is separate from that of its shareholders (who are sometimes referred to as "members". According to Lord Chancellor Haldane,


          
            "...a corporation is an abstraction. It has no mind of its own any more than it has a body of its own; its active and directing will must consequently be sought in the person of somebody who is really the directing mind and will of the corporation, the very ego and centre of the personality of the corporation."

          


          The legal personality has two economic implications. First it grants creditors priority over the corporate assets upon liquidation. Second, corporate assets cannot be withdrawn by its shareholders, nor can the assets of the firm be taken by personal creditors of its shareholders. The second feature requires special legislation and a special legal framework, as it cannot be reproduced via standard contract law.


          The regulations most favorable to incorporation include:


          
            	Limited liability


            	Unlike in a partnership or sole proprietorship, shareholders of a modern business corporation have "limited" liability for the corporation's debts and obligations. As a result their potential losses cannot exceed the amount which they contributed to the corporation as dues or paid for shares. Limited liability regulations enable corporations to socialize their costs for the primary benefit of shareholders. The economic rationale for this lies in the fact that it allows anonymous trading in the shares of the corporation by virtue of eliminating the corporation's creditors as a stakeholder in such a transaction. Without limited liability, a creditor would not likely allow any share to be sold to a buyer of at least equivalent creditworthiness as the seller. Limited liability further allows corporations to raise tremendously more funds for enterprises by combining funds from the owners of stock. Limited liability reduces the amount that a shareholder can lose in a company. This in turn greatly reduces the risk for potential shareholders and increases both the number of willing shareholders and the amount they are likely to invest.


            	Perpetual lifetime


            	Another favorable regulation, the assets and structure of the corporation exist beyond the lifetime of any of its shareholders, bondholders, or employees. This allows for stability and accumulation of capital, which thus becomes available for investment in projects of a larger size and over a longer term than if the corporate assets remained subject to dissolution and distribution. This feature also had great importance in the medieval period, when land donated to the Church (a corporation) would not generate the feudal fees that a lord could claim upon a landholder's death. In this regard, see Statute of Mortmain. It is important to note that the "perpetual lifetime" feature is an indication of the unbounded potential duration of the corporation's existence, and its accumulation of wealth and thus power. (In theory, a corporation can have its charter revoked at any time, putting an end to its existence as a legal entity. However, in practice, dissolution only occurs for corporations that request it or fail to meet annual filing requirements.)

          


          


          Ownership and control


          Persons and other legal entities composed of persons (such as trusts and other corporations) can have the right to vote or share in the profit of corporations. In the case of for-profit corporations, these voters hold shares of stock and are thus called shareholders or stockholders. When no stockholders exist, a corporation may exist as a non-stock corporation, and instead of having stockholders, the corporation has members who have the right to vote on its operations. If the non-stock corporation is not operated for profit, it is called a not-for-profit corporation. In either category, the corporation comprises a collective of individuals with a distinct legal status and with special privileges not provided to ordinary unincorporated businesses, to voluntary associations, or to groups of individuals.


          For the purposes of the next few paragraphs, the term "members" will be used to refer to stockholders of a stock corporation and members of a non-stock corporation.


          There are two broad classes of corporate governance forms in the world. In most of the world, control of the corporation is determined by a board of directors which is elected by the shareholders. In some jurisdictions, such as Germany, the control of the corporation is divided into two tiers with a supervisory board which elects a managing board. Germany is also unique in having a system known as co-determination in which half of the supervisory board consists of representatives of the employees. The CEO, president, treasurer, and other titled officers are usually chosen by the board to manage the affairs of the corporation.


          In addition to the influence of shareholders, corporations can be controlled (in part) by creditors such as banks. In return for lending money to the corporation, creditors can demand a controlling interest analogous to that of a member, including one or more seats on the board of directors. In some jurisdictions, such as Germany and Japan, it is standard for banks to own shares in corporations whereas in other jurisdictions such as the United States and the United Kingdom banks are prohibited from owning shares in external corporation.


          Members of a corporation (except for non-profit corporations) are said to have a "residual interest." Should the corporation end its existence, the members are the last to receive its assets, following creditors and others with interests in the corporation. This can make investment in a corporation risky; however, a diverse investment portfolio minimizes this risk. In addition, shareholders receive the benefit of limited liability regulations, making shareholders liable for only the amount they contributed. This only applies in the case of for-profit corporations; non-profits are not allowed to have residual benefits available to the members.


          


          Formation


          Historically, corporations were created by special charter of governments. Today, corporations are usually registered with the state, province, or national government and become regulated by the laws enacted by that government. Registration is the main prerequisite to the corporation's assumption of limited liability. As part of this registration, it must in many cases be required to designate the principal address of the corporation as well as a registered agent (a person or company that is designated to receive legal service of process). As part of the registration, it may also be required to designate an agent or other legal representative of the corporation depending on the filing jurisdiction.


          Generally, a corporation files articles of incorporation with the government, laying out the general nature of the corporation, the amount of stock it is authorized to issue, and the names and addresses of directors. Once the articles are approved, the corporation's directors meet to create bylaws that govern the internal functions of the corporation, such as meeting procedures and officer positions.


          The law of the jurisdiction in which a corporation operates will regulate most of its internal activities, as well as its finances. If a corporation operates outside its home state, it is often required to register with other governments as a foreign corporation, and is almost always subject to laws of its host state pertaining to employment, crimes, contracts, civil actions, and the like.


          


          Naming


          Corporations generally have a distinct name. Historically, some corporations were named after their membership: for instance, "The President and Fellows of Harvard College." Nowadays, corporations in most jurisdictions have a distinct name that does not need to make reference to their membership. In Canada, this possibility is taken to its logical extreme: many smaller Canadian corporations have no names at all, merely numbers based on their Provincial Sales Tax registration number (e.g., "12345678 Ontario Limited").


          In most countries, corporate names include the term "Corporation", or an abbreviation that denotes the corporate status of the entity. These terms vary by jurisdiction and language. In some jurisdictions they are mandatory, and in others they are not. Their use puts all persons on constructive notice that they have to deal with an entity whose liability remains limited, in the sense that it does not reach back to the persons who constitute the entity; one can only collect from whatever assets the entity still controls at the time one obtains a judgment against it.


          Certain jurisdictions do not allow the use of the word "company" alone to denote corporate status, since the word "company" may refer to a partnership or to a sole proprietorship, or even, archaically, to a group of not necessarily related people (for example, those staying in a tavern).


          


          Unresolved issues


          The nature of the corporation continues to evolve in response to new situations as existing corporations promote new ideas and structures, the courts respond, and governments issue new regulations. A question of long standing is that of diffused responsibility. For example, if a corporation is found liable for a death, how should culpability and punishment for it be allocated among shareholders, directors, management and staff, and the corporation itself? See corporate liability, and specifically, corporate manslaughter.


          The law differs among jurisdictions, and is in a state of flux. Some argue that shareholders should be ultimately responsible in such circumstances, forcing them to consider issues other than profit when investing, but a corporation may have millions of small shareholders who know nothing about its business activities. Moreover, traders  especially hedge funds  may turn over shares in corporations many times a day.The issue of corporate repeat offenders (see H. Glasbeak, "Wealth by Stealth: Corporate Crime, Corporate Law, and the Perversion of Democracy" (Between the Lines Press: Toronto 2002) raises the question of the so-called "death penalty for corporations."


          


          Types of corporations


          Most corporations are registered with the local jurisdiction as either a stock corporation or a non-stock corporation. Stock corporations sell stock to generate capital. A stock corporation is generally a for-profit corporation. A non-stock corporation does not have stockholders, but may have members who have voting rights in the corporation.


          Some jurisdictions (Washington, D.C., for example) separate corporations into for-profit and non-profit, as opposed to dividing into stock and non-stock.


          


          For-profit and non-profit


          In modern economic systems, conventions of corporate governance commonly appear in a wide variety of business and non-profit activities. Though the laws governing these creatures of statute often differ, the courts often interpret provisions of the law that apply to profit-making enterprises in the same manner (or in a similar manner) when applying principles to non-profit organizations  as the underlying structures of these two types of entity often resemble each other.


          


          Closely held and public


          The institution most often referenced by the word "corporation" is a public or publicly traded corporation, the shares of which are traded on a public stock exchange (e.g., the New York Stock Exchange or Nasdaq in the United States) where shares of stock of corporations are bought and sold by and to the general public. Most of the largest businesses in the world are publicly traded corporations. However, the majority of corporations are said to be closely held, privately held or close corporations, meaning that no ready market exists for the trading of shares. Many such corporations are owned and managed by a small group of businesspeople or companies, although the size of such a corporation can be as vast as the largest public corporations.


          Closely held corporations do have some advantages over publicly traded corporations. A small, closely held company can often make company-changing decisions much more rapidly than a publicly traded company. A publicly traded company is also at the mercy of the market, having capital flow in and out based not only on what the company is doing but the market and even what the competitors are doing. Publicly traded companies also have advantages over their closely held counterparts. Publicly traded companies often have more working capital and can delegate debt throughout all shareholders. This means that people invested in a publicly traded company will each take a much smaller hit to their own capital as opposed to those involved with a closely held corporation. Publicly traded companies though suffer from this exact advantage. A closely held corporation can often voluntarily take a hit to profit with little to no repercussions (as long as it is not a sustained loss). A publicly traded company though often comes under extreme scrutiny if profit and growth are not evident to stock holders, thus stock holders may sell, further damaging the company. Often this blow is enough to make a small public company fail.


          Often communities benefit from a closely held company more so than from a public company. A closely held company is far more likely to stay in a single place that has treated them well, even if going through hard times. The shareholders can incur some of the damage the company may receive from a bad year or slow period in the company profits. Workers benefit in that closely held companies often have a better relationship with workers. In larger, publicly traded companies, often when a year has gone badly the first area to feel the effects are the work force with lay offs or worker hours, wages or benefits being cut. Again, in a closely held business the shareholders can incur this profit damage rather than passing it to the workers. Closely held businesses are also often known to be more socially responsible than publicly traded companies.


          The affairs of publicly traded and closely held corporations are similar in many respects. The main difference in most countries is that publicly traded corporations have the burden of complying with additional securities laws, which (especially in the U.S.) may require additional periodic disclosure (with more stringent requirements), stricter corporate governance standards, and additional procedural obligations in connection with major corporate transactions (e.g. mergers) or events (e.g. elections of directors).


          A closely held corporation may be a subsidiary of another corporation (its parent company), which may itself be either a closely held or a public corporation.


          


          Mutual benefit corporations


          A mutual benefit nonprofit corporation is a corporation formed in the United States solely for the benefit of its members. An example of a mutual benefit nonprofit corporation is a golf club. Individuals pay to join the club, memberships may be bought and sold, and any property owned by the club is distributed to its members if the club dissolves. The club can decide, in its corporate bylaws, how many members to have, and who can be a member. Generally, while it is a nonprofit corporation, a mutual benefit corporation is not a charity. Because it is not a charity, a mutual benefit nonprofit corporation cannot obtain 501(c)(3) status. If there is a dispute as to how a mutual benefit nonprofit corporation is being operated, it is up to the members to resolve the dispute since the corporation exists to solely serve the needs of its membership and not the general public.


          


          Corporations globally


          Following on the success of the corporate model at a national level, many corporations have become transnational or multinational corporations: growing beyond national boundaries to attain sometimes remarkable positions of power and influence in the process of globalizing.


          The typical "transnational" or "multinational" may fit into a web of overlapping shareholders and directorships, with multiple branches and lines in different regions, many such sub-groupings comprising corporations in their own right. Growth by expansion may favour national or regional branches; growth by acquisition or merger can result in a plethora of groupings scattered around and/or spanning the globe, with structures and names which do not always make clear the structures of shareholder ownership and interaction.


          In the spread of corporations across multiple continents, the importance of corporate culture has grown as a unifying factor and a counterweight to local national sensibilities and cultural awareness.


          


          Australia


          In Australia corporations are registered and regulated by the Commonwealth Government through the Australian Securities and Investments Commission. Corporations law has been largely codified in the Corporations Act 2001.


          


          Brazil


          In Brazil there are many different types of corporations ("sociedades"), but the two most common ones commercially speaking are: (i) "sociedade limitada", identified by "Ltda." after the company's name, equivalent to the British limited company, and (ii) "sociedade annima" or "companhia", identified by "SA" or "Companhia" in the company's name, equivalent to the British public limited company. The "Ltda." is mainly governed by the new Civil Code, enacted in 2002, and the "SA" by the Law 6.404 dated 15 December 1976.


          


          Canada


          In Canada both the federal government and the provinces have corporate statutes, and thus a corporation may have a provincial or a federal charter. Many older corporations in Canada stem from Acts of Parliament passed before the introduction of general corporation law. The oldest corporation in Canada is the Hudson's Bay Company; though its business has always been based in Canada, its Royal Charter was issued in England by King Charles II in 1670, and became a Canadian charter by amendment in 1970 when it moved its corporate headquarters from London to Canada. Federally recognized corporations are regulated by the Canada Business Corporations Act.


          


          German-speaking countries


          Germany, Austria, Switzerland and Liechtenstein recognize two forms of corporation: the Aktiengesellschaft (AG), analogous to public corporations in the English-speaking world, and the Gesellschaft mit beschrnkter Haftung (GmbH), similar to (and an inspiration for) the modern limited liability company.


          


          Italy


          Italy recognises two forms of companies with limited liability: "S.r.l", or "Societ a Responsabilit Limitata" (similar to Limited liability company) and "S.p.A" or "Societ Per Azioni" (similar to American stock corporation).


          


          Japan


          The predominant form of business corporation in Japan is the kabushiki kaisha, used by public corporations as well as smaller enterprises. Mochibun kaisha, a form for smaller enterprises, are becoming increasingly common.


          


          United Kingdom


          In the United Kingdom, 'corporation' most commonly refers to a body corporate formed by Royal Charter or by statute, of which few now remain. The BBC is the oldest and best known corporation still in existence. Others, such as the British Steel Corporation, were privatized in the 1980s.


          In the private sector, corporations are referred to in law as companies, and are regulated by the Companies Act 2006 (or the Northern Ireland equivalent). The most common type of company is the private limited company ("Limited" or "Ltd."). Private limited companies can either be limited by shares or by guarantee. Other corporate forms include the public limited company ("PLC") and the unlimited company.


          


          United States


          Several types of corporations exist in the United States. Generically, any business entity that is recognized as distinct from the people who own it (i.e., is not a sole proprietorship or a partnership) is a corporation. This generic label includes entities that are known by such legal labels as association, organization and limited liability company, as well as corporations proper. Only a company that has been formally incorporated according to the laws of a particular state is called corporation. American corporations can be either profit-making companies or non-profit entities. Tax-exempt non-profit corporations are often called 501(c)3 corporation, after the section of the Internal Revenue Code that addresses their tax exemption.


          Corporations are created by filing the requisite documents with a particular state government. The process is called incorporation, referring to the abstract concept of clothing the entity with a "veil" of artificial personhood (embodying, or corporating it, corpus being the Latin word for body). Only certain corporations, including banks, are chartered. Others simply file their articles of incorporation with the state government as part of a registration process.


          The federal government can only create corporate entities pursuant to relevant powers in the U.S. Constitution. For example, Congress has constitutional power to regulate banking, so it has power to charter federal banks. Additionally, Congress has power to create and own corporations that serve a purpose of the federal government, such as Amtrak or the Federal Deposit Insurance Corporation.


          Once incorporated, the corporation has artificial personhood everywhere it may operate, until such time as the corporation may be dissolved. A corporation that operates in one state while being incorporated in another is a foreign corporation. This label also applies to corporations incorporated outside of the United States. Foreign corporations must usually register with the secretary of states office in each state to lawfully conduct business in that state.


          A corporation is legally a citizen of the state (or other jurisdiction) in which it is incorporated (except when circumstances direct the corporation be classified as a citizen of the state in which it has its head office, or the state in which it does the majority of its business). Corporate business law differs from state to state, and many prospective corporations choose to incorporate in a state whose laws are most favorable to its business interests. Many large corporations are incorporated in Delaware, for example, without being physically located there because that state has very favorable corporate tax and disclosure laws.


          Companies set up for privacy or asset protection often incorporate in Nevada, which does not require disclosure of share ownership. Many states, particularly smaller ones, have modeled their corporate statutes after the Model Business Corporation Act, one of many model sets of law prepared and published by the American Bar Association.


          As juristic persons, corporations have certain rights that attach to natural purposes. The vast majority of them attach to corporations under state law, especially the law of the state in which the company is incorporated  since the corporations very existence is predicated on the laws of that state. A few rights also attach by federal constitutional and statutory law, but they are few and far between compared to the rights of natural persons. For example, a corporation has the personal right to bring a lawsuit (as well as the capacity to be sued) and, like a natural person, a corporation can be libeled.


          But a corporation has no constitutional right to freely exercise its religion because religious exercise is something that only "natural" persons can do. That is, only human beings, not business entities, have the necessary faculties of belief and spirituality that enable them to possess and exercise religious beliefs.


          Harvard College (a component of Harvard University), formally the President and Fellows of Harvard College (also known as the Harvard Corporation), is the oldest corporation in the western hemisphere. Founded in 1636, the second of Harvards two governing boards was incorporated by the Great and General Court of Massachusetts in 1650. Significantly, Massachusetts itself was a corporate colony at that time  owned and operated by the Massachusetts Bay Company (until it lost its charter in 1684) - so Harvard College is a corporation created by a corporation.


          Many nations have modeled their own corporate laws on American business law. Corporate law in Saudi Arabia, for example, follows the model of New York State corporate law. In addition to typical corporations in the United States, the federal government, in 1971 passed the Alaska Native Claims Settlement Act (ANCSA), which authorized the creation of 12 regional native corporations for Alaska Natives and over 200 village corporations that were entitled to a settlement of land and cash. In addition to the 12 regional corporations, the legislation permitted a thirteenth regional corporation without a land settlement for those Alaska Natives living out of the State of Alaska at the time of passage of ANCSA.


          


          Corporate taxation


          In many countries corporate profits are taxed at a corporate tax rate, and dividends paid to shareholders are taxed at a separate rate. Such a system is sometimes referred to as " double taxation", because any profits distributed to shareholders will eventually be taxed twice. One solution to this (as in the case of the Australian and UK tax systems) is for the recipient of the dividend to be entitled to a tax credit which addresses the fact that the profits represented by the dividend have already been taxed. The company profit being passed on is therefore effectively only taxed at the rate of tax paid by the eventual recipient of the dividend. In other systems, dividends are taxed at a lower rate than other income (e.g. in the US) or shareholders are taxed directly on the corporation's profits and dividends are not taxed (e.g. S corporations in the US).


          


          Corporations' criticism


          Adam Smith in the Wealth of Nations criticized the joint-stock company corporate form because of the separation of ownership and management.


          
            The directors of such [joint-stock] companies, however, being the managers rather of other peoples money than of their own, it cannot well be expected, that they should watch over it with the same anxious vigilance with which the partners in a private copartnery frequently watch over their own.... Negligence and profusion, therefore, must always prevail, more or less, in the management of the affairs of such a company.

          


          The context for Adam Smiths term for companies in the Wealth of Nations was the joint-stock company. In the 18th century, the joint-stock company was a distinct entity created by the King of Great Britain as Royal Charter trading companies. These entities were awarded legal monopoly in designated regions of the world, such as the British East India Company.


          Furthermore the context of the quote points to the complications inherent in chartered joint-stock companies. Each company had a Courts of Governors and day-to-day duties were overseen by local managers. Governor supervision of day-to-day operations was minimal and was exacerbated by the geography of the 18th century.


          The sailing time from India to Great Britain was many months and round trip routes often took a year or longer. It was during the interim time period that local managers took advantage of the time delay by plundering the local population at the expense of the interests of shareholders. Bribery and corruption were inherent in this type of corporate model as the local managers sought to avoid close supervision by the Courts of Governors, politicians, and Prime Ministers. In these circumstances, Smith did not consider joint-stock company governance to be honest. More importantly, the East India Company demonstrated inherent flaws in the corporate form. The division between owners and managers in a joint-stock company, and the limited legal liability this division was based on guaranteed that stockholders would be apathetic about a company's activities as long as the company continued to be profitable. Just as problematic, the laws of agency upon which the corporate form was based allowed for boards of directors to be so autonomous from and unconstrained by stockholder wishes that directors became negligent and ultimately self-interested in the management of the corporation.


          Legal Scholar and Professor of Law at the University of British Columbia Joel Bakan describes the modern corporate entity as 'an institutional psychopath' and a 'psychopathic creature.' In the documentary The Corporation, Bakan claims that corporations, when considered as natural living persons, exhibit the traits of antisocial personality disorder or psychopathy. Also in the film, Robert Monks, a former Republican Party candidate for Senate from Maine, claims that:


          
            "The corporation is an externalizing machine (moving its operating costs to external organizations and people), in the same way that a shark is a killing machine."

          


          Noam Chomsky has criticized the legal decisions that led to the creation of the modern corporation:


          
            Corporations, which previously had been considered artificial entities with no rights, were accorded all the rights of persons, and far more, since they are "immortal persons", and "persons" of extraordinary wealth and power. Furthermore, they were no longer bound to the specific purposes designated by State charter, but could act as they choose, with few constraints.

          


          Recent events in corporate America may suggest that exploitive behaviour common during the time of Adam Smith may not be a mere historical curiosity.


          Influential scholars Frank Easterbrook and Daniel Fischel, as an aside to their primary thesis, limitedly argue that if wealth-maximization is a normative priority of societal policy, then corporate law serves the general welfare by mimicking, without the heavy cost of negotiation, the contractual agreements that would be reached by shareholders, managers and employees. For example:


          
            "Limited liability decreases the need to monitor agents. To protect themselves [in its absence], investors could monitor their agents more closely. The more risk they bear, the more they will monitor. But beyond a point extra monitoring is not worth the cost. Moreover, specialized risk bearing implies that many investors will have diversified holdings. Only a portion of their wealth will be invested in one firm. These diversified investors have neither the expertise nor the incentive to monitor the actions of more specialized agents. Limited liability makes diversification and passivity a more rational strategy and so potentially reduces the cost of operating the corporation."

          


          


          Other business entities


          Almost every recognized type of organization carries out some economic activities (e.g. the family). Other organizations that may carry out activities that are generally considered to be business exist under the laws of various countries. These include:


          
            	Consumers' cooperative


            	Partnership


            	Limited partnership (LP)


            	Limited liability partnership (LLP)


            	Limited liability limited partnership (LLLP)


            	Limited liability company (LLC)


            	Limited company (Ltd.)


            	Not-for-profit corporation


            	Sole proprietorship


            	Trust company, Trust law
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            	This article is about the correlation coefficient between two variables. The term correlation can also mean the cross-correlation of two functions or electron correlation in molecular systems.
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              Several sets of (x,y) points, with the correlation coefficient of x and y for each set. Note that the correlation reflects the noisiness and direction of a linear relationship (top row), but not the slope of that relationship (middle), nor many aspects of nonlinear relationships (bottom). N.B.: the figure in the centre has a slope of 0 but in that case the correlation coefficient is undefined because the variance of Y is zero.
            

          


          In probability theory and statistics, correlation, (often measured as a correlation coefficient) , indicates the strength and direction of a linear relationship between two random variables. In general statistical usage, correlation or co-relation refers to the departure of two variables from independence. In this broad sense there are several coefficients, measuring the degree of correlation, adapted to the nature of data.


          A number of different coefficients are used for different situations. The best known is the Pearson product-moment correlation coefficient, which is obtained by dividing the covariance of the two variables by the product of their standard deviations. Despite its name, it was first introduced by Francis Galton.


          


          Pearson's product-moment coefficient


          


          Mathematical properties


          The correlation coefficient X, Y between two random variables X and Y with expected values X and Y and standard deviations X and Y is defined as:


          
            	[image: \rho_{X,Y}={\mathrm{cov}(X,Y) \over \sigma_X \sigma_Y} ={E((X-\mu_X)(Y-\mu_Y)) \over \sigma_X\sigma_Y},]

          


          where E is the expected value operator and cov means covariance. Since X = E(X), X2 = E(X2)E2(X) and likewise for Y, we may also write


          
            	[image: \rho_{X,Y}=\frac{E(XY)-E(X)E(Y)}{\sqrt{E(X^2)-E^2(X)}~\sqrt{E(Y^2)-E^2(Y)}}.]

          


          The correlation is defined only if both of the standard deviations are finite and both of them are nonzero. It is a corollary of the Cauchy-Schwarz inequality that the correlation cannot exceed 1 in absolute value.


          The correlation is 1 in the case of an increasing linear relationship, 1 in the case of a decreasing linear relationship, and some value in between in all other cases, indicating the degree of linear dependence between the variables. The closer the coefficient is to either 1 or 1, the stronger the correlation between the variables.


          If the variables are independent then the correlation is 0, but the converse is not true because the correlation coefficient detects only linear dependencies between two variables. Here is an example: Suppose the random variable X is uniformly distributed on the interval from 1 to 1, and Y = X2. Then Y is completely determined by X, so that X and Y are dependent, but their correlation is zero; they are uncorrelated. However, in the special case when X and Y are jointly normal, uncorrelatedness is equivalent to independence.


          A correlation between two variables is diluted in the presence of measurement error around estimates of one or both variables, in which case disattenuation provides a more accurate coefficient.


          Geometric Interpretation of correlation


          The correlation coefficient can also be viewed as the cosine of the angle between the two vectors of samples drawn from the two random variables.


          Caution: This method only works with centered data, i.e., data which have been shifted by the sample mean so as to have an average of zero. Some practitioners prefer an uncentered (non-Pearson-compliant) correlation coefficient. See the example below for a comparison.


          As an example, suppose five countries are found to have gross national products of 1, 2, 3, 5, and 8 billion dollars, respectively. Suppose these same five countries (in the same order) are found to have 11%, 12%, 13%, 15%, and 18% poverty. Then let x and y be ordered 5-element vectors containing the above data: x = (1, 2, 3, 5, 8) and y = (0.11, 0.12, 0.13, 0.15, 0.18).


          By the usual procedure for finding the angle between two vectors (see dot product), the uncentered correlation coefficient is:


          
            	[image:  \cos \theta = \frac { \bold{x} \cdot \bold{y} } { \left\| \bold{x} \right\| \left\| \bold{y} \right\| } = \frac { 2.93 } { \sqrt { 103 } \sqrt { 0.0983 } } = 0.920814711. ]

          


          Note that the above data were deliberately chosen to be perfectly correlated: y = 0.10 + 0.01 x. The Pearson correlation coefficient must therefore be exactly one. Centering the data (shifting x by E(x) = 3.8 and y by E(y) = 0.138) yields x = (2.8, 1.8, 0.8, 1.2, 4.2) and y = (0.028, 0.018, 0.008, 0.012, 0.042), from which


          
            	[image:  \cos \theta = \frac { \bold{x} \cdot \bold{y} } { \left\| \bold{x} \right\| \left\| \bold{y} \right\| } = \frac { 0.308 } { \sqrt { 30.8 } \sqrt { 0.00308 } } = 1 = \rho_{xy}, ]

          


          as expected.


          


          Motivation for the form of the coefficient of correlation


          Another motivation for correlation comes from inspecting the method of simple linear regression. As above, X is the vector of independent variables, xi, and Y of the dependent variables, yi, and a simple linear relationship between X and Y is sought, through a least-squares method on the estimate of Y:


          
            	[image:  \ Y = X\beta + \varepsilon.\, ]

          


          Then, the equation of the least-squares line can be derived to be of the form:


          
            	[image:  (Y - \bar{Y}) = \frac{n\sum x_iy_i-\sum x_i\sum y_i} {n\sum x_i^2-(\sum x_i)^2} (X - \bar{X}) ]

          


          which can be rearranged in the form:


          
            	[image:  (Y - \bar{Y})=\frac{r s_y}{s_x} (X-\bar{X}) ]

          


          where r has the familiar form mentioned above:[image:  \frac{n\sum x_iy_i-\sum x_i\sum y_i} {\sqrt{n\sum x_i^2-(\sum x_i)^2}~\sqrt{n\sum y_i^2-(\sum y_i)^2}}. ]


          


          Interpretation of the size of a correlation


          
            
              	Correlation

              	Negative

              	Positive
            


            
              	Small

              	0.3 to 0.1

              	0.1 to 0.3
            


            
              	Medium

              	0.5 to 0.3

              	0.3 to 0.5
            


            
              	Large

              	1.0 to 0.5

              	0.5 to 1.0
            

          


          Several authors have offered guidelines for the interpretation of a correlation coefficient. Cohen (1988), for example, has suggested the following interpretations for correlations in psychological research, in the table on the right.


          As Cohen himself has observed, however, all such criteria are in some ways arbitrary and should not be observed too strictly. This is because the interpretation of a correlation coefficient depends on the context and purposes. A correlation of 0.9 may be very low if one is verifying a physical law using high-quality instruments, but may be regarded as very high in the social sciences where there may be a greater contribution from complicating factors.


          Along this vein, it is important to remember that "large" and "small" should not be taken as synonyms for "good" and "bad" in terms of determining that a correlation is of a certain size. For example, a correlation of 1.0 or 1.0 indicates that the two variables analyzed are equivalent modulo scaling. Scientifically, this more frequently indicates a trivial result than an earth-shattering one. For example, consider discovering a correlation of 1.0 between how many feet tall a group of people are and the number of inches from the bottom of their feet to the top of their heads.


          


          Non-parametric correlation coefficients


          Pearson's correlation coefficient is a parametric statistic and when distributions are not normal it may be less useful than non-parametric correlation methods, such as Chi-square, Point biserial correlation, Spearman's  and Kendall's . They are a little less powerful than parametric methods if the assumptions underlying the latter are met, but are less likely to give distorted results when the assumptions fail.


          


          Other measures of dependence among random variables


          To get a measure for more general dependencies in the data (also nonlinear) it is better to use the correlation ratio which is able to detect almost any functional dependency, or the entropy-based mutual information/ total correlation which is capable of detecting even more general dependencies. The latter are sometimes referred to as multi-moment correlation measures, in comparison to those that consider only 2nd moment (pairwise or quadratic) dependence.


          The polychoric correlation is another correlation applied to ordinal data that aims to estimate the correlation between theorised latent variables.


          


          Copulas and correlation


          The information given by a correlation coefficient is not enough to define the dependence structure between random variables; to fully capture it we must consider a copula between them. The correlation coefficient completely defines the dependence structure only in very particular cases, for example when the cumulative distribution functions are the multivariate normal distributions. In the case of elliptic distributions it characterizes the (hyper-)ellipses of equal density, however, it does not completely characterize the dependence structure (for example, the a multivariate t-distribution's degrees of freedom determine the level of tail dependence).


          


          Correlation matrices


          The correlation matrix of n random variables X1, ..., Xn is the n  n matrix whose i,j entry is corr(Xi,Xj). If the measures of correlation used are product-moment coefficients, the correlation matrix is the same as the covariance matrix of the standardized random variables Xi /SD(Xi) for i = 1,...,n. Consequently it is necessarily a positive-semidefinite matrix.


          The correlation matrix is symmetric because the correlation between Xi and Xj is the same as the correlation between Xj and Xi.


          


          Removing correlation


          It is always possible to remove the correlation between zero-mean random variables with a linear transform, even if the relationship between the variables is nonlinear. Suppose a vector of n random variables is sampled m times. Let X be a matrix where Xi,j is the jth variable of sample i. Let Zr,c be an r by c matrix with every element 1. Then D is the data transformed so every random variable has zero mean, and T is the data transformed so all variables have zero mean, unit variance, and zero correlation with all other variables. The transformed variables will be uncorrelated, even though they may not be independent.


          
            	[image: D = X -\frac{1}{m} Z_{m,m} X]

          


          



          
            	[image: T = D (D^T D)^{-\frac{1}{2}}]

          


          where an exponent of -1/2 represents the matrix square root of the inverse of a matrix. The covariance matrix of T will be the identity matrix. If a new data sample x is a row vector of n elements, then the same transform can be applied to x to get the transformed vectors d and t:


          
            	[image: d = x - \frac{1}{m} Z_{1,m} X]

          


          



          
            	[image: t = d (D^T D)^{-\frac{1}{2}}.]

          


          


          Common misconceptions about correlation


          


          Correlation and causality


          The conventional dictum that " correlation does not imply causation" means that correlation cannot be validly used to infer a causal relationship between the variables. This dictum should not be taken to mean that correlations cannot indicate causal relations. However, the causes underlying the correlation, if any, may be indirect and unknown. Consequently, establishing a correlation between two variables is not a sufficient condition to establish a causal relationship (in either direction).


          Here is a simple example: hot weather may cause both crime and ice-cream purchases. Therefore crime is correlated with ice-cream purchases. But crime does not cause ice-cream purchases and ice-cream purchases do not cause crime.


          A correlation between age and height in children is fairly causally transparent, but a correlation between mood and health in people is less so. Does improved mood lead to improved health? Or does good health lead to good mood? Or does some other factor underlie both? Or is it pure coincidence? In other words, a correlation can be taken as evidence for a possible causal relationship, but cannot indicate what the causal relationship, if any, might be.


          


          Correlation and linearity


          
            [image: Four sets of data with the same correlation of 0.81]

            
              Four sets of data with the same correlation of 0.81
            

          


          While Pearson correlation indicates the strength of a linear relationship between two variables, its value alone may not be sufficient to evaluate this relationship, especially in the case where the assumption of normality is incorrect.


          The image on the right shows scatterplots of Anscombe's quartet, a set of four different pairs of variables created by Francis Anscombe. The four y variables have the same mean (7.5), standard deviation (4.12), correlation (0.81) and regression line (y = 3 + 0.5x). However, as can be seen on the plots, the distribution of the variables is very different. The first one (top left) seems to be distributed normally, and corresponds to what one would expect when considering two variables correlated and following the assumption of normality. The second one (top right) is not distributed normally; while an obvious relationship between the two variables can be observed, it is not linear, and the Pearson correlation coefficient is not relevant. In the third case (bottom left), the linear relationship is perfect, except for one outlier which exerts enough influence to lower the correlation coefficient from 1 to 0.81. Finally, the fourth example (bottom right) shows another example when one outlier is enough to produce a high correlation coefficient, even though the relationship between the two variables is not linear.


          These examples indicate that the correlation coefficient, as a summary statistic, cannot replace the individual examination of the data.


          


          Computing correlation accurately in a single pass


          The following algorithm (in pseudocode) will calculate Pearson correlation with good numerical stability.

          
sum_sq_x = 0
sum_sq_y = 0
sum_coproduct = 0
mean_x = x[1]
mean_y = y[1]
for i in 2 to N:
 sweep = (i - 1.0) / i
 delta_x = x[i] - mean_x
 delta_y = y[i] - mean_y
 sum_sq_x += delta_x * delta_x * sweep
 sum_sq_y += delta_y * delta_y * sweep
 sum_coproduct += delta_x * delta_y * sweep
 mean_x += delta_x / i
 mean_y += delta_y / i 
pop_sd_x = sqrt( sum_sq_x / N )
pop_sd_y = sqrt( sum_sq_y / N )
cov_x_y = sum_coproduct / N
correlation = cov_x_y / (pop_sd_x * pop_sd_y)
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              	Mechanical failure modes
            


            
              	Buckling
            


            
              	Corrosion
            


            
              	Creep
            


            
              	Fatigue
            


            
              	Fracture
            


            
              	Impact
            


            
              	Melting
            


            
              	Mechanical overload
            


            
              	Thermal shock
            


            
              	Wear
            


            
              	Yielding
            


            
              	
            

          


          Corrosion means the breaking down of essential properties in a material due to chemical reactions with its surroundings. In the most common use of the word, this means a loss of electrons of metals reacting with water and oxygen. Weakening of iron due to oxidation of the iron atoms is a well-known example of electrochemical corrosion. This is commonly known as rust. This type of damage usually affects metallic materials, and typically produces oxide(s) and/or salt(s) of the original metal. Corrosion also includes the dissolution of ceramic materials and can refer to discoloration and weakening of polymers by the sun's ultraviolet light.


          Most structural alloys corrode merely from exposure to moisture in the air, but the process can be strongly affected by exposure to certain substances (see below). Corrosion can be concentrated locally to form a pit or crack, or it can extend across a wide area to produce general deterioration. While some efforts to reduce corrosion merely redirect the damage into less visible, less predictable forms, controlled corrosion treatments such as passivation and chromate-conversion will increase a material's corrosion resistance.


          
            [image: Rust, the most familiar example of corrosion.]

            
              Rust, the most familiar example of corrosion.
            

          


          


          Electrochemical theory


          One way to understand the structure of metals on the basis of particles is to imagine an array of positively-charged ions sitting in a negatively-charged " gas" of free electrons. Coulombic attraction holds these oppositely-charged particles together, but the positively-charged ions are attracted to negatively charged particles outside the metal as well, such as the negative ions (anions) in an electrolyte. For a given ion at the surface of a metal, there is a certain amount of energy to be gained or lost by dissolving into the electrolyte or becoming a part of the metal, which reflects an atom-scale tug-of-war between the electron gas and dissolved anions. The quantity of energy then strongly depends on a host of variables, including the types of ions in a solution and their concentrations, and the number of electrons present at the metal's surface. In turn, corrosion processes cause electrochemical changes, meaning that they strongly affect all of these variables. The overall interaction between electrons and ions tends to produce a state of local thermodynamic equilibrium that can often be described using basic chemistry and a knowledge of initial conditions.


          


          Galvanic corrosion


          Galvanic corrosion occurs when two different metals electrically contact each other and are immersed in an electrolyte. In order for galvanic corrosion to occur, an electrically conductive path and an ionically conductive path are necessary. This effects a galvanic couple where the more active metal corrodes at an accelerated rate and the more noble metal corrodes at a retarded rate. When immersed, neither metal would normally corrode as quickly without the electrically conductive connection (usually via a wire or direct contact). Galvanic corrosion is often utilised in sacrificial anodes. What type of metal(s) to use is readily determined by following the galvanic series. For example, zinc is often used as a sacrificial anode for steel structures, such as pipelines or docked naval ships. Galvanic corrosion is of major interest to the marine industry and also anywhere water can contact pipes or metal structures.


          Factors such as relative size of anode (smaller is generally less desirable), types of metal, and operating conditions (temperature, humidity, salinity, &c.) will affect galvanic corrosion. The surface area ratio of the anode and cathode will directly affect the corrosion rates of the materials.


          


          Galvanic series


          In a given saeeff environment (one standard medium is aerated, room-temperature seawater), one metal will be either more noble or more active than the next, based on how strongly its ions are bound to the surface. Two metals in electrical contact share the same electron gas, so that the tug-of-war at each surface is translated into a competition for free electrons between the two materials. The noble metal will tend to take electrons from the active one, while the electrolyte hosts a flow of ions in the same direction. The resulting mass flow or electrical current can be measured to establish a hierarchy of materials in the medium of interest. This hierarchy is called a Galvanic series, and can be a very useful in predicting and understanding corrosion.


          


          Resistance to corrosion


          Some metals are more intrinsically resistant to corrosion than others, either due to the fundamental nature of the electrochemical processes involved or due to the details of how reaction products form. For some examples, see galvanic series.. If a more susceptible material is used, many techniques can be applied during an item's manufacture and use to protect its materials from damage.


          


          Intrinsic chemistry
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          The materials most resistant to corrosion are those for which corrosion is thermodynamically unfavorable. Any corrosion products of gold or platinum tend to decompose spontaneously into pure metal, which is why these elements can be found in metallic form on Earth, and is a large part of their intrinsic value. More common "base" metals can only be protected by more temporary means.


          Some metals have naturally slow reaction kinetics, even though their corrosion is thermodynamically favorable. These include such metals as zinc, magnesium, and cadmium. While corrosion of these metals is continuous and ongoing, it happens at an acceptably slow rate. An extreme example is graphite, which releases large amounts of energy upon oxidation, but has such slow kinetics that it is effectively immune to electrochemical corrosion under normal conditions.


          


          Passivation


          Given the right conditions, a thin film of corrosion products can form on a metal's surface spontaneously, acting as a barrier to further oxidation. When this layer stops growing at less than a micrometre thick under the conditions that a material will be used in, the phenomenon is known as passivation (rust, for example, usually grows to be much thicker, and so is not considered passivation, because this mixed oxidized layer is not protective). While this effect is in some sense a property of the material, it serves as an indirect kinetic barrier: the reaction is often quite rapid unless and until an impermeable layer forms. Passivation in air and water at moderate pH is seen in such materials as aluminium, stainless steel, titanium, and silicon.


          These conditions required for passivation are specific to the material. The effect of pH is recorded using Pourbaix diagrams, but many other factors are influential. Some conditions that inhibit passivation include: high pH for aluminium, low pH or the presence of chloride ions for stainless steel, high temperature for titanium (in which case the oxide dissolves into the metal, rather than the electrolyte) and fluoride ions for silicon. On the other hand, sometimes unusual conditions can bring on passivation in materials that are normally unprotected, as the alkaline environment of concrete does for steel rebar. Exposure to a liquid metal such as mercury or hot solder can often circumvent passivation mechanisms.


          



          


          Corrosion in passivated materials


          Passivation is extremely useful in alleviating corrosion damage, but care must be taken not to trust it too thoroughly. Even a high-quality alloy will corrode if its ability to form a passivating film is hindered. Because the resulting modes of corrosion are more exotic and their immediate results are less visible than rust and other bulk corrosion, they often escape notice and cause problems among those who are not familiar with them.


          


          Pitting corrosion


          Certain conditions, such as low concentrations of oxygen or high concentrations of species such as chloride which compete as anions, can interfere with a given alloy's ability to re-form a passivating film. In the worst case, almost all of the surface will remain protected, but tiny local fluctuations will degrade the oxide film in a few critical points. Corrosion at these points will be greatly amplified, and can cause corrosion pits of several types, depending upon conditions. While the corrosion pits only nucleate under fairly extreme circumstances, they can continue to grow even when conditions return to normal, since the interior of a pit is naturally deprived of oxygen. In extreme cases, the sharp tips of extremely long and narrow can cause stress concentration to the point that otherwise tough alloys can shatter, or a thin film pierced by an invisibly small hole can hide a thumb sized pit from view. These problems are especially dangerous because they are difficult to detect before a part or structure fails. Pitting remains among the most common and damaging forms of corrosion in passivated alloys, but it can be prevented by control of the alloy's environment, which often includes ensuring that the material is exposed to oxygen uniformly (i.e., eliminating crevices).and many rocks can be reformed from corrosion.


          


          Weld decay and knifeline attack


          Stainless steel can pose special corrosion challenges, since its passivating behaviour relies on the presence of a minor alloying component (Chromium, typically only 18%). Due to the elevated temperatures of welding or during improper heat treatment, chromium carbides can form in the grain boundaries of stainless alloys. This chemical reaction robs the material of chromium in the zone near the grain boundary, making those areas much less resistant to corrosion. This creates a galvanic couple with the well-protected alloy nearby, which leads to weld decay (corrosion of the grain boundaries near welds) in highly corrosive environments. Special alloys, either with low carbon content or with added carbon " getters" such as titanium and niobium (in types 321 and 347, respectively), can prevent this effect, but the latter require special heat treatment after welding to prevent the similar phenomenon of knifeline attack. As its name applies, this is limited to a small zone, often only a few micrometres across, which causes it to proceed more rapidly. This zone is very near the weld, making it even less noticeable1.


          


          Crevice corrosion


          Crevice corrosion is a corrosion occurring in spaces to which the access of the working fluid from the environment is limited. These spaces are generally called crevices. Examples of crevices are gaps and contact areas between parts, under gaskets or seals, inside cracks and seams, spaces filled with deposits and under sludge piles.


          



          


          Microbial corrosion


          
            [image: Titanic's bow exhibiting microbial corrosion damage in the form of 'rusticles']

            
              Titanic's bow exhibiting microbial corrosion damage in the form of 'rusticles'
            

          


          Microbial corrosion, or bacterial corrosion, is a corrosion caused or promoted by microorganisms, usually chemoautotrophs. It can apply to both metals and non-metallic materials, in both the presence and lack of oxygen. Sulfate-reducing bacteria are common in lack of oxygen; they produce hydrogen sulfide, causing sulfide stress cracking. In presence of oxygen, some bacteria directly oxidize iron to iron oxides and hydroxides, other bacteria oxidize sulfur and produce sulfuric acid causing biogenic sulfide corrosion. Concentration cells can form in the deposits of corrosion products, causing and enhancing galvanic corrosion.


          


          High temperature corrosion


          High temperature corrosion is chemical deterioration of a material (typically a metal) under very high temperature conditions. This non-galvanic form of corrosion can occur when a metal is subject to a high temperature atmosphere containing oxygen, sulfur or other compounds capable of oxidising (or assisting the oxidation of) the material concerned. For example, materials used in aerospace, power generation and even in car engines have to resist sustained periods at high temperature in which they may be exposed to an atmosphere containing potentially highly corrosive products of combustion.


          The products of high temperature corrosion can potentially be turned to the advantage of the engineer. The formation of oxides on stainless steels, for example, can provide a protective layer preventing further atmospheric attack, allowing for a material to be used for sustained periods at both room and high temperature in hostile conditions. Such high temperature corrosion products in the form of compacted oxide layer glazes have also been shown to prevent or reduce wear during high temperature sliding contact of metallic (or metallic and ceramic) surfaces.


          


          Surface treatments
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          Applied coatings


          Plating, painting, and the application of enamel are the most common anti-corrosion treatments. They work by providing a barrier of corrosion-resistant material between the damaging environment and the (often cheaper, tougher, and/or easier-to-process) structural material. Aside from cosmetic and manufacturing issues, there are tradeoffs in mechanical flexibility versus resistance to abrasion and high temperature. Platings usually fail only in small sections, and if the plating is more noble than the substrate (for example, chromium on steel), a galvanic couple will cause any exposed area to corrode much more rapidly than an unplated surface would. For this reason, it is often wise to plate with a more active metal such as zinc or cadmium.


          


          Reactive coatings


          If the environment is controlled (especially in recirculating systems), corrosion inhibitors can often be added to it. These form an electrically insulating and/or chemically impermeable coating on exposed metal surfaces, to suppress electrochemical reactions. Such methods obviously make the system less sensitive to scratches or defects in the coating, since extra inhibitors can be made available wherever metal becomes exposed. Chemicals that inhibit corrosion include some of the salts in hard water (Roman water systems are famous for their mineral deposits), chromates, phosphates, and a wide range of specially-designed chemicals that resemble surfactants (i.e. long-chain organic molecules with ionic end groups).
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          Anodization


          Aluminium alloys often undergo a surface treatment. Electrochemical conditions in the bath are carefully adjusted so that uniform pores several nanometers wide appear in the metal's oxide film. These pores allow the oxide to grow much thicker than passivating conditions would allow. At the end of the treatment, the pores are allowed to seal, forming a harder-than-usual surface layer. If this coating is scratched, normal passivation processes take over to protect the damaged area.


          


          Controlled Permeability Formwork


          Controlled Permeability Formwork (CPF) is a method of preventing the corrosion of reinforcement by naturally enhancing the durability of the cover during concrete placement. CPF has been used in environments to combat the effects of Carbonation, chlorides, frost and abrasion.


          


          Cathodic protection


          Cathodic protection (CP) is a technique to control the corrosion of a metal surface by making that surface the cathode of an electrochemical cell.


          It is a method used to protect metal structures from corrosion. Cathodic protection systems are most commonly used to protect steel, water, and fuel pipelines and tanks; steel pier piles, ships, and offshore oil platforms.


          For effective CP, the potential of the steel surface is polarized (pushed) more negative until the metal surface has a uniform potential. With a uniform potential, the driving force for the corrosion reaction is halted. For galvanic CP systems, the anode material corrodes under the influence of the steel, and eventually it must be replaced. The polarization is caused by the current flow from the anode to the cathode, driven by the difference in electrochemical potential between the anode and the cathode.


          For larger structures, galvanic anodes cannot economically deliver enough current to provide complete protection. Impressed Current Cathodic Protection (ICCP) systems use anodes connected to a DC power source (a cathodic protection rectifier). Anodes for ICCP systems are tubular and solid rod shapes of various specialized materials. These include high silicon cast iron, graphite, mixed metal oxide or platinum coated titanium or niobium coated rod and wires.


          


          Economic impact


          The US Federal Highway Administration released a study, entitled Corrosion Costs and Preventive Strategies in the United States, in 2002 on the direct costs associated with metallic corrosion in nearly every U.S. industry sector. The study showed that for 1998 the total annual estimated direct cost of corrosion in the U.S. was approximately $276 billion (approximately 3.1% of the US gross domestic product). FHWA Report Number:FHWA-RD-01-156. The NACE International website has a summary slideshow of the report findings. Jones1 writes that electrochemical corrosion causes between $8 billion and $128 billion in economic damage per year in the United States alone, degrading structures, machines, and containers.
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          Rust is one of the most common causes of bridge accidents for example. As rust has a much higher volume than the originating mass of iron, its build-up can also cause failure by forcing apart adjacent parts. It was the cause of the collapse of the Mianus river bridge in 1983, when the bearings rusted internally and pushed one corner of the road slab off its support. Three drivers on the roadway at the time died as the slab fell into the river below. The following NTSB investigation showed that a drain in the road had been blocked for road re-surfacing, and had not been unblocked so that runoff water penetrated the support hangers. It was also difficult for maintenance engineers to see the bearings from the inspection walkway. Rust was also an important factor in the Silver Bridge disaster of 1967 in West Virginia, when a steel suspension bridge collapsed in less than a minute, killing 46 drivers and passengers on the bridge at the time.


          Similarly corrosion of concrete-covered steel and iron can cause the concrete to spall, creating severe structural problems. It is one of the most common failure modes of reinforced concrete bridges.


          


          Corrosion in nonmetals


          Most ceramic materials are almost entirely immune to corrosion. The strong ionic and/or covalent bonds that hold them together leave very little free chemical energy in the structure; they can be thought of as already corroded. When corrosion does occur, it is almost always a simple dissolution of the material or chemical reaction, rather than an electrochemical process. A common example of corrosion protection in ceramics is the lime added to soda-lime glass to reduce its solubility in water; though it is not nearly as soluble as pure sodium silicate, normal glass does form sub-microscopic flaws when exposed to moisture. Due to its brittleness, such flaws cause a dramatic reduction in the strength of a glass object during its first few hours at room temperature.


          Polymer degradation is due to a wide array of complex and often poorly-understood physiochemical processes. These are strikingly different from the other processes discussed here, and so the term "corrosion" is only applied to them in a loose sense of the word. Because of their large molecular weight, very little entropy can be gained by mixing a given mass of polymer with another substance, making them generally quite difficult to dissolve. While dissolution is a problem in some polymer applications, it is relatively simple to design against. A more common and related problem is swelling, where small molecules infiltrate the structure, reducing strength and stiffness and causing a volume change. Conversely, many polymers (notably flexible vinyl) are intentionally swelled with plasticizers, which can be leached out of the structure, causing brittleness or other undesirable changes. The most common form of degradation, however, is a decrease in polymer chain length. Mechanisms which break polymer chains are familiar to biologists because of their effect on DNA: ionizing radiation (most commonly ultraviolet light), free radicals, and oxidizers such as oxygen, ozone, and chlorine. Additives can slow these process very effectively, and can be as simple as a UV-absorbing pigment (i.e., titanium dioxide or carbon black). Plastic shopping bags often do not include these additives so that they break down more easily as litter.


          


          Corrosion of glasses


          The corrosion of silicate glasses in aqueous solutions is governed by two mechanisms: diffusion-controlled leaching (ion exchange) and glass network hydrolytic dissolution. Both corrosion mechanisms strongly depend on the pH of contacting solution: the rate of ion exchange decreases with pH as 10-0.5pH whereas the rate of hydrolytic dissolution increases with pH as 100.5pH


          Numerically, corrosion rates of glasses are characterised by normalised corrosion rates of elements NRi (g/cm2 d) which are determined as the ratio of total amount of released species into the water Mi (g) to the water-contacting surface area S (cm2), time of contact t (days) and weight fraction content of the element in the glass fi:


          NRi=Mi/Sfit


          The overall corrosion rate is a sum of contributions from both mechanisms (leaching + dissolution) NRi=Nrxi+NRh. Diffusion-controlled leaching (ion exchange) is characteristic of the initial phase of corrosion and involves replacement of alkali ions in the glass by a hydronium (H3O+) ion from the solution. It causes an ion-selective depletion of near surface layers of glasses and gives an inverse square root dependence of corrosion rate with exposure time. The diffusion controlled normalised leaching rate of cations from glasses (g/cm2 d) is given by:


          NRxi=2(Di/t)1/2


          where t is time, Di is the i-th cation effective diffusion coefficient (cm2/d), which depends on pH of contacting water as Di = Di010-pH, and  is the density of the glass (g/cm3).


          Glass network dissolution is characteristic of the later phases of corrosion and causes a congruent release of ions into the water solution at a time-independent rate in dilute solutions (g/cm2 d):


          NRh=rh,


          where rh is the stationary hydrolysis (dissolution) rate of the glass (cm/d). In closed systems the consumption of protons from the aqueous phase increases the pH and causes a fast transition to hydrolysis. However further silica saturation of solution impedes hydrolysis and causes the glass to return to an ion-exchange, e.g. diffusion-controlled regime of corrosion.


          In typical natural conditions normalised corrosion rates of silicate glasses are very low and are of the order of 10-7 - 10-5 g/cm2 d. The very high durability of silicate glasses in water makes them suitable for hazardous and nuclear waste immobilisation.


          


          Glass corrosion tests
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          There exist numerous standardized procedures for measuring the corrosion (also called chemical durability) of glasses in neutral, basic, and acidic environments, under simulated environmental conditions, in simulated body fluid, at high temperature and pressure, and under other conditions.


          In the standard procedure ISO 719 a test of the extraction of water soluble basic compounds under neutral conditions is described: 2 g glass, particle size 300-500 m, is kept for 60 min in 50 ml de-ionized water of grade 2 at 98C. 25 ml of the obtained solution is titrated against 0.01 mol/l HCl solution. The volume of HCl needed for neutralization is recorded and classified following the values in the table below.


          
            
              	0.01M HCl needed to neutralize

              extracted basic oxides, ml

              	Extracted Na2O

              equivalent, g

              	Hydrolytic

              class
            


            
              	to 0.1

              	to 31

              	1
            


            
              	above 0.1 to 0.2

              	above 31 to 62

              	2
            


            
              	above 0.2 to 0.85

              	above 62 to 264

              	3
            


            
              	above 0.85 to 2.0

              	above 264 to 620

              	4
            


            
              	above 2.0 to 3.5

              	above 620 to 1085

              	5
            


            
              	above 3.5

              	above 1085

              	>5
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              	Corundum
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              	General
            


            
              	Category

              	Mineral
            


            
              	Chemical formula

              	aluminium oxide, Al2O3
            


            
              	Identification
            


            
              	Colour

              	Brown to grey, less often red, blue, white, yellow.
            


            
              	Crystal habit

              	Steep bipyramidal, tabular, prismatic, rhombohedral crystals, massive or granular
            


            
              	Crystal system

              	Trigonal Hexagonal Scalenohedral bar32/m
            


            
              	Twinning

              	Polysynthetic twinning common
            


            
              	Cleavage

              	None - parting in 3 directions
            


            
              	Fracture

              	Conchoidal to uneven
            


            
              	Mohs Scale hardness

              	9
            


            
              	Luster

              	Adamantine to vitreous
            


            
              	Refractive index

              	n=1.768 - 1.772 n=1.760 - 1.763, Biref 0.009
            


            
              	Pleochroism

              	None
            


            
              	Streak

              	White
            


            
              	Specific gravity

              	3.95-4.1
            


            
              	Fusibility

              	Infusible
            


            
              	Solubility

              	Insoluble
            


            
              	Major varieties
            


            
              	Sapphire

              	Any colour except red
            


            
              	Ruby

              	Red
            


            
              	Emery

              	Granular
            

          


          Corundum (from Tamil kurundam) is a crystalline form of aluminium oxide and one of the rock-forming minerals. It is naturally clear, but can have different colors when impurities are present. Transparent specimens are used as gems, called ruby if red, while all other colors are called sapphire. In addition to its hardness, corundum is unusual for its high density of 4.02 g/cm which is very high for a transparent mineral composed of the low atomic mass elements aluminium and oxygen.


          Due to corundum's hardness (pure corundum is defined to have 9.0 Mohs), it is commonly used as an abrasive in machining, from huge machines to sandpaper. Some emery is a mix of corundum and other substances, and the mix is less abrasive, with a lower average Mohs hardness near 8.0.


          Corundum occurs as a mineral in mica schist, gneiss, and some marbles in metamorphic terranes. It also occurs in low silica igneous syenite and nepheline syenite intrusives. Other occurrences are as masses adjacent to ultramafic intrusives, associated with lamprophyre dikes and as large crystals in pegmatites. Because of its hardness and resistance to weathering, it commonly occurs as a detrital mineral in stream and beach sands.


          Corundum for abrasives is mined in Zimbabwe, Russia, and India. Historically it was mined from deposits associated with dunites in North Carolina and from a nepheline syenite in Craigmont, Ontario. Emery grade corundum is found on the Greek island of Naxos and near Peekskill, New York. Abrasive corundum is synthetically manufactured from bauxite.


          


          Synthetic Corundum


          Gem-quality synthetic corundum is usually produced by the flame-fusion method (also called Verneuil process). This allows the production of large quantities of sapphire, rubies, and other corundum gems. It is also possible to grow gem-quality synthetic corundum by flux-growth and hydrothermal synthesis. Because of the simplicity of the methods involved in corundum synthesis, large quantities of these crystals became available on the market causing a significant reduction of price in recent years. Apart from ornamental use, synthetic corundum is also used to produce mechanical parts (tubes, rods, bearings, and other machined parts), watch crystals, and lasers.
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              	Common Hazel
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              	Conservation status
            


            
              	
                
                  Secure
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Fagales

                  


                  
                    	Family:

                    	Betulaceae

                  


                  
                    	Genus:

                    	Corylus

                  


                  
                    	Species:

                    	C. avellana

                  

                

              
            


            
              	Binomial name
            


            
              	Corylus avellana

              L.
            

          


          The Common Hazel (Corylus avellana) is a species of hazel native to Europe and western Asia, from the British Isles south to Iberia, Greece, Turkey and Cyprus, north to central Scandinavia, and east to the central Ural Mountains, the Caucasus, and northwestern Iran.


          


          Botany
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          Common hazel is typically a shrub reaching 3-8 m tall, but can reach 15 m. The leaves are deciduous, rounded, 6-12 cm long and across, softly hairy on both surfaces, and with a double-serrate margin. The flowers are produced very early in spring, before the leaves, and are monoecious with single-sex wind-pollinated catkins. Male catkins are pale yellow and 5-12 cm long, while female catkins are very small and largely concealed in the buds with only the bright red 1-3 mm long styles visible. The fruit is a nut, produced in clusters of one to five together, each nut held in a short leafy involucre ('husk') which encloses about three quarters of the nut. The nut is roughly spherical to oval, 15-20 mm long and 12-20 mm broad (larger, up to 25 mm long, in some cultivated selections), yellow-brown with a pale scar at the base. The nut falls out of the involucre when ripe, about 7-8 months after pollination.


          It is readily distinguished from the closely related Filbert (Corylus maxima) by the short involucre; in the Filbert the nut is fully enclosed by a beak-like involucre longer than the nut.


          Common hazel is used by a number of species of Lepidoptera as a food plant.


          The scientific name avellana derives from the town of Avella in Italy, and was selected by Linnaeus from Leonhart Fuchs's De historia stirpium commentarii insignes (1542), where the species was described as "Avellana nux sylvestris" ("wild nut of Avella").


          


          Cultivation and uses
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          The Common Hazel is an important component of the hedgerows that were the traditional field boundaries in lowland England. The wood was traditionally grown as coppice, the poles cut being used for wattle-and-daub building and agricultural fencing.


          
            [image: Female flower on Common hazel, Wales February 20, 2005]

            
              Female flower on Common hazel, Wales February 20, 2005
            

          


          
            
              	Hazelnuts (edible parts)

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 630 kcal  2630 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	17 g
                  


                  
                    	- Dietary fibre 10 g 
                  


                  
                    	Fat

                    	61 g
                  


                  
                    	- saturated 4 g
                  


                  
                    	- monounsaturated 46 g 
                  


                  
                    	- polyunsaturated 8 g 
                  


                  
                    	Protein

                    	15 g
                  


                  
                    	Thiamin (Vit. B1) 0.6 mg 

                    	46%
                  


                  
                    	Riboflavin (Vit. B2) 0.11 mg 

                    	7%
                  


                  
                    	Niacin (Vit. B3) 1.8 mg 

                    	12%
                  


                  
                    	Vitamin B6 0.6 mg

                    	46%
                  


                  
                    	Folate (Vit. B9) 113 g

                    	28%
                  


                  
                    	Calcium 114 mg

                    	11%
                  


                  
                    	Iron 4.7 mg

                    	38%
                  


                  
                    	Phosphorus 290 mg

                    	41%
                  


                  
                    	Potassium 680 mg 

                    	14%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          Hazelnuts are rich in protein and unsaturated fat. Moreover, they contain significant amounts of thiamine and vitamin B6, as well as smaller amounts of other B vitamins. Additionally, for those persons who need to restrict carbohydrates, 1 cup (237 ml) of hazelnut flour has 20 g of carbohydrates, 12 g fibre, for less than 10 net carbohydrates.


          There are many cultivars of the Hazel, including 'Barcelona', 'Butler', 'Casina', 'Clark' 'Cosford', 'Daviana', 'Delle Langhe', 'England', 'Ennis', Fillbert, 'Halls Giant', 'Jemtegaard', 'Kent Cob', 'Lewis', 'Tokolyi', 'Tonda Gentile', 'Tonda di Giffoni', 'Tonda Romana', 'Wanliss Pride', and 'Willamette'. Some of these are grown for specific qualities of the nut including large nut size, and early and late fruiting cultivars, whereas other are grown as pollinators. The majority of commercial Hazelnuts are propagated from root sprouts. Some cultivars are of hybrid origin between Common Hazel and Filbert.
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          Common Hazel is cultivated for its nuts in commercial orchards in Europe, Turkey, Iran and Caucasus. The name "hazelnut" applies to the nuts of any of the species of the genus Corylus. This hazelnut or cobnut, the kernel of the seed, is edible and used raw or roasted, or ground into a paste. The seed has a thin, dark brown skin which has a bitter flavour and is sometimes removed before cooking. The top producer of hazelnuts, by a large margin, is Turkey, specifically the Ordu Province. Turkish hazelnut production of 625,000 tonnes accounts for approximately 75% of worldwide production.


          In the United States, hazelnut production is concentrated in two states, Oregon and Washington; however, they are also grown extensively just to the north, in the Fraser Valley of British Columbia, Canada. In 1996 the in-shell production in Oregon was about 19,900 tons (18,000 tonnes) compared to 100 tons (91 tonnes) in Washington (. Recent orchard plantings in California are likely to increase production in the USA. The hazelnut is also growing in popularity in the USA with a Hazelnut Council set up to promote its use. The harvesting of hazelnuts is either by hand in rural communities, or by manual or mechanical raking of fallen nuts.
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          Hazelnuts are extensively used in confectionery to make praline and also used in combination with chocolate for chocolate truffles and products such as Nutella. In the USA, hazelnut butter is being promoted as a more nutritious spread than its peanut butter counterpart, though it has a higher fat content. In Austria and especially in Vienna hazelnut paste is an important ingredient in the world famous torts (such as Viennese hazelnut tort) which are made there. Vodka-based Hazelnut liqueurs, such as Frangelico, are also increasing in popularity, especially in the U.S. and eastern Europe.
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          Hazelnut is popular as a coffee flavouring, especially in the form of Hazelnut latte. Hazelnut-flavoured coffee seems (to many users) to be slightly sweetened and less acidic, even though the nut is low in natural saccharides. The reason for such perception is not yet understood.


          In Australia over 2000 tonnes are imported annually mostly to supply the demand from the Cadbury company for inclusion in its eponymous milk chocolate bar which is the third most popular brand in Australia. Hazelnut oil, pressed from hazelnuts, is strongly flavoured and used as a cooking oil. Hazelnuts are also grown extensively in Australia in orchards growing varieties mostly imported from Europe.


          Primitive archers have also used the wood of the hazelnut in the making of arrows. The fine grain and tendency to grow with fairly straight shoots makes them suitable shaft material.


          


          Harvesting


          Hazel nuts are harvested annually in mid autumn. As autumn comes to a close, the trees drop their nuts and leaves. Most commercial growers wait for the nuts to drop on their own, rather than use equipment to shake them from the tree.
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          There are three primary pieces of equipment used in commercial harvesting; the sweeper, the harvester, and the forklift. The sweeper centralises the material into rows, the harvester lifts and separates the nuts from the debris, and the forklift hauls the nuts away for processing. The sweeper is a low-to-the-ground tractor that makes multiple passes up and down the rows with a 2 m belt attached to the front that sweeps leaves, nuts, and small twigs from left to right, depositing the material in a row as it drives forward. On the rear of the tractor is a powerful blower that pushes material left into the adjacent row with air speeds up to 90 m/s. Careful grooming during the year and patient blowing at harvest can eliminate the need for hand raking around the trunk of the tree where nuts can accumulate. The sweeper will prepare two rows at a time as it goes up and down the rows. After its final pass, all the material on the ground has been deposited in 60 cm wide rows for the harvester to process. It is best to only sweep a few rows ahead of the harvesters at any given time, as the rows are susceptible to moisture and parasites over time.
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          The harvester is a slow moving machine that lifts the material off the ground and separates the nuts from the leaves, empty husks, and small twigs. As the harvester drives over the rows, a fast spinning cylinder with hundreds of tines rakes the material onto a belt. The belt takes the material over a blower and under a powerful vacuum that sucks the light weight dirt and leaves off the nuts and discharges it into the orchard. The remaining nuts are conveyed into a tote box.


          Once a box fills with nuts, a third tractor will haul away full boxes and bring empties to the harvester to minimise time spent not collecting nuts.


          There are two different timing strategies for collecting the fallen nuts. The first option is to harvest early when only half of the nuts have fallen. With less material on the ground, the machines can work much faster and are less subject to breakdown. The other option is to wait for all the nuts to fall and go over the crop once. The first option is easier, but takes longer to perform with two passes.


          Ideally, the orchard should not be so dry that an abundance of dust can reduce vision and equipment efficiency. Conversely if it is too wet, mud cakes in the machinery and moisture weighs down the material, making it more difficult to lift and separate.


          


          Diseases


          



          


          Mesolithic Food Industry


          In 1995 evidence of large-scale Mesolithic nut processing, some 9,000 years old, was found in a midden pit on the island of Colonsay in Scotland. The evidence consists of a large, shallow pit full of the remains of hundreds of thousands of burned hazelnut shells. Hazelnuts have been found on other Mesolithic sites, but rarely in such quantities or concentrated in one pit. The nuts were radiocarbon dated to 7720+/-110BP, which calibrates to circa 7000 BC. Similar sites in Britain are known only at Farnham in Surrey and Cass ny Hawin on the Isle of Man.


          This discovery gives an insight into communal activity and forward planning in the period. The nuts were harvested in a single year and pollen analysis suggests that the hazel trees were all cut down at the same time. The scale of the activity, unparalleled elsewhere in Scotland, and the lack of large game on the island, suggests the possibility that Colonsay contained a community with a largely vegetarian diet for the time they spent on the island. The pit was originally on a beach close to the shore, and was associated with two smaller stone-lined pits, whose function remains obscure, a hearth, and a second cluster of pits.
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          In physical cosmology, cosmic inflation is the idea that the nascent universe passed through a phase of exponential expansion that was driven by a negative-pressure vacuum energy density.


          As a direct consequence of this expansion, all of the observable universe originated in a small causally-connected region. Inflation answers the classic conundrum of the big bang cosmology: why does the universe appear flat, homogeneous and isotropic in accordance with the cosmological principle when one would expect, on the basis of the physics of the big bang, a highly curved, inhomogeneous universe? Inflation also explains the origin of the large-scale structure of the cosmos. Quantum fluctuations in the microscopic inflationary region, magnified to cosmic size, become the seeds for the growth of structure in the universe (see galaxy formation and evolution and structure formation).


          Inflation was proposed in January, 1980 by Alan Guth and was given its modern form independently by Andrei Linde, and by Andreas Albrecht and Paul Steinhardt.


          While the detailed particle physics mechanism responsible for inflation is not known, the basic picture makes a number of predictions that have been confirmed by observational tests. Inflation is thus now considered part of the standard hot big bang cosmology. The hypothetical particle or field thought to be responsible for inflation is called the inflaton.


          


          Overview


          Inflation suggests that there was a period of exponential expansion in the very early universe. Because in a fast expanding universe, the distance to the cosmological horizon is constant, it is not clear whether such a universe should be called "small" or "large". If the philosophical definition of the universe is restricted to be the observable universe, an inflating universe is small, and only becomes large once inflation has ended and the cosmological horizon is free to expand. If the philosophical position is that the universe is mostly unobservable, then the unobservable portion is expanding exponentially.


          


          Space expands


          To say that space expands exponentially means that two inertial observers are drawn further apart with time. Expressed in comoving Cartesian coordinates the proper distance is:


          
            	[image:  ds^2 = - c^2 dt^2 + e^{2Ht}(dx^2 + dy^2 + dz^2) \,]

          


          where H is the Hubble scale factor induced by the inflation. Inflation corresponds to the appearance of the e2Ht term in the above expression. It is traditional to use natural units, so that the speed of light c is 1.


          In stationary coordinates for one observer, a patch of an inflating universe has the following polar metric:


          
            	[image:  ds^2 = - (1-\Lambda r^2) dt^2 + {1\over 1-\Lambda r^2} dr^2 + r^2 d\Omega ]

          


          Which is just like an inside-out black hole metric--- it has a zero in the dt component on a fixed radius sphere called the cosmological horizon. Objects are drawn away from the observer at r=0 towards the cosmological horizon, leading them to fall in after a finite proper time. This means that any inhomogeneities are smoothed out, just as any bumps or matter on the surface of a black hole horizon are swallowed and disappear.


          Since the space time metric has no explicit time dependence, once an observer has fallen onto the cosmological horizon, observers closer in take its place. This process of falling outward and replacement points closer in are always steadily replacing points further out--- an exponential expansion of space-time.


          This steady-state exponentially expanding spacetime is called a de Sitter space, and to sustain it there must be a cosmological constant, a vaccuum energy proportional to  everywhere. The physical conditions from one moment to the next are stable: the rate of expansion, called the Hubble parameter, is nearly constant. Inflation is often called a period of accelerated expansion because the distance between two fixed observers is increasing at an accelerating rate as they move apart. (but  can stay approximately constant see deceleration parameter.)


          


          Few inhomogeneities remain


          Cosmic inflation has the important effect of smoothing out inhomogeneities, anisotropies and the curvature of space. This pushes the universe into a very simple state, in which it is completely dominated by the inflaton field, the source of the cosmological constant, and the only significant inhomogeneities are the tiny quantum fluctuations in the inflaton. Inflation also dilutes exotic heavy particles, such as the magnetic monopoles predicted by many extensions to the Standard Model of particle physics. If the universe was only hot enough to form such particles before a period of inflation, they would not be observed in nature, as they would be so rare that it is quite likely that there are none in the Observable universe. Together, these effects are called the inflationary "no-hair theorem" by analogy with the no hair theorem for black holes.


          The "no-hair" theorem works essentially because the cosmological horizon is no different from a black-hole horizon except for philosophical disagreements about what is on the other side. In terms of the unobservable universe, the interpretation of the no-hair theorem is that the unobservable universe expands by an enormous factor during inflation. In an expanding universe, energy densities generally fall as the volume of the universe increases. For example, the density of ordinary "cold" matter (dust) goes as the inverse of the volume: when linear dimensions double, the energy density goes down by a factor of eight. The energy density in radiation goes down even more rapidly as the universe expands. When linear dimensions are doubled, the energy density in radiation falls by a factor of sixteen. During inflation, the energy density in the inflaton field is roughly constant. However, the energy density in inhomogeneities, curvature, anisotropies and exotic particles is falling, and through sufficient inflation these become negligible. This leaves an empty, flat, and symmetric universe, which is filled with radiation when inflation ends.


          


          Key requirement


          A key requirement is that inflation must continue long enough to produce the present observable universe from a single, small inflationary Hubble volume. This is necessary to ensure that the universe appears flat, homogeneous and isotropic at the largest observable scales. This requirement is generally thought to be satisfied if the universe expanded by a factor of at least 1026 during inflation.


          


          Reheating


          At the end of inflation, a process called reheating occurs, in which the inflaton particles decay into the radiation that starts the hot big bang. It is not known how long inflation lasted but it is usually thought to be extremely short compared to the age of the universe.


          


          Motivation


          Inflation resolves several problems in the Big Bang cosmology that were pointed out in the 1970s. These problems arise from the observation that to look like it does today, the universe would have to have started from very finely tuned, or "special" initial conditions at the Big Bang. Inflation attempts to resolve these problems by providing a dynamical mechanism that drives the universe to this special state, thus making a universe like ours much more likely in the context of the Big Bang theory.


          


          Horizon problem


          The horizon problem is the problem of determining why the universe appears statistically homogeneous and isotropic in accordance with the cosmological principle. For example, molecules in a canister of gas are distributed homogeneously and isotropically because they are in thermal equilibrium: gas throughout the canister has had enough time to interact to dissipate inhomogeneities and anisotropies. The situation is quite different in the big bang model without inflation, because gravitational expansion does not give the early universe enough time to equilibrate. In a big bang with only the matter and radiation known in the Standard Model, two widely separated regions of the observable universe cannot have equilibrated because they move apart from each other faster than the speed of light  thus have never come in to causal contact: in the history of the universe, back to the earliest times, it has not been possible to send a light signal between the two regions. Because they have no interaction, it is difficult to explain why they have the same temperature (are thermally equilibrated). This is because the Hubble radius in a radiation or matter-dominated universe expands much more quickly than physical lengths and so points that are out of communication are coming into communication. Historically, two proposed solutions were the Phoenix universe of Georges Lematre and the related oscillatory universe of Richard Chase Tolman, and the Mixmaster universe of Charles Misner. Lematre and Tolman proposed that a universe undergoing a number of cycles of contraction and expansion could come into thermal equilibrium. Their models failed, however, because of the buildup of entropy over several cycles. Misner made the (ultimately incorrect) conjecture that the Mixmaster mechanism, which made the universe more chaotic, could lead to statistical homogeneity and isotropy.


          


          Flatness problem


          Another problem is the flatness problem (which is sometimes called one of the Dicke coincidences, with the other being the cosmological constant problem). It had been known in the 1960s that the density of matter in the universe was comparable to the critical density necessary for a flat universe (that is, a universe whose large scale geometry is the usual Euclidean geometry, rather than a non-Euclidean hyperbolic or spherical geometry).


          Therefore, regardless of the shape of the universe the contribution of spatial curvature to the expansion of the universe could not be much greater than the contribution of matter. But as the universe expands, the curvature redshifts away more slowly than matter and radiation. Extrapolated into the past, this presents a fine-tuning problem because the contribution of curvature to the universe must be exponentially small (sixteen orders of magnitude less than the density of radiation at big bang nucleosynthesis, for example). This problem is exacerbated by recent observations of the cosmic microwave background that have demonstrated that the universe is flat to the accuracy of a few percent.


          


          Magnetic monopole problem


          The magnetic monopole problem (sometimes called the exotic relics problem) is a problem that suggests that if the early universe were very hot, a large number of very heavy, stable magnetic monopoles would be produced. This was a problem with Grand Unified Theories, popular in the 1970s and 1980s, which proposed that at high temperatures (such as in the early universe) the electromagnetic force, strong and weak nuclear forces are not actually fundamental forces but arise due to spontaneous symmetry breaking from a much simpler gauge theory. These theories predict a number of heavy, stable particles which have not yet been observed in nature. The most notorious is the magnetic monopole, a kind of stable, heavy "knot" in the magnetic field. Monopoles are expected to be copiously produced in Grand Unified Theories at high temperature, and they should have persisted to the present day. To very high precision, magnetic monopoles have been shown not to exist in nature, whereas according to the big bang theory (without cosmic inflation) they should have been copiously produced in the hot, dense early universe and since become the primary constituent of the universe.


          


          History


          


          Precursors


          In the early days of General Relativity, Albert Einstein introduced the cosmological constant to allow a static solution which was a three dimensional sphere with a uniform density of matter. A little later, Willem de Sitter found a highly symmetric inflating universe, which described a universe with a cosmological constant which is otherwise empty. Einstein's solution is unstable, and if there are small fluctuations, it eventually turns into de Sitter's.


          In the early 1970's Zeldovich noticed the serious flatness and horizon problems of big bang cosmology, before his work, cosmology was presumed to be symmetrical on purely philosophical grounds. In the Soviet Union, this and other considerations led Balinski and Khalatnikov to formulate the mixmaster universe, an analysis of the chaos near a singularity in General Relativity. Starobinski formulated an early chaotic version of inflation in 1979, which was advanced by Vilenkin and Starobinski. While this was not as transparent a solution to the cosmological problems as Guth's, it remains a possibility.


          In the late 1970's, Sidney Coleman applied the instanton techniques developed by Alexander Polyakov and collaborators to study the fate of the false vacuum in quantum field theory. Like a metastable phase in statistical mechanics--- water below the freezing temperature or above the boiling point--- a quantum field would need to nucleate a large enough bubble of the new vacuum, the new phase, in order to make a transition. Coleman found the most likely decay pathway for vacuum decay and calculated the inverse lifetime per unit volume. He eventually noted that gravitational effects would be significant, but he did not calculate these effects and did not apply the results to cosmology.


          In 1978, Zeldovich noted the monopole problem, which was an unambiguous quantitative version of the horizon problem, this time in a fashionable subfield of particle physics, which led to several speculative attempts to resolve it. In 1980, working in the west, Alan Guth realized that false vacuum decay in the early universe would solve the problem.


          


          Guth, Starobinsky and others


          Inflation was proposed in January, 1980 by Alan Guth as a mechanism for resolving these problems. Contemporary with Guth, Alexei Starobinsky argued that quantum corrections to gravity would replace the initial singularity of the universe with an exponentially expanding state. Demosthenes Kazanas anticipated part of Guth's work by suggesting that exponential expansion could eliminate the particle horizon and perhaps solve the horizon problem, and Sato suggesting that an exponential expansion could eliminate domain walls (another kind of exotic relic).


          


          Guth


          Guth was the first to assemble a complete picture of how all these initial conditions problems could be solved by an exponentially expanding state.
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          Guth proposed that as the early universe cooled, it was trapped in a false vacuum with a high energy density, which is much like a cosmological constant. As the very early universe cooled it was trapped in a metastable state (it was supercooled) which it could only decay out of through the process of bubble nucleation via quantum tunneling. Bubbles of true vacuum spontaneously form in the sea of false vacuum and rapidly begin expanding at the speed of light. Guth recognized that this model was problematic because the model did not reheat properly: when the bubbles nucleated, they did not generate any radiation. Radiation could only be generated in collisions between bubble walls. But if inflation lasted long enough to solve the initial conditions problems, collisions between bubbles became exceedingly rare. In any one causal patch, it is likely that only one bubble will nucleate.


          


          Linde, Albrecht and Steinhardt


          The bubble collision problem was solved by Andrei Linde and independently by Andreas Albrecht and Paul Steinhardt in a model named new inflation or slow-roll inflation (Guth's model then became known as old inflation). In this model, instead of tunneling out of a false vacuum state, inflation occurred by a scalar field rolling down a potential energy hill. When the field rolls very slowly compared to the expansion of the universe, inflation occurs. However, when the hill becomes steeper, inflation ends and reheating can occur.


          


          Effects of asymmetries


          Eventually, it was shown that new inflation does not produce a perfectly symmetric universe, but that tiny quantum fluctuations in the inflaton are created. These tiny fluctuations form the primordial seeds for all structure created in the later universe. These fluctuations were first calculated by Viatcheslav Mukhanov and G. V. Chibisov in the Soviet Union in analyzing Starobinsky's similar model. In the context of inflation, they were worked out independently of the work of Mukhanov and Chibisov at the three-week 1982 Nuffield Workshop on the Very Early Universe at Cambridge University. The fluctuations were calculated by four groups working separately over the course of the workshop: Stephen Hawking; Starobinsky; Guth and So-Young Pi; and James M. Bardeen, Paul Steinhardt and Michael Turner.


          


          Observational status


          Inflation is a concrete mechanism for realizing the cosmological principle which is the basis of the standard model of physical cosmology: it accounts for the homogeneity and isotropy of the observable universe. In addition, it accounts for the observed flatness and absence of magnetic monopoles. Since Guth's early work, each of these observations has received further confirmation, most impressively by the detailed observations of the cosmic microwave background made by the Wilkinson Microwave Anisotropy Probe (WMAP) satellite. This analysis shows that the universe is flat to an accuracy of at least a few percent, and that it is homogeneous and isotropic to a part in 10,000.


          In addition, inflation predicts that the structures visible in the universe today formed through the gravitational collapse of perturbations which were formed as quantum mechanical fluctuations in the inflationary epoch. The detailed form of the spectrum of perturbations called a nearly-scale-invariant Gaussian random field (or Harrison-Zel'dovich spectrum) is very specific and has only two free parameters, the amplitude of the spectrum and the spectral index which measures the slight deviation from scale invariance predicted by inflation (perfect scale invariance corresponds to the idealized de Sitter universe). Inflation predicts that the observed perturbations should be in thermal equilibrium with each other (these are called adiabatic or isentropic perturbations). This structure for the perturbations has been confirmed by the WMAP satellite and other cosmic microwave background experiments, and galaxy surveys, especially the ongoing Sloan Digital Sky Survey. These experiments have shown that the one part in 10,000 inhomogeneities observed have exactly the form predicted by theory. Moreover, the slight deviation from scale invariance has been measured. The spectral index, ns is equal to one for a scale-invariant spectrum. The simplest models of inflation predict that this quantity is between 0.92 and 0.98. The WMAP satellite has measured ns = 0.960  0.014 and shown that it is different from one at the level of two standard deviations (2). This is considered an important confirmation of the theory of inflation.


          A number of theories of inflation have been proposed that make radically different predictions, but they generally have much more fine tuning than is necessary. As a physical model, however, inflation is most valuable in that it robustly predicts the initial conditions of the universe based on only two adjustable parameters: the spectral index (that can only change in a small range) and the amplitude of the perturbations. Except in contrived models, this is true regardless of how inflation is realized in particle physics.


          Occasionally, effects are observed that appear to contradict the simplest models of inflation. The first-year WMAP data suggested that the spectrum might not be nearly scale-invariant, but might instead have a slight curvature. However, the third-year data revealed that the effect was a statistical anomaly. Another effect has been remarked upon since the first cosmic microwave background satellite, the Cosmic Background Explorer: the amplitude of the quadrupole moment of the cosmic microwave background is unexpectedly low and the other low multipoles appear to be preferentially aligned with the ecliptic plane. Some have claimed that this is a signature of non-Gaussianity and thus contradicts the simplest models of inflation. Others have suggested that the effect may be due to other new physics, foreground contamination, or even publication bias.


          An experimental program is underway to further test inflation with more precise measurements of the cosmic microwave background. In particular, high precision measurements of the so-called "B-modes" of the polarization of the background radiation will be evidence of the gravitational radiation produced by inflation, and they will also show whether the energy scale of inflation predicted by the simplest models (10151016 GeV) is correct. These measurements are expected to be performed by the Planck satellite, although it is unclear if the signal will be visible, or if contamination from foreground sources will interfere with these measurements. Other forthcoming measurements, such as those of 21 centimeter radiation (radiation emitted and absorbed from neutral hydrogen before the first stars turned on), may measure the power spectrum with even greater resolution than the cosmic microwave background and galaxy surveys, although it is not known if these measurements will be possible or if interference with radio sources on earth and in the galaxy will be too great.


          As of 2006, it is unclear what relationship if any the period of cosmic inflation has to do with dark energy. Dark energy is broadly similar to inflation, and is thought to be causing the expansion of the present-day universe to accelerate. However, the energy scale of dark energy is much lower, 10-12GeV, roughly 27 orders of magnitude less than the scale of inflation.


          


          Theoretical status


          
            [image: ]


            
              Unsolved problems in physics: Is the theory of cosmic inflation correct, and if so, what are the details of this epoch? What is the hypothetical inflaton field giving rise to inflation?
            

          


          In the early proposal of Guth, it was thought that the inflaton was the Higgs field, the field which explains the mass of the elementary particles. It is now known that the inflaton cannot be the Higgs field. Other models of inflation relied on the properties of grand unified theories. Since the simplest models of grand unification have failed, it is now thought by many physicists that inflation will be included in a supersymmetric theory like string theory or a supersymmetric grand unified theory. A promising suggestion is brane inflation. At present, however, whilst inflation is understood principally by its detailed predictions of the initial conditions for the hot early universe, the particle physics is largely ad hoc modelling. As such, despite the stringent observational tests inflation has passed, there are many open questions about the theory.


          


          Fine-tuning problem


          One of the most severe challenges for inflation arises from the need for fine tuning in inflationary theories. In new inflation, the slow-roll conditions must be satisfied for inflation to occur. The slow-roll conditions say that the inflaton potential must be flat (compared to the large vacuum energy) and that the inflaton particles must have a small mass. In order for the new inflation theory of Linde, Albrecht and Steinhardt to be successful, therefore, it seemed that the universe must have a scalar field with an especially flat potential and special initial conditions.


          


          Andrei Linde


          Andrei Linde proposed a theory known as chaotic inflation in which he suggested that the conditions for inflation are actually satisfied quite generically and inflation will occur in virtually any universe that begins in a chaotic, high energy state and has a scalar field with unbounded potential energy. However, in his model the inflaton field necessarily takes values larger than one Planck unit: for this reason, these are often called large field models and the competing new inflation models are called small field models. In this situation, the predictions of effective field theory are thought to be invalid, and renormalization should cause large corrections that could prevent inflation. This problem has not yet been resolved and some cosmologists argue that the small field models, in which inflation can occur at a much lower energy scale, are better models of inflation. While inflation depends on quantum field theory (and the semiclassical approximation to quantum gravity) in an important way, it has not been completely reconciled with these theories.


          Robert Brandenberger has commented on fine-tuning in another situation. The amplitude of the primordial inhomogeneities produced in inflation is directly tied to the energy scale of inflation. There are strong suggestions that this scale is around 1016 GeV or 103 times the Planck energy. The natural scale is navely the Planck scale so this small value could be seen as another form of fine-tuning (called a hierarchy problem): the energy density given by the scalar potential is down by 1012 compared to the Planck density. This is not usually considered to be a critical problem, however, because the scale of inflation corresponds naturally to the scale of gauge unification.


          


          Eternal inflation


          Cosmic inflation seems to be eternal the way it is theorised. Although new inflation is classically rolling down the potential, quantum fluctuations can sometimes bring it back up to previous levels. These regions in which the inflaton fluctuates upwards expand much faster than regions in which the inflaton has a lower potential energy, and tend to dominate in terms of physical volume. This steady state, which first developed by Vilenkin, is called "eternal inflation". It has been shown that any inflationary theory with an unbounded potential is eternal. It is a popular belief among physicists that this steady state cannot continue forever into the past. The inflationary spacetime, which is similar to de Sitter space, is incomplete without a contracting region. However, unlike de Sitter space, fluctuations in a contracting inflationary space will collapse to form a gravitational singularity, a point where densities become infinite. Therefore, it is necessary to have a theory for the universe's initial conditions. Linde, however, believes inflation may be past eternal.


          


          Initial conditions


          Some physicists have tried to avoid the initial conditions problem by proposing models for an eternally inflating universe with no origin. These models propose that whilst the universe, on the largest scales, expands exponentially it is always spatially infinite and has existed, and will exist, forever.


          Other proposals attempt to describe the ex nihilo creation of the universe quantum cosmology and the following inflation. Vilenkin put forth one such scenario. Hartle and Hawking offered the no-boundary proposal for the initial creation of the universe in which inflation comes about naturally.


          Alan Guth has described the inflationary universe as the "ultimate free lunch": new universes, similar to our own, are continually produced in a vast inflating background. Gravitational interactions, in this case, circumvent (but do not violate) neither the first law of thermodynamics ( energy conservation) nor the second law of thermodynamics (entropy and the arrow of time problem). However, while there is consensus that this solves the initial conditions problem, some have disputed this, as it is much more likely that the universe came about by a quantum fluctuation. Donald Page was an outspoken critic of inflation because of this anomaly. He stressed that the thermodynamic arrow of time necessitates low entropy initial conditions, which would be highly unlikely. According to them, rather than solving this problem, the inflation theory further aggravates it  the reheating at the end of the inflation era increases entropy, making it necessary for the initial state of the Universe to be even more orderly than in other Big Bang theories with no inflation phase.


          Hawking and Page later found ambiguous results when they attempted to compute the probability of inflation in the Hartle-Hawking initial state. Other authors have argued that, since inflation is eternal, the probability doesn't matter as long as it is not precisely zero: once it starts, inflation perpetuates itself and quickly dominates the universe. However, Albrecht and Lorenzo Sorbo have argued that the probability of an inflationary cosmos, consistent with today's observations, emerging by a random fluctuation from some pre-existent state, compared with a non-inflationary cosmos overwhelmingly favours the inflationary scenario, simply because the "seed" amount of non-gravitational energy required for the inflationary cosmos is so much less than any required for a non-inflationary alternative, which outweighs any entropic considerations.


          Another problem that has occasionally been mentioned is the trans-Planckian problem or trans-Planckian effects. Since the energy scale of inflation and the Planck scale are relatively close, some of the quantum fluctuations which have made up the structure in our universe were smaller than the Planck length before inflation. Therefore, there ought to be corrections from Planck-scale physics, in particular the unknown quantum theory of gravity. There has been some disagreement about the magnitude of this effect: about whether it is just on the threshold of detectability or completely undetectable.


          


          Reheating


          The end of inflation is called reheating or thermalization because the large potential energy decays into particles and fills the universe with radiation. Because the nature of the inflaton is not known, this process is still poorly understood, although it is believed to take place through a parametric resonance.


          


          Non-eternal inflation


          Another kind of inflation, called hybrid inflation, is an extension of new inflation. It introduces additional scalar fields, so that while one of the scalar fields is responsible for normal slow roll inflation, another triggers the end of inflation: when inflation has continued for sufficiently long, it becomes favorable to the second field to decay into a much lower energy state. Unlike most other models of inflation, many versions of hybrid inflation are not eternal.


          In hybrid inflation, one of the scalar fields is responsible for most of the energy density (thus determining the rate of expansion), while the other is responsible for the slow roll (thus determining the period of inflation and its termination). Thus fluctuations in the former inflaton would not affect inflation termination, while fluctuations in the latter would not affect the rate of expansion. Therefore hybrid inflation is not eternal. When the second (slow-rolling) inflaton reaches the bottom of its potential, it changes the location of the minimum of the first inflaton's potential, which leads to a fast roll of the inflaton down its potential, leading to termination of inflation.


          


          Inflation and string cosmology


          The discovery of flux compactifications have opened the way for reconciling inflation and string theory. A new theory, called brane inflation suggests that inflation arises from the motion of D-branes in the compactified geometry, usually towards a stack of anti-D-branes. This theory, governed by the Dirac-Born-Infeld action, is very different from ordinary inflation. The dynamics are not completely understood. It appears that special conditions are necessary since inflation occurs in tunneling between two vacua in the string landscape. The process of tunneling between two vacua is a form of old inflation, but new inflation must then occur by some other mechanism.


          


          Alternatives to inflation


          String theory requires that, in addition to the three spatial dimensions we observe, there exist additional dimensions that are curled up or compactified (see also Kaluza-Klein theory). Extra dimensions appear as a frequent component of supergravity models and other approaches to quantum gravity. This raises the question of why four space-time dimensions became large and the rest became unobservably small. An attempt to address this question, called string gas cosmology, was proposed by Robert Brandenberger and Cumrun Vafa. This model focuses on the dynamics of the early universe considered as a hot gas of strings. Brandenberger and Vafa show that a dimension of spacetime can only expand if the strings that wind around it can efficiently annihilate each other. Each string is a one-dimensional object, and the largest number of dimensions in which two strings will generically intersect (and, presumably, annihilate) is three. Therefore, one argues that the most likely number of non-compact (large) spatial dimensions is three. Current work on this model centers on whether it can succeed in stabilizing the size of the compactified dimensions and produce the correct spectrum of primordial density perturbations. For a recent review, see


          The ekpyrotic and cyclic models are also considered competitors to inflation. These models solve the horizon problem through an expanding epoch well before the Big Bang, and then generate the required spectrum of primordial density perturbations during a contracting phase leading to a Big Crunch. The universe passes through the Big Crunch and emerges in a hot Big Bang phase. In this sense they are reminiscent of the oscillatory universe proposed by Richard Chace Tolman: however in Tolman's model the total age of the universe is necessarily finite, while in these models this is not necessarily so. Whether the correct spectrum of density fluctuations can be produced, and whether the universe can successfully navigate the Big Bang/Big Crunch transition, remains a topic of controversy and current research.
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          In cosmology, the cosmic microwave background radiation (most often referred to by the acronym CMB but occasionally CMBR, CBR or MBR, also referred to as relic radiation) is a form of electromagnetic radiation that fills the entire universe. It has a thermal black body spectrum at a temperature of 2.725 kelvin. Thus the spectrum peaks in the microwave range at a frequency of 160.2 GHz, corresponding to a wavelength of 1.9mm. CMB was discovered in 1965 after some initial works starting early 1940s.


          Measurements of cosmic background radiation are critical to cosmology, since any proposed model of the universe must explain this radiation as we observe it. Although the general feature of a black-body radiation spectrum could potentially be produced by many processes, the spectrum also contains small anisotropies, or irregularities, which vary with the size of the region examined. They have been measured in detail, and match to within experimental error that would be expected if small thermal fluctuations had expanded to the size of the universe we see today. As a result, most cosmologists consider this radiation to be the best evidence for the Big Bang model of the universe. See the plot of power spectrum of the cosmic microwave background radiation temperature anisotropy in terms of the angular scale below for details.


          


          Features


          
            [image: The cosmic microwave background spectrum measured by the FIRAS instrument on the COBE satellite is the most precisely measured black body spectrum in nature. The data points and error bars on this graph are obscured by the theoretical curve.]

            
              The cosmic microwave background spectrum measured by the FIRAS instrument on the COBE satellite is the most precisely measured black body spectrum in nature. The data points and error bars on this graph are obscured by the theoretical curve.
            

          


          The cosmic microwave background is isotropic to roughly one part in 100,000: the root mean square variations are only 18K. The Far-Infrared Absolute Spectrophotometer (FIRAS) instrument on the NASA Cosmic Background Explorer (COBE) satellite has carefully measured the spectrum of the cosmic microwave background. FIRAS compared the CMB with a reference black body and no difference could be seen in their spectra. Any deviations from the black body form that might still remain undetected in the CMB spectrum over the wavelength range from 0.5 to 5 mm must have a weighted rms value of at most 50 parts per million (0.005%) of the CMB peak brightness. This made the CMB spectrum the most precisely measured black body spectrum in nature.


          The cosmic microwave background, and its level of isotropy, are both predictions of Big Bang theory. In the theory, the early universe was made up of a hot plasma of photons, electrons and baryons. The photons were constantly interacting with the plasma through Thomson scattering. As the universe expanded, adiabatic cooling caused the plasma to cool until it became favourable for electrons to combine with protons and form hydrogen atoms. This happened at around 3,000K or when the universe was approximately 379,000 years old (z=1088). At this point, the photons scattered off the now neutral atoms and began to travel freely through space. This process is called recombination or decoupling (referring to electrons combining with nuclei and to the decoupling of matter and radiation respectively).


          The photons have continued cooling ever since; they have now reached 2.725K and their temperature will continue to drop as long as the universe continues expanding. Accordingly, the radiation from the sky we measure today comes from a spherical surface, called the surface of last scattering. This represents the collection of points in space (currently around 46 billion light-years from the Earthsee observable universe) at which the decoupling event happened long enough ago (less than 400,000 years after the Big Bang, 13.7 billion years ago) that the light from that part of space is just reaching observers.


          The big bang theory suggests that the cosmic microwave background fills all of observable space, and that most of the radiation energy in the universe is in the cosmic microwave background, which makes up a fraction of roughly 510-5 of the total density of the universe.


          Two of the greatest successes of the big bang theory are its prediction of its almost perfect black body spectrum and its detailed prediction of the anisotropies in the cosmic microwave background. The recent Wilkinson Microwave Anisotropy Probe has precisely measured these anisotropies over the whole sky down to angular scales of 0.2 degrees. These can be used to estimate the parameters of the standard Lambda-CDM model of the big bang. Some information, such as the shape of the Universe, can be obtained straightforwardly from the cosmic microwave background, while others, such as the Hubble constant, are not constrained and must be inferred from other measurements.


          


          History


          
            
              	Timeline of the CMB
            


            
              	Important people and dates
            


            
              	1941

              	Andrew McKellar The observational detection of an average bolometric temperature of 2.3K based on the study of interstellar absorption lines is reported from the Dominion Astrophysical Observatory.
            


            
              	1946

              	Robert Dicke predicts ".. radiation from cosmic matter" at <20K, but did not refer to background radiation
            


            
              	1948

              	George Gamow calculates a temperature of 50K (assuming a 3-billion year old Universe), commenting it ".. is in reasonable agreement with the actual temperature of interstellar space", but does not mention background radiation.
            


            
              	1948

              	Ralph Alpher and Robert Herman estimate "the temperature in the Universe" at 5K. Although they do not specifically mention microwave background radiation, it may be inferred.
            


            
              	1950

              	Ralph Alpher and Robert Herman re-re-estimate the temperature at 28K.
            


            
              	1953

              	George Gamow estimates 7K.
            


            
              	1956

              	George Gamow estimates 6K.
            


            
              	1957

              	Tigran Shmaonov reports that "the absolute effective temperature of the radioemission background ... is 4+/- 3K". It is noted that the "measurements showed that radiation intensity was independent of either time or direction of observation... it is now clear that Shmaonov did observe the cosmic microwave background at a wavelength of 3.2cm"
            


            
              	1960s

              	Robert Dicke re-estimates a MBR (microwave background radiation) temperature of 40K
            


            
              	1964

              	A. G. Doroshkevich and Igor Novikov publish a brief paper, where they name the CMB radiation phenomenon as detectable.
            


            
              	1964-65

              	Arno Penzias and Robert Woodrow Wilson measure the temperature to be approximately 3K. Robert Dicke, P. J. E. Peebles, P. G. Roll and D. T. Wilkinson interpret this radiation as a signature of the big bang.
            


            
              	1983

              	RELIKT-1 Soviet CMB anisotropy experiment was launched.
            


            
              	1990

              	FIRAS measures the black body form of the CMB spectrum with exquisite precision.
            


            
              	January 1992

              	Scientists who analysed data from RELIKT-1 spacecraft report the discovery of anisotropy at the Moscow astrophysical seminar.
            


            
              	April, 1992

              	Scientists who analysed data from COBE DMR announce the discovery of the primary temperature anisotropy.
            


            
              	1999

              	First measurements of acoustic oscillations in the CMB anisotropy angular power spectrum from the TOCO, BOOMERANG and Maxima Experiments.
            


            
              	2002

              	Polarization discovered by DASI.
            


            
              	2004

              	E-mode polarization spectrum obtained by the CBI.
            

          


          The cosmic microwave background was predicted in 1948 by George Gamow and Ralph Alpher, and by Alpher and Robert Herman. Moreover, Alpher and Herman were able to estimate the temperature of the cosmic microwave background to be 5K, though two years later, they re-estimated it at 28 K. Although there were several previous estimates of the temperature of space (see timeline), these suffered from two flaws. First, they were measurements of the effective temperature of space, and did not suggest that space was filled with a thermal Planck spectrum; second, they are dependent on our special place at the edge of the Milky Way galaxy and did not suggest the radiation is isotropic. Moreover, they would yield very different predictions if Earth happened to be located elsewhere in the universe.


          The 1948 results of Gamow and Alpher were not widely discussed. However, they were rediscovered by Yakov Zel'dovich in the early 1960s, and independently predicted by Robert Dicke at the same time. The first published recognition of the CMB radiation as a detectable phenomenon appeared in a brief paper by Soviet astrophysicists A. G. Doroshkevich and Igor Novikov, in the spring of 1964. In 1964, David Todd Wilkinson and Peter Roll, Dicke's colleagues at Princeton University, began constructing a Dicke radiometer to measure the cosmic microwave background. In 1965, Arno Penzias and Robert Woodrow Wilson at the Crawford Hill location of Bell Telephone Laboratories in nearby Holmdel Township, New Jersey had built a Dicke radiometer that they intended to use for radio astronomy and satellite communication experiments. Their instrument had an excess 3.5K antenna temperature which they could not account for. After receiving a telephone call from Crawford Hill, Dicke famously quipped: "Boys, we've been scooped." A meeting between the Princeton and Crawford Hill groups determined that the antenna temperature was indeed due to the microwave background. Penzias and Wilson received the 1978 Nobel Prize in Physics for their discovery.


          The interpretation of the cosmic microwave background was a controversial issue in the 1960s with some proponents of the steady state theory arguing that the microwave background was the result of scattered starlight from distant galaxies. Using this model, and based on the study of narrow absorption line features in the spectra of stars, the astronomer Andrew McKellar wrote in 1941: "It can be calculated that the ' rotational temperatureˡ of interstellar space is 2K." However, during the 1970s the consensus was established that the cosmic microwave background is a remnant of the big bang. This was largely because new measurements at a range of frequencies showed that the spectrum was a thermal, black body spectrum, a result that the steady state model was unable to reproduce.
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              The Horn Antenna on which Penzias and Wilson discovered the cosmic microwave background.
            

          


          Harrison, Peebles and Yu, and Zel'dovich realized that the early universe would have to have inhomogeneities at the level of 10-4 or 105. Rashid Sunyaev later calculated the observable imprint that these inhomogeneities would have on the cosmic microwave background. Increasingly stringent limits on the anisotropy of the cosmic microwave background were set by ground based experiments, but the anisotropy was first detected by the Differential Microwave Radiometer instrument on the COBE satellite.


          Inspired by the COBE results, a series of ground and balloon-based experiments measured cosmic microwave background anisotropies on smaller angular scales over the next decade. The primary goal of these experiments was to measure the scale of the first acoustic peak, which COBE did not have sufficient resolution to resolve. The first peak in the anisotropy was tentatively detected by the Toco experiment and the result was confirmed by the BOOMERanG and MAXIMA experiments. These measurements demonstrated that the Universe is approximately flat and were able to rule out cosmic strings as a major component of cosmic structure formation, and suggested cosmic inflation was the right theory of structure formation.


          The second peak was tentatively detected by several experiments before being definitively detected by WMAP, which has also tentatively detected the third peak. Several experiments to improve measurements of the polarization and the microwave background on small angular scales are ongoing. These include DASI, WMAP, BOOMERanG and the Cosmic Background Imager. Forthcoming experiments include the Planck satellite, Atacama Cosmology Telescope, QUIET telescope and the South Pole Telescope.
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              WMAP image of the CMB temperature anisotropy.
            

          


          


          Relationship to the Big Bang


          Measurements of the CMB have made the inflationary Big Bang theory the standard model of the earliest eras of the universe. The standard hot big bang model of the universe requires that the initial conditions for the universe are a Gaussian random field with a nearly scale invariant or Harrison-Zel'dovich spectrum. This is, for example, a prediction of the cosmic inflation model. This means that the initial state of the universe is random, but in a clearly specified way in which the amplitude of the primeval inhomogeneities is 10-5. Therefore, meaningful statements about the inhomogeneities in the universe need to be statistical in nature. This leads to cosmic variance in which the uncertainties in the variance of the largest scale fluctuations observed in the universe are difficult to accurately compare to theory.


          


          Temperature


          The cosmic microwave background radiation and the cosmological red shift are together regarded as the best available evidence for the Big Bang (BB) theory. The discovery of the CMB in the mid-1960s curtailed interest in alternatives such as the steady state theory. The CMB gives a snapshot of the Universe when, according to standard cosmology, the temperature dropped enough to allow electrons and protons to form hydrogen atoms, thus making the universe transparent to radiation. When it originated some 400,000 years after the Big Bang  this time period is generally known as the "time of last scattering" or the period of recombination or decoupling  the temperature of the Universe was about 3,000K. This corresponds to an energy of about 0.25 eV, which is much less than the 13.6 eV ionization energy of hydrogen. Since then, the temperature of the radiation has dropped by a factor of roughly 1100 due to the expansion of the Universe. As the universe expands, the CMB photons are redshifted, making the radiation's temperature inversely proportional to the Universe's scale length. For details about the reasoning that the radiation is evidence for the Big Bang, see Cosmic background radiation of the Big Bang.
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          Primary anisotropy


          The anisotropy of the cosmic microwave background is divided into two sorts: primary anisotropy  which is due to effects which occur at the last scattering surface and before  and secondary anisotropy  which is due to effects, such as interactions with hot gas or gravitational potentials, between the last scattering surface and the observer.


          The structure of the cosmic microwave background anisotropies is principally determined by two effects: acoustic oscillations and diffusion damping (also called collisionless damping or Silk damping). The acoustic oscillations arise because of a competition in the photon- baryon plasma in the early universe. The pressure of the photons tends to erase anisotropies, whereas the gravitational attraction of the baryons  which are moving at speeds much less than the speed of light  makes them tend to collapse to form dense haloes. These two effects compete to create acoustic oscillations which give the microwave background its characteristic peak structure. The peaks correspond, roughly, to resonances in which the photons decouple when a particular mode is at its peak amplitude.


          The peaks contain interesting physical signatures. The angular scale of the first peak determines the curvature of the Universe (but not the topology of the Universe). The second peak  truly the ratio of the odd peaks to the even peaks  determines the reduced baryon density. The third peak can be used to extract information about the dark matter density.


          The locations of the peaks also give important information about the nature of the primordial density perturbations. There are two fundamental types of density perturbations -- called "adiabatic" and "isocurvature." A general density perturbation is a mixture of these two types, and different theories that purport to explain the primordial density perturbation spectrum predict different mixtures.


          
            	adiabatic density perturbations

          


          
            	the fractional overdensity in each matter component ( baryons, photons ...) is the same. That is, if there is 1% more energy in baryons than average in one spot, then with a pure adiabatic density perturbations there is also 1% more energy in photons, and 1% more energy in neutrinos, than average. Cosmic inflation predicts that the primordial perturbations are adiabatic.

          


          
            	isocurvature density perturbations

          


          
            	the sum of the fractional overdensities is zero. That is, a perturbation where at some spot there is 1% more energy in baryons than average, 1% more energy in photons than average, and 2% lower energy in neutrinos than average, would be a pure isocurvature perturbation. Cosmic strings would produce mostly isocurvature primordial perturbations.

          


          The CMB spectrum is able to distinguish these two because these two types of perturbations produce different peak locations. Isocurvature density perturbations produce a series of peaks whose angular scales (l-values of the peaks) are roughly in the ratio 1: 3: 5 ..., while adiabatic density perturbations produce peaks whose locations are in the ratio 1: 2: 3 ... Observations are consistent with the primordial density perturbations being entirely adiabatic, providing key support for inflation, and ruling out many models of structure formation involving, for example, cosmic strings.


          Collisionless damping is caused by two effects, when the treatment of the primordial plasma as a fluid begins to break down:


          
            	the increasing mean free path of the photons as the primordial plasma becomes increasingly rarefied in an expanding universe


            	the finite thickness of the last scattering surface (LSS), which causes the mean free path to increase rapidly during decoupling, even while some Compton scattering is still occurring.

          


          These effects contribute about equally to the suppression of anisotropies on small scales, and give rise to the characteristic exponential damping tail seen in the very small angular scale anisotropies.


          The thickness of the LSS refers to the fact that the decoupling of the photons and baryons does not happen instantaneously, but instead requires an appreciable fraction of the age of the Universe up to that era. One method to quantify exactly how long this process took uses the photon visibility function (PVF). This function is defined so that, denoting the PVF by P(t), the probability that a CMB photon last scattered between time t and t+dt is given by P(t)dt.


          The maximum of the PVF (the time where it is most likely that a given CMB photon last scattered) is known quite precisely. The first-year WMAP results put the time at which P(t) is maximum as 372 +/- 14 kyr. This is often taken as the "time" at which the CMB formed. However, to figure out how long it took the photons and baryons to decouple, we need a measure of the width of the PVF. The WMAP team finds that the PVF is greater than half of its maximum value (the "full width at half maximum", or FWHM) over an interval of 115 +/- 5 kyr. By this measure, decoupling took place over roughly 115,000 years, and when it was complete, the universe was roughly 487,000 years old.


          


          Late time anisotropy


          After the creation of the CMB, it is modified by several physical processes collectively referred to as late-time anisotropy or secondary anisotropy. After the emission of the CMB, ordinary matter in the universe was mostly in the form of neutral hydrogen and helium atoms, but from observations of galaxies it seems that most of the volume of the intergalactic medium (IGM) today consists of ionized material (since there are few absorption lines due to hydrogen atoms). This implies a period of reionization in which the material of the universe breaks down into hydrogen ions.


          The CMB photons scatter off free charges such as electrons that are not bound in atoms. In an ionized universe, such electrons have been liberated from neutral atoms by ionizing (ultraviolet) radiation. Today these free charges are at sufficiently low density in most of the volume of the Universe that they do not measurably affect the CMB. However, if the IGM was ionized at very early times when the universe was still denser, then there are two main effects on the CMB:


          
            	Small scale anisotropies are erased (just as when looking at an object through fog, details of the object appear fuzzy).


            	The physics of how photons scatter off free electrons ( Thomson scattering) induces polarization anisotropies on large angular scales. This large angle polarization is correlated with the large angle temperature perturbation.

          


          Both of these effects have been observed by the WMAP satellite, providing evidence that the universe was ionized at very early times, at a redshift larger than 17. The detailed provenance of this early ionizing radiation is still a matter of scientific debate. It may have included starlight from the very first population of stars ( population III stars), supernovae when these first stars reached the end of their lives, or the ionizing radiation produced by the accretion disks of massive black holes.


          The period after the emission of the cosmic microwave background and before the observation of the first stars is semi-humorously referred to by cosmologists as the dark age, and is a period which is under intense study by astronomers (See 21 centimeter radiation).


          Other effects that occur between reionization and our observation of the cosmic microwave background which cause anisotropies include the Sunyaev-Zel'dovich effect, in which a cloud of high energy electrons scatters the radiation, transferring some energy to the CMB photons, and the Sachs-Wolfe effect, which causes photons from the cosmic microwave background to be gravitationally redshifted or blue shifted due to changing gravitational fields.


          
            [image: E polarization measurements as of March 2006 in terms of angular scale (or multipole moment). The polarization is much more poorly measured than the temperature anisotropy.]

            
              E polarization measurements as of March 2006 in terms of angular scale (or multipole moment). The polarization is much more poorly measured than the temperature anisotropy.
            

          


          


          Velocity relative to CMB anisotropy


          From the CMB data it is seen that our local group of galaxies (the galactic cluster that includes the Solar System's Milky Way Galaxy) appears to be moving at 627  22 km/s relative to the reference frame of the CMB in the direction of galactic longitude l = 264.4o, b = 48.4o. This motion results in an anisotropy of the data (CMB appearing slightly warmer in the direction of movement than in the opposite direction). The standard interpretation of this temperature variation is a simple velocity redshift and blueshift due to motion relative to the CMB, however alternative cosmological models can explain some fraction of the observed dipole temperature distribution in the CMB (see reference for one example).


          


          Polarization


          The cosmic microwave background is polarized at the level of a few microkelvins. There are two types of polarization, called E-modes and B-modes. This is in analogy to electrostatics, in which the electric field (E-field) has a vanishing curl and the magnetic field (B-field) has a vanishing divergence. The E-modes arise naturally from Thomson scattering in an inhomogeneous plasma. The B-modes, which have not been measured and are thought to have an amplitude of at most a 0.1K, are not produced from the plasma physics alone. They are a signal from cosmic inflation and are determined by the density of primordial gravitational waves. Detecting the B-modes will be extremely difficult, particularly given that the degree of foreground contamination is unknown, and the weak gravitational lensing signal mixes the relatively strong E-mode signal with the B-mode signal.


          


          Microwave background observations


          Subsequent to the discovery of the CMB, hundreds of cosmic microwave background experiments have been conducted to measure and characterize the signatures of the radiation. The most famous experiment is probably the NASA Cosmic Background Explorer ( COBE) satellite that orbited in 19891996 and which detected and quantified the large scale anisotropies at the limit of its detection capabilities. Inspired by the initial COBE results of an extremely isotropic and homogeneous background, a series of ground- and balloon-based experiments quantified CMB anisotropies on smaller angular scales over the next decade. The primary goal of these experiments was to measure the angular scale of the first acoustic peak, for which COBE did not have sufficient resolution. These measurements were able to rule out cosmic strings as the leading theory of cosmic structure formation, and suggested cosmic inflation was the right theory. During the 1990s, the first peak was measured with increasing sensitivity and by 2000 the BOOMERanG experiment reported that the highest power fluctuations occur at scales of approximately one degree. Together with other cosmological data, these results implied that the geometry of the Universe is flat. A number of ground-based interferometers provided measurements of the fluctuations with higher accuracy over the next three years, including the Very Small Array, Degree Angular Scale Interferometer (DASI) and the Cosmic Background Imager (CBI). DASI made the first detection of the polarization of the CMB and the CBI provided the first E-mode polarization spectrum with compelling evidence that it is out of phase with the T-mode spectrum.


          In June 2001, NASA launched a second CMB space mission, WMAP, to make much more precise measurements of the large scale anisotropies over the full sky. The first results from this mission, disclosed in 2003, were detailed measurements of the angular power spectrum to below degree scales, tightly constraining various cosmological parameters. The results are broadly consistent with those expected from cosmic inflation as well as various other competing theories, and are available in detail at NASA's data centre for Cosmic Microwave Background (CMB) (see links below). Although WMAP provided very accurate measurements of the large angular-scale fluctuations in the CMB (structures about as large in the sky as the moon), it did not have the angular resolution to measure the smaller scale fluctuations which had been observed using previous ground-based interferometers.


          A third space mission, the Planck Surveyor, is to be launched in 2008. Planck employs both HEMT radiometers as well as bolometer technology and will measure the CMB on smaller scales than WMAP. Unlike the previous two space missions, Planck is a collaboration between NASA and ESA (the European Space Agency). Its detectors got a trial run at the Antarctic Viper telescope as ACBAR ( Arcminute Cosmology Bolometer Array Receiver) experiment  which has produced the most precise measurements at small angular scales to date  and at the Archeops balloon telescope.


          Additional ground-based instruments such as the South Pole Telescope in Antarctica and the proposed Clover Project, Atacama Cosmology Telescope and the QUIET telescope in Chile will provide additional data not available from satellite observations, possibly including the B-mode polarization.
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        Cosmology


        
          

          Cosmology, from the Greek: (cosmologia, ό ( cosmos) order +  ( logos) word, reason, plan) is study of the Universe in its totality, and by extension, humanity's place in it. Though the word cosmology is recent (first used in 1730 in Christian Wolff's Cosmologia Generalis), study of the Universe has a long history involving science, philosophy, esotericism, and religion.


          


          Disciplines


          In recent times, physics and astrophysics have come to play a central role in shaping what is now known as physical cosmology by bringing observations and mathematical tools to analyze the universe as a whole: in other words, in the understanding of the universe through scientific observation and experiment. This discipline, which focuses on the universe as it exists on the largest scale and at the earliest moments, is generally understood to begin with the big bang (possibly combined with cosmic inflation) - an expansion of space from which the Universe itself is thought to have emerged ~13.70.2109 ( 13.7 billion) years ago . From its violent beginnings and until its various speculative ends, cosmologists propose that the history of the Universe has been governed entirely by physical laws.


          Between the domains of religion and science, stands the philosophical perspective of metaphysical cosmology. This ancient field of study seeks to draw intuitive conclusions about the nature of the universe, man, god and/or their relationships based on the extension of some set of presumed facts borrowed from spiritual experience and/or observation.


          But metaphysical cosmology has also been observed as the placing of man in the universe in relationship to all other entities. This is demonstrated by the observation made by Marcus Aurelius of a man's place in that relationship: " He who does not know what the world is does not know where he is, and he who does not know for what purpose the world exists, does not know who he is, nor what the world is. This is the purpose of the ancient metaphysical cosmology. However, Stoicism rejected Aristotle's theory of universals as being "in the things themselves," calling them "figments of the mind." Stanford Encyclopedia of Philosophy adopting the concept of universals as being "concepts," and therefore of the mind, and therefore controllable by free will. Thus, we get the analysis of Aurelius' that the nature of the universe is not from "intuition," but from a free-will, conceptual understanding of the nature of the universe.


          Cosmology is often an important aspect of the creation myths of religions that seek to explain the existence and nature of reality. In some cases, views about the creation ( cosmogony) and destruction ( eschatology) of the universe play a central role in shaping a framework of religious cosmology for understanding humanity's role in the universe.


          A more contemporary distinction between religion and philosophy, esoteric cosmology is distinguished from religion in its less tradition-bound construction and reliance on modern "intellectual understanding" rather than faith, and from philosophy in its emphasis on spirituality as a formative concept.


          There are many historical cosmologies:


          
            the universe itself acts on us as a random, inefficient, and yet in the long run effective, teaching machine. our way of looking at the universe has gradually evolved through a natural selection of ideas.  Steven Weinberg

          


          


          Historical Cosmologies


          The following table outlines the significant historical cosmologies in chronological order.


          


          Historical descriptions of the cosmos


          
            
              	NAME

              	Author & Date

              	Classification

              	REMARKS
            


            
              	Brahmanda

              	Hindu Rigveda (1500-1200 B.C.)

              	Cyclical or oscillating, Infinite in time

              	The universe is a cosmic egg that cycles between expansion and total collapse. It expanded from a concentrated form a point called a Bindu. The universe, as a living entity, is bound to the perpetual cycle of birth, death, and rebirth
            


            
              	Atomist universe

              	Anaxagoras (500-428 B.C.) & later Epicurus

              	Infinite in extent

              	The universe contains only two things: an infinite number of tiny seeds, or atoms, and the void of infinite extent. All atoms are made of the same substance, but differ in size and shape. Objects are formed from atom aggregations and decay back into atoms. Incorporates Leucippus principle of causality: nothing happens at random; everything happens out of reason and necessity. The universe was not ruled by gods.
            


            
              	Stoic universe

              	Stoics (400-200 B.C.)

              	Island universe

              	The cosmos is finite and surrounded by an infinite void. It is in a state of flux, as it pulsates in size and periodically passes through upheavals and conflagrations.
            


            
              	Aristotelian universe

              	Aristotle (384-322 B.C.)

              	Geocentric, static, steady state, finite extent, infinite time

              	Spherical earth is surrounded by concentric celestial spheres. Universe exists unchanged throughout eternity. Contains a 5th element called aether (later known as quintessence).
            


            
              	Aristarchean universe

              	Aristarchus (circa 280 B.C.)

              	Heliocentric

              	Earth rotates daily on its axis and revolves annually about the sun in a circular orbit. Sphere of fixed stars is centered about the sun.
            


            
              	Seleucian universe

              	Seleucus of Seleucia (circa 190 B.C.)

              	Heliocentric

              	Modifications to the Aristarchean universe, with the inclusion of the tide phenomenon to explain heliocentrism.
            


            
              	Ptolemaic model (based on Aristotelian universe)

              	Ptolemy (2nd century A.D.)

              	Geocentric

              	Universe orbits about a stationary Earth. Planets move in circular epicycles, each having a center that moved in a larger circular orbit (called an eccentric or a deferent) around a centre-point near the Earth. The use of equants added another level of complexity and allowed astronomers to predict the positions of the planets. The most successful universe model of all time, using the criterion of longevity. Almagest (the Great System).
            


            
              	Aryabhatan model

              	Aryabhata (499 A.D.)

              	Geocentric or Heliocentric

              	The Earth rotates and the planets move in elliptical orbits, possibly around either the Earth or the Sun. It is uncertain whether the model is geocentric or heliocentric due to planetary orbits given with respect to both the Earth and the Sun.
            


            
              	Abrahamic universe

              	Medieval philosophers (500-1200)

              	Finite in time

              	The universe that is finite in time and has a beginning is proposed by the Christian philosopher, John Philoponus, who argues against the ancient Greek notion of an infinite past. Logical arguments supporting a finite universe are developed by the early Muslim philosopher, Alkindus; the Jewish philosopher, Saadia Gaon; and the Muslim theologian, Algazel.
            


            
              	Albumasar model

              	Ja'far ibn Muhammad Abu Ma'shar al-Balkhi (787-886)

              	Heliocentric

              	His planetary orbits are only given with respect to the Sun rather than the Earth, thus suggesting a heliocentric model.
            


            
              	Maragha models

              	Maragha school (1259-1474)

              	Geocentric

              	Various modifications to the Ptolemaic model and Aristotelian universe, such as the rejection of the equant and eccentrics at the Maragheh observatory, the first accurate lunar model by Ibn al-Shatir, and the rejection of a stationery Earth in favour of the Earth's rotation by Ali Kuşu.
            


            
              	Nilakanthan model

              	Nilakantha Somayaji (1444-1544)

              	Geocentric and Heliocentric

              	A universe in which the planets orbit the Sun and the Sun orbits the Earth, similar to the later Tychonic system.
            


            
              	Copernican universe

              	Nicolaus Copernicus (1543)

              	Heliocentric

              	The geocentric Maragha model of Ibn al-Shatir adapted to meet the requirements of the ancient heliocentric Aristarchean universe in his De revolutionibus orbium coelestium.
            


            
              	Tychonic system

              	Tycho Brahe (1546-1601)

              	Geocentric and Heliocentric

              	A universe in which the planets orbit the Sun and the Sun orbits the Earth, similar to the earlier Nilakanthan model.
            


            
              	Static Newtonian

              	Sir Isaac Newton (1642-1727)

              	Static (evolving), steady state, infinite

              	Every particle in the universe attracts every other particle. Matter on the large scale is uniformly distributed. Gravitationally balanced but UNSTABLE.
            


            
              	Cartesian Vortex universe

              	
                Ren Descartes

                17th century

              

              	Static (evolving), steady state, infinite

              	A system of huge swirling whirlpools of aethereal or fine matter produces what we would call gravitational effects. His vacuum was not empty. All space was filled with matter that swirled around in large and small vortices.
            


            
              	Hierarchical universe

              	Immanuel Kant, Johann Lambert 1700s

              	Static (evolving), steady state, infinite

              	Matter is clustered on ever larger scales of hierarchy. Matter is endlessly being recycled.
            


            
              	Einstein Universe with a cosmological constant

              	Albert Einstein 1917

              	Static (nominally). Bounded (finite)

              	Matter without motion. Contains uniformly distributed matter. Uniformly curved spherical space; based on Riemanns hypersphere. Curvature is set equal to . In effect  is equivalent to a repulsive force which counteracts gravity. UNSTABLE.
            


            
              	De Sitter universe

              	Willem de Sitter 1917

              	
                Expanding flat space.

                Steady state.  > 0

              

              	Motion without matter. Only apparently static. Based on Einsteins General Relativity. Space expands with constant acceleration. Scale factor (radius of universe) increases exponentially, i.e. constant inflation.
            


            
              	MacMillan

              	William MacMillan 1920s

              	
                Static &

                steady state

              

              	New matter is created from radiation. Starlight is perpetually recycled into new matter particles.
            


            
              	Friedmann universe of spherical space

              	Alexander Friedmann 1922

              	
                Spherical expanding space.

                k= +1; no 

              

              	
                Positive curvature. Curvature constant k = +1

                Expands then recollapses. Spatially closed (finite).

              
            


            
              	Friedmann universe of hyperbolic space

              	Alexander Friedmann 1924

              	
                Hyperbolic expanding space.

                k= -1; no 

              

              	Negative curvature. Said to be infinite (but ambiguous). Unbounded. Expands forever.
            


            
              	Dirac large numbers hypothesis

              	Paul Dirac 1930s

              	Expanding

              	Demands a large variation in G, which decreases with time. Gravity weakens as universe evolves.
            


            
              	Friedmann zero-curvature, aka the Einstein-DeSitter universe

              	Einstein & DeSitter 1932

              	
                Expanding flat space.

                k= 0;  = 0 Critical density

              

              	Curvature constant k = 0. Said to be infinite (but ambiguous). Unbounded cosmos of limited extent. Expands forever. Simplest of all known universes. Named after but not considered by Friedmann. Has a deceleration term q = which means that its expansion rate slows down.
            


            
              	
                Georges Lematre

                the original Big Bang. aka Friedmann-Lematre Model

              

              	Georges Lematre 1927-29

              	
                Expansion

                 > 0  > |Gravity|

              

              	 is positive and has a magnitude greater than Gravity. Universe has initial high density state (primeval atom). Followed by a two stage expansion.  is used to destabilize the universe. (Lematre is considered to be the father of the big bang model.)
            


            
              	
                Oscillating universe

                (aka Friedmann-Einstein; was latters 1st choice after rejecting his own 1917 model)

              

              	
                Favored by Friedmann

                1920s

              

              	Expanding and contracting in cycles

              	Time is endless and beginningless; thus avoids the beginning-of-time paradox. Perpetual cycles of big bang followed by big crunch.
            


            
              	Eddington

              	Arthur Eddington 1930

              	
                first Static

                then Expands

              

              	Static Einstein 1917 universe with its instability disturbed into expansion mode; with relentless matter dilution becomes a DeSitter universe.  dominates gravity.
            


            
              	Milne universe of kinematic relativity

              	
                Edward Milne, 1933, 1935;

                William H. McCrea, 1930s

              

              	Kinematic expansion with NO space expansion

              	Rejects general relativity and the expanding space paradigm. Gravity not included as initial assumption. Obeys cosmological principle & rules of special relativity. The Milne expanding universe consists of a finite spherical cloud of particles (or galaxies) that expands WITHIN flat space which is infinite and otherwise empty. It has a centre and a cosmic edge (the surface of the particle cloud) which expands at light speed. His explanation of gravity was elaborate and unconvincing. For instance, his universe has an infinite number of particles, hence infinite mass, within a finite cosmic volume.
            


            
              	Friedmann-Lematre-Robertson-Walker class of models

              	Howard Robertson, Arthur Walker, 1935

              	Uniformly expanding

              	Class of universes that are homogenous and isotropic. Spacetime separates into uniformly curved space and cosmic time common to all comoving observers. The formulation system is now known as the FLRW or Robertson-Walker metrics of cosmic time and curved space.
            


            
              	Steady-state expanding (Bondi & Gold)

              	Herman Bondi, Thomas Gold 1948

              	Expanding, steady state, infinite

              	Matter creation rate maintains constant density. Continuous creation out of nothing from nowhere. Exponential expansion. Deceleration term q = -1.
            


            
              	Steady-state expanding (Hoyle)

              	Fred Hoyle 1948

              	Expanding, steady state; but unstable

              	Matter creation rate maintains constant density. But since matter creation rate must be exactly balanced with the space expansion rate the system is unstable.
            


            
              	Ambiplasma

              	Hannes Alfvn 1965 Oskar Klein

              	Cellular universe, expanding by means of matter-antimatter annihilation

              	Based on the concept of plasma cosmology. The universe is viewed as meta-galaxies divided by double layers hence its bubble-like nature. Other universes are formed from other bubbles. Ongoing cosmic matter- antimatter annihilations keep the bubbles separated and moving apart preventing them from interacting.
            


            
              	Brans-Dicke

              	Carl H. Brans; Robert H. Dicke

              	Expanding

              	Based on Machs principle. G varies with time as universe expands. But nobody is quite sure what Machs principle actually means.
            


            
              	Cosmic inflation

              	Alan Guth 1980

              	Big Bang with modification to solve horizon problem and flatness problem.

              	Based on the concept of hot inflation. The universe is viewed as a multiple quantum flux hence its bubble-like nature. Other universes are formed from other bubbles. Ongoing cosmic expansion kept the bubbles separated and moving apart preventing them from interacting.
            


            
              	Eternal Inflation (a multiple universe model)

              	Andre Linde 1983

              	Big Bang with cosmic inflation

              	A multiverse, based on the concept of cold inflation, in which inflationary events occur at random each with independent initial conditions; some expand into bubble universes supposedly like our entire cosmos. Bubbles nucleate in a spacetime foam.
            


            
              	Cyclic model

              	Paul Steinhardt; Neil Turok 2002

              	Expanding and contracting in cycles; M theory.

              	Two parallel orbifold planes or M- branes collide periodically in a higher dimensional space. With quintessence or dark energy
            

          


          Table Notes: the term static simply means not expanding and not contracting. Symbol G represents Newtons gravitational constant;  (Lambda) is the cosmological constant.


          


          Physical cosmology


          Physical cosmology is the branch of physics and astrophysics that deals with the study of the physical origins and evolution of the Universe. It also includes the study of the nature of the Universe on its very largest scales. In its earliest form it was what is now known as celestial mechanics, the study of the heavens. The Greek philosophers Aristarchus of Samos, Aristotle and Ptolemy proposed different cosmological theories. In particular, the geocentric Ptolemaic system was the accepted theory to explain the motion of the heavens until Nicolaus Copernicus, and subsequently Johannes Kepler and Galileo Galilei proposed a heliocentric system in the 16th century. This is known as one of the most famous examples of epistemological rupture in physical cosmology.


          With Isaac Newton and the 1687 publication of Principia Mathematica, the problem of the motion of the heavens was finally solved. Newton provided a physical mechanism for Kepler's laws and his law of universal gravitation allowed the anomalies in previous systems, caused by gravitational interaction between the planets, to be resolved. A fundamental difference between Newton's cosmology and those preceding it was the Copernican principle that the bodies on earth obey the same physical laws as all the celestial bodies. This was a crucial philosophical advance in physical cosmology.


          Modern scientific cosmology is usually considered to have begun in 1917 with Albert Einstein's publication of his final modification of general relativity in the paper "Cosmological Considerations of the General Theory of Relativity," (although this paper was not widely available outside of Germany until the end of World War I). General relativity prompted cosmogonists such as Willem de Sitter, Karl Schwarzschild and Arthur Eddington to explore the astronomical consequences of the theory, which enhanced the growing ability of astronomers to study very distant objects. Prior to this (and for some time afterwards), physicists assumed that the Universe was static and unchanging. In parallel to this dynamic approach to cosmology, a debate was unfolding regarding the nature of the cosmos itself. On the one hand, Mount Wilson astronomer Harlow Shapley championed the model of a cosmos made up of the Milky Way star system only. Heber D. Curtis, on the other hand, suggested spiral nebulae were star systems in their own right, island universes. This difference of ideas came to a climax with the organization of the Great Debate at the meeting of the (US) National Academy of Sciences in Washington on 26 April 1920. The resolution of the debate on the structure of the cosmos came with the detection of novae in the Andromeda galaxy by Edwin Hubble in 1923 and 1924. Their distance established spiral nebulae well beyond the edge of the Milky Way and as galaxies of their own. Subsequent modeling of the universe explored the possibility that the cosmological constant introduced by Einstein in his 1917 paper may result in an expanding universe, depending on its value. Thus the big bang theory was proposed by the Belgian priest Georges Lematre in 1927 which was subsequently corroborated by Edwin Hubble's discovery of the red shift in 1929 and later by the discovery of the cosmic microwave background radiation by Arno Penzias and Robert Woodrow Wilson in 1964. These findings were a first step to rule out some of many alternative physical cosmologies.


          Recent observations made by the COBE and WMAP satellites observing this background radiation have effectively, in many scientists' eyes, transformed cosmology from a highly speculative science into a predictive science, as these observations matched predictions made by a theory called Cosmic inflation, which is a modification of the standard big bang theory. This has led many to refer to modern times as the "Golden age of cosmology".


          


          Metaphysical cosmology


          
            [image: Hand-coloured version of the anonymous wood engraving known as the Flammarion woodcut(1888).]

            
              Hand-coloured version of the anonymous wood engraving known as the Flammarion woodcut(1888).
            

          


          In philosophy and metaphysics, cosmology deals with the world as the totality of space, time and all phenomena. Historically, it has had quite a broad scope, and in many cases was founded in religion. The ancient Greeks did not draw a distinction between this use and their model for the cosmos. However, in modern use it addresses questions about the Universe which are beyond the scope of science. It is distinguished from religious cosmology in that it approaches these questions using philosophical methods (e.g. dialectics). Modern metaphysical cosmology tries to address questions such as:


          
            	What is the origin of the Universe? What is its first cause? Is its existence necessary? (see monism, pantheism, emanationism and creationism)


            	What are the ultimate material components of the Universe? (see mechanism, dynamism, hylomorphism, atomism)


            	What is the ultimate reason for the existence of the Universe? Does the cosmos have a purpose? (see teleology)

          


          


          Religious cosmology


          
            [image: Large scale structure of the Universe according to one Hindu cosmology.]

            
              Large scale structure of the Universe according to one Hindu cosmology.
            

          


          Many world religions have creation myths that explain the beginnings of the Universe and life. Often these are derived from scriptural teachings and held to be part of the faith's dogma, but in some cases these are also extended through the use of philosophical and metaphysical arguments.


          In some creation myths, the universe was created by a direct act of a god or gods who are also responsible for the creation of humanity (see creationism). In many cases, religious cosmologies also foretell the end of the Universe, either through another divine act or as part of the original design.


          
            	Both Christianity and Judaism rely on the Genesis narrative as a scriptural account of cosmology. See also Biblical cosmology and Tzimtzum.


            	Islam relies on understanding from the Qur'an as its major source for explaining cosmology. See Islamic cosmology. Also see The Quran and Cosmology


            	Certain adherents of Buddhism, Hinduism (See also Hindu cosmology) and Jainism believe that the Universe passes through endless cycles of creation and destruction, each cycle lasting for trillions of years (e.g. 331 trillion years, or the life-span of Brahma, according to Hinduism), and each cycle with sub-cycles of local creation and destruction (e.g. 4.32 billion years, or a day of Brahma, according to Hinduism). The Vedic (Hindu) view of the world sees one true divine principle self-projecting as the divine word, 'birthing' the cosmos that we know from the monistic Hiranyagarbha or Golden Womb.


            	A complex mixture of native Vedic gods, spirits, and demons, overlaid with imported Hindu and Buddhist deities, beliefs, and practices are the key to the Sri Lankan cosmology.

          


          
            	The Australian Aboriginal concept of Dreaming explains the creation of the universe as an eternal continuum; everywhen. Through certain ceremonies, the past "opens up" and comes into the present. Each topographical feature is a manifestation of dormant creation spirits; each individual has personal Dreamings and ceremonial responsibilities to look after the spirits/land, determined at birth, within this belief framework.

          


          Many religions accept the findings of physical cosmology, in particular the big bang, and some, such as the Roman Catholic Church, have embraced it as suggesting a philosophical first cause. Others have tried to use the methodology of science to advocate for their own religious cosmology, as in intelligent design or creationist cosmologies.


          


          Esoteric cosmology


          Many esoteric and occult teachings involve highly elaborate cosmologies. These constitute a "map" of the Universe and of states of existences and consciousness according to the worldview of that particular doctrine. Such cosmologies cover many of the same concerns also addressed by religious and philosophical cosmology, such as the origin, purpose, and destiny of the Universe and of consciousness and the nature of existence. For this reason it is difficult to distinguish where religion or philosophy end and esotericism and/or occultism begins.


          Common themes addressed in esoteric cosmology are emanation, involution, evolution, epigenesis, planes of existence, hierarchies of spiritual beings, cosmic cycles (e.g., cosmic year, Yuga), yogic or spiritual disciplines, and references to altered states of consciousness. Examples of esoteric cosmologies can be found in modern Theosophy, Gnosticism, Tantra (especially Kashmir Shaivism), Kabbalah, or Sufism.
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        Costume design


        
          

          Costume design is the design of the appearance of the characters in a theatre or cinema performance. This usually involves designing or choosing clothing, footwear, hats and head dresses for the actors to wear, but it may also include designing masks, makeup or other unusual forms, such as the full body animal suits worn in the musical Cats (designed by John Napier, winner of the 1983 Tony Award for Best Costume Design).


          The Costume designer is the person whose responsibility is to design costumes for a film or stage production. He or she is considered part of the "production team," alongside the director, scenic and lighting designers. The costume designer might also collaborate with a hair/wig master or a makeup designer, with the latter two operating on a subordinate level. In European theatre the role is somewhat different as the theatre designer will design both costume and scenic elements.


          Costume designers will typically seek to enhance a character's persona, within the framework of the director's vision, through the way that character is dressed. At the same time, the designer must ensure that the designs allow the actor to move in a manner consistent with the historical period and enables the actor to execute the director's blocking of the production without damage to the garments. Additional considerations include the durability and washability of garments, particularly in extended runs. The designer must work in consultation with not only the director, but the set and lighting designers to ensure that the overall design of the production works together. The designer needs to possess strong artistic capabilities as well as a thorough knowledge of pattern development, draping, drafting, textiles and costume/fashion history.


          Professional costume designers generally fall into three types: freelance, residential, and academic.


          
            	A freelance designer is hired for a specific production by a theatre, dance or opera company, and may or may not actually be local to the theatre that he or she is designing for. A freelancer is traditionally paid in three installments: Upon hire, on the delivery of final renderings, and opening night of the production. Freelancers are not obligated to any exclusivity in what projects they are working on, and may be designing for several theatres concurrently.

          


          
            	A residential designer is hired by a specific theatre, dance or opera company for an extended series of productions. This can be as short as a summer stock contract, or may be for many years. A residential designer's contract may limit the amounts of freelance work they are allowed to accept. Unlike the freelancer, a residential designer is consistently "on location" at the theatre, and is readily at hand to work with the costume studio and his or her other collaborators. Residential designers tend to be more established than strict freelancers, but this is not always the case.

          


          
            	An academic designer is one who holds professorship at a school. The designer is primarily an instructor, but may also act as a residential designer to varying degrees. They are often free to freelance, as their schedule allows. In the past, professors of costume design were mostly experienced professionals that may or may not have had formal post-graduate education, but it has now become increasingly common to require a professor to have at least a Master of Fine Arts in order to teach.

          


          Both residential and academic designers are generally also required to act as Shop Master or Mistress of an onsite costume shop, in addition to designing productions. In a resident theatre, there is almost always a shop staff of stichers, drapers, cutters and craft artisans. In an academic environment the shop "staff" is generally comprised of students, who are learning about costume design and construction. Most universities require costume design students to work a specified number of hours in the shop as part of their course work.


          USA is the union that represents costume designers. Although most professional designers are union members, USA has relatively few colllective bargaining agreements with theatres when compared with other theatrical unions. However, most major US opera companies do have CBAs with USA. The majority of union contract work for designers is on a project by project basis, not as a part of Collective Bargaining Agreements with theatrical establishments.


          


          Notable Costume Designers


          


          Broadway and Off-Broadway


          
            	Theoni V. Aldredge - One of Broadway's most prolific designers, including Annie, Barnum and A Chorus Line.


            	Bob Mackie - On the Town


            	Desmond Heeley - Brigadoon


            	Julie Taymor - Lion King


            	Gregg Barnes - Dirty Rotten Scoundrels


            	Ann Roth - Assassins


            	Jane Greenwood - The Scarlet Pimpernel, Once Upon a Mattress


            	Santo Loquasto - Fosse, Ragtime


            	Susan Hilferty - Wicked


            	Ann Curtis - Jekyll & Hyde


            	William Ivey Long - The Producers, Chicago


            	Ann Hould-Ward - Beauty and the Beast, Dance of the Vampires


            	Willa Kim - The Will Rogers Follies

          


          


          Film and Television


          
            	Colleen Atwood - Little Women (1994)


            	Cecil Beaton - My Fair Lady, Gigi


            	Jenny Beavan - Howards End, Sense and Sensibility


            	John Bright - Howards End, Sense and Sensibility


            	Milena Canonero - A Clockwork Orange, The Godfather, Part III


            	Ngila Dickson - The Lord of the Rings: The Return of the King, The Last Samurai


            	Danilo Donati - Romeo and Juliet


            	Adrian Greenburg - The Wizard of Oz


            	Edith Head - Sabrina (1954), The Sting


            	Dorothy Jeakins - The Sound of Music


            	Deborah Nadoolman - Raiders of the Lost Ark, The Three Amigos, Thriller


            	Jean Louis - From Here to Eternity


            	Orry-Kelly - Gypsy


            	Walter Plunkett - Gone with the Wind, Singin' in the Rain


            	Sandy Powell - The Wings of the Dove, Shakespeare in Love


            	Ann Roth - The English Patient


            	Irene Sharaff - Call Me Madam, Guys and Dolls


            	Theodora van Runkle - Bonnie and Clyde
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        Cte d'Ivoire


        
          

          
            
              	
                Rpublique de Cte d'Ivoire

                
                  Republic of Cte d'Ivoire
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:"Union - Discipline - Travail" "Unity, Discipline and Labour"(translation)
            


            
              	Anthem: L'Abidjanaise

            


            
              	
                
                  [image: Location of Côte d'Ivoire]
                


                

              
            


            
              	Capital

              	Yamoussoukro ( de jure)

              Abidjan ( de facto)

            


            
              	Largest city

              	Abidjan
            


            
              	Demonym

              	Ivorian/Ivoirian
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Laurent Gbagbo
            


            
              	-

              	Prime Minister

              	Guillaume Soro
            


            
              	Independence

              	from France
            


            
              	-

              	Date

              	August 7, 1960
            


            
              	Area
            


            
              	-

              	Total

              	322,460km( 68th)

              124,502 sqmi
            


            
              	-

              	Water(%)

              	1.4
            


            
              	Population
            


            
              	-

              	2008estimate

              	18,373,060
            


            
              	-

              	1988census

              	10,815,694
            


            
              	-

              	Density

              	56/km( 141st)

              145/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$32.86 billion
            


            
              	-

              	Per capita

              	$1,800
            


            
              	Gini(2002)

              	44.6(medium)
            


            
              	HDI(2007)

              	▲ 0.432(low)( 166th)
            


            
              	Currency

              	West African CFA franc ( XOF)
            


            
              	Time zone

              	GMT ( UTC+0)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+0)
            


            
              	Internet TLD

              	.ci
            


            
              	Calling code

              	[[+225 ]]
            


            
              	a Estimates for this country take into account the effects of excess mortality due to AIDS; this can result in lower population than would otherwise be expected.
            

          


          Cte d'Ivoire (pronounced /ˌkoʊt divˈwɑː(r)/ ' in English, IPA: [kot diˈvwaʀ] in French), or Ivory Coast, officially the Republic of Cte d'Ivoire is a country in West Africa. The government officially discourages the use of the name Ivory Coast in English, preferring the French name Cte d'Ivoire to be used in all languages. It borders Liberia and Guinea to the west, Mali and Burkina Faso to the north, Ghana to the east, and the Gulf of Guinea to the south.


          The country's early history is virtually unknown, although a Neolithic culture is thought to have existed. In the 19th century it was invaded by two Akan groups. In 18431844, a treaty made it a protectorate of France and in 1893 Cte d'Ivoire became a French colony. The country became independent in 1960. Until 1993 it was led by Flix Houphout-Boigny and was closely associated economically and politically with its West African neighbours, for example forming the Council of the Entente. At the same time the country maintained close ties to the West, which helped its economic development and political stability. Since the end of Houphout-Boigny's rule, this stability has been destroyed by two coups (1999 and 2001) and a civil war since 2002, which has hampered its economic development.


          Cte d'Ivoire is a republic with a strong executive power personified in the President. Its de jure capital is Yamoussoukro and the official language is French. The country is divided into 19 regions and 58 departments. Cte d'Ivoire's economy is largely market-based and relies heavily on agriculture, with smallholder cash crop production being dominant.


          


          History


          Little is known about Cte d'Ivoire before the arrival of Portuguese ships in the 1460s. The major ethnic groups came relatively recently from neighbouring areas: the Kru people from Liberia around 1600; the Senoufo and Lobi moved southward from Burkina Faso and Mali. In the eighteenth and nineteenth centuries the Akan people, including the Baoul, migrated from Ghana into the eastern area of the country, and the Malink from Guinea into the north-west.


          


          French colonial era


          Compared to neighboring Ghana, Cte d'Ivoire suffered little from the slave trade. European slaving and merchant ships preferred other areas along the coast, with better harbors. France took an interest in the 1840s, enticing local chiefs to grant French commercial traders a monopoly along the coast. Thereafter, the French built naval bases to keep out non-French traders and began a systematic conquest of the interior. They accomplished this only after a long war in the 1890s against Mandinka forces, mostly from Gambia. Guerrilla warfare by the Baoul and other eastern groups continued until 1917.


          France's main goal was to stimulate the production of exports. Coffee, cocoa and palm oil crops were soon planted along the coast. Cte d'Ivoire stood out as the only West African country with a sizeable population of "settlers"; elsewhere in West and Central Africa, the French and British were largely bureaucrats. As a result, a third of the cocoa, coffee and banana plantations were in the hands of French citizens and a forced-labour system became the backbone of the economy.


          


          Independence


          The son of a Baoul chief, Flix Houphout-Boigny, was to become Cte d'Ivoire's father of independence. In 1944 he formed the country's first agricultural trade union for African cocoa farmers like himself. Annoyed that colonial policy favoured French plantation owners, they united to recruit migrant workers for their own farms. Houphout-Boigny soon rose to prominence and within a year was elected to the French Parliament in Paris. A year later the French abolished forced labour. Houphout-Boigny established a strong relationship with the French government, expressing a belief that the country would benefit from it, which it did for many years. France made him the first African to become a minister in a European government.


          In 1958, Cte d'Ivoire became an autonomous member of the French Community (which replaced the French Union).


          At the time of Cte d'Ivoire's independence (1960), the country was easily French West Africa's most prosperous, contributing over 40% of the region's total exports. When Houphout-Boigny became the first president, his government gave farmers good prices for their products to further stimulate production. Coffee production increased significantly, catapulting Cte d'Ivoire into third place in world output (behind Brazil and Colombia). By 1979 the country was the world's leading producer of cocoa. It also became Africa's leading exporter of pineapples and palm oil. French technicians contributed to the 'Ivoirian miracle'. In the rest of Africa, Europeans were driven out following independence; but in Cte d'Ivoire, they poured in. The French community grew from only 10,000 prior to independence to 50,000, most of them teachers and advisors. For 20 years, the economy maintained an annual growth rate of nearly 10% - the highest of Africa's non-oil-exporting countries.


          


          Houphout-Boigny administration
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          Politically, Houphout-Boigny ruled with a firmness some called an "iron hand"; others characterized his rule more mildly as "paternal." The press was not free and only one political party existed, although some accepted this as a consequence of Houphout-Boigny's broad appeal to the population that continually elected him. He was also criticized for his emphasis on developing large scale projects. Many felt the millions of dollars spent transforming his home village, Yamoussoukro, into the new capital that it became, were wasted; others support his vision to develop a centre for peace, education and religion in the heart of the country. But in the early 1980s, the world recession and a local drought sent shockwaves through the Ivoirian economy. Thanks also to the overcutting of timber and collapsing sugar prices, the country's external debt increased threefold. Crime rose dramatically in Abidjan.


          In 1990, hundreds of civil servants went on strike, joined by students protesting institutional corruption. The unrest forced the government to support multi-party democracy. Houphout-Boigny became increasingly feeble and died in 1993. He favoured Henri Konan Bdi as his successor.


          


          Bdi administration


          In October 1995, Bdi overwhelmingly won re-election against a fragmented and disorganised opposition. He tightened his hold over political life, jailing several hundred opposition supporters. In contrast, the economic outlook improved, at least superficially, with decreasing inflation and an attempt to remove foreign debt.


          Unlike Houphout-Boigny, who was very careful in avoiding any ethnic conflict and left access to administrative positions wide-open to immigrants from neighbouring countries, Bedi emphasized the concept of "Ivority" ( Ivoirit) to exclude his rival Alassane Ouattara, who had two parents of foreign nationality, from running for future presidential election. As people originating from Burkina Faso are a large part of the Ivoirian population, this policy excluded many people from Ivoirian nationality, and the relationship between various ethnic groups became strained.


          [bookmark: 1999_coup]


          1999 coup


          Similarly, Bdi excluded many potential opponents from the army. In late 1999, a group of dissatisfied officers staged a military coup, putting General Robert Gu in power. Bdi fled into exile in France. The new leadership reduced crime and corruption, and the generals pressed for austerity and openly campaigned in the streets for a less wasteful society.


          


          Gbagbo administration
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          A presidential election was held in October 2000 in which Laurent Gbagbo vied with Gu, but it was peaceful. The lead-up to the election was marked by military and civil unrest. Gu's attempt to rig the election led to a public uprising, resulting in around 180 deaths and his swift replacement by the election's likely winner, Gbagbo. Alassane Ouattara was disqualified by the country's Supreme Court, due to his alleged Burkinab nationality. The existing and later reformed constitution [under Guei] did not allow non-citizens to run for presidency. This sparked violent protests in which his supporters, mainly from the country's north, battled riot police in the capital, Yamoussoukro.
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          2002 uprising


          In the early hours of September 19, 2002, while the President was in Italy, there was an armed uprising. Troops who were to be demobilised mutinied, launching attacks in several cities. The battle for the main gendarmerie barracks in Abidjan lasted until mid-morning, but by lunchtime the government forces had secured the main city, Abidjan. They had lost control of the north of the country, and the rebel forces made their strong-hold in the northern city of Bouake. The rebels threatened to move on Abidjan again and France deployed troops from its base in the country to stop any rebel advance. The French said they were protecting their own citizens from danger, but their deployment also aided the government forces. It is disputed as to whether the French actions improved or worsened the situation in the long-term.


          What exactly happened that night is disputed. The government said that former president Robert Gu had led a coup attempt, and state TV showed pictures of his dead body in the street; counter-claims said that he and fifteen others had been murdered at his home and his body had been moved to the streets to incriminate him. Alassane Ouattara took refuge in the French embassy, his home burned down.


          President Gbagbo cut short a trip to Italy and on his return stated, in a television address, that some of the rebels were hiding in the shanty towns where foreign migrant workers lived. Gendarmes and vigilantes bulldozed and burned homes by the thousands, attacking the residents.


          An early ceasefire with the rebels, who had the backing of much of the northern populace, proved short-lived, and fighting over the prime cocoa-growing areas resumed. France sent in troops to maintain the cease-fire boundaries, and militias, including warlords and fighters from Liberia and Sierra Leone, took advantage of the crisis to seize parts of the west.
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          2003 unity government


          In January 2003, President Gbagbo and rebel leaders signed accords creating a "government of national unity". Curfews were lifted and French troops patrolled the western border of the country. Since then, the unity government has proven extremely unstable and the central problems remain with neither side achieving its goals. In March 2004, 120 people were killed in an opposition rally, and subsequent mob violence led to foreign nationals being evacuated. A later report concluded the killings were planned.


          Though UN peacekeepers were deployed to maintain a Zone of Confidence, relations between Gbagbo and the opposition continued to deteriorate.


          


          Aftermath 2004 - 2007
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          Early in November 2004, after the peace agreement had effectively collapsed following the rebels' refusal to disarm, Gbagbo ordered airstrikes against the rebels. During one of these airstrikes in Bouak, French soldiers were hit and nine of them were killed; the Ivorian government has said it was a mistake, but the French have claimed it was deliberate. They responded by destroying most Ivoirian military aircraft (2 Su-25 planes and 5 helicopters), and violent retaliatory riots against the French broke out in Abidjan.


          Gbagbo's original mandate as president expired on October 30, 2005, but due to the lack of disarmament it was deemed impossible to hold an election, and therefore his term in office was extended for a maximum of one year, according to a plan worked out by the African Union; this plan was endorsed by the United Nations Security Council. With the late October deadline approaching in 2006, it was regarded as very unlikely that the election would be held by that point, and the opposition and the rebels rejected the possibility of another term extension for Gbagbo. The U. N. Security Council endorsed another one-year extension of Gbagbo's term on November 1, 2006; however, the resolution provided for the strengthening of Prime Minister Charles Konan Banny's powers. Gbagbo said the next day that elements of the resolution deemed to be constitutional violations would not be applied.


          A peace deal between the government and the rebels, or New Forces, was signed on March 4, 2007, and subsequently Guillaume Soro, leader of the New Forces, became prime minister. These events have been seen by some observers as substantially strengthening Gbagbo's position.


          


          Regions and departments
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          Cte d'Ivoire is divided into nineteen regions (rgions):


          
            
              	
                
                  	Agnby


                  	Bafing


                  	Bas-Sassandra


                  	Dengul


                  	Dix-Huit Montagnes


                  	Fromager


                  	Haut-Sassandra


                  	Lacs


                  	Lagunes


                  	Marahou

                

              

              	
                
                  	Moyen-Cavally


                  	Moyen-Como


                  	N'zi-Como


                  	Savanes


                  	Sud-Bandama


                  	Sud-Como


                  	Valle du Bandama


                  	Worodougou


                  	Zanzan

                

              
            

          


          The regions are further divided into 58 departments.


          


          


          Population of major cities


          
            
              	City

              	Population
            


            
              	Abidjan

              	3,310,500
            


            
              	Bouak

              	775,300
            


            
              	Daloa

              	489,100
            


            
              	Yamoussoukro

              	295,500
            


            
              	Korhogo

              	163,400
            


            
              	San Pdro

              	151,600
            


            
              	Divo

              	134,200
            

          


          


          Politics


          Since 1983, Cte d'Ivoire's official capital has been Yamoussoukro; Abidjan, however, remains the administrative centre. Most countries maintain their embassies in Abidjan, although some (including the United Kingdom) have closed their missions because of the continuing violence and attacks on Europeans. The Ivoirian population continues to suffer because of an ongoing civil war (See the History section above). International human rights organizations have noted problems with the treatment of captive non-combatants by both sides and the re-emergence of child slavery among workers in cocoa production.


          Although most of the fighting ended by late 2004, the country remained split in two, with the north controlled by the New Forces (FN). A new presidential election was expected to be held in October 2005. However, this election could not be held on time due to delay in preparation and was postponed first to October 2006, and then to October 2007 after an agreement was reached among the rival parties.


          


          Geography
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          Cte d'Ivoire is a country of western sub-Saharan Africa. It borders Liberia and Guinea in the west, Mali and Burkina Faso in the north, Ghana in the east, and the Gulf of Guinea (Atlantic Ocean) in the south.


          


          Economy


          Maintaining close ties to France since independence in 1960, diversification of agriculture for export, and encouragement of foreign investment, has made Cte d'Ivoire one of the most prosperous of the tropical African states. However, in recent years Cte d'Ivoire has been subject to greater competition and falling prices in the global marketplace for its primary agricultural crops: coffee and cocoa. That, compounded with high internal corruption, makes life difficult for the grower and those exporting into foreign markets.


          


          Demographics


          77% of the population are considered Ivorians. They represent several different people and language groups. An estimated 65 languages are spoken in the country. One of the most common is Dyula, which acts as a trade language as well as a language commonly spoken by the Muslim population. French, the official language, is taught in schools and serves as a lingua franca in the country. The native born population is roughly split into three groups of Muslim, Christian (primarily Roman Catholic) and animist. Since Cte d'Ivoire has established itself as one of the most successful West African nations, about 20% of the population (about 3.4 million) consists of workers from neighbouring Liberia, Burkina Faso and Guinea, over two thirds of these migrant workers are Muslim. 4% of the population is of non-African ancestry. Many are French, Lebanese, Vietnamese and Spanish citizens, as well as Protestant missionaries from the United States and Canada. In November 2004, around 10,000 French and other foreign nationals evacuated Cte d'Ivoire due to attacks from pro-government youth militias. Aside from French nationals, there are native-born descendants of French settlers who arrived during the country's colonial period.


          


          Culture
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            	Music of Cte d'Ivoire: Espoir 2000, Les Garagistes, Gyil, Dunun


            	Roman Catholicism in Cte d'Ivoire


            	Islam in Cte d'Ivoire


            	List of Ivoirians


            	List of writers from Cte d'Ivoire


            	Art of Cte d'Ivoire

          


          


          Name


          The country was originally known in English as Ivory Coast. In October 1985 the government requested that the country be known in every language as Cte d'Ivoire, without a hyphen between the two words (thereby contravening the standard rule in French that geographical names with several words must be written with hyphens).


          


          Usage


          Despite the Ivorian government's ruling, "Ivory Coast" (sometimes "the Ivory Coast") is still sometimes used in English:


          
            	BBC usually uses "Ivory Coast" both in news reports and on its page about the country,


            	The Guardian newspaper's Style Guide says: "Ivory Coast, not 'the Ivory Coast' or 'Cte D'Ivoire'; its nationals are Ivorians,


            	ABC News, The Times, the New York Times, and the South African Broadcasting Corporation all use "Ivory Coast" either exclusively or predominantly.

          


          Governments use "Cte d'Ivoire" for diplomatic reasons. The English country name registered with the United Nations and adopted by ISO 3166 is "Cte d'Ivoire". English-speaking people in neighboring Liberia and Ghana both use "Cte d'Ivoire" in reference to "Ivory Coast". Other organizations that use "Cte d'Ivoire" include:


          
            	the United States Department of State uses "Cte d'Ivoire" in formal documents, but uses "Ivory Coast" in many general references, speeches and briefing documents,


            	FIFA and the IOC, referring to their national football and Olympic teams in international games and in official broadcasts,


            	The Economist newsmagazine,


            	Encyclopdia Britannica, and


            	National Geographic Society.
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              	Elevation

              	5,897 m (19,347 ft)
            


            
              	Location

              	Ecuador
            


            
              	Range

              	Andes
            


            
              	Prominence

              	2,403 m (7,884 ft)
            


            
              	Coordinates

              	
            


            
              	Type

              	Stratovolcano
            


            
              	Last eruption

              	1940
            


            
              	First ascent

              	1872- 11-28 by Wilhelm Reiss and ngel Escobar
            


            
              	Easiest route

              	North side: Glacier/Snow Climb ( Grade F)
            

          


          Cotopaxi is a stratovolcano, also called composite volcano, in the Andes Mountains, located about 75 kilometres (50 mi) south of Quito, Ecuador, South America. It is the second highest summit in the country, reaching a height of 5,897 m. Cotopaxi has an almost symmetrical cone that rises from a highland plain of about 3,800 metres (12,500 ft), with a width at its base of about 23 kilometres (14 mi). It has one of the few equatorial glaciers in the world, which starts at the height of 5,000 metres (16,400 ft). The mountain is clearly visible on the skyline from Quito. It is part of the chain of volcanoes around the Pacific plate known as the Pacific Ring of Fire.


          Cotopaxi is one of the highest active volcanoes in the world. However, claims that Cotopaxi is the highest active volcano in the world are incorrect. Llullaillaco volcano is considerably higher and is definitely in an active phase, having erupted as recently as 1877. Ojos del Salado is higher still, and there are indications near its summit of recent activity, although its remoteness precludes a definitive statement as to whether it is currently active.


          There have been more than 50 eruptions of Cotopaxi since 1738. Numerous valleys formed by powerful lahars (mudflows) surround the volcano. This poses a high risk to the local population, their settlements and fields. During a war between the Incas and the Spaniards in 1534, the volcano erupted and put an end to the fighting as both fled from the battlefield. Cotopaxi's most violent eruptions in historical times occurred in the years 1744, 1768, and 1877. In the 1877 eruption pyroclastic flows descended all sides of the mountain, with lahars traveling more than 100 km into the Pacific Ocean and western Amazon basin draining the valley. There was a major eruption in 1903 through 1904, and some minor activity in 1942 as well as 1975 but it did not produce any major events. In the most recent case, fumarolic activities and sulfuric emissions increased and ice around the inside and on the southeastern side of the cone started to melt. The main danger of a huge eruption of Cotopaxi would be the flow of ice from its glacier. If there were to be a very large explosion, it would destroy most of the settlements within the valley in the suburban area of Quito (pop. more than 1,000,000). Another city which would be in great danger is Latacunga which is located in the south valley. In 1744 and 1768 an eruption destroyed the colonial town of Latacunga. Experts believe another eruption may come soon.


          The volcano is the subject of 1855 and 1862 paintings by Frederic Edwin Church.
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              	Cotswolds
            


            
              	Area of Outstanding Natural Beauty
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              	Country

              	England
            


            
              	Counties

              	Gloucestershire, Oxfordshire, Somerset, Warwickshire, Wiltshire, Worcestershire.
            


            
              	Highest point

              	
            


            
              	-location

              	Cleeve Hill
            


            
              	-elevation

              	330 m (1,083 ft)
            


            
              	Plant

              	Hawkweed, Pasque flower, Woolly Thistle, Yellow Archangel.
            


            
              	Animal

              	Badger, Goldfinch, Grey Wagtail, Treecreeper
            

          


          The Cotswolds is a range of hills in west-central England, sometimes called the "Heart of England", an area 25 miles (40 km) across and 90miles (145km) long. The area has been designated as the Cotswold Area of Outstanding Natural Beauty. The highest point in the Cotswolds range is Cleeve Hill at 1,083 ft (330 m), 2.5miles (4km) to the north of Cheltenham.


          


          Location


          The Cotswolds lie mainly within the ceremonial counties of Gloucestershire and Oxfordshire, but extend into parts of Wiltshire, Somerset, Worcestershire and Warwickshire.


          


          Description


          The spine of the Cotswolds runs south west to north east through six counties, particularly Gloucestershire, west Oxfordshire, and south western Warwickshire. The northern and western edges of the Cotswolds are marked by steep escarpments down to the Severn valley and the Warwickshire Avon. This escarpment or scarp feature, sometimes called the Cotswold Edge, is a result of the uplifting (tilting) of the limestone layer, exposing its broken edge. This is a cuesta, in geological terms. The dip slope is to the south east. On the eastern boundary lies the city of Oxford and on the west is Stroud. To the south-east the upper reaches of the Thames Valley and towns such as Lechlade, Tetbury and Fairford are often considered to mark the limit of this region. To the south the Cotswolds, with the characteristic uplift of the Cotswold Edge, reach as far south as Bath and towns such as Chipping Sodbury and Marshfield share elements of Cotswold character.
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          The area is characterised by attractive small towns and villages built of the underlying Cotswold stone (a yellow oolitic limestone). This limestone is rich in fossils, in particular fossilised sea urchins. In the Middle Ages, the wool trade made the Cotswolds prosperous; hence the Speaker of the British House of Lords sits on the Woolsack showing where the Medieval wealth of the country came from. Some of this money was put into the building of churches so the area has a number of large, handsome Cotswold stone " wool churches". The area remains affluent and has attracted wealthy people who own second homes in the area or have chosen to retire to the Cotswolds.


          Typical Cotswold towns are Bourton-on-the-Water, Broadway, Burford, Chipping Norton, Cirencester, Moreton-in-Marsh, Stow-on-the-Wold and Winchcombe. The town of Chipping Campden is notable for being the home of the Arts and Crafts movement, founded by William Morris at the end of the 19th and beginning of the 20th centuries. William Morris lived occasionally in Broadway Tower a folly now part of a country park. Chipping Campden is also known for the annual Cotswold Games, a celebration of sports and games dating back to the early 17th century.


          


          Area of Outstanding Natural Beauty
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          The Cotswolds were designated an Area of Outstanding Natural Beauty (AONB) in 1966, with an expansion on 21 December 1990 to 1,990 square kilometres (768 sqmi). In 1991 all AONBs were measured again using modern methods. The official area of the Cotswolds AONB increased to 2,038square kilometres (787sqmi). In 2000 the government confirmed that AONBs had the same landscape quality and status as National Parks.
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          The largest of 40 AONBs in England and Wales, the Cotswolds AONB stretches from the border regions of South Warwickshire and Worcestershire, through West Oxfordshire and Gloucestershire and takes in parts of West Wiltshire and Bath and North East Somerset in the South.


          The Cotswold Way is a long-distance footpath, approximately 103miles (166km) long, running the length of the AONB, mainly on the edge of the Cotswold escarpment with views over the Severn Valley and the Vale of Evesham.


          The Cotswold Voluntary Wardens Service was established in 1968 to help conserve and enhance the area. There are now over 300 Wardens. In 2005 they gave over 36,000 hours of their time.


          


          Principal Settlements


          
            	Shipston-on-Stour


            	Chipping Campden


            	Broadway


            	Moreton-in-Marsh


            	Winchcombe


            	Chipping Norton


            	Stow-on-the-Wold


            	Burford


            	Cirencester


            	Tetbury


            	Wotton-under-Edge

          


          


          Noteworthy historical structures


          
            	Beverston Castle


            	Calcot Manor


            	Chavenage House


            	Chedworth Roman Villa


            	Cirencester Abbey


            	Malmesbury Abbey


            	Owlpen Manor


            	Sudeley Castle


            	Tetbury Market House

          


          


          Transport
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          The Cotswolds is ringed by the M5, M40 and M4 motorways, giving easy access to the area. The main non-motorway roads through the area are the A46: Bath  Stroud  Cheltenham; the A419: Swindon  Cirencester  Stroud; the A429: Cirencester  Stow-on-the-Wold  Moreton-in-Marsh; and the A40: Oxford  Burford  Cheltenham. These all roughly follow the routes of ancient roads, some laid down by the Romans, such as Ermin Street and the Fosse Way.


          The area is bounded by two major rail routes: in the south by the main Bristol-Bath-London High Speed line and in the west by the Bristol-Birmingham main line. In addition, the Cotswold Line runs through the Cotswolds from Oxford to Worcester, and the Golden Valley Line runs from Swindon to Gloucester, carrying high speed and local services.


          Main line, high speed rail services to the big cities are reached via stations such as Bath, Swindon, Oxford, Cheltenham and Worcester. High speed services to London are also available from Kemble station near Cirencester, Kingham station near Stow-on-the-Wold and Moreton-in-Marsh station.


          Cheltenham is a hub for National Express coach services. There are local bus services across the area, but some are infrequent. The best sources of information are the Gloucestershire County Council website, or local tourist information centres.


          


          In popular culture


          Writer and comedian Karl Pilkington writes of a holiday to the Cotswolds in his book Happyslapped by a jellyfish. The story was read in 2007 on the Ricky Gervais Show.


          British playwright and actress Charlotte Jones set her award winning play Humble Boy the Cotswolds. Humble Boy received the Smith Blackburn Award, 2001, as well as the Critics' Circle Award for Best New Play and the People's Choice New Play Award in 2002.
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          Cotton is a soft, staple fibre that grows around the seeds of the cotton plant ( Gossypium sp.), a shrub native to tropical and subtropical regions around the world, including the Americas, India and Africa. The fibre most often is spun into yarn or thread and used to make a soft, breathable textile, which is the most widely used natural-fibre cloth in clothing today. The English name which began to be used circa 1400, derives from the Arabic (al) qutn قُطْن, meaning cotton. In the 19th and early 20th centuries, cotton was known as "King Cotton" because of the great economic and cultural influence it had over the Southern United States.


          Cotton fibre, once it has been processed to remove seeds (ginning) and traces of honeydew (a secretion from aphids), protein, vegetable matter, and other impurities, consists of nearly pure cellulose, a natural polymer. Cotton production is very efficient, in the sense that only ten percent or less of the weight is lost in subsequent processing to convert the raw cotton bolls (seed cases) into pure fiber. The cellulose is arranged in a way that gives cotton fibers a high degree of strength, durability, and absorbency. Each fibre is made up of twenty to thirty layers of cellulose coiled in a neat series of natural springs. When the cotton boll is opened, the fibers dry into flat, twisted, ribbon-like shapes and become kinked together and interlocked. This interlocked form is ideal for spinning into a fine yarn.


          


          History
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          Evidence of the use of cotton in the form of thread has been found in India/Pakistan, dating to about 6,000 B.C., although it is not clear whether the thread derived from cultivation or from wild cotton. Cultivation was underway by the time of the Harappan civilization (now located in Pakistan), which was exporting cotton to Mesopotamia during the 3rd millennium BC. Cotton was soon known to the Egyptians (although linen was their primary fibre source) as well as becoming a prized trading item from Nubia and Mero. The famous Greek historian Herodotus also wrote about Indian cotton: "There are trees which grow wild there, the fruit of which is a wool exceeding in beauty and goodness that of sheep. The Indians make their clothes of this tree wool." (Book III. 106)


          According to The Columbia Encyclopedia, Sixth Edition:


          
            "Cotton has been spun, woven, and dyed since prehistoric times. It clothed the people of ancient India, Egypt, and China. Hundreds of years before the Christian era cotton textiles were woven in India with matchless skill, and their use spread to the Mediterranean countries. In the 1st cent. Arab traders brought fine muslin and calico to Italy and Spain. The Moors introduced the cultivation of cotton into Spain in the 9th cent. Fustians and dimities were woven there and in the 14th cent. in Venice and Milan, at first with a linen warp. Little cotton cloth was imported to England before the 15th cent., although small amounts were obtained chiefly for candlewicks. By the 17th cent. the East India Company was bringing rare fabrics from India. Native Americans skillfully spun and wove cotton into fine garments and dyed tapestries. Cotton fabrics found in Peruvian tombs are said to belong to a pre-Inca culture. In colour and texture the ancient Peruvian and Mexican textiles resemble those found in Egyptian tombs."

          


          The earliest cultivation of cotton discovered thus far in the Americas occurred in Mexico, some 5,000 years ago. The indigenous species was Gossypium hirsutum which is today the most widely planted species of cotton in the world, constituting about 90% of all production worldwide. The greatest diversity of wild cotton species is found in Mexico, followed by Australia and Africa.


          In Peru, cultivation of the indigenous cotton species Gossypium barbadense was the backbone of the development of coastal cultures such as the Norte Chico, Moche and Nazca. Cotton was grown upriver, made into nets and traded with fishing villages along the coast for large supplies of fish. The Spanish who came to Mexico in the early 1500s found the people growing cotton and wearing clothing made of it.


          During the late medieval period, cotton became known as an imported fibre in northern Europe, without any knowledge of how it was derived, other than that it was a plant; noting its similarities to wool, people in the region could only imagine that cotton must be produced by plant-borne sheep. John Mandeville, writing in 1350, stated as fact the now-preposterous belief: "There grew there [India] a wonderful tree which bore tiny lambs on the endes of its branches. These branches were so pliable that they bent down to allow the lambs to feed when they are hungrie." (See Vegetable Lamb of Tartary.) This aspect is retained in the name for cotton in many European languages, such as German Baumwolle, which translates as "tree wool" (Baum means "tree"; Wolle means "wool"). By the end of the 16th century, cotton was cultivated throughout the warmer regions in Asia and the Americas.
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          India's cotton-processing sector gradually declined during British expansion in India and the establishment of colonial rule during the late 18th and early 19th centuries. This was largely due to the East India Company's de-industrialization of India, which forced the closing of cotton processing and manufacturing workshops in India, to ensure that Indian markets supplied only raw materials and were obliged to purchase manufactured textiles from Britain.


          The advent of the Industrial Revolution in Britain provided a great boost to cotton manufacture, as textiles emerged as Britain's leading export. In 1738 Lewis Paul and John Wyatt, of Birmingham England, patented the Roller Spinning machine, and the flyer-and-bobbin system for drawing cotton to a more even thickness using two sets of rollers that traveled at different speeds. Later, the invention of the spinning jenny in 1764 and Richard Arkwright's spinning frame (based on the Roller Spinning Machine) in 1769 enabled British weavers to produce cotton yarn and cloth at much higher rates. From the late eighteenth century onwards, the British city of Manchester acquired the nickname " cottonopolis" due to the cotton industry's omnipresence within the city, and Manchester's role as the heart of the global cotton trade. Production capacity was further improved by the invention of the cotton gin by Eli Whitney in 1793. Improving technology and increasing control of world markets allowed British traders to develop a commercial chain in which raw cotton fibers were (at first) purchased from colonial plantations, processed into cotton cloth in the mills of Lancashire, and then re-exported on British ships to captive colonial markets in West Africa, India, and China (via Shanghai and Hong Kong).


          By the 1840s, India was no longer capable of supplying the vast quantities of cotton fibers needed by mechanised British factories, while shipping bulky, low-price cotton from India to Britain was time-consuming and expensive. This, coupled with the emergence of American cotton as a superior type (due to the longer, stronger fibers of the two domesticated native American species, Gossypium hirsutum and Gossypium barbadense), encouraged British traders to purchase cotton from plantations in the United States and the Caribbean. This was also much cheaper as it was produced by unpaid slaves. By the mid 19th century, " King Cotton" had become the backbone of the southern American economy. In the United States, cultivating and harvesting cotton became the leading occupation of slaves.


          During the American Civil War, American cotton exports slumped due to a Union blockade on Southern ports, also because of a strategic decision by the Confederate Government to cut exports, hoping to force Britain to recognize the Confederacy or enter the war, prompting the main purchasers of cotton, Britain and France, to turn to Egyptian cotton. British and French traders invested heavily in cotton plantations and the Egyptian government of Viceroy Isma'il took out substantial loans from European bankers and stock exchanges. After the American Civil War ended in 1865, British and French traders abandoned Egyptian cotton and returned to cheap American exports, sending Egypt into a deficit spiral that led to the country declaring bankruptcy in 1876, a key factor behind Egypt's annexation by the British Empire in 1882.


          


          During this time cotton cultivation in the British Empire, especially India, greatly increased to replace the lost production of the American South. Through tariffs and other restrictions the British government discouraged the production of cotton cloth in India; rather the raw fibre was sent to England for processing. The Indian patriot Mahatma Gandhi described the process:


          
            	English people buy Indian cotton in the field, picked by Indian labor at seven cents a day, through an optional monopoly.


            	This cotton is shipped on British bottoms, a three-week journey across the Indian Ocean, down the Red Sea, across the Mediterranean, through Gibraltar, across the Bay of Biscay and the Atlantic Ocean to London. One hundred per cent profit on this freight is regarded as small.


            	The cotton is turned into cloth in Lancashire. You pay shilling wages instead of Indian pennies to your workers. The English worker not only has the advantage of better wages, but the steel companies of England get the profit of building the factories and machines. Wages; profits; all these are spent in England.


            	The finished product is sent back to India at European shipping rates, once again on British ships. The captains, officers, sailors of these ships, whose wages must be paid, are English. The only Indians who profit are a few lascars who do the dirty work on the boats for a few cents a day.


            	The cloth is finally sold back to the kings and landlords of India who got the money to buy this expensive cloth out of the poor peasants of India who worked at seven cents a day. (Fisher 1932 pp 154-156)
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          In the United States, Southern cotton provided capital for the continuing development of the North. The cotton produced by enslaved African Americans, not only helped the South, but also enriched northern merchants. Much of the southern cotton were transhipped through the northern ports. Profits from the cotton shipping provided some of the funds for the Francis Cabot Lowell's Lowell Mills. In another example, a merchant named Anson Phelps invested his profits from cotton shipping into iron mines in Pennsylvania and metalworks in Connecticut. Much of the development of northern industry was made possible by the cotton provided by the enslaved African Americans of the South. It also fostered the market revolution.


          Cotton remained a key crop in the southern economy after emancipation and the end of the civil war in 1865. Across the South, sharecropping evolved, in which free black farmers worked on white-owned cotton plantations in return for a share of the profits. Cotton plantations required vast labor forces to hand-pick cotton fibers, and it was not until the 1950s that reliable harvesting machinery was introduced into the South (prior to this, cotton-harvesting machinery had been too clumsy to pick cotton without shredding the fibers). During the early twentieth century, employment in the cotton industry fell as machines began to replace laborers, and as the South's rural labor force dwindled during the First and Second World Wars. Today, cotton remains a major export of the southern United States, and a majority of the world's annual cotton crop is of the long-staple American variety.


          


          Tangis cotton
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          In 1901, Peru's cotton industry suffered because of a fungus plague caused by a plant disease known as "Cotton wilt" and " "Fusarium wilt" ( Fusarium vasinfectum). The plant disease, which spread throughout Peru, entered the plant by its roots and worked it's way up the stem until the plant was completely dried up. Fermn Tangis a Puerto Rican agriculturist who lived in Peru, studied some speices of the plant that were affected by the disease to a lesser extent and experimented in germination with the seeds of various cotton plants. In 1911, after 10 years of experimenting and failures, Tangis was able to develop a seed which produced a superior cotton plant resistant to the disease. The seeds produced a plant that had a 40% longer (between 29 mm and 33 mm) and thicker fibre that did not break easily and required little water. The Tanguis cotton, as it bcame known, is the variety which is preferred by the Peruvian national textile industry. It constituted 75 percent of all the Peruvian cotton production, both for domestic use and apparel exports. The Tanguis cotton crop was estimated at 225,000 bales that year.


          


          Cultivation
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          Successful cultivation of cotton requires a long frost-free period, plenty of sunshine, and a moderate rainfall, usually from 600 to 1200mm (24 to 48 inches). Soils usually need to be fairly heavy, although the level of nutrients does not need to be exceptional. In general, these conditions are met within the seasonally dry tropics and subtropics in the Northern and Southern hemispheres, but a large proportion of the cotton grown today is cultivated in areas with less rainfall that obtain the water from irrigation. Production of the crop for a given year usually starts soon after harvesting the preceding autumn. Planting time in spring in the Northern hemisphere varies from the beginning of February to the beginning of June. The area of the United States known as the South Plains is the largest contiguous cotton-growing region in the world. It is heavily dependent on irrigation water drawn from the Ogallala Aquifer.


          Cotton is a thirsty crop, and as water resources get tighter around the world, economies that rely on it face difficulties and conflict, as well as potential environmental problems. For example, cotton has led to desertification in areas of Uzbekistan, where it is a major export. In the days of the Soviet Union, the Aral Sea was tapped for agricultural irrigation, largely of cotton, and now salination is widespread.


          


          Genetically modified cotton


          Genetically modified (GM) cotton was developed to reduce the heavy reliance on pesticides. Genetically modified cotton is widely used throughout the world with claims of requiring up to 80% less pesticide than ordinary cotton as typically grown commercially. However, researchers have recently published the first documented case of in-field pest resistance to GM cotton. The International Service for the Acquisition of Agri-Biotech Applications (ISAAA) said that, worldwide, GM cotton was planted on an area of 67,000 km in 2002. This is 20% of the worldwide total area planted in cotton. The U.S. cotton crop was 73% GM in 2003.


          The initial introduction of GM cotton proved to be a commercial and ecological disaster in Australia - the yields were far lower than predicted, and the cotton plants were cross-pollinated with other varieties of cotton. However, the introduction of a second variety of GM cotton led to 15% of Australian cotton being GM in 2003. 80% of the crop was genetically modified in 2004, when the original GM variety was banned.


          GM cotton acreage in India continues to grow at a rapid rate increasing from 50,000 hectares in 2002 to 3.8 million hectares in 2006. The total cotton area in India is about 9.0 million hectares (the largest in the world or, about 25% of world cotton area) so GM cotton is now grown on 42% of the cotton area. This makes India the country with the largest area of GM cotton in the world, surpassing China (3.5 million hectares in 2006). The major reasons for this increase is a combination of increased farm income ($225/ha) and a reduction in pesticide use to control the Cotton Bollworm.


          Cotton has gossypol, a toxin that makes it inedible. However, scientists have silenced the gene that produces the toxin, making in a potential food crop.


          


          Organic cotton


          Organic cotton is cotton that is grown without insecticide or pesticide. Worldwide, cotton is a pesticide-intensive crop, using approximately 25% of the world's insecticides and 10% of the world's pesticides. According to the World Health Organisation (WHO), 20,000 deaths occur each year from pesticide poisoning in developing countries, many of these from cotton farming. Organic agriculture uses methods that are ecological, economical, and socially sustainable and denies the use of agrochemicals and artificial fertilizers. Instead, organic agriculture uses crop rotation, the growing of different crops than cotton in alternative years. The use of insecticides is prohibited; organic agriculture uses natural enemies to suppress harmful insects. The production of organic cotton is more expensive than the production of conventional cotton. Although toxic pollution from synthetic chemicals is eliminated, other pollution-like problems may remain, particularly run-off. Organic cotton is produced in organic agricultural systems that produce food and fibre according to clearly established standards. Organic agriculture prohibits the use of toxic and persistent chemical pesticides and fertilizers, as well as genetically modified organisms. It seeks to build biologically diverse agricultural systems, replenish and maintain soil fertility, and promote a healthy environment.


          


          Pests and weeds
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          The cotton industry relies heavily on chemicals such as fertilizers and insecticides, although a very small number of farmers are moving toward an organic model of production and organic cotton products are now available for purchase at limited locations. These are popular for baby clothes and diapers. Under most definitions, organic products do not use genetic engineering.


          Historically, in North America, one of the most economically destructive pests in cotton production has been the boll weevil. Due to the US Department of Agriculture's highly successful Boll Weevil Eradication Program (BWEP), this pest has been eliminated from cotton in most of the United States. This program, along with the introduction of genetically engineered " Bt cotton" (which contains a bacteria gene that codes for a plant-produced protein that is toxic to a number of pests such as tobacco budworm, cotton bollworm, and pink bollworm), has allowed a reduction in the use of synthetic insecticides.



          


          Mechanized harvesting
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          Most cotton in the United States, Europe, and Australia is harvested mechanically, either by a cotton picker, a machine that removes the cotton from the boll without damaging the cotton plant, or by a cotton stripper, which strips the entire boll off the plant. Cotton strippers are used in regions where it is too windy to grow picker varieties of cotton, and usually after application of a chemical defoliant or the natural defoliation that occurs after a freeze. Cotton is a perennial crop in the tropics and without defoliation or freezing, the plant will continue to grow.


          Cotton continues to be picked by hand in developing countries such as Uzbekistan.


          


          Competition from synthetic fibers


          The era of manufactured fibers began with the development of rayon in France in the 1890s. Rayon is derived from a natural cellulose and can not be considered synthetic, but is requires extensive processing in a manufacturing process and led the less expensive replacement of more naturally derived materials. A succession of new synthetic fibers were introduced by the chemicals industry in the following decades. Acetate in fibre form was developed in 1924. Nylon the first fibre synthesized entirely from petrochemicals, was introduced as a sewing thread by DuPont in 1936, followed by Dupont's acrylic in 1944. Some garments were created from fabrics based on these fibers, such as women's hosiery from nylon, but it was not until the introduction of polyester into the fibre marketplace in the early 1950s that the market for cotton came under threat. The rapid uptake of polyester garments in the 1960s caused economic hardship in cotton exporting economies, especially in Central American countries such as Nicaragua where cotton production had boomed tenfold between 1950 and 1965 with the advent of cheap chemical pesticides. Cotton production recovered in the 1970s, but crashed to pre-1960 levels in the early 1990s.


          Beginning as a self-help program in the mid-1960s, the Cotton Research & Promotion Program was organized by U.S. cotton producers in response to cotton's steady decline in market share. At that time, producers voted to set up a per-bale assessment system to fund the program, with built-in safeguards to protect their investments. With the passage of the Cotton Research & Promotion Act of 1966, the program joined forces and began battling synthetic competitors and re-establishing markets for cotton. Today, the success of this program has made cotton the best-selling fibre in the U.S. and one of the best-selling fibers in the world.


          Administered by the Cotton Board and conducted by Cotton Incorporated, the Cotton Research & Promotion Program works to greatly increase the demand for and profitability of cotton through various research and promotion activities. It is funded by U.S. cotton producers and importers.


          


          Uses


          Cotton is used to make a number of textile products. These include terrycloth, used to make highly absorbent bath towels and robes; denim, used to make blue jeans; chambray, popularly used in the manufacture of blue work shirts (from which we get the term " blue-collar"); and corduroy, seersucker, and cotton twill. Socks, underwear, and most T-shirts are made from cotton. Bed sheets often are made from cotton. Cotton also is used to make yarn used in crochet and knitting. Fabric also can be made from recycled or recovered cotton that otherwise would be thrown away during the spinning, weaving, or cutting process. While many fabrics are made completely of cotton, some materials blend cotton with other fibers, including rayon and synthetic fibers such as polyester.


          In addition to the textile industry, cotton is used in fishnets, coffee filters, tents, gunpowder (see Nitrocellulose), cotton paper, and in bookbinding. The first Chinese paper was made of cotton fibre. Fire hoses were once made of cotton.


          The cottonseed which remains after the cotton is ginned is used to produce cottonseed oil, which, after refining, can be consumed by humans like any other vegetable oil. The cottonseed meal that is left generally is fed to livestock. During slavery, cotton root bark was used as an abortifacient, that is, a folk remedy to provoke abortion.


          Cotton linters are fine, silky fibers which adhere to the seeds of the cotton plant after ginning. These curly fibers typically are less than 1/8 in (3 mm) long. The term also may apply to the longer textile fibre staple lint as well as the shorter fuzzy fibers from some upland species. Linters are traditionally used in the manufacture of paper and as a raw material in the manufacture of cellulose.


          Shiny cotton is a processed version of the fibre that can be made into cloth resembling satin for shirts and suits. However, its hydrophobic property of not easily taking up water makes it unfit for the purpose of bath and dish towels (although examples of these made from shiny cotton are seen).


          The term Egyptian cotton refers to the extra long staple cotton grown in Egypt and favored for the luxury and upmarket brands worldwide. During the U.S. Civil War, with heavy European investments, Egyptian-grown cotton became a major alternate source for British textile mills. Egyptian cotton is more durable and softer than American Pima cotton, which is why it is more expensive. Pima cotton is American cotton that is grown in the south western states of the U.S.


          In South Asia, cotton is widely used in mattresses, which are the most common type of mattress used in that region.


          


          The international cotton trade
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          The United States, with sales of $4.9 billion, and Africa, with sales of $2.1 billion, are the largest exporters of raw cotton. Total international trade is $12 billion. Africa's share of the cotton trade has doubled since 1980. Neither area has a significant domestic textile industry, textile manufacturing having moved to developing nations in Eastern and South Asia such as India and China. In Africa cotton is grown by numerous small holders. Dunavant Enterprises, based in Memphis, Tennessee, is the leading cotton broker in Africa with hundreds of purchasing agents. It operates cotton gins in Uganda, Mozambique, and Zambia. In Zambia it often offers loans for seed and expenses to the 180,000 small farmers who grow cotton for it, as well as advice on farming methods. Cargill also purchases cotton in Africa for export.


          The 25,000 cotton growers in the United States are heavily subsidized at the rate of $2 billion per year. The future of these subsidies is uncertain and has led to anticipatory expansion of cotton brokers' operations in Africa. Dunavant expanded in Africa by buying out local operations. This is only possible in former British colonies and Mozambique; former French colonies continue to maintain tight monopolies, inherited from their former colonialist masters, on cotton purchases at low fixed prices.


          


          Leading cotton-producing countries
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              	[image: Flag of the People's Republic of China]People's Republic of China

              	35.8
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              	25.3
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              	19.2
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          The five leading exporters of cotton are (1) the United States, (2) Uzbekistan, (3) India, (4) Brazil, and (5) Burkina Faso. The largest non-producing importers are Bangladesh, Indonesia, Thailand, Russia, and Taiwan.


          In India, the states of Maharashtra (26.63%), Gujarat (17.96%) and Andhra Pradesh (13.75%) are the leading cotton producing states, these states have a predominantly tropical wet and dry climate.


          In the United States, the state of Texas leads in total production while the state of California has the highest yield per acre in the world.


          


          Fair trade


          Cotton is an enormously important commodity throughout the world. However, many farmers in developing countries receive a low price for their produce, or find it difficult to compete with developed countries.


          This has led to an international dispute:


          
            On 27 September 2002 Brazil requested consultations with the US regarding prohibited and actionable subsidies provided to US producers, users and/or exporters of upland cotton, as well as legislation, regulations, statutory instruments and amendments thereto providing such subsidies (including export credits), grants, and any other assistance to the US producers, users and exporters of upland cotton.

          


          On 8 September 2004, the Panel Report recommended that the United States "withdraw" export credit guarantees and payments to domestic user and exporters, and "take appropriate steps to remove the adverse effects or withdraw" the mandatory price-contingent subsidy measures.


          In addition to concerns over subsidies, the cotton industries of some countries are criticized for employing child labor and damaging workers' health by exposure to pesticides used in production. For example, cotton production in Uzbekistan has been described as one of the most exploitative industries in the world. The international production and trade situation has led to ' fair trade' cotton clothing and footwear, joining a rapidly growing market for organic clothing, fair fashion or so-called 'ethical fashion'. The fair trade system was initiated in 2005 with producers from Cameroon, Mali and Senegal.


          


          Critical temperatures


          
            	Favorable travel temperature range - no lower limit: 25 C (77 F)


            	Optimum travel temperature: 20 C (68 F)


            	Glow temperature: 205 C (401 F)


            	Fire point: 210 C (410 F)


            	Autoignition temperature: 407 C (765 F)


            	Autoignition temperature (for oily cotton): 120 C (248F)

          


          Cotton dries out, becomes hard and brittle and loses all elasticity at temperatures above 25C (77F). Extended exposure to light causes similar problems.


          A temperature range of 25 C (77 F) to 35 C (95F) is the optimal range for mold development. At temperatures below 0C (32 F), rotting of wet cotton stops. Damaged cotton is sometimes stored at these temperatures to prevent further deterioration.


          


          British standard cotton yarn measures


          
            	1 thread = 54 inches (about 137 cm)


            	1 skein or rap = 80 threads (120 yards or about 109 m)


            	1 hank = 7 skeins (840 yards or about 768 m)


            	1 spindle = 18 hanks (15,120 yards or about 13.826 km)

          


          


          Properties of cotton fibers


          
            
              	Property

              	Evaluation
            


            
              	Shape

              	Fairly uniform in width, 12-20 micrometers; length varies from 1 cm to 6 cm ( to 2 inches); typical length is 2.2 cm to 3.2 cm (⅞ to 1 inches).
            


            
              	Luster

              	low
            


            
              	Tenacity (strength)

              Dry

              Wet

              	

              3.0-5.0 g/d

              3.3-6.0 g/d
            


            
              	Resiliency

              	low
            


            
              	Density

              	1.54-1.56 g/cm
            


            
              	Moisture absorption

              raw: conditioned

              saturation

              mercerized: conditioned

              saturation

              	

              8.5%

              15-25%

              8.5-10.3%

              15-27%+
            


            
              	Dimensional stability

              	good
            


            
              	Resistance to

              acids

              alkali

              organic solvents

              sunlight

              microorganisms

              insects


              	

              damage, weaken fibers

              resistant; no harmful effects

              high resistance to most

              Prolonged exposure weakens fibers.

              Mildew and rot-producing bacteria damage fibers.

              Silverfish damage fibers.
            


            
              	Thermal reactions

              to heat

              to flame

              	Decomposes after prolonged exposure to temperatures of 150˚C or over.

              Burns readily.
            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cotton"
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          Coulomb's law, developed in the 1780s by French physicist Charles Augustin de Coulomb, may be stated as follows:


          The magnitude of the electrostatic force between two point charges is directly proportional to the magnitudes of each charge and inversely proportional to the square of the distance between the charges.


          This is analogous to Newton's third law of motion in mechanics. The formula to Coulomb's Law is of the same form as Newton's Gravitational Law: The electrical force of one body exerted on the second body is equal to the force exerted by the second body on the first.


          Coulomb's law is the mathematical consequence of law of conservation of linear momentum in exchange by virtual photons in 3-dimensional space (see quantum electrodynamics).


          


          Scalar form


          If you are interested only in the magnitude of the force (and not in its direction), it may be easiest to consider a simplified, scalar version of the law:


          
            	[image:  F = k_C \frac{|q_1| |q_2|}{r^2} ]

          


          where:


          
            	[image:  F \ ] is the magnitude of the force exerted,


            	[image: q_1 \ ] is the charge on one body,


            	[image: q_2 \ ] is the charge on the other body,


            	[image: r \ ] is the distance between them,


            	[image: k_C = \frac{1}{4 \pi \epsilon_0} \approx ] 8.988109 N m2 C-2 (also m F-1) is the electrostatic constant or Coulomb force constant, and


            	[image:  \epsilon_0 \approx ] 8.8541012 C2 N-1 m-2 (also F m-1) is the permittivity of free space, also called electric constant, an important physical constant.

          


          In cgs units, the unit charge, esu of charge or statcoulomb, is defined so that this Coulomb force constant is 1.


          This formula says that the magnitude of the force is directly proportionalto the magnitude of the charges of each object and inversely proportional to the squareof the distance between them. When measured in units that people commonly use (such as MKS - see International System of Units), the Coulomb force constant, k, is numerically much much larger than the universal gravitational constant G. This means that for objects with charge that is of the order of a unit charge (C) and mass of the order of a unit mass (kg), the electrostatic forces will be so much larger than the gravitational forces that the latter force can be ignored. This is not the case when Planck units are used and both charge and mass are of the order of the unit charge and unit mass. However, charged elementary particles have mass that is far less than the Planck mass while their charge is about the Planck charge so that, again, gravitational forces can be ignored.


          The force F acts on the line connecting the two charged objects. Charged objects of the same polarity repel each other along this line and charged objects of opposite polarity attract each other along this line connecting them.


          Coulomb's law can also be interpreted in terms of atomic units with the force expressed in Hartrees per Bohr radius, the charge in terms of the elementary charge, and the distances in terms of the Bohr radius.


          


          Electric field


          It follows from the Lorentz Force Law that the magnitude of the electric field E created by a single point charge q is


          
            	[image:  |E| = { 1 \over 4 \pi \epsilon_0 } \frac{\left|q\right|}{r^2} ]

          


          For a positive charge q, the direction of E points along lines directed radially away from the location of the point charge, while the direction is the opposite for a negative charge. Units: volts per meter or newtons per coulomb.


          


          Vector form


          For the direction and magnitude of the force simultaneously, one will wish to consult the full vectorversion of the Law


          
            	[image: \vec{F}_{12} = \frac{1}{4 \pi \epsilon_0} \frac{q_1 q_2 }{|\vec{r}_{21}|^3} \vec{r}_{21} = \frac{1}{4 \pi \epsilon_0 } \frac{q_1 q_2}{r^2} \hat{r}_{21}]

          


          where


          
            	[image: \vec{F}_{12}] is the electrostatic force vector, for the force experienced by charge 1 from the action of charge 2.


            	[image:  q_1 \ ] is the charge on which the force acts,


            	[image:  q_2 \ ] is the acting charge,


            	[image: \vec{r}_{21}=\vec{r_1}-\vec{r_2}] is the vector pointing from charge 2 to charge 1,


            	[image: \vec{r_1} \ ] is position vector of [image:  q_1 \ ],


            	[image: \vec{r_2} \ ] is position vector of [image:  q_2 \ ],


            	[image:  r \ ] is the the magnitude of [image:  \vec{r}_{21}]


            	[image:  \hat{r}_{21}] is a unit vector pointing in the direction of [image:  \vec{r}_{21} ], and


            	[image:  \epsilon_0 \ ] is a constant called the permittivity of free space.

          


          This vector equation indicates that opposite charges attract, and like charges repel. When [image:  q_1 q_2 \ ] is negative, the force is attractive. When positive, the force is repulsive.


          


          Graphical representation


          Below is a graphical representation of Coulomb's law, when [image:  q_1 q_2 > 0 \ ]. The vector [image: \vec{F_1}] is the force experienced by [image:  Q_1 \ ]. The vector [image: \vec{F_2}] is the force experienced by [image:  Q_2 \ ]. Their magnitudes will always equal. The vector [image: \vec{R}_{12}] is the displacement vector ( [image:  = - \vec{r}_{21}] above, somebody should fix the picture below! ) between two charges ([image:  Q_1 \ ] and [image:  Q_2 \ ]).
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              A graphical representation of Coulomb's law.
            

          


          


          Electrostatic approximation


          In either formulation, Coulomb's law is fully accurate only when the objects are stationary, and remains approximately correct only for slow movement. These conditions are collectively known as the electrostatic approximation. When movement takes place, magnetic fields are produced that alter the force on the two objects. The magnetic interaction between moving charges can be thought of as a manifestation of the force from the electrostatic field but with Einstein's theory of relativity taken into consideration.


          The accuracy of the exponent in Coulomb's Law has been found to differ from two by less than one in a billion by measuring the electric field inside a charged conducting shell.


          


          Table of derived quantities


          
            
              	

              	Particle property

              	Relationship

              	Field property
            


            
              	Vector quantity

              	
                
                  
                    	Force (on 1 by 2)
                  


                  
                    	[image: \vec{F}_{12}= {1 \over 4\pi\epsilon_0}{q_1 q_2 \over r^2}\hat{r}_{21} \ ]
                  

                

              

              	[image: \vec{F}_{12}= q_1 \vec{E}_{12}]

              	
                
                  
                    	Electric field (at 1 by 2)
                  


                  
                    	[image: \vec{E}_{12}= {1 \over 4\pi\epsilon_0}{q_2 \over r^2}\hat{r}_{21} \ ]
                  

                

              
            


            
              	Relationship

              	[image: \vec{F}_{12}=-\vec{\nabla}U_{12}]

              	

              	[image: \vec{E}_{12}=-\vec{\nabla}V_{12}]
            


            
              	Scalar quantity

              	
                
                  
                    	Potential energy (at 1 by 2)
                  


                  
                    	[image: U_{12}={1 \over 4\pi\epsilon_0}{q_1 q_2 \over r} \ ]
                  

                

              

              	[image: U_{12}=q_1 V_{12} \ ]

              	
                
                  
                    	Potential (at 1 by 2)
                  


                  
                    	[image: V_{12}={1 \over 4\pi\epsilon_0}{q_2 \over r} ]
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              	Countdown
            


            
              	[image: ]
            


            
              	Genre

              	Game show
            


            
              	Created by

              	Armand Jammot
            


            
              	Presented by

              	Des O'Connor

              Carol Vorderman
            


            
              	Starring

              	Susie Dent
            


            
              	Theme music composer

              	Alan Hawkshaw
            


            
              	Countryoforigin

              	[image: Flag of the United Kingdom]United Kingdom
            


            
              	Language(s)

              	British English
            


            
              	No. of series

              	56
            


            
              	No.ofepisodes

              	4376 as of June 2007
            


            
              	Production
            


            
              	Producer(s)

              	
                Yorkshire Television Granada Productions

                Michael Wylie

                Damian Eadie

              
            


            
              	Camerasetup

              	Multiple-camera setup
            


            
              	Runningtime

              	36 minutes
            


            
              	Broadcast
            


            
              	Original channel

              	Channel 4
            


            
              	Pictureformat

              	PAL ( 576i)
            


            
              	Original run

              	November 2, 1982  present
            


            
              	External links
            


            
              	Official website
            


            
              	IMDb profile
            


            
              	TV.com summary
            

          


          Countdown is a British game show presented by Des O'Connor and Carol Vorderman. It was the first programme aired on Channel 4, and over fifty series have been broadcast since its debut on 2 November 1982. With over 4,000 episodes, it is one of the longest-running game shows in the world. The programme was presented by Richard Whiteley for over twenty years, until his death in 2005. His position was taken over by Des Lynam, who retired from the show on December 22, 2006 and was replaced by Des O'Connor on January 2, 2007. A celebrity guest features in every programme, and provides a brief interlude before the first advertisement break.


          The two contestants in each episode compete in three disciplines: eleven letters rounds, in which the contestants attempt to make the longest word from nine randomly chosen letters; three numbers rounds, in which the contestants must use arithmetic to make a random target number from six other numbers; and the conundrum, a buzzer round in which the contestants try to be first to solve a nine-letter anagram. During the series heats, the winning contestant returns the next day until he or she has accumulated eight wins. The best contestants are invited back for the series finals, which are decided in knockout format. Contestants of exceptional skill have received national media coverage, and the programme as a whole is widely recognised and parodied within British culture.


          


          History


          


          Origins


          Countdown is based on the French game show Des chiffres et des lettres (Numbers and Letters), created by Armand Jammot. The format was brought to Britain by Marcel Stellman, a Belgian record executive, who had watched the French show and believed it could be popular overseas. Yorkshire Television purchased the format and commissioned a series of eight shows under the title Calendar Countdown, which were to be part of their regional news programme Calendar. As the presenter of Calendar, Richard Whiteley was the natural choice to present Calendar Countdown - his daily appearances on both shows earned him the nickname "Twice Nightly". These shows were only broadcast in the Yorkshire area.


          


          An additional pilot episode was made, with a refined format, although it was never broadcast. A new British television channel, Channel 4, was due to launch in November 1982, and bought the newly-renamed Countdown on the strength of this additional episode. Countdown was the first programme to be broadcast on the new channel.


          
            
              	

              	As the countdown to a brand new channel ends, a brand new Countdown begins.

              	
            

          


          
             Richard Whiteley introducing the first Channel 4 episode of Countdown.
          


          

          


          Presenters


          Calendar Countdown was presented by Richard Whiteley, with Cathy Hytner and Denise McFarland-Cruickshanks managing the numbers and letters rounds respectively. When Countdown was commissioned for Channel 4 the number of hostesses expanded further: Cathy Hytner and Beverley Isherwood selected the letters and numbers tiles respectively, and calculations in the numbers rounds were checked by Linda Barrett or Carol Vorderman. Vorderman, a Cambridge graduate and member of Mensa, was appointed as one of the numbers experts after responding to an advertisement in a national newspaper which asked for a young woman who would like to become a game show hostess; unlike almost any other game show hostess of the time, however, the advertisement also made it clear that the applicants' appearance would be less important than their being a talented mathematician.


          


          Gradually the tasks performed by the extra presenters were taken over by Carol Vorderman, whose role within the show is now essentially that of co-presenter. The show was briefly taken off air following Whiteley's death in June 2005, but reappeared in October 2005 with Des Lynam as presenter. On September 30, 2006, Lynam admitted that he had decided to leave the programme after Christmas 2006. Lynam's departure was due to travel requirements for the demanding filming schedule, with the show recorded in Leeds and Lynam living 250 miles away in Worthing, West Sussex. Channel 4 had tried an extra programme on Saturday in early 2006 which Lynam had agreed to, subject to part of the filming schedule being moved nearer to his home. However, viewers reacted angrily to the idea of the show leaving Leeds and, when Lynam found out that a move would cause considerable disruption for many of the programme's camera crew, he decided to leave. On 7 November 2006, it was announced that Des O'Connor would succeed Lynam as host. Lynam's final show as Countdown presenter was broadcast on December 22, 2006.
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              Diagram of the Countdown studio illustrating the position of:
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              2 - Lexicographer;

              3 - the celebrity guest;

              4 - the champion;

              5 - the challenger;

              6 - Des O'Connor
            

          


          The other studio mainstay is Dictionary Corner, which houses a lexicographer and that week's celebrity guest. Initially farmer & broadcaster Ted Moult was on hand for verification. The role of the lexicographer is to verify the words offered by the contestants (see Letters round rules) and relay any longer or otherwise interesting words available. The lexicographer is aided in finding these words by the show's producers, currently Michael Wylie and Damian Eadie. Many lexicographers have appeared over the years, but since her debut in 1992, Susie Dent has become synonymous with the role, and has now made over a thousand appearances. The celebrity guest, sometimes known as the "Dictionary Dweller", also contributes words, and provides a short interlude at the end of the first section of the show. Dwellers have included Jo Brand, Martin Jarvis, Geoffrey Durham, Gyles Brandreth and John Sergeant providing poems, anecdotes, puzzles and magic tricks.


          


          Character


          Countdown quickly established cult status within British television -- an image which it maintains today, despite numerous changes of rules and personnel. The programme's audience comprises mainly students, housewives and pensioners, due to the "teatime" broadcast slot and inclusive appeal of its format and presentation. Countdown has been one of Channel 4's most-watched programmes for over twenty years, but has never won a major television award. In its mid-afternoon broadcast slot, the show draws about 1.7 million viewers every day  around half a million fewer than with Richard Whiteley presenting  and the Series 54 final, on 26 May 2006, attracted 2.5 million viewers. Up to 2 million viewers had watched the show daily in its previous 4.15pm slot. The drop in viewers following the scheduling change, coupled with the show's perceived educational benefits, even caused Labour MP Jonathan Shaw to table a motion in the UK Parliament, requesting that the show be returned to its later time. Minor scheduling changes have subsequently seen the show move from 3.15 to 3.30 to 3.25.


          
            [image: A Countdown teapot is awarded to any contestant who wins a game.]

            
              A Countdown teapot is awarded to any contestant who wins a game.
            

          


          In keeping with the show's friendly nature, contestants compete not for money but the Countdown winner's teapot, which is custom-made and can only be obtained by winning a game on the programme. The prize for the series winner is a leather-bound copy of the twenty-volume Oxford English Dictionary, worth GB4,000. However Series 31 winner David Acton refused this prize on account of his strict veganism, instead opting for a CD-ROM version of the dictionaries and donating the monetary difference to charity.


          
            [image: The studio before the start of the game]

            
              The studio before the start of the game
            

          


          Though the style and colour scheme of the set has changed many times, the clock has always provided the centrepiece and, like the clock music composed by Alan Hawkshaw, is an enduring and well-recognised feature of Countdown. Executive producer John Meade once commissioned Hawkshaw to revise the music for extra intensity; after hundreds of complaints from viewers, the old tune was reinstated.


          


          Format


          Countdown has occupied a tea-time broadcast slot since its inception. Currently an episode lasts around 45 minutes including advertising breaks. During the normal series, the winner of each game returns for the next day's show. If a player wins eight games, he is declared an "octochamp" and retires until the series finals. At the end of the series, the eight players with most wins (or the highest total score in the event of a tie) are invited back to compete in the series finals. They are seeded in a knockout tournament, with the first seed playing the eighth seed, the second playing the seventh, and so on. The winner of this knockout, which culminates in the Grand Final, becomes the series champion. Each series lasts around six months, with about 125 episodes.


          Approximately every four series, a Champion of Champions tournament takes place. For this, sixteen of the best players to have appeared since the previous Championship are invited back for another knockout tournament. The producer, former contestant Damian Eadie, decides which players to include, but typically the tournament includes the series winners and other note-worthy contestants. Series 33 was designated a "Supreme Championship", in which 56 of the best contestants from all the previous series returned for another knockout tournament. Series 10 champion Harvey Freeman was declared Supreme Champion after beating Allan Saldanha in the final. There are also occasional special episodes, in which past contestants return for themed matches. For example, David Acton and Kenneth Michie returned for a rematch of their Series 31 final, while brothers and former contestants Sanjay and Sandeep Mazumder played off against each other on 20 December, 2004.


          The game is split into three sections, separated by advertising breaks. The first two sections each contain four letters rounds and a numbers round, while the last section has three letters rounds, a numbers round and a final "Conundrum". At the end of the first two sections, O'Connor poses an anagram with a cryptic clue for the viewers at home, called the Teatime Teaser - the solution is revealed at the start of the next section. When the Teatime Teaser was first introduced, the anagrams were seven letters long, but have since been extended to eight.


          


          Letters round


          Letter tiles are arranged face-down into two piles; one all consonants, the other vowels. The contestant chooses a pile, and Vorderman reveals the top tile from that pile and places it on the board. A selection of nine tiles is generated in this way, and must contain at least three vowels and four consonants. Then, the clock is started and both contestants have thirty seconds to come up with the longest word they can make from the available letters. Each letter may be used only as often as it appears in the selection. The frequencies of the letters within each pile are weighted according to their frequency in natural English, in the same manner as Scrabble. For example, there are many Ns and Rs in the consonant pile, but only one Q.


          Contestants write down the words they have found during the round, in case they have the same one. After the thirty seconds is up, the players declare the length of their chosen word, with the player who selected the letters declaring first. If either player has not written their word down in time, he or she must declare this also. The words are then revealed. If either player has not written their word down, that is revealed first; otherwise, the shorter word is shown first. Only the contestant with the longer word scores points; both score in the event of a tie. One point is scored per letter, except for nine-lettered words, which score eighteen points. If a contestant offers an invalid word then they score no points, if the second player reveals the same word as the first, this must be proved by showing the word to either the host or celebrity guest - whoever is closest. Finally, Dictionary Corner reveals the best word they could find from the selection, aided by the production team.


          Any word which appears in the Oxford Dictionary of English is allowable, as well as some inflections. Standard inflections of nouns and verbs - for example, escapes, escaped and escaping - are accepted though not explicitly stated in the dictionary. Comparative and superlative forms of monosyllabic adjectives - for example, greater and greatest - are valid although these too are not explicitly stated. For longer adjectives, the inflections must be stated explicitly. However, some words given in the dictionary are not permitted: proper nouns (Kurdistan), hyphenated words (re-embark), some plurals of mass noun (mankinds), and words that occur only in combination - for example, mistle is invalid as it is used only in mistle thrush. Also, only British spelling is permitted - American spellings and inflections, such as flavor and signaled, are invalid.


          
            	
              Example:


              
                	Contestant One chooses five consonants, then three vowels, then another consonant.



                	
                  Selection is:

                  
                    	G Y H D N O E U R.


                  

                


                	Contestant One declares 7, while Contestant Two declares 8.



                	Contestant One reveals younger, but Contestant Two has hydrogen and scores eight points. Contestant One receives no points for this round.



                	Dictionary Corner note greyhound, which would have scored eighteen points, since nine letter words score double.

              

            

          


          


          Numbers round


          One contestant selects six of twenty-four shuffled tiles. The tiles are arranged into two groups: four "large numbers" (25, 50, 75 and 100) and the remainder "small numbers", which comprise two each of the numbers 1 to 10. The contestant dictates how many large numbers are in the selection; anywhere from none to all four. A random three-digit target is generated by an electronic machine, affectionately known as "CECIL" (which stands for Countdown Electronic Calculator In Leeds). The contestants then have thirty seconds to get as near to the target as possible by combining the six numbers selected with addition, subtraction, multiplication and division. Numbers can be used as many times as they appear in the selection, and need not all be used. Decimals and fractions are not allowed - only integers may be used at any stage of the calculation.


          Points are awarded for the closest solution, and again both contestants score if the solutions are equally close. 10 points are given for an exact answer, 7 points for a non-exact solution up to 5 from the target, and 5 points for a solution between 6 and 10 from the target. If neither contestant can get within 10, no points are awarded.


          
            	
              Example:

              
                	Contestant One requests two large numbers and four small numbers.



                	
                  Selection is:


                  
                    	75, 50, 2, 3, 8, 7.


                  

                


                	
                  Randomly generated target is:


                  
                    	812.

                  

                


                	Contestant One declares 813, while Contestant Two declares 815.



                	Contestant One is closer and so reveals: 75 + 50 - 8 = 117. 117  7 - (3  2) = 813, which scores seven points.



                	Carol Vorderman notes: 50 + 8 = 58. 7  2  58 = 812, which would have scored ten points.


              

            

          


          For some games, there are many ways to reach the target exactly. However not all games are solvable, and for some selections it is impossible even to get within 10. There is a tactical element in selecting how many large numbers to include. One large and five small numbers is the most popular selection, despite two large numbers giving the best chance of the game being solvable exactly. Selections with zero or four large numbers are generally considered the hardest.


          


          Conundrum


          The final round of the game is the "Countdown Conundrum". A board revolves to reveal the "conundrum" - a nine-lettered anagram, usually arranged into the form of two condensed words (see example). The contestants have thirty seconds to find the word. The first contestant to buzz with the correct answer is awarded ten points, but each contestant may guess only once. If neither contestant guesses correctly, the presenter asks if anyone in the audience knows the word, and if so, chooses someone to shout it out. Once a contestant guesses correctly or the time expires, a second board rotates to reveal the answer. Each conundrum is designed to have only one solution but if, unintentionally, the conundrum has two answers (e.g. CARTHORSE and ORCHESTRA) then either is accepted.


          A "crucial Countdown conundrum" occurs if, before the conundrum, the leading contestant is ahead by ten points or fewer. The studio lights are dimmed and the first contestant to answer correctly wins the game. If the scores are level after the conundrum, additional conundrums are used until the match is decided.


          
            	
              Example:


              
                	
                  Conundrum is revealed:

                  
                    	C H I N A L U N G.


                  

                


                	Contestant One buzzes, and says launching, which scores 10 points.

              

            

          


          


          Evolution


          The rules of Countdown are derived from those of Des chiffres et des lettres. Perhaps the biggest difference is the length of the round; DCedL's rounds are each 45 seconds long to Countdown's 30. Also, DCedL has a standard letters round as its final round, so there is no analogue to Countdown's Conundrum finale. However DCedL has an alternative two rounds, called "duels", in which players compete to solve a mental arithmetic problem, extract two themed words, or spell a rare word. Other minor discrepancies include a different numbers scoring system (9 points for an exact solution, or 6 points for the closest inexact solution in DCedL) and the proportion of letters to numbers rounds (11 to 3 in Countdown, 8 to 4 in DCedL).


          The pilot episode followed significantly different rules to the current ones. Most noticeably, only eight letters were selected for each letters round. If two contestants offered a word of the same length, or an equally close solution to a numbers game, then only the contestant who made the selection for that round was awarded points. Also, only five points were given for an exact numbers solution, three for a solution within 5, and one point for the closer solution, no matter how far away.


          Until the end of Series 21, if the two contestants had equal scores after the first conundrum, the match was considered a draw and they both returned for the next show. A significant change in the format occurred in September 2001, when the show was expanded from nine rounds and 30 minutes to the current fifteen rounds and 45 minutes. The older format was split into two halves, each having three letters and one numbers game, with the conundrum at the end of the second half. When the format was expanded to fifteen rounds, Richard Whiteley jokingly continued to refer to the three segments of the show as "halves". Under the old format, Grand Finals were specially extended shows of fourteen rounds, but now all shows follow the same format.


          The rules regarding which words are permitted have changed with time. American spelling was allowed until 2002, and more unspecified inflections were assumed to be valid.


          In September 2007 a new feature was added to the show, in which during a brief pause in the game Susie Dent explains the origin of a word or phrase which she has been researching. However, this feature has not appeared since Dent went on maternity leave in late October 2007.


          [bookmark: 25th_Anniversary_Celebrations]


          25th Anniversary Celebrations


          The first episode of Countdown was repeated on 1 October 2007 on More4 and on 2 November 2007 on Channel 4, as part of Channel 4 at 25, a season of celebratory Channel 4 programmes as it celebrated its 25th birthday.


          On 2 November 2007, Countdown celebrated its twenty-fifth anniversary and aired a special 'birthday episode'. The two players were 2006 winner Conor Travers and 2002 winner Chris Wills. However, for the rounds, VIP guests selected the letters and numbers. Guests included Gordon Brown, Amir Khan and Lord Attenborough.


          


          Notable contestants


          Since Countdown's debut in 1982, there have been over 4,000 televised games and 54 complete series. There have also been twelve Champion of Champions tournaments, with the most recent in June 2006.


          Several of Countdown's most successful contestants have received national media coverage. Teenager Julian Fell set a record score of 146 in December 2002. More recently, fourteen-year-old Conor Travers became the youngest series champion in the show's history, gaining wide newspaper interest. At eight years old, Tanmay Dixit was one of the youngest players ever to appear on the show when he achieved two wins in March 2005. He also received press attention for his offerings in the letters round, which included fannies and farted. A couple of former contestants have returned to Countdown as part of the production team: Mark Nyman (as producer, and occasional lexicographer in Dictionary Corner) and Damien Eadie (the current series producer).


          In 1998, sixteen celebrities were invited to play Celebrity Countdown, a series of eight games broadcast every Thursday evening over the course of eight weeks. The celebrities included Whiteley's successor Des Lynam, who defeated Sin Lloyd. The highest and lowest scores were posted in the same game when Hugh Fearnley-Whittingstall defeated Jilly Goolden 47-9.


          Richard Whiteley and Carol Vorderman competed in another special episode on Christmas Day 1997. For this game, the presenter's chair was taken by William G. Stewart, the host of fellow Channel 4 game show Fifteen to One. Susie Dent took over Vorderman's duties, and Mark Nyman occupied Dictionary Corner. The game was close-fought, and decided only by the crucial Countdown conundrum mistletoe which Vorderman solved in two seconds.


          


          In popular culture


          


          Countdown is often referenced and parodied in British culture. In the 2002 film About a Boy, protagonist Will Freeman is a regular viewer of Countdown. The programme is mentioned in an episode of British sitcom Father Ted entitled " The Old Grey Whistle Theft," Still Game (in the episode "Kill Wullie") and is also referenced in the very first episode of Little Britain from 2003. BBC impression sketch show, Dead Ringers, parodies Countdown numerous times, and another television programme, The Big Breakfast, parodied Countdown in a feature called "Countdown Under". Comedy show A Bit of Fry and Laurie further lampooned Countdown in a sketch entitled Countdown to Hell. Fry played Richard Whiteley, while Gyles Brandreth got the word sloblock  an anagram of bollocks. The show also has a fleeting reference in British sitcom The Office when Chris 'Finchy' Finch attempts to insult student temporary worker Ricky when he explains he had a job when he was thirteen. Finchy states was it 'professor in charge of watching Countdown everyday'. Commenting on its student audience, and referring to the fact anyone watching Countdown during its 'hometime' time slot can't be out at work.


          Countdown has also generated a number of popular outtakes, with the letters producing the occasional word that was deemed unsuitable for the original broadcast. A round in which Dictionary Corner offered the word gobshite featured in TV's Finest Failures in 2001, and in one episode, contestants Gino Corr and Lawrence Pearse both declared the word wankers. This was edited out of the programme but has since appeared on many outtakes shows. Other incidents with only marginally rude words (including wanker, singular) have made it into the programme as they appeared, such as those with Tanmay Dixit referenced above, and a clip from a 2001 episode in which the word fart appeared on the letters board, which also featured on 100 Greatest TV Moments from Hell.


          The format of the show has been parodied on Have I Got News for You. In 1999, when Richard was a guest, the numbers game was copied along with the famous clock music and at the end of the show was a conundrum, the conundrum was "PHANIOILS", to which the answer was IAN HISLOP. In 2004, when Carol was a guest one of the usual rounds was replaced with a conundrum round based on the week's news. When Carol hosted the show in 2006, one of the rounds was the "Spinning Conundrum Numbers Round", altering the "Spinning Headlines" round, by adding a number to a picture relating to the week's news, then at the end of the round the 6 numbers from the picture were used for a numbers game.


          The Doctor Who episode " Bad Wolf" (2005) mentions a futuristic version of Countdown, in which the goal is to stop a bomb from exploding in 30 seconds. It was referenced again in a later series in " Last of the Time Lords" (2007), where Professor Docherty expresses a keen fondness for the show.


          Richard Whiteley was the victim of a practical joke while presenting the show. The contestants and rounds had been planted as part of a "Gotcha!", a regular prank feature on the light entertainment show Noel's House Party. Whiteley did not uncover the joke until House Party presenter Noel Edmonds appeared on the set at the end of the programme.
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        Country


        
          

          In political geography and international politics, a country is a political division of a geographical entity. Frequently, a sovereign territory, the term is most commonly associated with the notions of both state and nation, and also with government.


          In common usage, the term is used casually in the sense of both nations and states. Definitions may vary. It is sometimes used to refer to both states and some other political entities, while in some occasions it refers only to states. It is not uncommon for general information or statistical publications to adopt the wider definition for purposes such as illustration and comparison.


          There are non- sovereign territories (subnational entities, another form of political division or administrative division within a larger nation-state) which constitute cohesive geographical entities, some of which are former states, but which are not presently sovereign states. Some are commonly designated as countries (e.g. England, Scotland and Wales), while others are not (e.g., Cornwall, Brittany and Texas). The degree of autonomy and local government varies widely. Some are possessions of states, as several states have overseas dependencies (e.g., the British Virgin Islands, Netherlands Antilles, and American Samoa), with territory and citizenry separate from their own. Such dependent territories are sometimes listed together with states on lists of countries.
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        Country music


        
          

          
            
              	Country music
            


            
              	Stylistic origins

              	
                
                  Appalachian folk music, blues, spirituals and Anglo- Celtic music
                

              
            


            
              	Cultural origins

              	
                
                  early twentieth century Appalachia, esp. Tennessee, West Virginia, and Kentucky
                

              
            


            
              	Typical instruments

              	
                
                  Guitar - Steel Guitar - Dobro - Harmonica - Bass - Fiddle - Drums - Mandolin - Banjo
                

              
            


            
              	Mainstream popularity

              	Much, worldwide, especially the Nashville Sound
            


            
              	Derivative forms

              	Bluegrass, Dansband, Rock 'n' roll
            


            
              	Subgenres
            


            
              	Bakersfield Sound - Bluegrass - Close harmony - Honky tonk - Jug band - Lubbock Sound - Nashville Sound - Neotraditional Country - Outlaw country - Red Dirt - Texas Country
            


            
              	Fusion genres
            


            
              	Alternative country - Country rock - Psychobilly - Rockabilly - Country-rap - Country pop - Western Swing - Cow-Mo
            


            
              	Other topics
            


            
              	Country musicians - List of years in country music
            

          


          Country music is a blend of popular musical forms originally found in the Southern United States and the Appalachian Mountains. It has roots in traditional folk music, Celtic music, blues, gospel music, hokum, and old-time music and evolved rapidly in the 1920s. The term country music began to be used in the 1940s when the earlier term hillbilly music was deemed to be degrading, and the term was widely embraced in the 1970s, while country and western has declined in use since that time, except in the United Kingdom, where it is still commonly used.


          In the Southwestern United States a different mix of ethnic groups created the music that became the Western music of the term country and western.


          Country music has produced two of the top selling solo artists of all time. Elvis Presley, who was known early on as The Hillbilly Cat and was a regular on the radio program Louisiana Hayride, went on to become a defining figure in the emerging genre of rock 'n roll. Garth Brooks is one of the top-selling country artists of all time, and except for a short foray into non-country in the late 1990s, has remained in that genre.


          While album sales of most musical genres have declined, country music experienced one of its best years in 2006, when, during the first six months of the year, U.S. sales of country albums increased by 17.7 percent to 36 million. Moreover, country music listening nationwide has remained steady for almost a decade, reaching 77.3 million adults every week according to the radio-ratings agency Arbitron Inc.


          The term "country music" is used to describe many styles, genres, or subgenres.


          


          Early history


          Immigrants to the Southern Appalachian Mountains of North America brought instruments along with them for nearly 300 years. The Scottish and Irish fiddle styles, the German-derived dulcimer, the Italian mandolin, the Spanish guitar, and the African banjo were the most common instruments. The interactions among musicians from different ethnic groups produced music unique to this region of North America. Appalachian string men of the early twentieth century primarliy consisted of fiddling.


          Throughout the nineteenth century, several immigrant groups from Central Europe and the British Isles moved to Texas. These groups interacted with the Spanish, Mexican, Native American, and U.S. communities that were already established in Texas. As a result of this cohabitation and extended contact, Texas has developed unique cultural traits that are rooted in the culture of all of its founding communities. The settlers from the areas now known as Germany and the Czech Republic established large dance halls in Texas where farmers and townspeople from neighboring communities could gather, dance, and spend a night enjoying each others company. The music at these halls, brought from Europe, included the waltz and the polka, played on an accordion, an instrument invented in Italy, which was loud enough to fill the entire dance hall.


          


          Early recorded history


          Columbia Records began issuing records with "hillbilly" music (series 15000D "Old Familiar Tunes") as early as 1924. A year earlier on June 14, 1923 Fiddlin' John Carson recorded " Little Log Cabin in the Lane" for Okeh Records. Vernon Dalhart was the first country singer to have a nationwide hit in May of that same year with " Wreck of the Old '97". Other important early recording artists were Riley Puckett, Don Richardson, Fiddlin' John Carson, Al Hopkins, Charlie Poole and the North Carolina Ramblers and The Skillet Lickers. The steel guitar entered country music as early as 1922, when Jimmie Tarlton met famed Hawaiian guitarist Frank Ferera on the West Coast.


          The origins of modern country music can be traced to two seminal influences and a remarkable coincidence. Jimmie Rodgers and the Carter Family are widely considered to be the founders of country music, and their songs were first captured at a historic recording session in Bristol, Tennessee/ Bristol, Virginia on August 1, 1927, where Ralph Peer was the talent scout and sound recordist.


          Rodgers fused hillbilly country, gospel, jazz, blues, pop, cowboy, and folk; and many of his best songs were his compositions, including Blue Yodel (Victor 21142 ), which sold over a million records and established Rodgers as the premier singer of early country music.


          Beginning in 1927, and for the next 17 years the Carters recorded some 300 old-time ballads, traditional tunes, country songs, and Gospel hymns, all representative of America's southeastern folklore and heritage.


          


          Singing Cowboys, Western Swing, and Hillbilly Boogie


          During the 1930s and 1940s Cowboy songs, or "Western music", which had been recorded since the 1920s, were popularized by films made in Hollywood. Some of the popular singing cowboys from the era were, Gene Autry, the Sons of the Pioneers, and Roy Rogers.


          Another "country" musician from the Lower Great Plains who had become very popular as the leader of a hot string band, and who also appeared in Hollywood Westerns was Bob Wills. His mix of "country" and jazz, which started out as dance hall music, would become known as Western Swing. Spade Cooley and Tex Williams also had very popular bands and appeared in films. At the height of its popularity, Western Swing rivaled the popularity of other big band jazz.


          Country musicians began playing boogie in 1939, shortly after it had been played at Carnegie Hall, when Johnny Barfield recorded "Boogie Woogie". The trickle of what was initially called Hillbilly Boogie, or Okie Boogie (later to be renamed Country Boogie), became a flood beginning around late 1945. One notable country boogie from this period was the Delmore Brothers' "Freight Train Boogie", considered to be part of the combined evolution of country music and blues towards rockabilly. In 1948 Arthur "Guitar Boogie" Smith achieved Top 10 US country chart success with his MGM Records recordings of "Guitar Boogie" and "Banjo Boogie", with the former crossing over to the US pop charts. Other country boogie artists include Merrill Moore, and Tennessee Ernie Ford. The Hillbilly Boogie period lasted into the 1950s, and remains as one of many subgenres of country into the twenty first century.


          By the end of World War II "mountaineer" string band music known as Bluegrass had emerged when Bill Monroe joined with Lester Flatt and Earl Scruggs, led by Roy Acuff at the Grand Ole Opry in Nashville, Tennessee. Gospel music, too, remained a popular component of country music.


          "Honky tonk" songs associated with Texas and California barrooms, performed by the likes of Ernest Tubb, Ted Daffin, Floyd Tillman, and the Maddox Brothers and Rose, and later by Hank Williams, would later be called "traditional" country.


          In this post WWII period "country" music was called "folk" in the trades, and "hillbilly" within the industry.


          Many musicians performed and recorded songs in any number of styles. Moon Mullican played Western Swing, but also recorded songs that can be called rockabilly. Bill Haley sang cowboy songs, and was at one time a cowboy yodeler. Haley became most famous as an early player of rock n roll. Lefty Frizzell played in honky tonks Jimmie Rodgers-stylings to his environment, thus creating a sound that was very much his own.


          


          The 1950s and 1960s


          By the late 1940's, Nashville began to slowly integrate the popular big band jazz and swing sounds of top 40 radio with the honky tonk storytelling of country pioneers. Between 1947 and 1949, country crooner Eddy Arnold placed a total of 8 songs in the top 10.


          


          The countrypolitan sound of Nashville


          Beginning in the mid 50's, and reaching its peak during the early 1960s, the " Nashville Sound" turned country music into a multimillion-dollar industry centered on Nashville, Tennessee. Under the direction of producers such as Chet Atkins, Owen Bradley, and later Billy Sherrill, the "Nashville sound" brought country music to a diverse audience and helped revive country as it emerged from a commercially fallow period. This sound was notable for borrowing from 1950s pop stylings: a prominent and "smooth" vocal, backed by a string section and vocal chorus. Instrumental soloing was de-emphasised in favour of trademark "licks". Leading artists in this genre included Patsy Cline, Jim Reeves, and later Tammy Wynette and Charlie Rich. The "slip note" piano style of session musician Floyd Cramer was an important component of this style. Peter Dempsey was also active during this period.


          


          Rockabilly


          1956 could be called the year of rockabilly in country music. The number 2, 3, and 4 songs on Billboard's charts for that year are: Elvis Presley " Heartbreak Hotel", Johnny Cash " I Walk the Line", and Carl Perkins " Blue Suede Shoes". Cash and Presley would place songs in the top 5 in 1958 with #3 "Guess Things Happen That Way/Come In, Stranger" by Cash, and #5 by Presley "Don't/I Beg Of You".


          What is now most commonly referred to as rockabilly was most popular with country music fans in the 1950s, and was recorded and performed by country musicians. Within a few years many rockabilly musicians returned to a more mainstrean style, or had defined their own unique style.


          By the end of the decade, backlash as well as traditional artists such as Ray Price, Marty Robbins, and Johnny Horton began to shift the industry away from the Rock n' Roll influences of the mid-50's.


          


          Bakersfield Sound


          Located 112miles (180km) north north west of Los Angeles, Bakersfield, California gave rise to one of the next genres of country music. The Bakersfield Sound grew out of hardcore honky tonk, adding elements of Western swing. One-time West Coast residents Bob Wills and Lefty Frizzell influenced the leading proponents of this sound. The Bakersfield Sound relied on electric instruments and amplification more than other subgenres of country, giving the music a hard, driving, edgy flavor.


          By 1966 the sharp, Telecaster driven, no-frills, music with an unadorned drive was known as the Bakersfield Sound. The leading practitioners of this style were Buck Owens, Merle Haggard, Tommy Collins, and Wynn Stewart, each of whom had his own style.


          


          Changing instrumentation in the mid twentieth century


          


          Drums


          Drums were scorned by early country musicians as being "too loud" and "not pure", but by 1935 Western Swing big band leader Bob Wills had added drums to the Texas Playboys. In the mid 1940s, The Grand Ole Opry did not want the Playboys drummer to appear on stage. Although drums were commonly used by rockabilly groups by 1955, the less-conservative-than-the-Grand Ole Opry Louisiana Hayride kept their infrequently-used drummer back stage as late as 1956. By the early 1960s, however, it was rare that a country band didn't have a drummer.


          


          Electric guitar


          Bob Wills was one of the first country musicians known to have added an electric guitar to his band, in 1938. . A decade later (1948) Arthur Smith achieved Top 10 US country chart success with his MGM Records recording of "Guitar Boogie", which crossed over to the US pop chart, introducing many people to the potential of the electric guitar. For several decades Nashville session players preferred the warm tones of the Gibson and Gretsch archtop electrics, but a hot Fender style, utilizing guitars which became available beginning in the early 1950s, eventually prevailed as the signature guitar sound of country. Now almost every country band has a electric guitar.


          


          Not Nashville


          In 1962 Ray Charles surprised the pop world by turning his attention to country & western music, topping the charts and rating # 3 for the year on BillBoards pop chart with the " I Can't Stop Loving You" single, and recording the hugely popular album Modern Sounds in Country and Western Music.


          


          Outlaw Country


          Derived from the traditional and Honky tonk sounds of the late 50's and 60's, including Ray Price (whose band, the " Cherokee Cowboys", included Willie Nelson and Roger Miller) and mixed with the anger of an alienated subculture of the nation during the period, outlaw country revolutionized the genre of Country music.


          "After I left Nashville (the early 70s), I wanted to relax and play the music that I wanted to play, and just stay around Texas, maybe Oklahoma. Waylon and I had that outlaw image going, and when it caught on at colleges and we started selling records, we were O.K. The whole outlaw thing, it had nothing to do with the music, it was something that got written in an article, and the young people said, 'Well, that's pretty cool.' And started listening." (Willie Nelson)


          The term "Outlaw Country" is traditionally associated with Willie Nelson, Waylon Jennings, and Billy Joe Shaver, and was encapsulated in the 1976 record Wanted! The Outlaws.


          Even in today's current country the outlaw brand and influence is extremely evident from performers such as Eric Church, Jake Owen, and others more like them than the contemporary scene.


          


          Country Rock


          The late 1960's in American music produced a unique blend as a result of traditionalist backlash within separate genres. In the aftermath of the British Invasion, many desired a return to the "old values" of Rock n' Roll. At the same time there was a lack of enthusiasm in the Country sector for Nashville-produced music. What resulted was a crossbred genre known as Country Rock.


          Early innovators in this new style of music included Rock n' Roll icon band The Byrds (while Gram Parsons was the front man) and its spin-off The Flying Burrito Brothers, Commander Cody, and The Eagles.


          Subsequent to the initial blending of the two polar opposite genres, other offspring soon resulted, including Southern Rock and Heartland Rock.


          In the decades that followed, artists such as Alabama and Linda Ronstadt moved Country further towards rock influence.


          


          Country-Pop


          Country Pop or soft pop, with roots in both the countrypolitan sound and in soft rock, is a subgenre of country music that first emerged in the 1970s. Although the term first referred to country music songs and artists that crossed over to top 40 radio, country pop acts are now more likely to cross over to adult contemporary.


          Country pop found its first widespread acceptance during the 1970s. It started with Pop music singers, like Glen Campbell, John Denver, Olivia Newton-John, and Anne Murray having hits on the Country charts. Campbell's "Rhinestone Cowboy" was among one of the biggest crossover hits in Country music history. These Pop-oriented singers thought that they could gain higher record sales and a larger audience if they crossed over into the Country world.


          In 1974 Olivia Newton-John, an Australian pop singer, won the "Best Female Country Vocal Performance" as well as the Country Music Association's most coveted award for females, "Female Vocalist of the Year". In the same year, a group of artists, troubled by this trend, formed the short-lived Association of Country Entertainers. The debate raged into 1975, and reached its apex at that year's Country Music Association Awards when reigning Entertainer of the Year, Charlie Rich (who himself had a series of crossover hits), presented the award to his successor, John Denver. As he read Denver's name, Rich set fire to the envelope with a cigarette lighter. The action was taken as a protest against the increasing pop style in country music.


          


          The Urban Cowboy Effect


          The most infamous era in country music was in the early '80s. Influenced by both Country Rock and Country Pop, the Urban Cowboy movement led country music further away from its traditional roots. Country's move toward pop culture was popularized by John Travolta's Urban Cowboy and spurred on by Dolly Parton's movie 9 to 5. Some older artists from the 1960s and 1970s converted their sound to country pop or countrypolitan, such as Faron Young, Dolly Parton, Dottie West, and Ray Price.


          By the mid-80s, however, fans of more traditional country music were growing restless. What resulted was a return to the roots of Country Music, and a sigh of relief from traditional listeners. Some of today's Country Pop Stars are Carrie Underwood,Kelly Clarkson.


          


          Neotraditional Country


          After the dismal failure of the Urban Cowboy era, a generation of "new traditionalists"  George Strait, Ricky Skaggs, the Judds, Randy Travis, and Ricky Van Shelton  brought country out of its post-Urban Cowboy doldrums by reminding young audiences what made the music great in the first place.


          


          Other developments


          In the mid 1990s country western music was influenced by the popularity of line dancing. This influence was so great that Chet Atkins was quoted as saying "The music has gotten pretty bad, I think. It's all that damn line dancing." By the end of the decade, however, at least one line dance choreographer complained that good country line dance music was no longer being released.


          In the 1990s a new form of country music emerged, called by some alternative country, neotraditional, or "insurgent country". Performed by generally younger musicians and inspired by traditional country performers and the country reactionaries, it shunned the Nashville-dominated sound of mainstream country.


          One infrequent, but consistent theme in country music is that of proud, stubborn independence. "Country Boy Can Survive" and "Copperhead Road" are two of the more serious songs along those lines; while "Some Girls Do" and "Redneck Woman" are more light-hearted variations on the theme.


          There are at least four U.S. cable networks at least partly devoted to the genre: CMT (owned by Viacom), CMT Pure Country (also owned by Viacom), Rural Free Delivery TV (owned by Rural Media Group) and GAC (owned by The E. W. Scripps Company). The original American country music video cable channel was TNN (The Nashville Network). The channel was launched in the early 1980s. In 2000, the channel was renamed and reformatted to TNN (The National Network), which was a general-interest network to compete with USA Network, TNT, and Superstations, such as TBS and WGN. Subsequently, The National Network became Spike TV, the first network for men.


          


          Performers


          


          Television and radio shows of note (listed alphabetically)


          
            	American Idol - While not strictly a country music show, it has launched the careers of several country stars, including Carrie Underwood, Kellie Pickler and Bucky Covington.


            	Austin City Limits, PBS goes country


            	The Beverly Hillbillies, legendary situation comedy series that featured a country theme song and frequent appearances, by Lester Flatt and Earl Scruggs


            	Crook & Chase, hosted by Lorianne Crook and Charlie Chase, 1986 to present, currently on RFD-TV


            	The Glen Campbell Goodtime Hour, 1969 - 1972


            	Grand Ole Opry, broadcasting on WSM from Nashville since 1925 now on GAC


            	Hee Haw, featuring Buck Owens and Roy Clark and a pack of droll, cornball comedians, notably Junior Samples. Other artist of note, Archie Campbell, writer and on-air talent.


            	The Johnny Cash Show (1969-1971) on ABC Networks


            	Lost Highway, a significant BBC documentary on the History of Country Music


            	Louisiana Hayride, featured Hank Williams in his early years


            	Nashville Star country music talent show that has produced such stars as Miranda Lambert, Buddy Jewel, George Canyon, and Chris Young


            	Pop! Goes the Country, a weekly syndicated country music variety television series, hosted by Ralph Emery, running between 1974 and 1982.


            	The Porter Wagoner Show, aired from 1960 to 1979 and featured a young Dolly Parton and Mel Tillis.


            	That Good Ole Nashville Music, 1970 - 1985


            	Nashville Now, hosted live by Ralph Emery, it was the cornerstone nightly program for The Nashville Network from 1983 through 1993. Featured muppet co-host, Shotgun Red.


            	The Statler Brothers Show, the highest rated show on The Nashville Network from 1991 until its last episode in 1998.


            	The Wilburn Brothers Show, long running syndicated country variety television series, hosted by The Wilburn Brothers, running between 1963 and 1974. Launched the career of Loretta Lynn.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Country_music"
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          A coupling (or a coupler) is a mechanism for connecting rolling stock in a train. The design of these couplings is a standard almost as important as the railway gauge, since flexibility and convenience are maximised if all rolling stock can be coupled together.


          


          Nomenclature


          The different types of coupling do not always have formal or official names, which makes descriptions of the couplings in use on any railway system problematic.


          


          Buffers and chain
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          The standard type of coupling on railways following the British tradition is the buffer and chain coupling used on the pioneering Liverpool and Manchester Railway of 1830. These couplings followed earlier tramway practice but were made more regular. The vehicles are coupled by hand using a hook and links with a turnbuckle-like device that draws the vehicles together. In Britain, this is called a screw coupling. Vehicles have buffers, one at each corner on the ends, which are pulled together and compressed by the coupling device. This arrangement limits the slack in trains and lessens shocks. In contrast, Janney couplers encourage violent encounters in order to engage the coupling fully. The earliest buffers were fixed extensions of the wagon frames, but later spring buffers were introduced.


          Inefficient and slow, the European system is relatively unsafe because it requires manual coupling between vehicles, exposing workers to the risk of being crushed. With central couplers (except link and pin) it is not usually necessary to get between the cars for coupling or uncoupling. The safety issue was one of the main arguments for changing to central couplers. After more than 30 years, the change has still not been completed; indeed it has barely started.


          This coupling type is the standard in European countries (except the former Soviet Union, where the SA-3 automatic coupler is used). Coupling is done by a worker, who must climb between the cars. First he turns a releasing screw (an aid with two opposite windings, and it does not uncouple the train itself) to the loose position, and then he can hang the chain on the hook. After hanging the chain on the towing hook the releasing screw must be turned to the tight position. When the coupler is uncoupled, it must be hung on the idle hook to prevent damage to itself or the brake pipes. Only shunting is permitted with a dangling chain. Disconnected brake pipes must be hung on hooks. (The picture shows two coupled cars, with a single brake pipe.)


          The hooks and chain hold the carriages together, while the buffers keep the carriages from banging into each other so that no damage is caused. The buffers can be "dumb" or spring-loaded. That means there are no run-in forces on the coupler. The other benefit compared with automatic couplers is that its lesser slack causes smaller forces on curves; there is a lower probability of a broken coupler in a curve than with automatic couplers. The disadvantage is the smaller mass of the freight that can be hauled by that coupler (maximum 3000 tonnes).


          Early rolling stock was often fitted with a pair of auxiliary chains as a backup if the main coupling failed. This made sense before the fitting of continuous fail-safe braking systems.


          On railways where rolling stock always pointed the same way, the chain might be mounted at one end only, as a small cost- and weight-saving method.


          On German railways, one buffer is flatter than the other buffer, which is slightly more rounded. This provides better contact between the buffers than would be the case if both buffers were slightly rounded.


          


          Buffers and narrow gauge


          With the exception of Queensland and Tasmania, twin buffers and chains are rare on narrow gauge lines, perhaps because of the buffer locking problem on sharp curves.


          


          Three-link couplings


          A peculiarly British institution was the "loose-coupled" freight train. This used three-link chain couplings with no means of drawing the wagons together: since such trains were not fitted with an automatic through-train braking system there were no pipes to connect between the vehicles. The couplings in the train were kept taut by the last vehicle of the train being a heavily ballasted guards van with its brakes set slightly on. This helped prevent snapped couplings. Such trains travelled at low speeds and were phased out in the 1970s.


          An improvement on this is the "Instanter" coupling, in which the middle link of a three link chain is specially shaped so that when lying "prone" it provides enough slack to make coupling possible, but when this middle link is rotated 90 degrees the length of the chain is effectively shortened, reducing the amount of slack without the need to wind a screw. The closeness of the coupling allows the use of inter-vehicle pipes for train brakes. It also has the advantage that it can be operated entirely from the side of the wagons using a shunter's pole and is therefore safer when shunting work is under way. These couplings are still prevalent in UK freight trains today.


          


          Problems with buffers and chain


          The buffers and chain coupling system has a maximum load much less that the Janney coupling. Also, on sharp reverse curves, the buffers can get bufferlocked by somehow getting on the wrong side of the adjacent buffer. An accident at a Swiss station was caused by buffer-locked wagons in the 1980s. The bufferlock could be caused on the very sharp turnouts by the older rounded buffers. The newer buffers has rectangle shape and they are wider than taller. They are not so flat, so they rarely cause buffer locking.


          


          Variation with gauge
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          The width between the buffers tends to increase as the gauge increases, so that if wagons are changed from one gauge to another, the buffers will no longer match. This occurs because the buffers are originally extensions of the frames, which are spaced according to the gauge.


          On some narrow-gauge lines in Europe a simplified version is used, consisting of a single central buffer with a chain underneath. The chain usually contains a screw-adjustable link to allow close coupling. On sharp curves, a single centre buffer is less likely to be subject to buffer locking problem, as described above.


          


          Central buffer'n'under chain
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          This coupler is used in the Paris Mtro (except the lines 1 and 14, because the speed of the MP 89). This subway system is very older, the unique coupler was the buffer'n'chain, so, the trains hads to use this coupler, how? Using the central buffer system, used in metre gauge railroads (but, in 1913, the belgian train builder La Brugeoise mades a special fully automatic coupler for Buenos Aires Metro Line A). In the swiss metric gauge railroad M.O.B. use this coupling system, it's the same RATP's coupling!! Look at the photo.
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          Dual coupling
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          It is possible to mount both buffers and chain and knuckle couplers on the same car, provided that one can swing out of the way.


          Locomotives and some freight cars of the Indian Railways are fitted with a 'transition coupler' that incorporates a screw coupling within a knuckle coupler: the knuckle coupler remains in position and does not swing away when not in use. The screw coupling is mounted on a lug within the knuckle coupler. See SAB WABCO C-AK. Most Indian freight cars use the knuckle coupler alone, without buffers, whereas passenger coaches almost exclusively use screw couplers and buffers. Exceptions are the new LHB coaches imported from Europe, and a few other makes of carriages converted to use knuckle couplers.
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          Some Russian locomotives and wagons have buffers together with the central coupler. When coupling to Finnish equipment, a short chain with a block that fits in the central coupler is placed on the Russian side, backing up and compressing the buffers so that the chain can be laid on the hook. (That is also the common way of coupling locomotives to or from wagons, faster than unscrewing the link.)


          British locomotive-hauled passenger carriages adopted a dual coupling system in the 1950s. They have retractable buffers and a central Buckeye automatic knuckle coupler that lowers to reveal a hook for a screw-type chain coupling. Inter-stock coupling was with the automatic coupler (with the buffers retracted), while connection to the locomotive was with the buffer-and-chain system with a screw coupler.


          


          Link and pin
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          The link and pin coupling was the original style of coupling used on American railways, surviving after conversion to Janney couplings on forestry railways. While simple in principle, the link and pin coupling suffered from a lack of standardisation regarding size and height of the links.


          The link and pin coupler consisted of a tubelike body that received an oblong link. During coupling, a railworker had to stand between the cars as they came together and guide the link into the coupler pocket. Once the cars were joined, the employee inserted a pin into a hole a few inches from the end of the tube to hold the link in place. This procedure was exceptionally dangerous and many brakemen lost fingers or entire hands when they did not get their hands out of the way of the coupler pockets; many more were killed as a result of being crushed between cars or dragged under cars that were coupled too quickly. Brakemen were issued with heavy clubs that could be used to hold the link in position, but many brakemen would not use the club, and risk injury.


          The link and pin coupler proved unsatisfactory because:


          
            	It made a loose connection between the cars, with too much slack action.


            	There was no standard design, and train crews often spent hours trying to match pins and links while coupling cars.


            	The links and pins were often pilfered (due to their value as scrap metal), resulting in substantial replacement costs. John H. White suggests that the railroads considered this to be more important than the safety issue at the time (see reference below).


            	Crew members had to go between moving cars during coupling, and were frequently injured and sometimes killed.


            	Eventually, railroads wished to operate trains that were heavier than the link and pin system could cope with.

          


          An episode of the 1960s TV series Casey Jones was devoted to the problems of link and pin couplings.


          


          Norwegian
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          Norwegian (or meat chopper) couplings consist of a central buffer with a mechanical hook that drops into a slot in the central buffer. The Norwegian is found only on narrow gauge railways, such as the Ffestiniog Railway and the Welsh Highland Railway, where low speeds and reduced train loads allow a simpler system. On railway lines where rolling stock always points the same way, the mechanical hook may be provided only on one end of each wagon. This was the situation on the Lynton & Barnstaple (L&B), a narrow gauge line in Devon, England, and still applies to railways in New Zealand. Similarly, the hand brake handles may also be on one side of the wagons only.


          Norwegian couplings are not particularly strong, and may be supplemented by auxiliary chains. The L&B originally used side chains in conjunction with Norwegian couplers, but these were found to be unnecessary with the slow speeds employed (10-15miles per hour) and were removed within a year or so of the line opening in 1898.


          The Pichi Richi Railway in South Australia uses Norwegian couplers as its standard, and converts Janney coupler to Norwegian as required. The slot in the "buffer beam" where the coupler protrudes appears to be about the same for both types of couplers. As a museum, it is appropriate to use the older type of coupling.


          Not all Norwegian couplings are compatible with one another as they vary in height, width, and may or may not be limited to one hook at a time.


          


          Automatic couplers


          There are a number of automatic train couplings, most of which are mutually incompatible.


          
            	
              AAR ( American Association of Railroads) coupler (also known as knuckle coupler and once known as Janney coupler, alliance coupler, see below) used in Canada, the USA, Mexico, Japan, Australia, South Africa, Saudi Arabia, Cuba, Chile, Brazil, China and elsewhere.

              
                	Maximum tonnage as high as 32,000 t. such as Fortescue Railway.


                	The AAR (Janney) couplers comes in at least two sizes, "full size" and "three quarter", which are not compatible. Lighter weight railways, especially those of narrow gauge or with no need for interrunning sometimes use smaller (3/4 or half size) versions of the AAR coupling.


                	AAR couplers are always right-handed.


                	AAR are not necessarily mounted at the same height above rail - some variation can be tolerated.


                	AAR couplers are uncoupled by lifting the coupling pin with a lever at the corner of the car. This pin is locked when the coupler is under tension, so the usual uncoupling steps are to compress the coupling with a locomotive, lift and hold up the pin, then pull the cars apart. Side operated variants are called the "Sharon coupler" or "Buckeye coupler" .


                	Trains fitted with AAR couplers can have heavier loads than any other type of coupler. Thus the heaviest coal trains in New Zealand have AAR couplings even though the remainder of the fleet has the meatchopper kind. Also, long-distance freight trains in North America are quite commonly more than a mile (1.6km) long, whereas this is unknown in Europe, where most freight trains still use the buffers and chain system.


                	See also "Janney Coupler" and "changes since 1873" below.

              

            


            	
              Russian SA3 coupler , also known as a " Willison Coupler with a Russian contour", (somewhat similar to Janney) used in Russia, former Soviet Union, Finland, Mongolia, Iraq and on Malmbanan, Sweden. See also: Animation showing SA3 coupling (site in Russian)

              
                	Russian trains are rarely longer than about 750 m and rarely exceed a maximum tonnage about 6,000 t, so it is not clear what potential load these couplings are capable of.


                	The effort to break the SA-3 coupler is about 300 t.


                	Malmbana trains are about 8,000T.

              

            


            	European proposal coupler , (compatible with the Russian coupler) with automatic air, control and power connections. Implementation permanently delayed except for a few users.


            	
              Scharfenberg coupler used on electric passenger trains - connects brake and controls. See Fully Automatic Couplings below.

              
                	Maximum tonnage under 1,000 t.

              

            


            	Note: There are a number of other automatic train couplings similar to the Scharfenberg coupler, but not necessarely compatible with it. Older US transit operators continue to use these non-Janney electro-pneumatic coupler designs and have used them for decades.

          


          


          Janney coupler


          Later Master Car Builders Association coupler, now AAR ( American Association of Railroads) coupler, see also AAR coupler above.


          
            [image: Diagram of the top view of Janney's coupler design as published in his patent application in 1873.]

            
              Diagram of the top view of Janney's coupler design as published in his patent application in 1873.
            

          


          Janney couplings are always right-handed.


          The knuckle coupler or Janney coupler was invented by Eli H. Janney, who received a patent in 1873 (). It is also known as a "buckeye coupler", notably in the United Kingdom, where some rolling stock (mostly for passenger trains) is fitted with it. Janney was a dry goods clerk and former Confederate Army officer from Alexandria, Virginia, who used his lunch hours to whittle from wood an alternative to the link and pin coupler.


          In 1893, satisfied that an automatic coupler could meet the demands of commercial railroad operations and, at the same time, be manipulated safely, the United States Congress passed the Safety Appliance Act. Its success in promoting switchyard safety was stunning. Between 1877 and 1887, approximately 38% of all railworker accidents involved coupling. That percentage fell as the railroads began to replace link and pin couplers with automatic couplers. By 1902, only two years after the SAA's effective date, coupling accidents constituted only 4% of all employee accidents. Coupler-related accidents dropped from nearly 11,000 in 1892 to just over 2,000 in 1902, even though the number of railroad employees steadily increased during that decade.


          When the Janney coupling was chosen to be the American standard, there were 8000 patented alternatives to choose from.


          The only significant defect of the AAR (Janney) design is that sometimes the drawheads need to be manually aligned.


          


          Changes since 1873


          The AAR coupler has stood the test of time since its invention, and has seen only minor changes:


          
            	It is clear that the original Janney coupler is no longer compatible with the latest AAR couplers. A visual comparison between the original Janney contour and the current AAR contour (see the illustration of the "Diagram of the top view of Janney's coupler..." and the photograph of the "Knuckle couplers in use" elsewhere in this article) would strongly indicate that the original Janney contour and the current AAR contour (especially that of the knuckle itself) are no longer compatible. The current AAR contour dates back to the " Master Car Builders Association (MCBA)" coupler.


            	Buckeye coupler, a side operated version of the MCBA coupler


            	Type "E" coupler, the original (plain) AAR coupler, derived from the Master Car Builders Association coupler.


            	Type "F" coupler, a "Tooth and socket" variation to prevent accidents, derailments and wrecks from uncoupling the couplers. The "tooth" on a loose coupler could puncture any tank car or other car carrying hazardous materials. Variations on the AAR type "F" coupler have been devised to provide extra protection, in case of derailments and train wrecks, to cars routinely carrying sensitive or hazardous loads. These variations of type "F" couplers, generally involving "shelves", remain fully compatible with standard AAR couplers, but tend to keep derailments and collisions from uncoupling the cars (thereby preventing the "tooth" of the couplers from piercing the ends of the cars).


            	The APTA (former AAR) standard type "H" coupler, a "Tooth and socket" variation used mostly, if not exclusively, on passenger cars. Types "F" and "H" couplers are also known as tightlock couplings. The Type "H" coupler is now under the supervision of the APTA ( American Public Transportation Association)


            	"pads" to reduce slack on passenger trains.


            	improvement to castings, etc. to increase maximum trailing load.


            	rotating-shaft couplers (type "F") introduced for use in rotary car dumpers such as on the Pilbara railways.


            	narrow gauge railways such as the Victorian Puffing Billy Railway use a miniature version of the AAR coupler.

          


          


          Fully automatic couplings


          Fully automatic couplings are those that make all connections between the rail vehicles (mechanical, air brake and electrical) without human intervention, in contrast to autocouplers which just handle the mechanical aspects. The majority of trains fitted with these types of couplers are multiple units, especially those used in mass transit operations.


          There are a few designs of fully automatic couplers in use worldwide, including the Scharfenberg coupler, various knuckle hybrids (such as the Tightlock, used in the UK), the wedgelock coupling, Dellner couplings (similar to Scharfenberg couplers in appearance), and the BSI coupling.


          Older US transit operators use non-Janney electro-pneumatic coupler designs that have been in service for decades.


          


          Scharfenberg coupler


          
            [image: The MY locomotive, normally screw-coupled, has got a Scharfenberg coupler mounted for transporting Lint 41 DMU's]

            
              The MY locomotive, normally screw-coupled, has got a Scharfenberg coupler mounted for transporting Lint 41 DMU's
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              Scharfenberg coupler
            

          


          
            [image: Two ICE-T trains coupling. In picture #1 both trains are ready to be coupled, picture #2 shows the trains joined mechanically, picture #3 shows the trains coupled mechanically and electrically.]

            
              Two ICE-T trains coupling. In picture #1 both trains are ready to be coupled, picture #2 shows the trains joined mechanically, picture #3 shows the trains coupled mechanically and electrically.
            

          


          The Scharfenberg coupler (German: Scharfenbergkupplung or Schaku) is probably the most commonly used type of fully automatic coupling. Designed in 1903 by Karl Scharfenberg in Knigsberg, Germany (today Kaliningrad, Russia), it has gradually spread from transit trains to regular passenger service trains, although outside Europe its use is generally restricted to mass transit systems. The Schaku coupler is superior in many ways to the AAR (Janney/Knuckle) coupler because it makes the electrical and also the pneumatic connections and disconnections automatic. However there is no standard for the placement of these electro-pneumatic connections. Some rail companies have them placed on the sides while others have them placed above the mechanical portion of the Schaku coupler. The main disadvantage to the Scharfenberg coupler is its low maximum tonnage, which makes it highly unsuitable for freight operations.


          Small air cylinders, acting on the rotating heads of the coupler, ensure the Schaku coupler engagement, making it unnecessary to use shock to get a good coupling. Joining portions of a passenger train can be done at very low speed (less than 2 mph/3.2 km/h in the final approach), so that the passengers are not jostled about. Rail equipment manufacturers such as Bombardier offer the Schaku coupler as an option on their mass transit systems and their passenger cars and locomotives. In North America all the trains of the Montreal Metro are equipped with it, as are new light rail systems in Denver, Baltimore and New Jersey. It is also used on light rail vehicles in Portland, Minneapolis, the Vancouver Skytrain, and the Scarborough RT in Toronto.


          


          


          Dual couplings and match wagons


          If a wagon with one coupling system needs to be coupled to wagons with another coupling type there are four solutions. This may be needed when taking metro rolling stock from its manufacturer to the city where it is to be used:


          
            	hope that dual fitment of the couplings is possible.


            	use a match wagon(s) which have different couplings at either end.


            	use a coupling adaptor.


            	for emergency use only and for only one wagon at a time, use a rope. Also useful if a coupler is damaged or broken off.

          


          Only some kinds of couplings coexist on the end of a wagon at the same time, because amongst other reasons they need to be at the same height. For example, in the Australian state of Victoria, engines had the AAR coupler, with buffers, and the chain mounted on a lug cast into the AAR coupler.


          A match wagon or match truck (also known as a barrier vehicle / wagon in Britain) has different kinds of couplings at each end. If a pair of match wagons is used, a rake of wagons using coupling A can be inserted into a train otherwise using coupling B.


          A coupling adaptor might couple to an AAR coupling on a wagon, and present, for example, a meatchopper coupler to the next wagon. Such an adaptor might weigh 100kg.


          


          Sets of carriages


          Automatic couplers like the Janney are safer in a collision because they help prevent the carriages telescoping. British Rail therefore decided to adopt a Janney variant for its passenger carriages, with the coupler able to swing out of the way for coupling to engines with the traditional buffer and chain system.


          In New South Wales, sets of carriages were permanently coupled with a fixed bar, since the carriages were disconnected only at the workshops. Freight cars are sometimes coupled in pairs or triplets, using bar couplings in between.


          Articulated sets of carriages or wagons share the intermediate bogies, and have no need for couplings in the intermediate positions.


          


          Coupler conversion


          From time to time, a railway decides that it needs to upgrade its coupling system from one that is proving unsatisfactory, to another that meets future requirements. This can be done gradually, which can create lots of problems with transitional incompatibilities, or overnight, which requires a lot of planning.


          


          Japan


          Japan converted its British-derived buffer and chain couplings to the American Janney coupling over a period of a few days in the early 1920s, after considerable preparation. Today, most (if not all) EMUs including high-speed Shinkansen trains, and some DMUs use the Shaku-Thomlinson type coupling system, while locomotive-hauled trains still use the Janney coupling and Tightlock coupling system.


          


          Australia


          Australia, with its break of gauge, has always had different couplers on different systems, and has generally adopted gradual conversion. Conversion to the Janney coupling is now virtually complete. Commonwealth Railways started with Janney couplings on its standard gauge Trans-Australian line, and some railways, like the former Victorian Railways and the Queensland Rail, used dual couplers. Older couplers remain on Heritage railways.


          


          Europe


          While Europe has chosen an automatic coupler compatible with the Soviet one, except for some trial installation, no action has been taken to implement the conversion, due to cost. In many heavy-haul applications, such as coal and iron ore, either US AAR-type couplers or Soviet SA-3 couplers are used. Conversion is made harder to justify because the existing buffer and chain coupling is almost universal.


          


          America


          Once Congress passed a law mandating conversion from the link and pin coupler to the Janney coupler, railroads in the United States had only a few years to implement the change. The railroads in North America form one unitary system, and uniformity of couplers is important for smooth interchange of rolling stock.


          


          Latin America


          Railways in Central and South America are fragmented by gauge, geography, and financial and technical heritage. While some systems have adopted the American Janney coupler, others retain the British buffer and hook (buffer and chain) coupler (see above).


          


          Soviet Union and successor states


          
            [image: Detail of the SA-3 coupler in coupled mode]

            
              Detail of the SA-3 coupler in coupled mode
            

          


          
            [image: Unless there is no other car coupled the switch, but the red lever is not visible, it indicates the coupler SA-3 has been set into coupled mode]

            
              Unless there is no other car coupled the switch, but the red lever is not visible, it indicates the coupler SA-3 has been set into coupled mode
            

          


          Russia and Central Asia used buffer and chain couplings, albeit with possibly wider centres for the buffers, until conversion to automatic SA-3 couplers. The SA-3 coupler was invented in 1932. Some wagons were equipped with SA-3 couplers in the 1930s (they could be coupled with chain coupling), but all cars have received automatic couplers in the 1960s and 1970s. See also: Intermat/Willison coupler, Animation showing SA3 coupling, ru:Автосцепка СА-3 (in Russian)


          


          Middle East


          While the Middle East is mostly standard gauge, three different couplings appear to be in use (not counting Sharfenberg couplings on EMU trains). These are buffer-and-chain, American, and Russian types. The proposed UAR standard appears to be the American type.


          


          Africa


          South of the Sahara, Janney and chopper couplings (not necessarily of compatible types) appear to account for most couplings. The preferred UAR standard is the American Janney coupling.


          
            	Ghana

          


          


          Brake couplings


          Couplings are needed for any continuous braking systems.


          


          Electronically Controlled Brakes


          Electronically Controlled Pneumatic brakes ( ECP) need a method of connecting electrically adjacent wagons, both for power and for command signals, and this can be done by plugs and sockets, or by very short range radio signals.


          


          Models


          On model railroads couplers vary according to scale, and have evolved over many years. Early model trains were coupled using various hook-and-loop arrangements, which were frequently asymmetrical, requiring all cars to be pointing in the same direction. In the larger scales, working scale or near-scale models of Janney couplers were quite common, but proved impractical in HO and smaller scales.


          For many years, the "X2F" or "Horn-Hook" coupler was quite common in HO scale, as it could be produced as a single piece of moulded plastic. Similarly, for many years, a "lift-hook" coupler developed by Arnold, a German manufacturer of N-scale model trains, was commonly used in that scale.


          The chief competitor of both these couplers, more popular among serious modellers, was the Magne-Matic, a magnetically-released knuckle coupler developed by Keith and Dale Edwards, and manufactured by Kadee, a company they started. While they closely resemble miniature Janney couplers, they are somewhat different mechanically, with the knuckle pivoting from the centre of the coupler head, rather than from the side. A steel pin, designed to resemble an air brake hose, allows the couplers to be released magnetically; the design of the coupler head prevents this from happening unless the train is stopped or reversed with a mated pair of couplers directly over an uncoupling magnet. Once the Kadee patents ran out, a number of other manufacturers began to manufacture similar (and compatible) couplers.


          Recently, an exact-scale HO model of the AAR coupler has been designed and manufactured by Frank Sergent, of Sergent Engineering. This design uses a tiny stainless steel ball to lock the knuckle closed. Uncoupling is achieved by holding a magnetic wand over the coupler pair to draw the balls out of the locking pockets.


          In British 00 scale (similar to H0 scale) models the 'tension lock' coupler is standard. This is similar in operation to the meatchopper type of coupling. While it works well, it is often seen as ugly and obtrusive (although smaller designs are available, these are not always fully compatible with other models) and many British modellers prefer to retrofit either Kadee types or working hook and chain couplings.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Coupling_(railway)"
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              	306,600 ( Ranked 14th)
            


            
              	- Density
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          Coventry ( pronunciation) is a city and metropolitan borough in the county of West Midlands in England. With a population of 303,475 at the 2001 Census (306,000 est. 2007), Coventry is the 9th largest city in England and the 11th largest in the United Kingdom. It is also the second largest city after Birmingham in the English Midlands by population, although both Nottingham and Leicester have larger urban areas.


          Coventry is situated 95 miles (153km) northwest of London and 19 miles (30km) east of Birmingham, and is notable for being further inland from the coast than any other city in Britain. Although harbouring a population of almost a third of a million inhabitants, Coventry is not amongst the English Core Cities Group due to its proximity to Birmingham.


          Coventry was also the world's first 'twin city' when it formed a twinning relationship with the Russian city of Stalingrad (now Volgograd) during World War II. The city is also subsequently twinned with Dresden, as a gesture of peace and reconciliation, and 27 others around the world.


          Coventry Cathedral is notable for being one of the newest cathedrals in the world, having been built following the World War II bombing of the ancient cathedral by the Luftwaffe. Coventry has since developed an international reputation as one of Europe's major cities of peace and reconciliation, centred around its Cathedral, and holds an annual Peace Month. Coventry is also notable because Coventry motor companies have contributed significantly to the British motor industry, and also because it has two universities, the city centre-based Coventry University and the University of Warwick on the southern outskirts. Coventry is also famous for the legendary 11th century exploits of Lady Godiva. Their football team is Coventry City F.C. who are in the Coca-Cola Championship and were founded in 1883.


          


          History


          Coventry is traditionally believed to have been established in the year 1043 with the founding of a Benedictine Abbey by Leofric, Earl of Mercia and his wife Lady Godiva. Current evidence suggests that this abbey was probably in existence by 1022, therefore Leofric and Godiva most likely endowed it around 1043. In time, a market was established at the abbey gates and the settlement expanded.


          By the 14th century, Coventry had become an important centre of the cloth trade, and throughout the Middle Ages was one of the largest and most important cities in England. Coventry was granted city status in 1345, and later became a county in its own right.


          Hostile attitudes of the cityfolk towards Royalist prisoners held in Coventry during the English Civil War are believed to have originated the phrase "sent to Coventry", which in Britain means "to be ostracised"; although their physical needs were catered for, the Royalist prisoners were literally never spoken to by anybody.


          In the 18th and 19th centuries, Coventry became one of the three main UK centres of watch and clock manufacture and ranked alongside Prescot, near Liverpool and Clerkenwell in London. As, the industry declined, due mainly to competition from Swiss made clock and watch manufacturers, the skilled pool of workers proved crucial to the setting up of bicycle manufacture and eventually the motorcycle, automobile, machine tool and aircraft industries.


          In the late-19th century, Coventry became a major centre of bicycle manufacture, with the industry being pioneered by Rover. By the early 20th century, bicycle manufacture had evolved into motor manufacture, and Coventry became a major centre of the British motor industry. Over 100 different companies have produced motor vehicles in Coventry, and industry that came to an end in 2006 as the last ever car rolled off the production lines at Peugeot.


          
            [image: A 1972 Hillman Avenger Tiger, produced in Coventry by Chrysler Competitions Department.]

            
              A 1972 Hillman Avenger Tiger, produced in Coventry by Chrysler Competitions Department.
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              Coventry precinct with spire of ruined cathedral in the background.
            

          


          Coventry suffered severe bomb damage during World War II, most notoriously from a massive Nazi German Luftwaffe air raid (the " Coventry Blitz") on November 14, 1940. This lead to severe damage to large areas of the city centre and Coventry's historic Cathedral was ravaged by firebombs leaving only a shell and the spire. Aside from London, Hull and Plymouth, Coventry suffered more damage than any other British city during the Luftwaffe attacks, with huge firestorms devastating most of the city centre. The city was targeted due to its high concentration of armaments, munitions and aircraft engine plants which contributed greatly to the British war effort. Following the raids, the majority of Coventry's historic buildings could not be saved as they were in ruinous states or were deemed unsafe for any future use, although several were later demolished simply to make way for modern developments.


          In the postwar years Coventry was largely rebuilt under the general direction of the Gibson Plan, gaining a new pedestrianised shopping precinct (the first of its kind in Europe on such a scale) and in 1962 Sir Basil Spences much-celebrated new St Michael's Cathedral (incorporating the world's largest tapestry) was consecrated. In 1967, the Eagle Street Mosque opened as Coventry's first mosque.


          Coventry's motor industry boomed during the 1950s and 1960s and Coventry enjoyed a 'golden age'. During this period the disposable income of Coventrians was one of the highest in the country and both the sports and the arts benefitted. A new sports centre, with one of the few Olympic standard swimming pools in the UK, was constructed and Coventry City football club reached the First Division of English Football. The Belgrade Theatre was also constructed along with the Herbert Art Gallery. The 1970s, however, saw a decline in the British motor industry and Coventry suffered badly. By the early 1980s, Coventry had one of the highest unemployment rates in the country. In recent years, the city has recovered with newer industries locating there, although the motor industry continues to decline. As of 2008, only one motor manufacturing plant remained operational, that of LTI Ltd, producing the popular TX4 taxi cabs.


          


          City boundaries


          Unlike other major UK cities, Coventry does not have an extensive 'greater' urban area. This is partly because the city boundaries were drawn so as to include practically all of its suburbs, and partly because Coventry has comparatively little in the way of contiguous satellite towns and dormitory settlements.


          The M6 motorway directly to the north of Coventry acts as an artificial boundary which precludes expansion into the Bedworth- Nuneaton urban area, as does the protected West Midlands Green Belt which surrounds the city on all sides. This has circumvented the expansion of the city into both the administrative county of Warwickshire and the metropolitan borough of Solihull, and has helped to prevent the coalescence of the city with surrounding settlements such as Kenilworth, Leamington Spa, Warwick, Rugby, Meriden and Balsall Common.


          


          Suburbs or areas


          
            
              	
                A


                
                  	Alderman's Green


                  	Allesley


                  	Allesley Green


                  	Allesley Park


                  	Ash Green

                


                B


                
                  	Ball Hill


                  	Bannerbrook Park


                  	Bell Green


                  	Binley


                  	Bishopsgate Green


                  	Brownshill Green

                


                C


                
                  	Canley


                  	Cannon Park


                  	Chapelfields


                  	Cheylesmore


                  	Clifford Park


                  	Copsewood


                  	Coundon


                  	Courthouse Green

                

              

              	
                D


                
                  	Daimler Green

                


                E


                
                  	Earlsdon


                  	Eastern Green


                  	Edgwick


                  	Ernesford Grange

                


                F


                
                  	Finham


                  	Fenside


                  	Foleshill

                


                G


                
                  	Green Lane


                  	Gibbet Hill


                  	Gosford Green

                

              

              	
                H


                
                  	Hearsall Common


                  	Henley Green


                  	Hillfields


                  	Holbrooks

                


                I


                J


                K


                
                  	Keresley

                


                L


                
                  	Little Heath


                  	Longford

                


                M


                
                  	Mount Nod

                

              

              	
                N


                O


                P


                
                  	Pinley


                  	Potters Green

                


                Q


                R


                
                  	Radford

                


                S


                
                  	Spon End


                  	Stoke


                  	Stoke Heath


                  	Stoke Aldermoor


                  	Stivichall

                

              

              	
                T


                
                  	Tanyard Farm


                  	Tile Hill


                  	Toll Bar End

                


                U


                V


                
                  	Victoria Farm

                


                W


                
                  	Walsgrave-On-Sowe


                  	Westwood Heath


                  	Whitley


                  	Whitmore Park


                  	Whoberley


                  	Willenhall


                  	Wood End


                  	Woodway Park


                  	Wyken

                

              
            

          


          


          Places of interest


          
            [image: The ruins of the old Cathedral]

            
              The ruins of the old Cathedral
            

          


          St. Michael's Cathedral is Coventry's best-known landmark and visitor attraction. The original 14th century cathedral was largely destroyed by German bombing during World War II, leaving only the outer walls and spire. At the time of the bombing, the Spire of St. Michael's was the third tallest in Britain (Ely and Salford cathedrals being taller), but due to the architectural design - it was the tallest standing spire and not constructed as part of the roof (as is the case with the neighbouring Holy Trinity Church), thus surviving the destruction of the main Cathedral. The new Coventry Cathedral was opened in 1962 next to the ruins of the old. It was designed by Sir Basil Spence. The cathedral contains the tapestry Christ in Glory by Graham Sutherland. The bronze statue St Michael's Victory over the Devil by Jacob Epstein is mounted on the exterior of the new cathedral near the entrance. Benjamin Britten's War Requiem, regarded by some as his masterpiece, was written for the opening of the new Cathedral.


          The spire of the ruined cathedral forms one of the Three Spires which have dominated the city skyline since the 14th century, the others being those of Christ Church (of which only the spire survives) and Holy Trinity Church (which is still in use).


          
            [image: Two of Coventry's "three spires"]

            
              Two of Coventry's "three spires"
            

          


          Another major visitor attraction in Coventry city centre is the free-to-enter Coventry Transport Museum, which has the largest collection of British-made road vehicles in the world. The most notable exhibits are the world speed record-breaking cars, Thrust2 and ThrustSSC. The museum received a major refurbishment in 2004 which included the creation of a striking new entrance as part of the city's Phoenix Initiative project. The revamp saw the museum exceed its projected five-year visitor numbers within the first year alone, and it was a finalist for the 2005 Gulbenkian Prize.


          The Herbert Art Gallery and Museum is a major art gallery in the city centre. About four miles from the city centre and just outside Coventry in Baginton is the Lunt Fort, a reconstructed Roman fort. The Midland Air Museum is situated just within the perimeter of Coventry on land adjacent to Coventry Airport and near Baginton.


          Coventry was one of the main centres of watchmaking during the 18th and 19th centuries and as the industry declined the skilled workers were key to setting up the cycle trade. A group of local enthusiasts are in the process of setting up a museum in Spon Street.


          The city's main police station in Little Park Street also hosts a museum of Coventry's Police Force. The museum, based underground, is split into two sections - one representing the history of the city's police force, and the other compiling some of the more unusual, interesting and grisly cases from the force's history. The museum is funded from charity donations - viewings can be made by appointment.


          
            [image: The "Whittle Arch" outside the Transport Museum, named after Sir Frank Whittle.]

            
              The "Whittle Arch" outside the Transport Museum, named after Sir Frank Whittle.
            

          


          Major improvements continue to regenerate the city centre. The Phoenix Initiative reached the final shortlist for the 2004 RIBA Stirling Prize and has now won a total of 16 separate awards. Further major developments are potentially afoot, particularly the Swanswell Project, which is intended to deepen Swanswell Pool and link it to Coventry Canal Basin, coupled with the creation of an urban marina and a wide Parisian-style boulevard. A possible second phase of the Phoenix Initiative is also in the offing, although both of these plans are still on the drawing-board. The redevelopment of the Belgrade Theatre is currently in progress, and the building of IKEA's first city centre multi-storey store has recently been completed and was opened to the public on 16 December 2007.


          Coventry City Football Club have recently started playing at their new home, the Ricoh Arena, a 32,000 capacity stadium in Foleshill in north Coventry, and their football academy is now based at The Alan Higgs Centre, a leisure centre in south-east Coventry opened in 2004. The Highfield Road stadium has been demolished making way for new housing and a small green.


          Coventry City Farm is a small farm in an urban setting. It is mainly to educate city children who might not get out to the countryside very often. The farm closed in 2008 due to funding problems.


          The river Sherbourne runs under Coventry's city centre; the river was paved over during the rebuilding after WWII and is not commonly known.


          


          Education


          
            [image: The Alan Berry building, Coventry University.]
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          Coventry has two universities; Coventry University (formerly Lanchester Polytechnic) is situated on a modern city centre campus and the University of Warwick, which lies 5.5km (3.5 miles) to the south of the city centre within Coventry near the border with Warwickshire. The University of Warwick is one of only five universities never to have been rated outside the top ten in terms of teaching excellence and research and is a member of the prestigious Russell Group. It won the prestigious BBC TV University Challenge trophy in April 2007.


          Coventry also has three colleges within city boundaries, City College, Henley College and Hereward College.


          Many of the secondary schools in and around Coventry are specialist colleges, such as Finham Park School, which is a Mathematics and IT college and now a teacher training school and Coventry Blue Coat Church of England School which has recently become a specialist college of Music, one of only a few in the country. Bishop Ullathorne RC School became a specialist college in Humanities in 2006. Woodlands School in Coventry is now also a sports college, which has a newly built sport centre. Ernesford Grange School, in the South East, is a specialist science college. Coundon Court School is a Technology college. Pattison College, a private school opened in 1949, specialises in the performing arts. There is also Caludon Castle School, a business and enterprise school, which has been rebuilt over 2005-2007. Exhall Grange School and Science College is in the North of the City, although, its catchment area is north Warwickshire.


          The Coventry School Foundation comprises the independent schools King Henry VIII School and Bablake School together with Coventry Preparatory School.


          The Woodlands School, which is an all boys' school, and Tile Hill Wood School are the only single-sex schools left in Coventry. However, their sixth forms have merged to form the "West Coventry 6th Form", whose lessons take place in mixed classes on both sites.


          


          Arts and culture
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            	During the early 19th century, Coventry was well-known due to author George Eliot who was born near Nuneaton. The city was the model for her famous novel Middlemarch (1871).


            	The Coventry Carol is named after the city of Coventry. It was a carol performed in the play The Pageant of The Shearman and Tailors, written in the 15th century as one of the Coventry Cycle Mystery Plays. These plays depicted the nativity story, the lyrics of the Coventry Carol referring to the Annunciation to the Massacre of the Innocents, which was the basis of the Pageant of the Shearmen and Tailors. These plays were traditionally performed on the steps of the (old) Cathedral, and the plays are believed to have been performed for both Richard III in 1484 and Henry VII in 1584.


            	The Belgrade Theatre was Britain's first purpose-built civic theatre, opened in 1958. In 1965 the world's first Theatre-in-Education (TiE) company was formed to develop theatre as a way of inspiring learning in schools. The TiE movement spread worldwide, but many UK companies were closed in the 1980s and 1990s, including the Belgrade TiE company which was closed by the theatre's management and the city council in 1996.


            	During the late-1970s and early-1980s, Coventry was the centre of the Two Tone musical phenomenon, with bands such as The Specials and The Selecter coming from the city, spawning several major hit singles and albums. The Specials achieved two UK #1 hit singles between 1979 - 1981, namely "Too Much Too Young" and "Ghost Town". Notable singles by The Selecter included "On My Radio" and "Three Minute Hero".


            	Today Coventry is recognised for its range of music events including one of the UK's foremost international jazz programmes, The Coventry Jazz Festival, and the award-winning Godiva Festival. On the Saturday of the Godiva Festival, a carnival parade also starts in the city centre and makes its way to the War Memorial Park where the festival is held.


            	In the film The Italian Job, the famous scene of Mini Coopers being driven at speed through Turin's catacombs was actually filmed in Coventry, using what were then the country's biggest sewer pipes. More recently various locations in Coventry have been used in the BAFTA nominated film "Bouncer" starring Ray Winstone, All in the Game, also starring Ray Winstone (Ricoh Arena), the medical TV series Angels (Walsgrave Hospital), the BBC sitcom Keeping Up Appearances (Stoke Aldermoor and Binley Woods districts) and in August 2006 scenes from "The Shakespeare Code", an episode of the third series of Doctor Who, were filmed in the grounds of Ford's Hospital.

          


          


          Venues
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          Theatre, art and music venues in Coventry include:


          
            	The Warwick Arts Centre: situated at the University of Warwick, Warwick Arts Centre includes an art gallery, a theatre, a concert hall and a cinema. It is the second largest arts centre in the UK, after London's Barbican.


            	The College Theatre: the city's main community theatre, housed at the Butts Centre of City College Coventry. It's a fully functioning theatre with flying scenery, full sound and lighting boxes.


            	The Belgrade Theatre: one of the largest producing theatres in Britain, the 866 seat Belgrade was the first civic theatre to be opened in the UK following World War II.


            	Also currently being built is the Belgrade Plaza.


            	The Ricoh Arena: located 5.5km (3.5 miles) north of the city centre, the 32,000 capacity Coventry City FC stadium is also used to hold major rock concerts for some of the world's biggest acts, including the Red Hot Chili Peppers and Bon Jovi. The adjacent Ricoh Exhibition Hall is a 6,000-seater events venue for hosting a multitude of other acts.


            	The SkyDome Arena, which is a 3000 capacity sports auditorium, and has played host to artists such as Girls Aloud, Paul Oakenfold, Judge Jules and Paul Morrell.


            	The War Memorial Park, which holds various festivals including the Godiva Festival, every year.


            	The Butts Park Arena, home of Coventry Rugby Football Club, holds music concerts occasionally.


            	The Kasbah Nightclub, Hillfields. It was renamed after refurbishment in 2007, but is still often referred to by its old name, 'Colosseum'.


            	The Criterion Theatre, a small theatre, in Earlsdon.

          


          


          Sport
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          Sporting teams include Coventry City (Football), Coventry Sphinx (Football), Coventry Copsewood (Football), Coventry Rugby Club (Rugby Union), City Of Coventry Swimming Club (Swimming), Coventry Blaze (Ice Hockey), Coventry Bears (Rugby League), Coventry Godiva Harriers (Athletics), Coventry Bees ( Speedway), Coventry Crusaders (Basketball), Coventry Cassidy Jets (American Football) and Four Masters GAA Club ( Gaelic football).


          In football, Coventry City have been in existence since the late 19th century, but did not reach the top flight of the Football League until 1967, when they were promoted as Second Division champions. Their highest league position so far is sixth place in the First Division in 1970, and their only major trophy to date is the FA Cup which was won in 1987 with a 3-2 win over Tottenham Hotspur at Wembley. Coventry were founder members of the Premier League in 1992, but currently play in the Football League Championship (formerly Division One) where they have been since 2001.


          In 2003, Coventry Blaze won the British National League and Playoffs. Between 1998 and 2000, Coventry hosted the Speedway Grand Prix of Great Britain at Brandon Stadium.


          2005 was a good year for sport in Coventry. Not only did it become the first city in the UK to host the International Children's Games, but three of the city sports team won significant honours. The Blaze won the treble consisting of Elite League, playoff and Challenge Cup, the Jets won the BAFL Division 2 championship and were undefeated all season, while the Bees won the Elite League playoffs. In 2007, Coventry Blaze won the Elite League and the British Challenge cup and narrowly missed out on the treble by losing in the semi-finals of the playoffs.


          The Coventry Bees are based at Brandon Stadium to the east of the city. The stadium has operated both sides of WWII. The Bees started in 1948 and have operated continuously ever since. They started out in the National League Division three before moving up to the Second Division and, later to the top flight. They have operated at this level ever since.


          Before WWII speedway operated at Foleshill Stadium in the City and was the base for the pre-war Coventry teams.


          


          Famous Coventrians
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          Arguably Coventry's most famous resident was Lady Godiva who, according to legend, rode through the city naked on horseback in protest at high taxes being waged on the cityfolk by her husband Leofric, Earl of Mercia. According to the legend the residents of the city were commanded to look away as she rode, but one man didn't and was allegedly struck blind. He became known as Peeping Tom thus originating a new idiom, or metonym, in English. There is a statue of her in the city centre, which used to stand out in the open but is now situated under the much-maligned Cathedral Lanes shopping centre canopy (see right). There is also a bust of Peeping Tom looking out from a bridge that crosses one branch of the shopping precinct.


          Other famous people from Coventry include Sir Frank Whittle, the inventor of the jet engine, the poet and novelist Philip Larkin, the noted trade union organiser Tom Mann, the actors Nigel Hawthorne and Clive Owen, the pioneering electronic composer Delia Derbyshire, the broadcaster Brian Matthew, the record producer Pete Waterman, the athlete and former 5,000m world-record holder David Moorcroft, Ian Bell, the Ashes winning cricketer and the 2003 Rugby Union World Cup winners Neil Back and Danny Grewcock, former England boxing captain and European champion Errol Christie, author Lee Child, the Cyborg Scientist Kevin Warwick, Jerry Dammers, writer of the song " Free Nelson Mandela" and the driving-force behind The Specials, Terry Hall, lead singer with The Specials, Fun Boy Three and The Colourfield (and a celebrated solo artist in his own right), Clive Scott and Barrie Bernard who were members of the band Jigsaw, Hazel O'Connor, a rock singer of the 1980s-1990s, Paul King (lead singer of the mid-80s band King), Clint Mansell (lead singer of the 1990s indie band Pop Will Eat Itself), Julianne Regan (lead singer of the 80s-90s band All About Eve), Jason John (aka Jason Herbert) of the 1990s boy band Big Fun, Julian Little, DJ/Producer (Portamento/RAW) was born in Coventry, Lee Dorrian, (a former member of Napalm Death and later Cathedral - both well-known bands in the grindcore / death metal and doom metal scenes respectively), and Bolt Thrower, (another band well-known in the death metal scene). Roy Allbrighton, the lead guitarist and vocalist from Prog Rock group Nektar, who have been recording and touring since the early 1970s and are still popular in the US and Europe, is from Coventry.
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          In the 19th century, the inventor James Starley and his nephew J.K. Starley lived in the city, and were both instrumental in the development of the bicycle, and for starting the British bicycle industry. J.K. Starley was also responsible for founding Rover. A statue near Warwick Row commemorates James Starley.


          The politician Mo Mowlam who was Secretary of State for Northern Ireland spent part of her youth in Coventry. Joseph Paxton, the architect of the Crystal Palace, was a Member of Parliament for the city from 1854 to 1865.


          Two Tone ska bands The Specials and The Selecter are both from Coventry  one of The Specials' best known hits, Ghost Town is often thought to be written about the city. Other bands from the city which found success include The Primitives, Fun Boy Three, The Colourfield, King, The Sorrows and The Flys. More recently, indie-band The Enemy, hailing from the suburb of Holbrooks, succeeded in reaching no.1 in the UK album charts with their debut We'll Live & Die In These Towns in July 2007.


          2004 Olympics 4x100m relay gold medallist Marlon Devonish is also from Coventry, and in November of the same year he was awarded with an MBE. He also appeared at the opening ceremony of the International Children's Games held in 2005.


          Show Jumping World Cup champion Nick Skelton who has jumped for the Great Britain team on 152 occasions.


          Sky Sports presenter Richard Keys, who has presented more than 1,000 football matches making him British television's most presented anchorman.


          West End theatre producer and entertainment entrepreneur Dominic Madden, responsible for the re-development of the Elephant and Castle theatre into The Coronet music venue.


          Professional footballer 'super' Luke McCormick hails from Coventry having grown up in the city before moving to Plymouth Argyle FC to ply his trade.


          Jen Ledger drummer with Christian band Skillet was born in Coventry.


          Coventry is also home to Rajinder Rai more commonly known as Panjabi MC who came to become famous with his smash hit single Mundian To Bach Ke or in English, Beware of the Boys (Knight Rider remix) and also with the German underground dance floor filler Jogi. Other Notable Bhangra stars that reside in Coventry are The Specialist known for his ground breaking album Word is Born and Repazent as a collaboration with Tru Skool. Another known Bhangra artist amongst the British Asian community is Silinder Pardesi.


          The city's list of more infamous individuals includes:


          
            	Porn star Debee Ashby, who achieved notoriety during 1983 when she appeared nude with her mother in an adult magazine.


            	Nazi Colin Jordan who led the National Socialist Movement during the 1960s.


            	Zain Ali who assisted Nazi Colin Jordan in the SS Movement of the 1960s.

          


          


          Economy
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          This is a chart of trend of regional gross value added of Coventry at current basic prices by Office for National Statistics with figures in millions of British Pounds Sterling:


          
            
              	Year

              	Regional Gross Value Added 1

              	Agriculture 2

              	Industry 3

              	Services 4
            


            
              	1995

              	3,407

              	3

              	1,530

              	1,874
            


            
              	2000

              	4,590

              	3

              	1,873

              	2,714
            


            
              	2003

              	5,103

              	2

              	1,529

              	3,572
            

          


          Notes:


          
            	Components may not sum to totals due to rounding


            	Includes hunting and forestry


            	Includes energy and construction


            	Includes financial intermediation services indirectly measured

          


          Coventry has long been a centre of motor and cycle manufacturing, dating back from 1896, the car and cycle industry has been a strong centre point for this town. Starting out with some less familiar names such as Coventry Motette, Great Horseless Carriage Co, Swift Motor Company and more familiar names like Humber, Riley, Francis-Barnett and Daimler and the Triumph motorcycle having its origins in 1902 in a Coventry factory. Although the motor industry has declined almost to the point of extinction, the Jaguar company has retained its corporate and research headquarters in the city (at Allesley and Whitley), and Peugeot still have a large parts centre in Humber Road. The famous London black cab taxis are produced in Coventry by LTI and these are now the only vehicles still wholly built in Coventry.


          The manufacture of machine tools was once a major industry in Coventry. The Alfred Herbert company became one of the largest machine tool companies in the world. Unfortunately in later years the company faced tough competition from foreign machine tool builders and ceased trading in 1983. Another famous Coventry machine tool manufacturer was the A.C.Wickman company.


          Coventry's main industries include: cars, electronic equipment, machine tools, agricultural machinery, man-made fibres, aerospace components and telecommunications equipment. In recent years, the city has moved away from manufacturing industries towards business services, finance, research, design and development, creative industries as well as logistics and leisure.


          


          Transport
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          Coventry is near the M6, M69, M45 and M40 motorways. It is also served by the A45 and A46 dual carriageways. Coventry has a much used inner ring road opened in the 1960s (approx.). Phoenix Way, a dual carriageway running northsouth opened 1998 (approx.), has improved traffic flows through the city.


          For rail, Coventry railway station is served by the West Coast Main Line, and has regular rail services between London and Birmingham (and stations beyond). It is also served by railway lines to Nuneaton via Bedworth. There is a line linking it to Leamington Spa and onwards to the south coast. Coventry also has 2 Suburban Rail stations in Canley and in Tile Hill.


          Bus service operators in Coventry include National Express Coventry, Travel De Courcey and Stagecoach in Warwickshire. Pool Meadow Bus Station is the main bus and coach interchange in the city centre.


          The nearest major airports are Birmingham International Airport, some 17km (11 miles) to the west of the city and Coventry Airport in Baginton, from which Thomsonfly operates commercial scheduled flights to more than 20 European destinations, located 8km (5 miles) south of the city centre.


          The Coventry Canal terminates near the city centre at Coventry Canal Basin and is navigable for 61km (38 miles) to Fradley Junction in Staffordshire.


          


          Waste management
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          Coventry has a large incineration plant which burns rubbish from both Coventry and Solihull and in the process produces electricity for the National Grid and some hot water that is used locally. In addition, some rubbish is still put into landfill.


          Coventry City Council is assisting recycling as part of their waste management strategy in line with national trends:


          
            	many areas of Coventry have kerb-side paper recycling and garden-green rubbish collection.


            	a wide range of waste materials can be taken by car to the recycling depot, which is adjacent to the incineration unit.


            	there are many recycling points throughout the City for paper, glass recycling and metal / tin can recycling.

          


          In October 2006, Coventry City Council signed the Nottingham Declaration, joining 130 other UK councils in committing to reduce the greenhouse gas emissions of the council and to help the local community do the same.


          


          Politics
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          Traditionally a part of Warwickshire (although it was a county in its own right for 400 years), Coventry became an independent county borough in 1889. It later became a metropolitan district of the West Midlands county under the Local Government Act (1974), even though it was entirely separate to the Birmingham conurbation area (this is why Coventry appears to unnaturally "jut out" into Warwickshire on political maps of the UK). In 1986, the West Midlands County Council was abolished and Coventry became administered as an effective unitary authority in its own right.


          Coventry is still strongly associated with its traditional county, Warwickshire. This may be because of its geographical location, forming a large protrusion into the county.


          Coventry is administered by Coventry City Council. The city is divided up into 18 Wards each with three councillors. Coventry had long been considered a stronghold or source of safe seats for the Labour Party. The city council was for years described as a "one party state", but has been Conservative-controlled since the local elections on May 4, 2006 (although the Conservative group held the administration on the casting vote of the Lord Mayor since June 2004). A notable politician serving with Coventry City Council is former Militant Tendency Labour MP Dave Nellist who now represents the Socialist Party (England and Wales).


          The leader of the controlling Conservative group is Ken Taylor, who has held the post of Leader of the Council since 2004. The leader of the opposition Labour group is John Mutton.


          Certain local services are provided by West Midlands wide agencies including the West Midlands Police, the West Midlands Fire Service and the West Midlands Passenger Transport Executive (Centro) which is responsible for public transport.


          In 2006, Coventry and Warwickshire Ambulance Service was merged with the West Midlands Ambulance Service. The Warwickshire and Northamptonshire Air Ambulance service is based at Coventry Airport in Baginton.


          Coventry is represented in Parliament by three MPs all of whom are Labour. These are:


          
            	Bob Ainsworth - ( Coventry North East)


            	Jim Cunningham - ( Coventry South)


            	Geoffrey Robinson - ( Coventry North West)

          


          At the Annual Meeting of the City Council on May 17, 2007, Councillor Dave Batten was elected as the new Lord Mayor of Coventry. Councillor Batten has been a Labour councillor for 16 years representing the Westwood Ward. Councillor Batten's wife, Lyn, is Lady Mayoress. The Deputy Lord Mayor is Councillor Andy Matchet. He has been a Conservative councillor in Earlsdon since 1999.


          The Bishop of Coventry since April 1998 has been the Rt Revd. Colin Bennetts, who will be retiring from the post on December 1, 2007.


          


          Demographics


          Similar to most major British cities, Coventry has a fairly large ethnic minority population, non-white Britons making up 24.5% of the population as of 2005 estimates. The breakdown of the ethnic minority population is not typical, the Sikhs are the largest non- Christian religion, there are significant numbers of other South Asians but the black population is rather low at 2.9%. The ethnic minority population is mainly concentrated in the Foleshill ward and the St. Michael's ward. White Britons make up 75.5% of the population, White Irish people make up 2.9%, and Other White people make up 2.8%. 8.1% of the city's population is Indian, 2.2% Pakistani, 0.8% Other South Asian, 0.7% Bangladeshi. 1.5% of people are Black African, 1.2% Black Caribbean, 0.2% Other Black. People belonging to two or more races make up 2.0% of the population, the Chinese make up 1.4% and Others (mainly Orientals) make up the remaining 0.8%.


          


          Closest cities, towns and villages


          
            
              	Destinations from COVENTRY
            


            
              	Birmingham, Sutton Coldfield, Wolverhampton

              	Bedworth, Nuneaton,

              

              	Hinckley, Leicester
            


            
              	Solihull, Redditch
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              	Rugby, Lutterworth
            


            
              	Kenilworth, Stratford-upon-Avon

              	Warwick, Leamington Spa

              

              	Daventry, Northampton
            

          


          
            
              	
                

                Cities (within 80km/50 miles)


                
                  	Birmingham (30km/19 miles)


                  	Leicester (38km/24 miles)


                  	Lichfield (48km/30 miles)


                  	Wolverhampton (59km/37 miles)


                  	Worcester (69km/43 miles)


                  	Derby (80km/50 miles)


                  	Nottingham (80km/50 miles)

                


                Towns (within 32km/20 miles)


                
                  	Bedworth (10km/6 miles)


                  	Kenilworth (10km/6 miles)


                  	Nuneaton (14.5km/9 miles)


                  	Leamington Spa (16km/10 miles)


                  	Warwick (19km/12 miles)


                  	Rugby (19km/12 miles)


                  	Hinckley (19km/12 miles)


                  	Atherstone (20km/12.5 miles)


                  	Solihull (21km/13 miles)


                  	Southam (21km/13 miles)


                  	Stratford-upon-Avon (30km/19 miles)


                  	Sutton Coldfield (32km/20 miles)


                  	Tamworth (32km/20 miles)

                

              

              	
                

                Villages


                
                  	Baginton, about 4 miles south


                  	Neal's Green/ Ash Green - about 4 miles north


                  	Burton Green, about 4 miles west


                  	Binley Woods, about 5 miles southeast


                  	Stoneleigh, 5 miles south


                  	Ryton-on-Dunsmore, about 5.5 miles southeast


                  	Hawkesbury, about 5.5 miles north


                  	Ansty, about 6 miles north east


                  	Corley, about 6 miles northwest


                  	Bulkington, about 6 miles northeast


                  	Brandon, about 6 miles southeast


                  	Shilton, about 7 miles northheast


                  	Berkswell, about 7 miles west


                  	Balsall Common, about 7 miles west


                  	Fillongley, about 7 miles north


                  	Wolston, about 7 miles southeast


                  	Brinklow, about 7 miles east


                  	Bubbenhall, about 7 miles southeast


                  	Meriden, about 8 miles west


                  	Bramcote, about 8 miles northeast


                  	Princethorpe, about 10 miles southeast


                  	Stretton-on-Dunsmore, about 10 miles southeast


                  	Wolvey, about 10 miles northeast

                

              
            

          


          Coventry is approximately latitudinal with the towns of Aberystwyth ( West Wales), Kettering ( Northamptonshire), Diss (Norfolk) and Ely ( Cambridgeshire).


          


          Postcodes


          Postal districts CV1 to CV6 inclusive cover the city of Coventry and its immediate suburbs. Postal districts CV7 to CV47 cover almost all of the surrounding administrative county of Warwickshire, with the exception of those areas around Coleshill, Polesworth, Alcester and Studley in western Warwickshire, which have Birmingham (B) postcodes instead.


          


          Twin cities


          Coventry was the first city to "twin" with another city ( Volgograd, Russia) and hence began the now common worldwide practice of twinning. It continued after World War II when Coventry twinned with Dresden as an act of peace and reconciliation, both cities having been very heavily bombed during the war. Each twin city country is represented in a specific ward of the city and in each ward has a peace garden dedicated to that twin city.


          Coventry is now twinned with 26 places across the world:


          
            
              	Flag

              	City

              	Country

              	Year Twinned

              	Ward
            


            
              	[image: Flag of Australia]

              	Parkes, New South Wales

              	Australia

              	1956

              	
            


            
              	[image: Flag of Austria]

              	Graz

              	Austria

              	1957

              	Binley & Willenhall
            


            
              	[image: Flag of Bosnia and Herzegovina]

              	Sarajevo

              	Bosnia and Herzegovina

              	1957

              	
            


            
              	[image: Flag of Canada]

              	Cornwall, Ontario

              	Canada

              	1972

              	
            


            
              	Granby, Quebec

              	1963
            


            
              	Windsor, Ontario

              	1963
            


            
              	[image: Flag of the People's Republic of China]

              	Jinan

              	China

              	1983
            


            
              	[image: Flag of the Czech Republic]

              	Lidice

              	Czech Republic

              	1947

              	
            


            
              	Ostrava

              	1959
            


            
              	[image: Flag of France]

              	Caen

              	France

              	1957

              	
            


            
              	Saint-Etienne

              	1955
            


            
              	[image: Flag of Germany]

              	Dresden

              	Germany

              	1959

              	Lower Stoke
            


            
              	Kiel

              	1947
            


            
              	[image: Flag of Hungary]

              	Dunajvros

              	Hungary

              	1962

              	
            


            
              	Kecskemt

              	1962
            


            
              	[image: Flag of Italy]

              	Bologna

              	Italy

              	1960

              	
            


            
              	[image: Flag of Jamaica]

              	Kingston

              	Jamaica

              	1962

              	
            


            
              	[image: Flag of the Netherlands]

              	Arnhem

              	Netherlands

              	1958

              	
            


            
              	[image: Flag of Poland]

              	Warsaw

              	Poland

              	1957

              	
            


            
              	[image: Flag of Ireland]

              	Cork

              	Ireland

              	1958

              	
            


            
              	[image: Flag of Romania]

              	Galaţi

              	Romania

              	1962

              	
            


            
              	[image: Flag of Russia]

              	Volgograd

              	Russia

              	1944

              	
            


            
              	[image: Flag of Serbia]

              	Belgrade

              	Serbia

              	1957

              	
            


            
              	[image: Flag of the United States]

              	Coventry, Connecticut

              	USA

              	1962

              	
            


            
              	Coventry, New York

              	1972
            


            
              	Coventry, Rhode Island

              	1971
            

          


          


          Honours


          A minor planet 3009 Coventry discovered by Soviet astronomer Nikolai Stepanovich Chernykh in 1973 is named after the city.


          [bookmark: 2008_bomb_scare]


          2008 bomb scare


          On 12 March 2008 an unexploded World War II Luftwaffe bomb was discovered at 12 noon on a building site in Coventry's city centre, a British Army bomb disposal unit was called in and subsequently called in experts from Cambridge. A controlled explosion was conducted at approximately 02:40 GMT on the morning of March 13.


          At first areas in close range of the bomb were evacuated (including a school and a hospital), however, as the day progressed larger parts of the city were closed off. Later, a cordon of 500 metres was enforced.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Coventry"
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        CPU cache
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          A CPU cache is a cache used by the central processing unit of a computer to reduce the average time to access memory. The cache is a smaller, faster memory which stores copies of the data from the most frequently used main memory locations. As long as most memory accesses are to cached memory locations, the average latency of memory accesses will be closer to the cache latency than to the latency of main memory.


          When the processor wishes to read from or write to a location in main memory, it first checks whether a copy of that data is in the cache. If so, the processor immediately reads from or writes to the cache, which is much faster than reading from or writing to main memory.


          The diagram on the right shows two memories. Each location in each memory has a datum (a cache line), which in different designs ranges in size from 8 to 512 bytes. The size of the cache line is usually larger than the size of the usual access requested by a CPU instruction, which ranges from 1 to 16 bytes. Each location in each memory also has an index, which is a unique number used to refer to that location. The index for a location in main memory is called an address. Each location in the cache has a tag which contains the index of the datum in main memory which has been cached. In a CPU's data cache these entries are called cache lines or cache blocks.


          Most modern desktop and server CPUs have at least three independent caches: an instruction cache to speed up executable instruction fetch, a data cache to speed up data fetch and store, and a translation lookaside buffer used to speed up virtual-to-physical address translation for both executable instructions and data.


          However, of all microprocessor units sold (including embedded processors), most of them do not have any cache -- mostly to reduce cost, but sometimes to improve the determinism of a real-time computing system.


          


          Details of operation


          When the processor wishes to read or write a location in main memory, it first checks whether that memory location is in the cache. This is accomplished by comparing the address of the memory location to all tags in the cache that might contain that address. If the processor finds that the memory location is in the cache, we say that a cache hit has occurred, otherwise we speak of a cache miss. In the case of a cache hit, the processor immediately reads or writes the data in the cache line. The proportion of accesses that result in a cache hit is known as the hit rate, and is a measure of the effectiveness of the cache.


          In the case of a cache miss, most caches allocate a new entry, which comprises the tag just missed and a copy of the data from memory. The reference can then be applied to the new entry just as in the case of a hit. Misses are comparatively slow because they require the data to be transferred from main memory. This transfer incurs a delay since main memory is much slower than cache memory, and also incurs the overhead for recording the new data in the cache before it is delivered to the processor.


          

          In order to make room for the new entry on a cache miss, the cache generally has to evict one of the existing entries. The heuristic that it uses to choose the entry to evict is called the replacement policy. The fundamental problem with any replacement policy is that it must predict which existing cache entry is least likely to be used in the future. Predicting the future is difficult, especially for hardware caches which use simple rules amenable to implementation in circuitry, so there are a variety of replacement policies to choose from and no perfect way to decide among them. One popular replacement policy, LRU, replaces the least recently used entry.


          When data is written to the cache, it must at some point be written to main memory as well. The timing of this write is controlled by what is known as the write policy. In a write-through cache, every write to the cache causes a write to main memory. Alternatively, in a write-back or copy-back cache, writes are not immediately mirrored to memory. Instead, the cache tracks which locations have been written over (these locations are marked dirty). The data in these locations is written back to main memory when that data is evicted from the cache. For this reason, a miss in a write-back cache will often require two memory accesses to service: one to first write the dirty location to memory and then another to read the new location from memory.


          There are intermediate policies as well. The cache may be write-through, but the writes may be held in a store data queue temporarily, usually so that multiple stores can be processed together (which can reduce bus turnarounds and so improve bus utilization).


          The data in main memory being cached may be changed by other entities, in which case the copy in the cache may become out-of-date or stale. Alternatively, when the CPU updates the data in the cache, copies of data in other caches will become stale. Communication protocols between the cache managers which keep the data consistent are known as cache coherence protocols.


          The time taken to fetch a datum from memory (read latency) matters because a CPU will often run out of things to do while waiting for the datum. When a CPU reaches this state, it is called a stall. As CPUs become faster, stalls due to cache misses displace more potential computation; modern CPUs can execute hundreds of instructions in the time taken to fetch a single datum from memory. Various techniques have been employed to keep the CPU busy during this time. Out-of-order CPUs ( Pentium Pro and later Intel's designs, for example) attempt to execute independent instructions after the instruction which is waiting for the cache miss data. Another technology, used by many processors, is simultaneous multithreading (SMT), or in Intel's terminology hyper-threading (HT), which allows an alternate thread to use the CPU core while a first thread waits for data to come from main memory.


          


          Associativity


          
            [image: Which memory locations can be cached by which cache locations]

            
              Which memory locations can be cached by which cache locations
            

          


          The replacement policy decides where in the cache a copy of a particular entry of main memory will go. If the replacement policy is free to choose any entry in the cache to hold the copy, the cache is called fully associative. At the other extreme, if each entry in main memory can go in just one place in the cache, the cache is direct mapped. Many caches implement a compromise, and are described as set associative. For example, the level-1 data cache in an AMD Athlon is 2-way set associative, which means that any particular location in main memory can be cached in either of 2 locations in the level-1 data cache.


          Associativity is a trade-off. If there are ten places the replacement policy can put a new cache entry, then when the cache is checked for a hit, all ten places must be searched. Checking more places takes more power, area, and potentially time. On the other hand, caches with more associativity suffer fewer misses (see conflict misses, below), so that the CPU spends less time servicing those misses. The rule of thumb is that doubling the associativity, from direct mapped to 2-way, or from 2-way to 4-way, has about the same effect on hit rate as doubling the cache size. Associativity increases beyond 4-way have much less effect on the hit rate, and are generally done for other reasons (see virtual aliasing, below).


          In order of increasing (worse) hit times and decreasing (better) miss rates,


          
            	direct mapped cache -- the best (fastest) hit times, and so the best tradeoff for "large" caches


            	2-way set associative cache


            	2-way skewed associative cache -- "the best tradeoff for .... caches whose sizes are in the range 4K-8K bytes" -- Andr Seznec


            	4-way set associative cache


            	fully associative cache -- the best (lowest) miss rates, and so the best tradeoff when the miss penalty is very high

          


          If each location in main memory can be cached in either of two locations in the cache, one logical question is: which two? The simplest and most commonly used scheme, shown in the right-hand diagram above, is to use the least significant bits of the memory location's index as the index for the cache memory, and to have two entries for each index. One good property of this scheme is that the tags stored in the cache do not have to include that part of the main memory address which is implied by the cache memory's index. Since the cache tags are fewer bits, they take less area [on the microprocessor chip] and can be read and compared faster.


          One of the advantages of a direct mapped cache is that it allows simple and fast speculation. Once the address has been computed, the one cache index which might have a copy of that datum is known. That cache entry can be read, and the processor can continue to work with that data before it finishes checking that the tag actually matches the requested address.


          The idea of having the processor use the cached data before the tag match completes can be applied to associative caches as well. A subset of the tag, called a hint, can be used to pick just one of the possible cache entries mapping to the requested address. This datum can then be used in parallel with checking the full tag. The hint technique works best when used in the context of address translation, as explained below.


          Other schemes have been suggested, such as the skewed cache, where the index for way 0 is direct, as above, but the index for way 1 is formed with a hash function. A good hash function has the property that addresses which conflict with the direct mapping tend not to conflict when mapped with the hash function, and so it is less likely that a program will suffer from an unexpectedly large number of conflict misses due to a pathological access pattern. The downside is extra latency from computing the hash function. Additionally, when it comes time to load a new line and evict an old line, it may be difficult to determine which existing line was least recently used, because the new line conflicts with data at different indexes in each way; LRU tracking for non-skewed caches is usually done on a per-set basis. Nevertheless, skewed-associative caches have major advantages over conventional set-associative ones.


          


          Pseudo-associative cache


          A true set-associative cache tests all the possible ways simultaneously, using something like a content addressable memory. A pseudo-associative cache tests each possible way one at a time. A hash-rehash cache is one kind of pseudo-associative cache.


          In the common case of finding a hit in the first way tested, a pseudo-associative cache is as fast as a direct-mapped cache. But it has a much lower conflict miss rate than a direct-mapped cache, closer to the miss rate of a fully associative cache.


          


          Cache misses


          A cache miss refers to a failed attempt to read or write a piece of data in the cache, which results in a main memory access with much longer latency. There are three kinds of cache misses: instruction read miss, data read miss, and data write miss.


          A cache read miss from an instruction cache generally causes the most delay, because the processor, or at least the thread of execution, has to wait (stall) until the instruction is fetched from main memory.


          A cache read miss from a data cache usually causes less delay, because instructions not dependent on the cache read can be issued and continue execution until the data is returned from main memory, and the dependent instructions can resume execution.


          A cache write miss to a data cache generally causes the least delay, because the write can be queued and there are few limitations on the execution of subsequent instructions. The processor can continue until the queue is full.


          In order to lower cache miss rate, a great deal of analysis has been done on cache behaviour in an attempt to find the best combination of size, associativity, block size, and so on. Sequences of memory references performed by benchmark programs are saved as address traces. Subsequent analyses simulate many different possible cache designs on these long address traces. Making sense of how the many variables affect the cache hit rate can be quite confusing. One significant contribution to this analysis was made by Mark Hill, who separated misses into three categories (known as the Three Cs):


          
            	Compulsory misses are those misses caused by the first reference to a datum. Cache size and associativity make no difference to the number of compulsory misses. Prefetching can help here, as can larger cache block sizes (which are a form of prefetching).

          


          
            	Capacity misses are those misses that occur regardless of associativity or block size, solely due to the finite size of the cache. The curve of capacity miss rate versus cache size gives some measure of the temporal locality of a particular reference stream. Note that there is no useful notion of a cache being "full" or "empty" or "near capacity": CPU caches almost always have nearly every line filled with a copy of some line in main memory, and nearly every allocation of a new line requires the eviction of an old line.

          


          
            	Conflict misses are those misses that could have been avoided, had the cache not evicted an entry earlier. Conflict misses can be further broken down into mapping misses, that are unavoidable given a particular amount of associativity, and replacement misses, which are due to the particular victim choice of the replacement policy.
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          The graph to the right summarizes the cache performance seen on the Integer portion of the SPEC CPU2000 benchmarks, as collected by Hill and Cantin . These benchmarks are intended to represent the kind of workload that an engineering workstation computer might see on any given day. The reader should keep in mind that finding benchmarks which are even usefully representative of many programs has been very difficult, and there will always be important programs with very different behaviour than what is shown here.


          We can see the different effects of the three Cs in this graph.


          At the far right, with cache size labelled "Inf", we have the compulsory misses. If we wish to improve a machine's performance on SpecInt2000, increasing the cache size beyond 1 MiB is essentially futile. That's the insight given by the compulsory misses.


          The fully-associative cache miss rate here is almost representative of the capacity miss rate. The difference is that the data presented is from simulations assuming an LRU replacement policy. Showing the capacity miss rate would require a perfect replacement policy, i.e. an oracle that looks into the future to find a cache entry which is actually not going to be hit.


          Note that our approximation of the capacity miss rate falls steeply between 32 KiB and 64 KiB. This indicates that the benchmark has a working set of roughly 64 KiB. A CPU cache designer examining this benchmark will have a strong incentive to set the cache size to 64 KiB rather than 32 KiB. Note that, on this benchmark, no amount of associativity can make a 32 KiB cache perform as well as a 64 KiB 4-way, or even a direct-mapped 128 KiB cache.


          Finally, note that between 64 KiB and 1 MiB there is a large difference between direct-mapped and fully-associative caches. This difference is the conflict miss rate. The insight from looking at conflict miss rates is that secondary caches benefit a great deal from high associativity.


          This benefit was well known in the late 80s and early 90s, when CPU designers could not fit large caches on-chip, and could not get sufficient bandwidth to either the cache data memory or cache tag memory to implement high associativity in off-chip caches. Desperate hacks were attempted: the MIPS R8000 used expensive off-chip dedicated tag SRAMs, which had embedded tag comparators and large drivers on the match lines, in order to implement a 4 MiB 4-way associative cache. The MIPS R10000 used ordinary SRAM chips for the tags. Tag access for both ways took two cycles. To reduce latency, the R10000 would guess which way of the cache would hit on each access.


          


          Address translation


          Most general purpose CPUs implement some form of virtual memory. To summarize, each program running on the machine sees its own simplified address space, which contains code and data for that program only. Each program uses this virtual address space without regard for where it exists in physical memory.


          Virtual memory requires the processor to translate virtual addresses generated by the program into physical addresses in main memory. The portion of the processor that does this translation is known as the memory management unit (MMU). The fast path through the MMU can perform those translations stored in the Translation Lookaside Buffer (TLB), which is a cache of mappings from the operating system's page table. ' For the purposes of the present discussion, there are three important features of address translation:


          
            	Latency: The physical address is available from the MMU some time, perhaps a few cycles, after the virtual address is available from the address generator.

          


          
            	Aliasing: Multiple virtual addresses can map to a single physical address. Most processors guarantee that all updates to that single physical address will happen in program order. To deliver on that guarantee, the processor must ensure that only one copy of a physical address resides in the cache at any given time.

          


          
            	Granularity: The virtual address space is broken up into pages. For instance, a 4 GiB virtual address space might be cut up into 1048576 4 KiB pages, each of which can be independently mapped. There may be multiple page sizes supported, see virtual memory for elaboration.

          


          A historical note: the first virtual memory systems were very slow, because they required an access to the page table (held in main memory) before every programmed access to main memory. With no caches, this effectively cut the speed of the machine in half. The first hardware cache used in a computer system was not actually a data or instruction cache, but rather a TLB.


          Virtually indexed caches use a portion of the virtual address for their index, which is available earlier than the physical address. If the cache is either direct mapped or virtually tagged, there is no need to consult the MMU to determine which data to feed back to the execution datapath, and so the cache can be very fast (especially if small, as were the primary data caches in the first two generations of the Intel Pentium 4). The speed of this recurrence (the load latency) is crucial to CPU performance, and so most modern level-1 caches are virtually indexed, which at least allows the MMU's TLB lookup to proceed in parallel with fetching the data from the cache RAM.


          But virtual indexing is not the best choice for all cache levels. It introduces the problem of virtual aliases  the cache may have multiple locations which can store the value of a single physical address. The cost of dealing with virtual aliases grows with cache size, and as a result most level-2 and larger caches are physically indexed.


          Caches have historically used both virtual and physical addresses for the cache tags, although virtual tagging is now uncommon. If the TLB lookup can finish before the cache RAM lookup, then the physical address is available in time for tag compare, and there is no need for virtual tagging. Large caches, then, tend to be physically tagged, and only small, very low latency caches are virtually tagged. In recent general-purpose CPUs, virtual tagging has been superseded by vhints, as described below.


          


          Virtual indexing and virtual aliases


          The usual way the processor guarantees that virtually aliased addresses act as a single storage location is to arrange that only one virtual alias can be in the cache at any given time.


          Whenever a new entry is added to a virtually-indexed cache, the processor searches for any virtual aliases already resident and evicts them first. This special handling happens only during a cache miss. No special work is necessary during a cache hit, which helps keep the fast path fast.


          The most straightforward way to find aliases is to arrange for them all to map to the same location in the cache. This happens, for instance, if the TLB has e.g. 4 KiB pages, and the cache is direct mapped and 4 KiB or less.


          Modern level-1 caches are much larger than 4 KiB, but virtual memory pages have stayed that size. If the cache is e.g. 16 KiB and virtually indexed, for any virtual address there are four cache locations that could hold the same physical location, but aliased to different virtual addresses. If the cache misses, all four locations must be probed to see if their corresponding physical addresses match the physical address of the access that generated the miss.


          These probes are the same checks that a set associative cache uses to select a particular match. So if a 16 KiB virtually indexed cache is 4-way set associative and used with 4 KiB virtual memory pages, no special work is necessary to evict virtual aliases during cache misses because the checks have already happened while checking for a cache hit.


          Using the AMD Athlon as an example again, it has a 64 KiB level-1 data cache, 4 KiB pages, and 2-way set associativity. When the level-1 data cache suffers a miss, 2 of the 16 (==64 KiB/4 KiB) possible virtual aliases have already been checked, and seven more cycles through the tag check hardware are necessary to complete the check for virtual aliases.


          


          Virtual tags and vhints


          Virtual tagging is possible too. The great advantage of virtual tags is that, for associative caches, they allow the tag match to proceed before the virtual to physical translation is done. However,


          
            	Coherence probes and evictions present a physical address for action. The hardware must have some means of converting the physical addresses into a cache index, generally by storing physical tags as well as virtual tags. For comparison, a physically tagged cache does not need to keep virtual tags, which is simpler.

          


          
            	When a virtual to physical mapping is deleted from the TLB, cache entries with those virtual addresses will have to be flushed somehow. Alternatively, if cache entries are allowed on pages not mapped by the TLB, then those entries will have to be flushed when the access rights on those pages are changed in the page table.

          


          It is also possible for the operating system to ensure that no virtual aliases are simultaneously resident in the cache. The operating system makes this guarantee by enforcing page coloring, which is described below. Some early RISC processors (SPARC, RS/6000) took this approach. It has not been used recently, as the hardware cost of detecting and evicting virtual aliases has fallen and the software complexity and performance penalty of perfect page coloring has risen.


          It can be useful to distinguish the two functions of tags in an associative cache: they are used to determine which way of the entry set to select, and they are used to determine if the cache hit or missed. The second function must always be correct, but it is permissible for the first function to guess, and get the wrong answer occasionally.


          Some processors (e.g. early SPARCs) have caches with both virtual and physical tags. The virtual tags are used for way selection, and the physical tags are used for determining hit or miss. This kind of cache enjoys the latency advantage of a virtually tagged cache, and the simple software interface of a physically tagged cache. It bears the added cost of duplicated tags, however. Also, during miss processing, the alternate ways of the cache line indexed have to be probed for virtual aliases and any matches evicted.


          The extra area (and some latency) can be mitigated by keeping virtual hints with each cache entry instead of virtual tags. These hints are a subset or hash of the virtual tag, and are used for selecting the way of the cache from which to get data and a physical tag. Like a virtually tagged cache, there may be a virtual hint match but physical tag mismatch, in which case the cache entry with the matching hint must be evicted so that cache accesses after the cache fill at this address will have just one hint match. Since virtual hints have fewer bits than virtual tags distinguishing them from one another, a virtually hinted cache suffers more conflict misses than a virtually tagged cache.


          Perhaps the ultimate reduction of virtual hints can be found in the Pentium 4 (Willamette and Northwood cores). In these processors the virtual hint is effectively 2 bits, and the cache is 4-way set associative. Effectively, the hardware maintains a simple permutation from virtual address to cache index, so that no content-addressable memory (CAM) is necessary to select the right one of the four ways fetched.


          


          Page coloring


          Large physically indexed caches (usually secondary caches) run into a problem: the operating system rather than the application controls which pages collide with one another in the cache. Differences in page allocation from one program run to the next lead to differences in the cache collision patterns, which can lead to very large differences in program performance. These differences can make it very difficult to get a consistent and repeatable timing for a benchmark run, which then leads to frustrated sales engineers demanding that the operating system authors fix the problem.


          To understand the problem, consider a CPU with a 1 MiB physically indexed direct-mapped level-2 cache and 4 KiB virtual memory pages. Sequential physical pages map to sequential locations in the cache until after 256 pages the pattern wraps around. We can label each physical page with a colour of 0255 to denote where in the cache it can go. Locations within physical pages with different colors cannot conflict in the cache.


          A programmer attempting to make maximum use of the cache may arrange his program's access patterns so that only 1 MiB of data need be cached at any given time, thus avoiding capacity misses. But he should also ensure that the access patterns do not have conflict misses. One way to think about this problem is to divide up the virtual pages the program uses and assign them virtual colors in the same way as physical colors were assigned to physical pages before. The programmer can then arrange the access patterns of his code so that no two pages with the same virtual colour are in use at the same time. There is a wide literature on such optimizations (e.g. loop nest optimization), largely coming from the High Performance Computing (HPC) community.


          The snag is that while all the pages in use at any given moment may have different virtual colors, some may have the same physical colors. In fact, if the operating system assigns physical pages to virtual pages randomly and uniformly, it is extremely likely that some pages will have the same physical colour, and then locations from those pages will collide in the cache (this is the birthday paradox).


          The solution is to have the operating system attempt to assign different physical colour pages to different virtual colors, a technique called page coloring. Although the actual mapping from virtual to physical colour is irrelevant to system performance, odd mappings are difficult to keep track of and have little benefit, so most approaches to page coloring simply try to keep physical and virtual page colors the same.


          If the operating system can guarantee that each physical page maps to only one virtual color, then there are no virtual aliases, and the processor can use virtually indexed caches with no need for extra virtual alias probes during miss handling. Alternatively, the O/S can flush a page from the cache whenever it changes from one virtual colour to another. As mentioned above, this approach was used for some early SPARC and RS/6000 designs.


          


          Cache hierarchy in a modern processor


          Modern processors have multiple interacting caches on chip.


          


          Specialized caches


          Pipelined CPUs access memory from multiple points in the pipeline: instruction fetch, virtual-to-physical address translation, and data fetch (see classic RISC pipeline). The natural design is to use different physical caches for each of these points, so that no one physical resource has to be scheduled to service two points in the pipeline. Thus the pipeline naturally ends up with at least three separate caches (instruction, TLB, and data), each specialized to its particular role.


          Pipelines with separate instruction and data caches, now predominant, are said to have a Harvard architecture. Originally, this phrase referred to machines with separate instruction and data memories, which proved not at all popular. Most modern CPUs have a single-memory von Neumann architecture.


          


          Victim cache


          A victim cache is a cache used to hold blocks evicted from a CPU cache due to a conflict or capacity miss. The victim cache lies between the main cache and its refill path, and only holds blocks that were evicted from that cache on a miss. This technique is used to reduce the penalty incurred by a cache on a miss.


          The original victim cache on the HP PA7200 was a small, fully-associative cache. Later processors, such as the AMD K7 and K8, used the very large secondary cache as a victim cache, to avoid duplicate storage of the contents of the large primary cache.


          


          Trace cache


          One of the more extreme examples of cache specialization is the trace cache found in the Intel Pentium 4 microprocessors. A trace cache is a mechanism for increasing the instruction fetch bandwidth and decreasing power consumption (in the case of the Pentium 4) by storing traces of instructions that have already been fetched and decoded.


          The earliest widely acknowledged academic publication of trace cache was by Eric Rotenberg, Steve Bennett, and James E. Smith in their 1996 paper "Trace Cache: a Low Latency Approach to High Bandwidth Instruction Fetching."


          An earlier publication is US Patent 5,381,533, "Dynamic flow instruction cache memory organized around trace segments independent of virtual address line", by Alex Peleg and Uri Weiser of Intel Corp., patent filed March 30, 1994, a continuation of an application filed in 1992, later abandoned.


          A trace cache stores instructions either after they have been decoded, or as they are retired. Generally, instructions are added to trace caches in groups representing either individual basic blocks or dynamic instruction traces. A basic block consists of a group of non-branch instructions ending with a branch. A dynamic trace ("trace path") contains only instructions whose results are actually used, and eliminates instructions following taken branches (since they are not executed); a dynamic trace can be a concatenation of multiple basic blocks. This allows the instruction fetch unit of a processor to fetch several basic blocks, without having to worry about branches in the execution flow.


          Trace lines are stored in the trace cache based on the program counter of the first instruction in the trace and a set of branch predictions. This allows for storing different trace paths that start on the same address, each representing different branch outcomes. In the instruction fetch stage of a pipeline, the current program counter along with a set of branch predictions is checked in the trace cache for a hit. If there is a hit, a trace line is supplied to fetch which does not have to go to a regular cache or to memory for these instructions. The trace cache continues to feed the fetch unit until the trace line ends or until there is a misprediction in the pipeline. If there is a miss, a new trace starts to be built.


          Trace caches are also used in processors like the Intel Pentium 4 to store already decoded micro-operations, or translations of complex x86 instructions, so that the next time an instruction is needed, it does not have to be decoded again.


          See the full text of Smith, Rotenberg and Bennett's paper at Citeseer.


          


          Multi-level caches


          Another issue is the fundamental tradeoff between cache latency and hit rate. Larger caches have better hit rates but longer latency. To address this tradeoff, many computers use multiple levels of cache, with small fast caches backed up by larger slower caches.


          Multi-level caches generally operate by checking the smallest Level 1 (L1) cache first; if it hits, the processor proceeds at high speed. If the smaller cache misses, the next larger cache (L2) is checked, and so on, before external memory is checked.


          As the latency difference between main memory and the fastest cache has become larger, some processors have begun to utilize as many as three levels of on-chip cache. For example, in 2003, Itanium 2 began shipping with a 6 MiB unified level 3 (L3) cache on-chip. The IBM Power 4 series has a 256 MiB L3 cache off chip, shared among several processors. The new AMD Phenom series of chips carries a 2MB on die L3 cache.


          


          Exclusive versus inclusive


          Multi-level caches introduce new design decisions. For instance, in some processors, all data in the L1 cache must also be somewhere in the L2 cache. These caches are called strictly inclusive. Other processors (like the AMD Athlon) have exclusive caches  data is guaranteed to be in at most one of the L1 and L2 caches, never in both. Still other processors (like the Intel Pentium II, III, and 4), do not require that data in the L1 cache also reside in the L2 cache, although it may often do so. There is no universally accepted name for this intermediate policy, although the term mainly inclusive has been used.


          The advantage of exclusive caches is that they store more data. This advantage is larger when the exclusive L1 cache is comparable to the L2 cache, and diminishes if the L2 cache is many times larger than the L1 cache. When the L1 misses and the L2 hits on an access, the hitting cache line in the L2 is exchanged with a line in the L1. This exchange is quite a bit more work than just copying a line from L2 to L1, which is what an inclusive cache does.


          One advantage of strictly inclusive caches is that when external devices or other processors in a multiprocessor system wish to remove a cache line from the processor, they need only have the processor check the L2 cache. In cache hierarchies which do not enforce inclusion, the L1 cache must be checked as well. As a drawback, there is a correlation between the associativities of L1 and L2 caches: if the L2 cache does not have at least as many ways as all L1 caches together, the effective associativity of the L1 caches is restricted.


          Another advantage of inclusive caches is that the larger cache can use larger cache lines, which reduces the size of the secondary cache tags. (Exclusive caches require both caches to have the same size cache lines, so that cache lines can be swapped on a L1 miss, L2 hit). If the secondary cache is an order of magnitude larger than the primary, and the cache data is an order of magnitude larger than the cache tags, this tag area saved can be comparable to the incremental area needed to store the L1 cache data in the L2.


          As mentioned above, larger computers sometimes have another cache between the L2 cache and main memory called an L3 cache. This cache can be implemented on a separate chip from the CPU, and, as of 2004, may range in size from 2 to 256 megabytes. The benefits of an off chip L3 cache depend on the application's access patterns. High-end x86 workstations and servers are now available with an L3 cache option implemented on the microprocessor die, increasing the speed and reducing the cost substantially. For example, Intel's Xeon MP product code-named "Tulsa" features 16 MiB of on-die L3 cache, shared between two processor cores.


          Finally, at the other end of the memory hierarchy, the CPU register file itself can be considered the smallest, fastest cache in the system, with the special characteristic that it is scheduled in softwaretypically by a compiler, as it allocates registers to hold values retrieved from main memory. (See especially loop nest optimization.) Register files sometimes also have hierarchy: The Cray-1 (circa 1976) had 8 address "A" and 8 scalar data "S" registers that were generally usable. There was also a set of 64 address "B" and 64 scalar data "T" registers that took longer to access, but were faster than main memory. The "B" and "T" registers were provided because the Cray-1 did not have a data cache. (The Cray-1 did, however, have an instruction cache.)


          


          Example: the K8


          To illustrate both specialization and multi-level caching, here is the cache hierarchy of the K8 core in the AMD Athlon 64 CPU.
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          The K8 has 4 specialized caches: an instruction cache, an instruction TLB, a data TLB, and a data cache. Each of these caches is specialized:


          
            	The instruction cache keeps copies of 64 byte lines of memory, and fetches 16 bytes each cycle. Each byte in this cache is stored in ten bits rather than 8, with the extra bits marking the boundaries of instructions (this is an example of predecoding). The cache has only parity protection rather than ECC, because parity is smaller and any damaged data can be replaced by fresh data fetched from memory (which always has an up-to-date copy of instructions).

          


          
            	The instruction TLB keeps copies of page table entries (PTEs). Each cycle's instruction fetch has its virtual address translated through this TLB into a physical address. Each entry is either 4 or 8 bytes in memory. Each of the TLBs is split into two sections, one to keep PTEs that map 4 KiB, and one to keep PTEs that map 4 MiB or 2 MiB. The split allows the fully associative match circuitry in each section to be simpler. The operating system maps different sections of the virtual address space with different size PTEs.

          


          
            	The data TLB has two copies which keep identical entries. The two copies allow two data accesses per cycle to translate virtual addresses to physical addresses. Like the instruction TLB, this TLB is split into two kinds of entries.

          


          
            	The data cache keeps copies of 64 byte lines of memory. It is split into 8 banks (each storing 8 KiB of data), and can fetch two 8-byte data each cycle so long as those data are in different banks. There are two copies of the tags, because each 64 byte line is spread among all 8 banks. Each tag copy handles one of the two accesses per cycle.

          


          The K8 also has multiple-level caches. There are second-level instruction and data TLBs, which store only PTEs mapping 4 KiB. Both instruction and data caches, and the various TLBs, can fill from the large unified L2 cache. This cache is exclusive to both the L1 instruction and data caches, which means that any 8-byte line can only be in one of the L1 instruction cache, the L1 data cache, or the L2 cache. It is, however, possible for a line in the data cache to have a PTE which is also in one of the TLBsthe operating system is responsible for keeping the TLBs coherent by flushing portions of them when the page tables in memory are updated.


          The K8 also caches information that is never stored in memoryprediction information. These caches are not shown in the above diagram. As is usual for this class of CPU, the K8 has fairly complex branch prediction, with tables that help predict whether branches are taken and other tables which predict the targets of branches and jumps. Some of this information is associated with instructions, in both the level 1 instruction cache and the unified secondary cache.


          The K8 uses an interesting trick to store prediction information with instructions in the secondary cache. Lines in the secondary cache are protected from accidental data corruption (e.g. by an alpha particle strike) by either ECC or parity, depending on whether those lines were evicted from the data or instruction primary caches. Since the parity code takes fewer bits than the ECC code, lines from the instruction cache have a few spare bits. These bits are used to cache branch prediction information associated with those instructions. The net result is that the branch predictor has a larger effective history table, and so has better accuracy.


          


          More hierarchies


          Other processors have other kinds of predictors (e.g. the store-to-load bypass predictor in the DEC Alpha 21264), and various specialized predictors are likely to flourish in future processors.


          These predictors are caches in the sense that they store information that is costly to compute. Some of the terminology used when discussing predictors is the same as that for caches (one speaks of a hit in a branch predictor), but predictors are not generally thought of as part of the cache hierarchy.


          The K8 keeps the instruction and data caches coherent in hardware, which means that a store into an instruction closely following the store instruction will change that following instruction. Other processors, like those in the Alpha and MIPS family, have relied on software to keep the instruction cache coherent. Stores are not guaranteed to show up in the instruction stream until a program calls an operating system facility to ensure coherency. The idea is to save hardware complexity on the assumption that self-modifying code is rare.


          


          Implementation


          Cache reads are the most common CPU operation that takes more than a single cycle. Program execution time tends to be very sensitive to the latency of a level-1 data cache hit. A great deal of design effort, and often power and silicon area are expended making the caches as fast as possible.


          The simplest cache is a virtually indexed direct-mapped cache. The virtual address is calculated with an adder, the relevant portion of the address extracted and used to index an SRAM, which returns the loaded data. The data is byte aligned in a byte shifter, and from there is bypassed to the next operation. There is no need for any tag checking in the inner loop  in fact, the tags need not even be read. Later in the pipeline, but before the load instruction is retired, the tag for the loaded data must be read, and checked against the virtual address to make sure there was a cache hit. On a miss, the cache is updated with the requested cache line and the pipeline is restarted.


          An associative cache is more complicated, because some form of tag must be read to determine which entry of the cache to select. An N-way set-associative level-1 cache usually reads all N possible tags and N data in parallel, and then chooses the data associated with the matching tag. Level-2 caches sometimes save power by reading the tags first, so that only one data element is read from the data SRAM.


          
            [image: Read path for a 2-way associative cache]

            
              Read path for a 2-way associative cache
            

          


          The diagram to the right is intended to clarify the manner in which the various fields of the address are used. Address bit 31 is most significant, bit 0 is least significant. The diagram shows the SRAMs, indexing, and multiplexing for a 4 KiB, 2-way set-associative, virtually indexed and virtually tagged cache with 64 B lines, a 32b read width and 32b virtual address.


          Because the cache is 4 KiB and has 64 B lines, there are just 64 lines in the cache, and we read two at a time from a Tag SRAM which has 32 rows, each with a pair of 21 bit tags. Although any function of virtual address bits 31 through 6 could be used to index the tag and data SRAMs, it is simplest to use the least significant bits.


          Similarly, because the cache is 4 KiB and has a 4 B read path, and reads two ways for each access, the Data SRAM is 512 rows by 8 bytes wide.


          A more modern cache might be 16 KiB, 4-way set-associative, virtually indexed, virtually hinted, and physically tagged, with 32 B lines, 32b read width and 36b physical addresses. The read path recurrence for such a cache looks very similar to the path above. Instead of tags, vhints are read, and matched against a subset of the virtual address. Later on in the pipeline, the virtual address is translated into a physical address by the TLB, and the physical tag is read (just one, as the vhint supplies which way of the cache to read). Finally the physical address is compared to the physical tag to determine if a hit has occurred.


          Some SPARC designs have improved the speed of their L1 caches by a few gate delays by collapsing the virtual address adder into the SRAM decoders. See Sum addressed decoder.


          


          History


          The early history of cache technology is closely tied to the invention and use of virtual memory. Because of scarcity and cost of semi-conductors memories, early mainframe computers in 1960s used a complex hierarchy of physical memory, mapped onto a flat virtual memory used by programs. The memory technologies would span semi-conductor, magnetic core, drum and disc. Virtual memory seen and used by programs would be flat and caching would be used to fetch data and instructions into the fastest memory ahead of processor access. Extensive studies were done to optimise the cache sizes. Optimal values were found to depend greatly on the programming language used with Algol needing the smallest and Fortran and Cobol needing the largest cache sizes.


          The arrival of PCs coincided with a temporary decline in interest in caching. In the early days of PC technology, memory access was only slightly slower than register access. But since the 1980s the performance gap between processor and memory has been growing. Processors have advanced much faster than memory, especially in terms of their operating frequency, so memory became a performance bottleneck. While it was technically possible to have all the main memory as fast as the processor, a more economically viable path has been taken: use plenty of low-speed memory, but also introduce a small high-speed cache memory to alleviate the performance gap. This provided an order of magnitude more capacityfor the same pricewith only a slightly-reduced combined performance.


          


          History of cache in x86 architecture


          As the x86 CPU architecture reached clock speeds of 20 MHz and above in the 386, small amounts of fast cache memory began to be included in the architecture to boost performance. This was because the DRAM used for main memory had significant latency, up to 120ns, as well as refresh cycles. The cache was constructed from more expensive, yet significantly faster, SRAM, which at the time had latencies around 10ns. The early caches were external to the processor and typically located on the motherboard in the form of 8 or 9 DIP memory chips placed in sockets to enable the cache as an optional extra or upgrade feature.


          Some versions of the Intel 386 type processor could support 16 to 64 KiB of external cache.


          With the 486 processor an 8 KiB cache was integrated directly into the CPU die. This cache was termed Level 1 or L1 cache to differentiate it from the slower on-motherboard, or Level 2 (L2) cache. These on-motherboard caches were much larger, with the most common size being 256 KiB and frequently utilizing a SIMM form factor. The popularity of on-motherboard cache continued on through the Pentium MMX era but was made obsolete by the introduction of SDRAM and the growing disparity between bus speed and CPU clock speed, which caused on-motherboard cache to be only slightly faster than main memory.


          The next evolution of the x86 architecture starting with the Pentium Pro brought the secondary cache into the CPU, clocked at or slightly slower than the CPU frequency and level 1 cache.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/CPU_cache"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Crab Nebula


        
          

          
            
              	Crab Nebula
            


            
              	[image: ]

              M1, the Crab Nebula. Courtesy of NASA/ESA
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              	Type

              	Supernova Remnant
            


            
              	Right ascension

              	05h34m31.97s
            


            
              	Declination

              	+220052.1
            


            
              	Distance

              	6.5  1.6 kly (2.0  0.5 kpc)
            


            
              	Apparent magnitude (V)

              	+8.4
            


            
              	Apparent dimensions (V)

              	420  290
            


            
              	Constellation

              	Taurus
            


            
              	Physical characteristics
            


            
              	Radius

              	6.5  1.5 ly
            


            
              	Absolute magnitude (V)

              	3.1  0.5
            


            
              	Notable features

              	Optical pulsar
            


            
              	Other designations

              	M1, NGC 1952, Sharpless 244
            


            
              	See also: Diffuse nebula, Lists of nebulae
            


            
              	
            

          


          The Crab Nebula(catalogue designations M1, NGC 1952, Taurus A) is a supernova remnant and pulsar wind nebula in the constellation of Taurus. The nebula was first observed in the western world in 1731 by John Bevis, and corresponds to a bright supernova that was recorded by Chinese and Arab astronomers in 1054. Located at a distance of about 6,500 light-years (2 kpc) from Earth, the nebula has a diameter of 11 ly (3.4 pc) and is expanding at a rate of about 1,500 kilometers per second.


          At the centre of the nebula lies the Crab Pulsar, a rotating neutron star, which emits pulses of radiation from gamma rays to radio waves with a spin rate of 30.2 times per second. The nebula was the first astronomical object identified with a historical supernova explosion.


          The nebula acts as a source of radiation for studying celestial bodies that occult it. In the 1950s and 1960s, the Sun's corona was mapped from observations of the Crab's radio waves passing through it, and more recently, the thickness of the atmosphere of Saturn's moon Titan was measured as it blocked out X-rays from the nebula.


          


          Origins


          First observed in 1731 by John Bevis, the Crab Nebula corresponds to the bright SN 1054 supernova that was recorded by Chinese and Arab astronomers in 1054. The nebula was independently rediscovered in 1758 by Charles Messier as he was observing a bright comet. Messier catalogued it as the first entry in his catalogue of comet-like objects. The Earl of Rosse observed the nebula at Birr Castle in the 1840s, and referred to the object as the Crab Nebula because a drawing he made of it looked like a crab.


          In the early 20th century, the analysis of early photographs of the nebula taken several years apart revealed that it was expanding. Tracing the expansion back revealed that the nebula must have become visible on Earth about 900years ago. Historical records revealed that a new star bright enough to be seen in the daytime had been recorded in the same part of the sky by Chinese and Arab astronomers in 1054 Given its great distance, the daytime "guest star" observed by the Chinese and Arabs could only have been a supernovaa massive, exploding star, having exhausted its supply of energy from nuclear fusion and collapsed in on itself.


          Recent analyses of historical records have found that the supernova that created the Crab Nebula probably occurred in April or early May, rising to its maximum brightness of between apparent magnitude 7 and 4.5 (brighter than everything in the night sky except the Moon) by July. The supernova was visible to the naked eye for about two years after its first observation. Thanks to the recorded observations of Far Eastern and Middle Eastern astronomers of 1054, Crab Nebula became the first astronomical object recognized as being connected to a supernova explosion.


          


          Physical conditions


          
            [image: The Crab Pulsar. This image combines optical data from Hubble (in red) and X-ray images from Chandra X-ray Observatory (in blue).]

            
              The Crab Pulsar. This image combines optical data from Hubble (in red) and X-ray images from Chandra X-ray Observatory (in blue).
            

          


          In visible light, the Crab Nebula consists of a broadly oval-shaped mass of filaments, about 6 arcminutes long and 4arcminutes wide (by comparison, the full moon is 30arcminutes across) surrounding a diffuse blue central region. In three dimensions, the nebula is thought to be shaped like a prolate spheroid. The filaments are the remnants of the progenitor star's atmosphere, and consist largely of ionised helium and hydrogen, along with carbon, oxygen, nitrogen, iron, neon and sulfur. The filaments' temperatures are typically between 11,000 and 18,000 K, and their densities are about 1,300particles per cm.


          In 1953 Iosif Shklovsky proposed that the diffuse blue region is predominantly produced by synchrotron radiation, which is radiation given off by the curving of electrons moving at speeds up to half the speed of light. Three years later the theory was confirmed by observations. In the 1960s it was found that the source of the electron curved paths was the strong magnetic field produced by a neutron star at the centre of the nebula.


          


          Distance


          Ironically, even though the Crab Nebula is the focus of much attention among astronomers, its distance remains an open question due to uncertainties in every method used to estimate its distance. In 2008, the general consensus is that its distance from Earth is 2.0  0.5 kpc (6.5  1.6 kly). The Crab Nebula is currently expanding outwards at about 1,500km/s. Images taken several years apart reveal the slow expansion of the nebula, and by comparing this angular expansion with its spectroscopically determined expansion velocity, the nebula's distance can be estimated. In 1973, an analysis of many different methods used to compute the distance to the nebula reached a conclusion of about 6,300ly. Along its longest visible dimension, it measures about 13  3 ly across.


          Tracing back its expansion consistently yields a date for the creation of the nebula several decades after 1054, implying that its outward velocity has accelerated since the supernova explosion. This acceleration is believed to be caused by energy from the pulsar that feeds into the nebula's magnetic field, which expands and forces the nebula's filaments outwards.


          


          Mass


          Estimates of the total mass of the nebula are important for estimating the mass of the supernova's progenitor star. The amount of matter contained in the Crab Nebula's filaments (ejecta mass of ionized and neutral gas; mostly helium) is estimated to be 4.6  1.8 M☉.


          


          Helium-rich torus


          One of the many nebular components (or anomalies) of the Crab is a helium-rich torus which is visible as an east-west band crossing the pulsar region. The torus composes about 25% of the visible ejecta and is composed of about 95% helium. As of yet, there has been no plausible explanation put forth for the structure of the torus.


          


          Central star


          
            [image: This sequence of Hubble Space Telescope images shows features in the inner Crab Nebula changing over a period of four months. Credit: NASA/ESA.]

            
              This sequence of Hubble Space Telescope images shows features in the inner Crab Nebula changing over a period of four months. Credit: NASA/ESA.
            

          


          At the centre of the Crab Nebula are two faint stars, one of which is the star responsible for existence of the nebula. It was identified as such in 1942, when Rudolf Minkowski found that its optical spectrum was extremely unusual. The region around the star was found to be a strong source of radio waves in 1949 and X-rays in 1963, and was identified as one of the brightest objects in the sky in gamma rays in 1967. Then, in 1968, the star was found to be emitting its radiation in rapid pulses, becoming one of the first pulsars to be discovered.


          Pulsars are sources of powerful electromagnetic radiation, emitted in short and extremely regular pulses many times a second. They were a great mystery when discovered in 1967, and the team which identified the first one considered the possibility that it could be a signal from an advanced civilization. However, the discovery of a pulsating radio source in the centre of the Crab Nebula was strong evidence that pulsars were formed by supernova explosions. They are now understood to be rapidly rotating neutron stars, whose powerful magnetic field concentrates their radiation emissions into narrow beams.


          The Crab Pulsar is believed to be about 2830km in diameter; it emits pulses of radiation every 33 milliseconds. Pulses are emitted at wavelengths across the electromagnetic spectrum, from radio waves to X-rays. Like all isolated pulsars, its period is slowing very gradually. Occasionally, its rotational period shows sharp changes, known as 'glitches', which are believed to be caused by a sudden realignment inside the neutron star. The energy released as the pulsar slows down is enormous, and it powers the emission of the synchrotron radiation of the Crab Nebula, which has a total luminosity about 75,000 times greater than that of the Sun.


          The pulsar's extreme energy output creates an unusually dynamic region at the centre of the Crab Nebula. While most astronomical objects evolve so slowly that changes are visible only over timescales of many years, the inner parts of the Crab show changes over timescales of only a few days. The most dynamic feature in the inner part of the nebula is the point where the pulsar's equatorial wind slams into the bulk of the nebula, forming a shock front. The shape and position of this feature shifts rapidly, with the equatorial wind appearing as a series of wisp-like features that steepen, brighten, then fade as they move away from the pulsar to well out into the main body of the nebula.


          


          Progenitor star


          
            [image: The Crab Nebula seen in infrared by the Spitzer Space Telescope.]

            
              The Crab Nebula seen in infrared by the Spitzer Space Telescope.
            

          


          The star that exploded as a supernova is referred to as the supernova's progenitor star. Two types of star explode as supernovae: white dwarfs and massive stars. In the so-called Type Ia supernovae, gases falling onto a white dwarf raise its mass until it nears a critical level, the Chandrasekhar limit, resulting in an explosion; in Type Ib/c and Type II supernovae, the progenitor star is a massive star which runs out of fuel to power its nuclear fusion reactions and collapses in on itself, reaching such phenomenal temperatures that it explodes. The presence of a pulsar in the Crab means that it must have formed in a core-collapse supernova; Type Ia supernovae do not produce pulsars.


          Theoretical models of supernova explosions suggest that the star that exploded to produce the Crab Nebula must have had a mass of between 9 and 11 M☉. Stars with masses lower than 8solar masses are thought to be too small to produce supernova explosions, and end their lives by producing a planetary nebula instead, while a star heavier than 12solar masses would have produced a nebula with a different chemical composition to that observed in the Crab.


          A significant problem in studies of the Crab Nebula is that the combined mass of the nebula and the pulsar add up to considerably less than the predicted mass of the progenitor star, and the question of where the 'missing mass' is remains unresolved. Estimates of the mass of the nebula are made by measuring the total amount of light emitted, and calculating the mass required, given the measured temperature and density of the nebula. Estimates range from about 15solar masses, with 23solar masses being the generally accepted value. The neutron star mass is estimated to be between 1.4 and 2solar masses.


          The predominant theory to account for the missing mass of the Crab is that a substantial proportion of the mass of the progenitor was carried away before the supernova explosion in a fast stellar wind. However, this would have created a shell around the nebula. Although attempts have been made at several different wavelengths to observe a shell, none has yet been found.


          


          Transits by solar system bodies


          
            [image: Hubble Space Telescope image of a small region of the Crab Nebula, showing Rayleigh–Taylor instabilities in its intricate filamentary structure. Credit: NASA/ESA.]

            
              Hubble Space Telescope image of a small region of the Crab Nebula, showing RayleighTaylor instabilities in its intricate filamentary structure. Credit: NASA/ESA.
            

          


          The Crab Nebula lies roughly 1  away from the eclipticthe plane of Earth's orbit around the Sun. This means that the Moon  and occasionally, planets  can transit or occult the nebula. Although the Sun does not transit the nebula, its corona passes in front of it. These transits and occultations can be used to analyse both the nebula and the object passing in front of it, by observing how radiation from the nebula is altered by the transiting body.


          Lunar transits have been used to map X-ray emissions from the nebula. Before the launch of X-ray-observing satellites, such as the Chandra X-ray Observatory, X-ray observations generally had quite low angular resolution, but when the Moon passes in front of the nebula, its position is very accurately known, and so the variations in the nebula's brightness can be used to create maps of X-ray emission. When X-rays were first observed from the Crab, a lunar occultation was used to determine the exact location of their source.


          The Sun's corona passes in front of the Crab every June. Variations in the radio waves received from the Crab at this time can be used to infer details about the corona's density and structure. Early observations established that the corona extended out to much greater distances than had previously been thought; later observations found that the corona contained substantial density variations.


          Very rarely, Saturn transits the Crab Nebula. Its transit in 2003 was the first since 1296; another will not occur until 2267. Observers used the Chandra X-ray Observatory to observe Saturn's moon Titan as it crossed the nebula, and found that Titan's X-ray 'shadow' was larger than its solid surface, due to absorption of X-rays in its atmosphere. These observations showed that the thickness of Titan's atmosphere is 880km. The transit of Saturn itself could not be observed, because Chandra was passing through the Van Allen belts at the time.
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          Crash test dummies are full-scale anthropometric test devices (ATD) that simulate the dimensions, weight proportions and articulation of the human body, and are usually instrumented to record data about the dynamic behaviour of the ATD in simulated vehicle impacts. This data can include variables such as velocity of impact, crushing force, bending, folding, or torque of the body, and deceleration rates during a collision for use in crash tests. They remain indispensable in the development of and ergonomics in all types of vehicles, from automobiles to aircraft.


          


          The need for testing


          On August 31, 1869, Mary Ward became what is believed to be the first recorded victim of a steam powered automobile accident (Karl Benz only invented the gasoline powered automobile as we know it in 1886). Mary Ward was thrown out of a motor vehicle and killed in Parsonstown, Ireland. Some years later, on September 13, 1899, Henry Bliss entered the history books as North America's first motor vehicle fatality when he was hit stepping off a New York City trolley. Since that time, in excess of 20 million people worldwide have lost their lives to motor vehicle accidents.


          The need for a means of analysing and mitigating the effects of motor vehicle accidents on human bodies was felt very soon after the commercial production of automobiles began in the late 1890s, and by the 1930s, with the automobile a common part of daily life, the number of motor vehicle deaths was becoming a serious issue. Death rates had surpassed 15.6 fatalities per 100 million vehicle-miles and were continuing to climb; vehicle designers saw this as a clear indication it was time to do some research on ways to make their products safer.


          In 1930, the interior of a car was not a safe place even in a low-speed collision. Dashboards were made of rigid metal, steering columns were non-collapsible, and protruding knobs, buttons, and levers were ubiquitous. Seat belts were unheard-of, and in a frontal collision, passengers hurled through the windshield stood very little chance of avoiding serious injury or death. The vehicle body itself was rigid, and impact forces were transmitted directly to the vehicle occupants. As late as the 1950s, car manufacturers were on public record as saying vehicle accidents simply could not be made survivable; the forces in a crash were too great and the human body too frail.


          


          Cadaver testing


          Detroit's Wayne State University was the first to begin serious work on collecting data on the effects of high-speed collisions on the human body. In the late 1930s, there were no reliable data on the response of the human body to extreme physical injury, and no effective tools existed to measure such responses. Biomechanics was a field barely in its infancy. It was therefore necessary to employ two types of test subjects in order to develop initial data sets.


          The first test subjects were human cadavers. They were used to obtain fundamental information about the human body's ability to withstand the crushing and tearing forces typically experienced in a high-speed accident. To such an end, steel ball bearings were dropped on skulls, and bodies were dumped down unused elevator shafts onto steel plates. Cadavers fitted with crude accelerometers were strapped into automobiles and subjected to head-on collisions and vehicle rollovers.


          Albert King's 1995 Journal of Trauma article, "Humanitarian Benefits of Cadaver Research on Injury Prevention", clearly states the value in human lives saved as a result of cadaver research. King's calculations indicate that as a result of design changes implemented up to 1987, cadaver research has since saved 8500 lives annually. He notes that for every cadaver used, each year 61 people survive due to wearing seat belts, 147 live due to air bags, and 68 survive windshield impact.


          However, work with cadavers presented almost as many problems as it resolved. Not only were there the moral and ethical issues related to working with the dead, but there were also research concerns. The majority of cadavers available were older European American adults who had died non-violent deaths; they did not represent a demographic cross-section of accident victims. Deceased accident victims could not be employed because any data that might be collected from such experimental subjects would be compromised by the cadaver's previous injuries. Since no two cadavers are the same, and since any specific part of a cadaver could only be used once, it was extremely difficult to achieve reliable comparison data. In addition, child cadavers were not only difficult to obtain, but both legal and public opinion made them effectively unusable. Moreover, as crash testing became more routine, suitable cadavers became increasingly scarce. As a result, biometric data were limited in extent and skewed toward the older white males.


          


          Volunteer testing


          Some researchers took it upon themselves to serve as crash test dummies. Colonel John Paul Stapp USAF propelled himself over 1000km/h on a rocket sled and stopped in 1.4 seconds. Lawrence Patrick, then a professor at Wayne State University, endured some 400 rides on a rocket sled in order to test the effects of rapid deceleration on the human body. He and his students allowed themselves to be smashed in the chest with heavy metal pendulums, impacted in the face by pneumatically-driven rotary hammers, and sprayed with shattered glass to simulate window implosion. While admitting that it made him "a little sore", Patrick has said that the research he and his students conducted was seminal in developing mathematical models against which further research could be compared. But while data from live testing was valuable, human subjects could not withstand tests which went past a certain degree of physical injury. To gather information about the causes and prevention of injuries and fatalities would require a different kind of subject.


          


          Animal testing


          By the mid-1950s, the bulk of the information cadaver testing could provide had been harvested. It was also necessary to collect data on accident survivability, research for which cadavers were woefully inadequate. In concert with the shortage of cadavers, this need forced researchers to seek other models. A description by Mary Roach of the Eighth Stapp Car Crash and Field Demonstration Conference shows the direction in which research had begun to move. "We saw chimpanzees riding rocket sleds, a bear on an impact swing...We observed a pig, anesthetized and placed in a sitting position on the swing in the harness, crashed into a deep-dish steering wheel at about 10 mph."


          One important research objective which could not be achieved with either cadavers or live humans was a means of reducing the injuries caused by impalement on the steering column. By 1964, over a million fatalities resulting from steering wheel impact had been recorded, a significant percentage of all fatalities; the introduction by General Motors in the early 1960s of the collapsible steering column cut the risk of steering-wheel death by fifty percent. The most commonly used animal subjects in cabin-collision studies were pigs, primarily because their internal structure is similar to a human's. Pigs can also be placed in a vehicle in a good approximation of a seated human.


          The ability to sit upright was an important requirement for test animals in order that another common fatal injury among human victims, decapitation, could be studied. As well, it was important for researchers to be able to determine to what extent cabin design needed to be modified to ensure optimal survival circumstances. For instance, a dashboard with too little padding or padding which was too stiff or too soft would not significantly reduce head injury over a dash with no padding at all. While knobs, levers, and buttons are essential in the operation of a vehicle, which design modifications would best ensure that these elements did not tear or puncture victims in a crash. Rear-view mirror impact is a significant occurrence in a frontal collision; how should a mirror be built so that it is both rigid enough to perform its task and yet of low injury risk if struck.


          While work with cadavers had aroused some opposition, primarily from religious institutions, it was grudgingly accepted because the dead, being dead, felt no pain, and the indignity of their situations was directly related to easing the pain of the living. Animal research, on the other hand, aroused much greater passion. Animal rights groups such as the ASPCA were vehement in their protest, and while researchers such as Patrick supported animal testing because of its ability to produce reliable, applicable data, there was nonetheless a strong ethical unease about this process.


          Although animal test data were still more easily obtained than cadaver data, the fact that animals were not people and the difficulty of employing adequate internal instrumentation limited their usefulness. Animal testing is no longer practiced by any of the major automobile makers; General Motors discontinued live testing in 1993 and other manufacturers followed suit shortly thereafter.


          


          Dummy evolution
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          The information gleaned from cadaver research and animal studies had already been put to some use in the construction of human simulacra as early as 1949, when "Sierra Sam" was created by Samuel W. Alderson at his Alderson Research Labs (ARL) and Sierra Engineering Co. to test aircraft ejection seats and pilot restraint harnesses. This testing involved the use of high acceleration to 1000 km/h (600 mph) rocket sleds, beyond the capability of human volunteers to tolerate. In the early 1950s, Alderson and Grumman produced a dummy which was used to conduct crash tests in both motor vehicles and aircraft.
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          Alderson went on to produce what it called the VIP-50 series, built specifically for General Motors and Ford, but which was also adopted by the National Bureau of Standards. Sierra followed up with a competitor dummy, a model it called "Sierra Stan," but GM, who had taken over the impetus in developing a reliable and durable dummy, found neither model satisfied its needs. GM engineers decided to combine the best features of the VIP series and Sierra Stan, and so in 1971 Hybrid I was born. Hybrid I was what is known as a "50th percentile male" dummy. That is to say, it modeled an average male in height, mass, and proportion. The original "Sierra Sam" was a 95th percentile male dummy (heavier and taller than 95% of human males). In cooperation with the Society of Automotive Engineers (SAE), GM shared this design, and a subsequent 5th percentile female dummy, with its competitors.


          Since then, considerable work has gone into creating more and more sophisticated dummies. Hybrid II was introduced in 1972, with improved shoulder, spine, and knee responses, and more rigorous documentation. Hybrid II became the first dummy to comply with the American Federal Motor Vehicle Safety Standard (FMVSS) for testing of automotive lap and shoulder belts. In 1973, a 50th percentile male dummy was released, and the National Highway Transportation Safety Administration (NHTSA) NHTSA undertook an agreement with General Motors to produce a model exceeding Hybrid II's performance in a number of specific areas.


          Though a great improvement over cadavers for standardized testing purposes, Hybrid I and Hybrid II were still very crude, and their use was limited to developing and testing seat belt designs. A dummy was needed which would allow researchers to explore injury-reduction strategies. It was this need that pushed GM researchers to develop the current Hybrid line, the Hybrid III family of crash test dummies.


          


          Hybrid III family
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          Hybrid III, the 50th percentile male dummy which made its first appearance in 1976, is the familiar crash test dummy, and he is now a family man. If he could stand upright, he would be 168 cm (5 '6 ") tall and would have a mass of 77 kg (170 lb). He occupies the driver's seat in all the Insurance Institute for Highway Safety (IIHS) 65 km/h (40 mph) offset frontal crash tests. He is joined by a "big brother", the 95th percentile Hybrid III, at 188 cm (6 ft 2 in) and 100kg (223 lb). Ms. Hybrid III is a 5th percentile female dummy, at a diminutive 152 cm (5 ft) tall and 50kg (110 lb). The three Hybrid III child dummies represent a ten year old, 21kg (47 lb) six year old, and a 15kg (33 lb) three year old. The child models are very recent additions to the crash test dummy family; because so little hard data are available on the effects of accidents on children, and such data are very difficult to obtain, these models are based in large part on estimates and approximations. The primary benefit provided by the Hybrid III is improved neck response in forward flexion and head rotation that better simulates the human.


          


          Test process


          Every Hybrid III undergoes calibration prior to a crash test. Its head is removed and is dropped from 40 centimetres to test calibrate the head instrumentation. Then the head and neck are reattached, set in motion, and stopped abruptly to check for proper neck flexure. Hybrids wear chamois leather skin; the knees are struck with a metal probe to check for proper puncture. Finally, the head and neck are attached to the body, which is attached to a test platform and struck violently in the chest by a heavy pendulum to ensure that the ribs bend and flex as they should.


          When the dummy has been determined to be ready for testing, it is dressed entirely in yellow, marking paint is applied to the head and knees, and calibration marks are fastened to the side of the head to aid researchers when slow-motion films are reviewed later. The dummy is then placed inside the test vehicle. Forty-four data channels located in all parts of the Hybrid III, from the head to the ankle, record between 30000 and 35000 data items in a typical 100150 millisecond crash. Recorded in a temporary data repository in the dummy's chest, these data are downloaded to computer once the test is complete.


          Because the Hybrid is a standardized data collection device, any part of a particular Hybrid type is interchangeable with any other. Not only can one dummy be tested several times, but if a part should fail, it can be replaced with a new part. A fully-instrumented dummy is worth about 150000.


          


          Hybrid's successors


          Hybrid IIIs are designed to research the effects of frontal impacts, and are less valuable in assessing the effects of other sorts of impacts, such as side impacts, rear impacts, or rollovers. After head-on collisions, the most common severe injury accident is the side impact.


          The SID (Side Impact Dummy) family of test dummies has been designed to measure rib, spine, and internal organ effects in side collisions. It also assesses spine and rib deceleration and compression of the chest cavity. SID is the US government testing standard, EuroSID is used in Europe to ensure compliance with safety standards, and SID II(s) represents a 5th percentile female. BioSID is a more sophisticated version of SID and EuroSID, but is not used in a regulatory capacity. The WorldSID is a project to develop a new generation of dummy under the International Organization for Standardization.


          BioRID is a dummy designed to assess the effects of a rear impact. Its primary purpose is to research Whiplash, and to aid designers in developing effective head and neck restraints. BioRID is more sophisticated in its spinal construction than Hybrid; 24 vertebra simulators allow BioRID to assume a much more natural seating posture, and to demonstrate the neck movement and configuration seen in rear-end collisions.
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          CRABI is a child dummy used to evaluate the effectiveness of child restraint devices including seat belts and air bags. There are three models of the CRABI, representing 18-month, 12-month, and 6-month old children.


          THOR is an advanced 50th percentile male dummy. The successor of Hybrid III, THOR has a more humanlike spine and pelvis, and its face contains a number of sensors which allow analysis of facial impacts to an accuracy currently unobtainable with other dummies. THOR's range of sensors is also greater in quantity and sensitivity than those of Hybrid III.


          Further development is needed on dummies which can address the concern that, even though fewer lives are lost, there are still a hundred seriously injured passengers for every death, and crippling injuries to the legs and feet represent a great percentage of resultant physical impairments.


          One important sector of the traveling public has yet to be represented in mainstream crash testing pregnant women. The first prototype pregnant crash test dummy has been built by engineering researchers at Loughborough University UK with the aim of improving seat belt design. It has a fluid filled container above the pelvis to replicate the foetus and womb. Belts can be uncomfortable for pregnant women so some choose not to wear them, reducing their safety at a time when it should be increased. A second pregnant crash test dummy has been designed by a student at the University of Idaho.


          


          Future of the dummy


          Crash test dummies have provided invaluable data on how human bodies react in crashes and have contributed greatly to improved vehicle design. While they have saved millions of lives, like cadavers and animals, they have reached a point of reduced data return.


          The largest problem with acquiring data from cadavers, other than their availability, was that an essential element of standardized testing, repeatability, was impossible. No matter how many elements from a previous test could be reused, the cadaver had to be different each time. While modern test dummies have overcome this problem, testers still face essentially the same problem when it comes to testing the vehicle. A vehicle can be crashed only once; no matter how carefully the test is done, it cannot be repeated exactly.


          A second problem with dummies is that they are and will only ever be approximately human. Forty-four data channels on a Hybrid III is not even a remote representation of the number of data channels in a living person. The mimicking of internal organs is crude at best, a fact that means that even though cadavers and animals are no longer the primary sources of accident data, they must still be employed in the study of soft tissue injury.


          The future of crash testing has begun at the same place it all started: Wayne State University. King H. Yang is one of Wayne State's researchers involved in creating detailed computer models of human systems. Currently, Wayne State's researchers do not have fast enough computers nor skilled programmer's to create full-body simulations, but injury analysis of individual body systems is beginning to produce reliable and encouraging results.


          The advantage of the computer is that it is unbound by physical law. A virtual vehicle crashed once can be uncrashed and then crashed again in a slightly different manner. A virtual back broken can be unbroken, the seatbelt configuration changed, and the back re-broken. When every variable is controllable and every event is repeatable, the need for physical experimentation is greatly reduced.


          At the beginning of the 21st century, legal certification of new car models is still required to be done using physical dummies in physical vehicles. The next generation of crash test dummies may perform their tasks entirely on a computer screen.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Crash_test_dummy"
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          Craters of the Moon National Monument and Preserve is a national monument and national preserve located in the Snake River Plain in central Idaho near Arco, Idaho. The features in this protected area are volcanic and represent one of the best preserved flood basalt areas in the continental United States.


          The Monument was established on May 2, 1924. In November 2000, a Presidential proclamation greatly expanded the Monument area. The National Park Service portions of the expanded Monument were designated as Craters of the Moon National Preserve in August 2002. It lies in parts of Blaine, Butte, Lincoln, Minidoka, and Power counties. The area is managed cooperatively by the National Park Service and the Bureau of Land Management (BLM).


          The Monument and Preserve encompass three major lava fields and about 400 mi (1,000 km) of sagebrush steppe grasslands to cover a total area of 1117 mi (2,892 km). All three lava fields lie along the Great Rift of Idaho, with some of the best examples of open rift cracks in the world, including the deepest known on Earth) at 800 feet (240 m). There are excellent examples of almost every variety of basaltic lava as well as tree molds (cavities left by lava-incinerated trees), lava tubes (a type of cave), and many other volcanic features.


          


          Geography and geologic setting
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          The Craters of the Moon Lava Field spreads across 618 square miles (1,601km) and is the largest mostly Holocene-aged basaltic lava field in the lower 48 U.S. states. The Monument and Preserve contain more than 25 volcanic cones including outstanding examples of spatter cones. Sixty distinct lava flows form the Craters of the Moon Lava Field ranging in age from 15,000 to just 2,000 years old. The Kings Bowl and Wapi lava fields, both about 2,200 years old, are part of the National Preserve.


          Craters of the Moon Lava Field reaches southeastward from the Pioneer Mountains. This lava field is the largest of several large and recent beds of lava that erupted from the 53 mile (85km) long, south-east to north-west trending, Great Rift volcanic zone; a line of weakness in the Earth's crust created by Basin and Range rifting. Together with fields from other fissures they make up the Lava Beds of Idaho, which in turn are located within the much larger Snake River Plain volcanic province (the Great Rift almost extends across the entire Snake River Plain).


          The rugged landscape remains remote and undeveloped with only one paved road across the northern end. Located in south-central Idaho midway between Boise and Yellowstone National Park, the monument includes 53,545 acres (216.69km) in the Developed Area (the extent of the national monument before the preserve was added) and the visitor centre is 5900 feet (1800 m) above sea level. Combined U.S. Highway 20- 26- 93 cuts through the north-western part of the monument and provides access to it.
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          Total average precipitation in the Craters of the Moon area is between 15 to 20 inches (400 to 500 mm) per year (lower elevation areas near the Snake River average only 1011 inches of precipitation annually) and most of that is lost in cracks in the basalt, only to emerge later in springs and seeps in the walls of the Snake River Canyon. Older lava fields on the plain have been invaded by drought-resistant plants such as sagebrush while younger fields, such as Craters of the Moon, only have a seasonal and very sparse cover of vegetation. In fact from a distance this cover disappears almost entirely, giving an impression of utter black desolation. Repeated lava flows over the last 15,000 years has raised the land surface enough to expose it to the prevailing southwesterly winds, which help to keep the area dry. Together these conditions make life on the lava field difficult.


          


          History


          


          Pre to early history


          Paleo-Indians were in the area about 12,000 years ago but did not leave much archaeological evidence. Northern Shoshone created trails through the Craters of the Moon Lava Field during their Summer migrations from the Snake River to the Camas Praire, west of the lava field. Stone windbreaks at Indian Tunnel were used to protect campsites from the dry summer wind and are among the most obvious signs of their temporary presence (no evidence exists for permanent habitation by any Native American group). A hunting and gathering culture, the Northern Shoshone pursued Wapiti, bears, American Bison, cougars, and Bighorn Sheep  all large game who no longer range the area. The most recent eruptions ended about 2,100 years ago and were likely witnessed by the Shoshone people. Shoshone legend speaks of a serpent on a mountain who, angered by lightning, coiled around and squeezed the mountain until liquid rock flowed, fire shot from cracks, and the mountain exploded.


          Caucasian fur trappers avoided the lava field area below the Pioneer Mountains by following Indian trails. Early Caucasian pioneers who sought gold, affordable farm land to raise crops, or cheap ranch land to range cattle also avoided the lava fields and considered them useless. It seems that nobody stayed for long.


          


          Goodale's Cutoff
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          Pioneers traveling in wagon trains on the Oregon Trail in the 1850s and 1860s later used Indian trails that skirted the lava flows in what today is the northern part of the monument as part of an alternate route called Goodale's Cutoff. The cutoff was created to reduce the possibility of ambush by Shoshone warriors along the Snake River such as the one that occurred at Massacre Rocks (which today is memorialized in Idaho's Massacre Rocks State Park).


          After gold was discovered in the Salmon River area of Idaho a group of emigrants persuaded an Illinois-born trapper and trader named Tim Goodale to lead them through the cutoff. A large wagon train left in July 1862 and met up with more wagons at Craters of the Moon Lava Field. Numbering 795 men and 300 women and children, the unusually large group was relatively unmolested during its journey and named the cutoff for their guide. Improvements to the cutoff such as adding a ferry to cross the Snake River made it into a popular alternate route of the Oregon Trail.


          


          Exploration and early study


          In 1879, two Arco cattlemen named Arthur Ferris and J.W. Powell became the first known people to explore the lava fields. They were investigating its possible use for grazing and watering cattle but found the area to be unsuitable and left.


          United States Army Captain and western explorer B.L.E. Bonneville visited the lava fields and other places in the West in the 19th century and wrote about his experiences in his diaries. Washington Irving later used Bonneville's diaries to write the Adventures of Captain Bonneville, saying this unnamed lava field is a place "where nothing meets the eye but a desolate and awful waste, where no grass grows nor water runs, and where nothing is to be seen but lava."


          In 1901 and 1903, Israel Russell became the first geologist to study this area while surveying it for the United States Geological Survey (USGS). In 1910, Samuel Paisley continued Russell's work and later became the monument's first custodian. Others followed and in time much of the mystery surrounding this and the other Lava Beds of Idaho was lifted.


          The few Caucasians who visited the area in the 19th century created local legends that it looked like the surface of the Moon. Geologists Harold T. Sterns coined the name "Craters of the Moon" in 1923 while trying to convince the National Park Service to recommend protection of the area in a national monument.


          


          Limbert's expedition
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          Robert Limbert, a sometime taxidermist, tanner and furrier from Boise, Idaho, explored the area, which he described as "practically unknown and unexplored, " in the 1920s after hearing stories from fur trappers about "strange things they had seen while ranging the region."


          Limbert wrote: "I had made two trips into the northern end, covering practically the same region as that traversed by a Geological Survey party in 1901. My first was a hiking and camping trip with Ad Santel (the wrestler), Dr. Dresser, and Albert Jones; the second was with Wes Watson and Era Martin (ranchers living about four miles [6 km] from the northern edge). The peculiar features seen on those trips led me to take a third across the region in the hope that even more interesting phenomena might be encountered."


          Limbert set out on his third and most ambitious foray to the area in 1924, this time with W.C. Cole and an Airedale Terrier to accompany him. Starting from Minidoka, Idaho, they explored what is now the monument area from south to north passing Two Point Butte, Echo Crater, Big Craters, North Crater Flow, and out of the lava field through the Yellowstone Park and Lincoln Highway (now known as the Old Arco-Carey Road). Taking the dog along was a mistake, Limbert wrote, "for after three days' travel his feet were worn and bleeding."


          A series of newspaper and magazine articles authored by Limbert were later published about this and previous treks, increasing public awareness of the area. The most famous of these was an article that appeared in a 1924 issue of National Geographic where he called the area "Craters of the Moon," helping to solidify the use of that name. In the article he had this to say about the cobalt blue of the Blue Dragon Flows:


          
            	"It is the play of light at sunset across this lava that charms the spectator. It becomes a twisted, wavy sea. In the moonlight its glazed surface has a silvery sheen. With changing conditions of light and air, it varies also, even while one stands and watches. It is a place of colour and silence..."

          


          


          Protection and later history
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          In large part due to Limbert's work, Craters of the Moon National Monument was proclaimed on May 2, 1924 by U.S. President Calvin Coolidge to "preserve the unusual and weird volcanic formations." The Craters Inn and several cabins were built in 1927 for convenience of visitors. The Mission 66 Program initiated construction of today's blalbablaroad system, visitor centre, shop, campground and comfort station in 1956 and in 1959 the Craters of the Moon Natural History Association was formed to assist the monument in educational activities. The addition of an island of vegetation completely surrounded by lava known as Carey Kipuka ( air photo) increased the size of the monument by 5360 acres (22km) in 1962.


          Since then the monument has been enlarged and on October 23, 1970 the United States Congress set aside a large part of it, 43,243 acres (175.00 km) as Craters of the Moon National Wilderness, protecting that part under the National Wilderness Preservation System.


          Much later NASA visited the real Moon through the Apollo program and found that its surface does not closely resemble this part of Idaho. NASA astronauts discovered that real Moon craters were almost all created by impacting meteorites while their namesakes on Earth were created by volcanic eruptions. One thing is very similar between the two places; they are both desolate. Apollo astronauts, as a matter of fact, performed part of their training at Craters of the Moon Lava Field. There they learned how to look for and collect good rock specimens in an unfamiliar and harsh environment.


          For many years, geologists, biologists and environmentalists have advocated for expansion of the monument and its transformation into a national park. Part of that goal was reached in 2000 when the monument was expanded 13-fold from 53,545 acres (216.69 km) to its current size in order to encompass the entire Great Rift zone and its three lava fields. The entire addition is called the Backcountry Area while the two older parts are called the Developed Area and Wilderness Area. Opposition by cattle interests and hunters to a simple expansion plan led to a compromise of having the addition be a national preserve (which allows hunting, not ordinarily permitted in national parks and monuments in the U.S.) Craters of the Moon National Monument and Preserve is co-managed by the National Park Service and the Bureau of Land Management.


          


          Geology
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          Ample evidence has prompted geologists to theorize that the Snake River Plain is a volcanic province that was created by a series of cataclysmic caldera-forming eruptions which started about 15 million years ago (see supervolcano). A migrating hotspot thought to now exist under Yellowstone National Park has been implicated (see Yellowstone Caldera). This hot spot was under the Craters of the Moon area some 10 to 11 million years ago (meaning Craters of the Moon once looked like Yellowstone does today and Yellowstone will one day look much like Craters of the Moon does now) but 'moved' as the North American Plate migrated southwestward (actually the hot spot stays in the same place while the overlying continent of North America moves). Pressure from the hot spot heaves the land surface up, creating fault-block mountains. After the hot spot passes the pressure is released and the land subsides (this is in addition to caldera-created subsidence).


          Leftover heat from this hot spot was later liberated by Basin and Range associated rifting and created the many overlapping lava flows that make up the Lava Beds of Idaho. The largest rift zone is the appropriately named Great Rift and it is from this fissure system that Craters of the Moon, Kings Bowl, and Wapi lava fields were created.


          In spite of their fresh appearance, the oldest flows in the Craters of the Moon Lava Field are 15,000 years old and the youngest erupted about 2000 years ago, according to Mel Kuntz and other USGS geologists. Nevertheless the volcanic fissures at Craters of the Moon are considered to be dormant, not extinct and are expected to erupt sometime during the next thousand years. There are eight major eruptive periods recognized in the Craters of the Moon Lava Field. Each period lasted about 1000 years or less and were separated by relatively quiet periods that lasted between a 500 to as long as 3000 years. Individual lava flows were up to 30 miles (50 km) long (the Blue Dragon Flow is the longest).
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          Kings Bowl Lava Field erupted during a single fissure eruption on the southern part of the Great Rift about 2,250 years ago. This eruption probably lasted only a few hours to a few days. The field preserves explosion pits, lava lakes, squeeze-ups, basalt mounds, and an ash blanket. Wapi Lava Field probably formed from a fissure eruption simultaneously with the eruption of the Kings Bowl field. With more prolonged activity over a period of months to a few years, the Wapi field formed a low shield volcano. The Bear Trap lava tube, located between the Craters of the Moon and the Wapi lava fields, is a cave system more than 15 miles (25 km) long. The lava tube is remarkable for its length and for the number of well preserved lava-cave features, such as lava stalactites and curbs, the latter marking high stands of the flowing lava forever frozen on the lava tube walls. The lava tubes and pit craters of the monument are known for their unusual preservation of winter ice and snow into the hot summer months, due to shielding from the sun and the insulating properties of the basalt.
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          A typical eruption along the Great Rift and similar basaltic rift systems in the world starts with a curtain of very fluid lava shooting up along a segment of the rift. As the eruption continues pressure and heat decrease and the chemistry of the lava becomes slightly more silica rich. The curtain of lava responds by breaking apart into separate vents. Various types of volcanos may form at these vents; gas-rich pulverized lava creates cinder cones (such as Inferno Cone  stop 4) and pasty lava blobs form spatter cones (such as Spatter Cones  stop 5). Later stages of an eruption push lava streams out through the side or bottom of cinder cones (usually ending the life of the cinder cone; North Crater, Watchmen, and Sheep Trail Butte are notable exceptions). This will sometimes breach part of the cone and carry it away as large and craggy blocks of cinder (as seen at North Crater Flow  stop 2  and Devils Orchard  stop 3). Solid crust forms over lava streams and lava tubes (a type of cave) are created when lava vacates its course (great examples can be seen at the Cave Area  stop 7).


          Geologists feared that a large earthquake that shook Borah Peak, Idaho's tallest mountain, in 1983 would restart volcanic activity at Craters of the Moon, though this proved not to be the case. Geologists predict that the area will experience its next eruption some time in the next 900 years with the most likely period in the next 100 years.


          NOTE: Eruptions were dated using paleomagnetic and radiocarbon methods, which together give dates that are considered accurate to within 100 years. Both tests were conducted in 1980 by using charred vegetation directly below individual flows (for the radiocarbon test), and from rock core samples (for the paleomagnetic work).


          


          Biology


          
            [image: Golden-mantled Ground Squirrel at Devil's Orchard]

            
              Golden-mantled Ground Squirrel at Devil's Orchard
            

          


          Years of cataloging by biologists and park rangers have recorded 375 species of plants, 2000 insects, 8 reptiles, 169 birds, 48 mammals, and even one amphibian (the Western Toad). Brown Bears once roamed this lava field but have long ago become locally extinct. Mule Deer, Bobcats, Great horned owls, Prairie Falcons, Golden-mantled Ground Squirrels are some examples. Traditional livestock grazing continues within the grass/shrublands administered by the BLM.


          


          Conditions
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          All plants and animals that live in and around Craters of the Moon are under great environmental stress due to constant dry winds and heat absorbing black lavas that tend to quickly sap water from living things. Summer soil temperatures often exceed 150 F (65 C) and plant cover is generally less than 5% on cinder cones and about 15% over the entire monument. Adaptation is therefore the secret to survival in this semi-arid harsh climate.


          Water is usually only found deep inside holes at the bottom of blow-out craters. The black soil on and around cinder cones does not hold moisture for long, making it difficult for plants to establish themselves. Soil particles first develop from direct rock decomposition by lichens and typically collect in crevices in lava flows. Successively more complex plants then colonize the microhabitat created by the increasingly productive soil.


          The shaded north slopes of cinder cones provide more protection from direct sunlight and prevailing southwesterly winds and also have a more persistent snow cover (an important water source in early spring). These parts of cinder cones are therefore colonized by plants first.


          


          Plants
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          Wildflowers add a bit of colour to the dark and barren landscape from early May to late September (most are gone by late August). Moisture from snowmelt along with some rainfall in late spring kick-starts the germination of annual plants, including wildflowers. Most of these plants complete their entire life cycle in the few months each year that moisture levels are good. The onset of summer decreases the number of wildflowers and by autumn only the tiny yellow flowers of sagebrush and rabbitbrush remain. Some wildflowers that grow in the area;


          
            	Arrow-leaved Balsamroot


            	Bitterroot


            	Blazing Star


            	Desert Parsley


            	Dwarf Monkeyflower


            	Paintbrush


            	Scorpionweed


            	Scabland Penstemon


            	Wild Onion

          


          When wildflowers are not in bloom, most of the vegetation is found in semi-hidden pockets and consists of pine trees, cedars, junipers, and sagebrush. Strategies used by plants to cope with the adverse conditions include;


          
            	Drought tolerance by physiological adaptations such as the ability to survive extreme dehydration or the ability to extract water from very dry soil. Sagebrush and Antelope Briterbrush are examples.


            	Drought avoidance by having small, hairy, or succulent leaves to minimize moisture loss or otherwise conserve water. Hairs on scorpionweed, the succulent parts of the Pricklypear Cactus, and the small leaves of the Wire Lettuce are all local examples.
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            	Drought escape by growing in small crevices or near persistent water supplies, or by staying dormant for about 95% of the year. Mosses and ferns in the area grow near constant water sources such as natural potholes and seeps from ice caves. Scabland Penstemon, Fernleaf Fleabane, and Gland Cinquefoil grow in shallow crevices. Syringa, Bush Rockspirea, Tansybush, and even Limber Pine grow in large crevices. While Dwarf Monkeyflowers carry out their entire life cycle during the short wet part of the year and survive in seed form the rest of the time.

          


          A common plant seen on the lava field is the Dwarf Buckweat ( photo), a 4 inch (100 mm) tall flowering plant with a 3 foot (1 m) wide root system. The root system monopolizes soil moisture in its immediate area, resulting in individual plants that are evenly spaced. Consequently, many visitors have asked park rangers if the buckwheat were systematically planted.


          Gaps were sometimes left unmolested by lava but were nonetheless completely surrounded by it. These literal islands of habitat are called kipukas, a Hawaiian name used for older land surrounded by younger lava. Carey Kipuka is one such area in the southernmost part of the monument and is used as a benchmark to measure how plant cover has changed in less pristine parts of southern Idaho.


          


          Mule Deer


          In May 1980 wildlife researcher Brad Griffith of the University of Idaho started a three year study to mark and count the Mule Deer in the monument. The National Park Service was concerned that the local herd might grow so large that it would damage its habitat. Griffith found that this group of Mule Deer has developed a totally unique drought evasion strategy for its species.


          The deer arrive in the southern part of the pre-2000 extent of the monument mid-April each year once winter snows have melted away enough to allow for foraging. He found that by late summer plants in the area have already matured and dried to the point that they can no longer provide enough moisture to sustain the deer. In late July after about 12 days above 80 F (27 C) and warm nights above 50 F (10 C) the herd migrates 5 to 10 miles (8 to 16 km) north to the Pioneer Mountains to obtain water from free-flowing streams and shade themselves in aspen and Douglas-fir groves. Rain in late September prompts the herd to return to the monument to feed on bitterbrush until snow in November triggers them to migrate back to their winter range. This herd, therefore, has a dual summer range. It is also very productive with one of the highest fawn survival rates of any herd in the species.


          Afternoon winds usually die down in the evening, prompting behavioural modifications in the herd. The deer avoid the dry wind by being more active at night when the wind is not blowing. In 1991 there was a three-year average of 420 Mule Deer.


          


          Recreational activities
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          A series of fissure vents, cinder cones, spatter cones, rafted blocks, and overlapping lava flows are accessible from the 7 mile (11 km) long Loop Drive. Wildflowers, shrubs, trees, and wild animals can be seen by hiking on one of the many trails in the monument or by just pulling over into one of the turn-offs. More rugged hiking opportunities are available in the Craters of the Moon Wilderness Area and Backcountry Area the roadless southern and major part of the monument.


          Ranger-led walks are available in summer and cover different topics such as wildlife, flowers, plants, or geology. Self-guiding tours and displays are available year-round and are easily accessible from the Loop Drive.


          
            	The Visitor Centre is located near the monument's only entrance. Various displays and publications along with a short film about the geology of the area help to orient visitors.


            	A less than 1/4 mile (400 m) long paved trail at North Crater Flow ( photo) goes through the Blue Dragon Lava Flow, which formed about 2200 years ago, making it one of the youngest lava flows on the Craters of the Moon Lava Field. This lava is named for the purplish-blue tint that tiny pieces of obsidian (volcanic glass) on its surface exhibit. Good examples of pahoehoe (roppy), aa (jagged), and some block lava are readily visible along with large rafted crater wall fragments. A steep 1/2 mile (800 m) long trail continues on to the North Crater overlook on top of the 440 foot (134 m) tall, 2300 year old cinder cone. The rafted crater wall fragments seen on the flow trail were once part of this cinder cone but were torn away when the volcano's lava-filled crater was breached. A 1.5 mile (2.4 km) long trail includes the 1/2 mile (800 m) long overlook trail but continues on through the crater and to the Big Craters/Spatter Cones parking lot (see below).


            	
              Devils Orchard ( photo) is a group of lava transported cinder cone fragments (also called monoliths or cinder crags) that stand in cinders. Like the blocks at stop 2 they were once part of the North Crater cinder cone but broke off during an eruption of lava. A 1/2 mile (800 m) log paved loop trial through the formations and trees of the "orchard" is available. The interpretive displays on the trail emphasize human impacts to the area.
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            	Inferno Cone Viewpoint is located on top of Inferno Cone cinder cone. A short but steep trail up the cinder cone leads to an overlook of the entire monument. From there the Spatter Cones can be seen just to the south along with a large part of the Great Rift. In the distance is the 800 foot (240 m) tall approximately 6000 year old Big Cinder Butte, one of the world's largest, purely basaltic, cinder cones. Further away are the Pioneer Mountains (behind the Visitor Centre) and beyond the monument are the White Knob Mountains, the Lost River Range, and the Lemhi Range.


            	Big Craters and Spatter Cones ( photo) sit directly along the local part of the Great Rift fissure. Spatter cones are created by accumulations of pasty gas-poor lava as they erupt from a vent. Big Craters is a cinder cone complex located less than 1/4 mile (400 m) up a steep foot trail.


            	Tree Molds ( photo) is an area within the Craters of the Moon Wilderness where lava flows overran part of a forest. The trees were incinerated but as some of them burned they released enough water to cool the lava to form a cast. Some of these casts survived the eruption and mark the exact location and shape of the burning trees in the lava. Both holes and horizontal molds were left, some still showing shapes indicative of bark. The actual Tree Molds area is located a mile (1.6 km) from the Tree Molds parking lot and picnic area off a moderately difficult wilderness trail. This trail continues past the Tree Molds and 3 miles (5 km) further into the wilderness area before gradually disappearing near Echo Crater. A pull off on the spur road leading to the Tree Molds area presents the Lava Cascades, a frozen river of Blue Dragon Flow lava that temporarily pooled in the Big Sink.


            	Cave Area is the final stop on Loop Drive and, as the name indicates, has a collection of lava tube caves. Formed from the Blue Dragon Flow, the caves are located a half mile (800 m) from the parking lot and include,

          


          
            	
              
                	
                  
                    	Dewdrop Cave,


                    	Boy Scout Cave,


                    	Beauty Cave,


                    	Surprise Cave, and


                    	Indian Tunnel.

                  

                

              

            


            	The caves are open to visitors but flashlights are needed except in Indian Tunnel and some form of head protection is highly recommended when exploring any of the caves. Lava tubes are created when the sides and surface of a lava flow hardens. If the fluid interior flows away a cave is left behind.

          


          Craters of the Moon Campground has 52 sites  none of which can be reserved in advance. Camping facilities are basic but do include water, restrooms, charcoal grills, and trash containers. National Park Service rangers present evening programs at the campground amphitheater in the summer.


          Backcountry hiking is available in the 68 square mile (180 km) Craters of the Moon Wilderness and the much larger Backcountry Area beyond (added in 2000). Only two trails enter the wilderness area and even those stop after a few miles or kilometers. From there most hikers follow the Great Rift and explore its series of seldom-visited volcanic features. All overnight backcountry hikes require registration with a ranger. No drinking water is available in the backcountry and the dry climate quickly dehydrates hikers. Avoiding summer heat and winter cold are therefore recommended by rangers. Pets, camp fires, and all mechanized vehicles, including bicycles, are not allowed in the wilderness area.
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              North Crater in winter (NPS photo)
            

          


          Skiing is allowed on the Loop Drive after it is closed to traffic in late November due to snow drifts. Typically there are 18 inches (46 cm) of snow by January and 3 feet (90 cm) by March. Cross-country skiing off of Loop Drive is allowed but may be dangerous due to sharp lava and hidden holes under the snow. Blizzards and other inclement weather may occur.


          


          Nearby protected areas


          
            	Yellowstone National Park is world famous for its geysers, mudpots, Yellowstone Canyon, waterfalls, and wildlife such as the American Bison and reintroduced wolves.


            	Grand Teton National Park includes the steep, glacially-carved Teton Range, tectonically-created Jackson Hole valley, and a string of moraine-impounded lakes.


            	Nez Perce National Historical Park has 24 archaeological sites in north-central Idaho of the Nez Perce culture.


            	Hagerman Fossil Beds National Monument protects Pliocene-aged fossil sites along the Snake River.


            	City of Rocks National Reserve contains various monoliths, spires, and domes used by the Northern Shoshone and white emigrants on the California Trail. Rock climbing is a popular activity in the reserve.
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          A craton (kratos; Greek for strength) is an old and stable part of the continental crust that has survived the merging and splitting of continents and supercontinents for at least 500 million years. Some are over 2 billion years old. Cratons are generally found in the interiors of continents and are characteristically composed of ancient crystalline basement crust of lightweight felsic igneous rock such as granite. They have a thick crust and deep roots that extend into the mantle beneath to depths of 200 km.


          The term craton is used to distinguish the stable interior portion of the continental crust from such regions as mobile geosynclinal troughs, which are linear belts of sediment accumulations subject to subsidence, or downwarping. The extensive central cratons of continents may consist of both shields and platforms, and the crystalline basement. A shield is that part of a craton in which the usually Precambrian basement rocks crop out extensively at the surface. In contrast, the platform of the basement is overlain by horizontal or subhorizontal sediments.


          Cratons are subdivided geographically into geologic provinces. A geologic province is a spatial entity with common geologic attributes. A province may include a single dominant structural element such as a basin or a fold belt, or a number of contiguous related elements. Adjoining provinces may be similar in structure but be considered separate due to differing histories. There are several meanings of geologic provinces, as used in specific contexts.


          Continental cratons have deep roots that extend down into the mantle. Mantle tomography shows that cratons are underlain by anomalously cold mantle corresponding to lithosphere more than twice the approximately 60 mile (100 km) thickness of mature oceanic or noncratonic continental lithosphere. Thus at that depth, it could be argued that some cratons might even be anchored in the asthenosphere. Mantle roots must be chemically distinct because cratons have a neutral or positive buoyancy, and a low intrinsic density that is required to offset any density increases due to geothermal contraction. Rock samples of mantle roots contain peridotites, and have been delivered to the surface as inclusions in diamond-bearing subvolcanic pipes called kimberlite pipes. These inclusions have densities consistent with craton composition and are composed of mantle material residual from high degrees of partial melt. Peridotites are important for understanding the deep composition and origin of cratons because peridotite nodules are pieces of mantle rock modified by partial melting. Harzburgite peridotites represent the crystalline residues after extraction of melts of compositions like basalt and komatiite. Alpine peridotites are slabs of uppermost mantle, many from oceanic lithosphere, also residues after extraction of partial melt, but they were subsequently emplaced together with oceanic crust along thrust faults up into the Alpine mountain belts. An associated class of inclusions called eclogites, consists of rocks corresponding compositionally to oceanic crust (basalt), but that metamorphosed under deep mantle conditions. Isotopic studies reveal that many eclogite inclusions are samples of ancient oceanic crust subducted billions of years ago to depths exceeding 90 mi (150 km) into the deep kimberlite diamond areas. They remained fixed there within the drifting tectonic plates until carried to the surface by deep-rooted magmatic eruptions. If peridotite and eclogite inclusions are of the same temporal origin, then peridotite must have also originated from sea-floor spreading ridges billions of years ago, or from mantle affected by subduction of oceanic crust then. During the early begins, when the Earth was much hotter, greater degrees of melting at oceanic spreading ridges generated oceanic lithosphere with thick crust, much thicker than 12 miles (20 km), and a highly depleted mantle. Such a lithosphere would not sink deeply or subduct because of its buoyancy, and because of the removal of denser melt that in turn lowered the density of the residual mantle. Accordingly, cratonic mantle roots are probably composed of buoyantly subducted slabs of a highly depleted oceanic lithosphere. These deep mantle roots increase the stability, anchoring and survivability of cratons and makes them much less susceptible to tectonic thickening by collisions, or destruction by sediment subduction.


          The word craton was first proposed by the German geologist L. Kober in 1921 as "Kratogen," referring to stable continental platforms, and "orogen" as a term for mountain or orogenic belts. Later authors shortened the former term to kraton and then to craton.


          


          Craton formation


          The process by which cratons are formed from early rock is called cratonization. The first large cratonic landmasses formed during the Archean eon. During the Early Archean the Earth's heat flow was nearly three times higher than it is today because of the greater concentration of radioactive isotopes and the residual heat from the Earth's accretion. Tectonic and volcanic activity were considerably more active than they are today; the mantle was much more fluid and the crust much thinner. This resulted in rapid formation of oceanic crust at ridges and hot spots, and rapid recycling of oceanic crust at subduction zones. The Earth's surface was probably broken up into many small plates with volcanic islands and arcs in great abundance. Small protocontinents (cratons) formed as crustal rock was melted and remelted by hot spots and recycled in subduction zones.


          There were no large continents in the Early Archean, and small protocontinents were probably the norm in the Mesoarchean because they were probably prevented from coalescing into larger units by the high rate of geologic activity. These felsic protocontinents (cratons) probably formed at hot spots from a variety of sources: mafic magma melting more felsic rocks, partial melting of mafic rock, and from the metamorphic alteration of felsic sedimentary rocks. Although the first continents formed during the Archean, rock of this age makes up only 7% of the world's current cratons; even allowing for erosion and destruction of past formations, evidence suggests that only 5-40% of the present continental crust formed during the Archean. (Stanley, 1999).


          One evolutionary perspective of how the cratonization process "might" have first begun in the Archean is given by Hamilton (1999):


          
            	
              
                	"Very thick sections of mostly submarine mafic, and subordinate ultramafic, volcanic rocks, and mostly younger subaerial and submarine felsic volcanic rocks and sediments were oppressed into complex synforms between rising young domiform felsic batholiths mobilized by hydrous partial melting in the lower crust. Upper-crust granite-and-greenstone terrains underwent moderate regional shortening, decoupled from the lower crust, during compositional inversion accompanying doming, but cratonization soon followed. Tonalitic basement is preserved beneath some greenstone sections but supracrustal rocks commonly give way downward to correlative or younger plutonic rocks... Mantle plumes probably did not yet exist, and developing continents were concentrated in cool regions. Hot-region upper mantle was partly molten, and voluminous magmas, mostly ultramafic, erupted through many ephemeral submarine vents and rifts focussed at the thinnest crust.... Surviving Archean crust is from regions of cooler, and more depleted, mantle, wherein greater stability permitted uncommonly thick volcanic accumulations from which voluminous partial-melt, low-density felsic rocks could be generated."
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          Crayfish, often referred to as crawfish or crawdads, are freshwater crustaceans resembling small lobsters, to which they are closely related. They breathe through gills and are found in bodies of water that do not freeze to the bottom; they are also mostly found in brooks and streams where there is fresh water running, and which have shelter against predators. Most crayfish cannot tolerate polluted water, although some species such as the invasive Procambarus clarkii are more hardy. Some crayfish have been found living as much as 3 m (10 feet) underground.


          In New Zealand, the name crayfish (or cray) refers to a saltwater spiny lobster, of the type Jasus that is indigenous to much of southern Oceania. And crayfish are called freshwater crays or koura, the Māori name for the animal.


          The study of crayfish is called astacology.


          


          Names


          The name "crayfish" comes from the Old French word escrevisse (Modern French crevisse) from Old Frankish *krebitja (cf. crab), from the same root as crawl. The word has been modified to "crayfish" by association with "fish" ( folk etymology). The largely American variant "crawfish" is similarly derived.


          Some kinds of crayfish are known locally as lobsters, crawdads, mudbugs and yabbies. In the Eastern United States, "crayfish" is more common in the north, while "crawdad" is heard more in central and western regions, and "crawfish" further south, although there are considerable overlaps.


          


          Anatomy


          The body of a decapod crustacean, such as a crab, lobster, or prawn, is made up of nineteen body segments grouped into two main body parts, the cephalothorax and the abdomen. Each segment may possess one pair of appendages, although in various groups these may be reduced or missing. A crayfish is usually 7.5 centimeters long.
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          Geographical distribution and classification
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          There are three families of crayfish, two in the northern hemisphere and one in the southern hemisphere. The southern-hemisphere (Gondwana-distributed) family Parastacidae lives in South America, Madagascar and Australasia, and is distinguished by the lack of the first pair of pleopods. Of the other two families, members of the Astacidae live in western Eurasia and western North America and members of the family Cambaridae live in eastern Asia and eastern North America.


          The greatest diversity of crayfish species is found in south-eastern North America, with over 330 species in nine genera, all in the family Cambaridae. A further genus of astacid crayfish is found in the Pacific Northwest and the headwaters of some rivers east of the Continental Divide.


          Australasia is another centre of crayfish diversity, with over 100 species in a dozen genera. Many of the better-known Australian crayfish are of the genus Cherax, and include the marron (Cherax tenuimanus), red-claw crayfish (Cherax quadricarinatus), yabby ( Cherax destructor) and western yabby (Cherax preissii). The world's largest crayfish, Astacopsis gouldi, which can achieve a mass in excess of 3kilograms, is found in the rivers of northern Tasmania.


          Madagascar has a single ( endemic) crayfish species, Astacopsis madagascarensis.
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              Astacus astacus
            

          


          Europe is home to seven species of crayfish in the genera Astacus and Austropotamobius.


          Cambaroides is native to Japan and eastern mainland Asia.


          


          Molting


          Crayfish moult as they grow because their hard exoskeletons do not allow much room for expansion. Baby crayfish can moult daily, but as they grow older the regularity of moults decreases to weeks or months. The first few days after moulting, a crayfish's skin is very soft and it is very vulnerable to attacks from other animals and crayfish.


          Early signs of moulting include lack of appetite and slowing in activity. During this period, the crayfish ingests calcium into an internal organ, not into the exoskeleton.


          When the crayfish is ready to moult, it will try to find a hiding spot. Then it will move onto its back and begin fanning its pincers, legs and swimmerets (under the tail) in order to get as much oxygen as possible. The carapace will begin to crack behind the head; the new appendages then pierce the old shell; and then after about five minutes, a sudden, violent movement will detach the old shell from the crayfish.


          The freshly moulted crayfish will invariably be larger as part of the growing process, but is vulnerable on several fronts. Firstly, the shell is very soft and vulnerable to predators, including other crayfish and fish. The crayfish eats the old shell to replace the lost calcium and strengthen the weakened carapace.


          


          Crayfish as a dish
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          Crayfish are eaten in Europe, China, Africa, Australia and the United States. 98% of the crayfish harvested in the United States come from Louisiana, where the standard culinary terms are crawfish or crevisses.


          Louisiana crawfish are usually boiled live in a large pot with heavy seasoning (salt, cayenne pepper, lemon, garlic, bay leaves, etc.) and other items such as potatoes, maize, onions, garlic, and sausage. They are generally served at a gathering known as a crawfish boil. Other popular dishes in the Cajun and Creole cuisines of Louisiana include crawfish touffe, crawfish pie, crawfish dressing, crawfish bread, and crawfish beignets, and crayfish are an ingredient in Chicken Marengo.
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          Crayfish is a popular dish in Scandinavia, and is by tradition primarily consumed during the fishing season in August. The boil is typically flavoured with salt, sugar, ale, and large quantities of the flowers of the dill plant. The catch of domestic freshwater crayfish, Astacus astacus, and even of a transplanted American species, Pacifastacus leniusculus, is very limited and to satisfy demand the majority of what is consumed has to be imported. Sales depended on imports from Turkey for several decades, but after a decline in supply, China and the United States are today the biggest sources of import.


          The Mexican crayfish is named locally as acocil and was a very important nutrition source of the ancient Mexican Aztec culture; now this kind of crayfish is consumed (mainly boiled) and prepared with typically Mexican sauces or condiments in central and southern Mexico.


          In China, the culinary popularity of crayfish swept across Mainland China in the late 1990s. Crayfish is generally served in with Malay flavour (a combined flavour of Sichuan pepper and hot chili) or otherwise plainly steamed whole, to be eaten with a preferred sauce. In Beijing, the Ma La flavoured crayfish (麻辣小龙虾) is shortened to "Ma Xiao" (麻小) and is often enjoyed with beer in a hot mid-summer evening.


          Like other edible crustaceans, only a small portion of the body of a crayfish is edible. In most prepared dishes, such as soups, bisques and touffes, only the tail portion is served. At crawfish boils or other meals where the entire body of the crayfish is presented, however, other portions may be eaten. Claws of larger boiled specimens are often pulled apart to access the meat inside. Another favourite is to suck the head of the crayfish, as seasoning and flavour can collect in the boiled interior. A popular double entendre laden phrase heard around crawfish season in Louisiana derives from this practice: "Suck the head, eat the tail".


          


          Crayfish as pets
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          Crayfish are kept as pets in freshwater aquariums. They prefer foods like shrimp pellets or various vegetables but will also eat tropical fish food, algae wafers, and even small fish that can be captured by their claws, such as goldfish or minnows. Their disposition towards eating almost anything will also cause them to consume most aquarium plants in a fish tank; however, crayfish are fairly shy and may attempt to hide under leaves or rocks. When keeping a crayfish as a pet, one must provide a hiding space. At night, some fish become less energetic and settle to the bottom. The crayfish might see this as a chance for an easy meal, or a threat, and injure or kill the fish with its claws. Crayfish are effective scavengers and will consume fish carcasses. They sometimes will consume an exoskeleton after it is moulted. Crayfish are great escape artists and will try to climb out of the tank, so any holes in the hood should be covered.


          In some nations, such as England, United States, Australia, and New Zealand, imported alien crayfish are a danger to local rivers. The three species commonly imported to Europe from the Americas are Orconectes limosus, Pacifastacus leniusculus and Procambarus clarkii. Crayfish may spread into different bodies of water because specimens captured for pets in one river are often flung back into a different one. There is a potential for ecological damage when crayfish are introduced into nonnative bodies of water. Crayfish kept as pets should never be released to the wild due to this potential hazard to the ecosystem.


          


          Crayfish plague
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          Some crayfish suffer from a disease called crayfish plague. This is caused by the water mould Aphanomyces astaci. Species of the genus Astacus are particularly susceptible to infection, allowing the more resistant signal crayfish to invade parts of Europe. Crayfish plague is not indigenous to Europe, rather it was introduced by the incorporation of new species of crayfish from the Americas.


          


          Other


          The Moche people of ancient Peru worshiped animals and often depicted crayfish in their art.
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            	"Creationism" can also refer to creation myths in general, or to a concept about the origin of the soul.

          


          Creationism is a religious belief that humanity, life, the Earth, and the universe were created in their original form by a deity (often the Abrahamic God of Judaism, Christianity and Islam) or deities, whose existence is presupposed. In relation to the creation-evolution controversy the term creationism (or strict creationism) is commonly used to refer to religiously-motivated rejection of evolution.


          Such beliefs include young Earth creationism, which takes Book of Genesis literally, while Old Earth creationism accepts geological findings but rejects evolution. The term theistic evolution has been coined to refer to beliefs in creation which are more compatible with the scientific view of evolution and the age of the Earth.


          Creationism in the West is usually based on creation according to Genesis, and in its broad sense covers a wide range of beliefs and interpretations. Through the 19th century the term most commonly referred to direct creation of individual souls, in contrast to traducianism. However, by 1929 in the United States the term became particularly associated with Christian fundamentalist opposition to human evolution and belief in a young Earth. Several U.S. states passed laws against the teaching of evolution in public schools, as upheld in the Scopes Trial. Evolution was omitted entirely from school textbooks in much of the United States until the 1960s. Since then, renewed efforts to introduce teaching creationism in American public schools in the form of flood geology, creation science, and intelligent design have been consistently held to contravene the constitutional separation of Church and State by a succession of legal judgements. The meaning of the term creationism was contested, but by the 1980s it had been co-opted by proponents of creation science and flood geology.


          When scientific research produces conclusions which contradict a creationist interpretation of scripture, the strict creationist approach is either to reject the conclusions of the research, its underlying scientific theories, or its methodology. For this reason, both creation science and intelligent design have been labeled as pseudoscience by the mainstream scientific community. The most notable disputes concern the effects of evolution on the development of living organisms, the idea of common descent, the geologic history of the Earth, the formation of the solar system, and the origin of the universe.


          


          Overview


          The term creationism is generally used to describe the belief that creation occurred literally as described in the Book of Genesis (for both Jews and Christians) or the Qur'an (for Muslims). The terms creationism and creationist have become particularly associated with beliefs about the time frame of creation, conflicting with scientific understanding of natural history, particularly evolution. This conflict is most prevalent in the United States, where there has been sustained controversy in the public arena, centering over the issue of the science curriculum in public schools.


          In a Christian context, many creationists adopt a literal interpretation of the Biblical creation narratives. This literal interpretation requires the harmonisation of the two creation stories, Genesis 1:1-2:3 and Genesis 2:4-25, which require interpretation to be consistent. They sometimes seek to ensure that their belief is taught in science classes, mainly in American schools (see Young Earth Creationism, for example). Opponents reject the claim that the literalistic Biblical view meets the criteria required to be considered scientific.


          Many religious sects teach that God created the cosmos. From the days of the early Christian Church Fathers there were allegorical interpretations of Genesis as well as literal aspects. Most contemporary Christian leaders and scholars from mainstream churches, such as Anglicans and Lutherans, reject reading the Bible as though it could shed light on the physics of creation instead of the spiritual meaning of creation. According to the Archbishop of Canterbury, Rowan Williams, "[for] most of the history of Christianity there's been an awareness that a belief that everything depends on the creative act of God, is quite compatible with a degree of uncertainty or latitude about how precisely that unfolds in creative time."


          Leaders of the Anglican and Catholic churches have made statements in favour of evolutionary theory, as have scholars such as John Polkinghorne, who argue that evolution is one of the principles through which God created living beings. Earlier supporters of evolutionary theory include Frederick Temple, Asa Gray and Charles Kingsley who were enthusiastic supporters of Darwin's theories upon their publication, and the French Jesuit priest and geologist Pierre Teilhard de Chardin saw evolution as confirmation of his Christian beliefs, despite condemnation from Church authorities for his more speculative theories. Another example is that of Liberal theology, which assumes that Genesis is a poetic work, and that just as human understanding of God increases gradually over time, so does the understanding of God's creation. In fact, both Jews and Christians had been considering the idea of the creation history as an allegory (instead of an historical description) long before the development of Darwin's theory of evolution. Two notable examples are Saint Augustine (4th century) who argued on theological grounds that everything in the universe was created by God in the same instant (and not in seven days as a plain account of Genesis would require); and the 1st century Jewish scholar Philo of Alexandria, who wrote that it would be a mistake to think that creation happened in six days, or in any set amount of time.


          


          Political context
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          In the United States, more than in the rest of the world, creationism has become centered in the political controversy over creation and evolution in public education, and whether teaching creationism in science classes conflicts with the separation of church and state. Currently, the controversy comes in the form of whether advocates of the Intelligent Design movement who wish to " Teach the Controversy" in science classes have conflated science with religion.


          In such political contexts, creationists argue that their particular religiously-based origin belief is superior to those of other belief systems, in particular those made through secular or scientific rationale. Political creationists are opposed by many individuals and organizations who have made detailed critiques and given testimony in various court cases that the alternatives to scientific reasoning offered by creationists are opposed by the consensus of the scientific community.


          


          History


          The history of creationism is part of the history of religions, though the term itself is modern. In the 1920s the term became particularly associated with Christian fundamentalist movements that insisted on a literalist interpretation of Creation according to Genesis and likewise opposed the idea of human evolution. These groups succeeded in getting teaching of evolution banned in United States public schools, then from the mid-1960s the young Earth creationists promoted the teaching of "scientific creationism" using " Flood geology" in public school science classes as support for a purely literal reading of Genesis. After the legal judgement of the case Daniel versus Waters (1975) ruled that teaching creationism in public schools contravened constitutional separation of Church and State, the content was stripped of overt biblical references and renamed creation science. When the court case Edwards versus Aguillard (1987) ruled that creation science similarly contravened the constitution, all references to "creation" in a draft school textbook were changed to refer to intelligent design, which was subsequently claimed to be a new scientific theory. The Kitzmiller v. Dover (2005) ruling concluded that intelligent design is not science and contravenes the constitutional restriction on teaching religion in public school science classes.


          


          Creation in early and medieval Christianity


          To a large extent the early Christian Church Fathers read creation history as an allegory with the spiritual meaning seen as more important than the literal, without denying the literal meaning. In the first century Saint Paul described Genesis 2:24 as an allegory meaning Christ and the Church, and Philo described creation as happening simultaneously, with the six days of creation meeting a need for order and according with a perfect number. Jewish writers such as Abraham ibn Ezra could be described as creationists, while consistently rejecting overly literal understandings of Genesis. Maimonides explicitly states that parts of Genesis 1-3 cannot be taken literally.


          In response to the second century Gnostic belief that Genesis was purely allegorical, Christian orthodoxy rejected this interpretation without taking a purely literal view of the texts. Thus Origen believes that the physical world is literally a creation of God, but does not take the chronology or the days as literal. Similarly, Saint Basil in the fourth century while literal in many ways, describes creation as instantaneous and timeless, being immeasurable and indivisible. Augustine of Hippo in The Literal Meaning of Genesis is insistent that Genesis describes the creation of physical things, but also has creation occurring simultaneously, with the days of creation being categories for didactic reasons and light being the illumination of angels rather than visible light. In the thirteenth century Thomas Aquinas, like Augustine, asserted the need to hold the truth of Scripture without wavering while cautioning "that since Holy Scripture can be explained in a multiplicity of senses, one should not adhere to a particular explanation, only in such measure as to be ready to abandon it if it be proved with certainty to be false; lest holy Scripture be exposed to the ridicule of unbelievers, and obstacles be placed to their believing."


          


          Natural theology


          From 1517 the Protestant Reformation brought a new emphasis on lay literacy, with Martin Luther advocating the idea that creation took six literal days about 6000 years ago, and claiming that "Moses wrote that uneducated men might have clear accounts of creation", though a German peasant listening to a translation would have different perceptions from a Jew familiar with early Jewish language and culture, and Luther still had to refer to allegorical understandings such as the meaning of the serpent. John Calvin also rejected instantaneous creation, but criticised those who, contradicting the contemporary understanding of nature, asserted that there are "waters above the heavens".


          Discoveries of new lands brought knowledge of a huge diversity of life, and a new belief developed that each of these biological species had been individually created by God. In 1605 Francis Bacon emphasised that the works of God in nature teach us how to interpret the word of God in the Bible, and his Baconian method introduced the empirical approach which became central to modern science. Natural theology developed the study of nature with the expectation of finding evidence supporting Christianity, and numerous attempts were made to reconcile new knowledge with Noah's Flood.


          In 1650 the Archbishop of Armagh, James Ussher, published the Ussher chronology based on Bible history giving a date for Creation of 4004 BC. This was generally accepted, but the development of modern geology in the 18th and 19th centuries found geological strata and fossil sequences indicating an ancient Earth. Catastrophism was favoured in England as supporting the Biblical flood, but this was found to be untenable and by 1850 all geologists and most Evangelical Christians had adopted various forms of old Earth creationism, while continuing to firmly reject evolution.


          


          Evolution


          From around the start of the nineteenth century ideas like Lamarck's concept of transmutation of species had gained a small number of supporters in Paris and Edinburgh, mostly amongst anatomists. England at that time was enmeshed in the Napoleonic Wars, and fears of republican revolutions such as the American Revolution and French Revolution led to a harsh repression of such evolutionary ideas which challenged the divine hierarchy justifying the monarchy. Charles Darwin's development of his theory of natural selection at this time was kept closely secret. Repression eased, and the anonymous publication of Vestiges of Creation in 1844 aroused wide public interest with support from Quakers and Unitarians, but was strongly criticised by the scientific community, which emphasised the need for solidly backed science. In 1859 Darwin's On the Origin of Species provided that evidence from an authoritative and respected source, and gradually convinced scientists that evolution occurs. This was resisted by conservative evangelicals in the Church of England, but their attention quickly turned to the much greater uproar about Essays and Reviews by liberal Anglican theologians, which introduced into the controversy " the higher criticism" begun by Erasmus centuries earlier. This book re-examined the Bible and cast doubt on a literal interpretation. By 1875 most American naturalists supported ideas of theistic evolution, often involving special creation of human beings.


          By the start of the twentieth century, evolution was widely accepted and was beginning to be taught in U.S. public schools. After World War I, stories that German aggression resulted from Darwinismus promoting " survival of the fittest" inspired William Jennings Bryan to campaign against the teaching of Darwinian ideas of human evolution. In the 1920s, the Fundamentalist-Modernist Controversy led to an upsurge of fundamentalist religious fervor in which schools were prevented from teaching evolution through state laws such as Tennessees 1925 Butler Act, and by getting evolution removed from biology textbooks nationwide. Creationism became associated in common usage with opposition to evolution.


          


          Creation science and intelligent design


          The effective ban lasted until 1957 when Sputnik raised fears that the U.S. had fallen behind in science, and the 1959 National Defense Education Act promoted science. Biological Sciences Curriculum Study textbooks teaching evolution were used in almost half of U.S. high schools, though the prohibitions were still in place and a 1961 attempt to repeal the Butler Act failed. In 1961 The Genesis Flood by the Baptist engineer Henry M. Morris brought the Seventh-day Adventist biblically literal flood geology of George McCready Price to a wider audience, popularizing a novel idea of Young Earth creationism, and by 1965 the term "scientific creationism" had gained currency. The 1968 Epperson v. Arkansas judgement ruled that state laws prohibiting the teaching of evolution violate the Establishment Clause of the First Amendment of the U.S. Constitution which prohibits state aid to religion. and when in 1975 Daniel v. Waters ruled that a state law requiring biology textbooks discussing "origins or creation of man and his world" to give equal treatment to creation as per Book of Genesis was unconstitutional, this new group identifying themselves as creationists promoted a " Creation science" which omitted explicit biblical references.


          In 1981 the state of Arkansas passed a law, Act 590, mandating that "creation science" be given equal time in public schools with evolution, and defining creation science as positing the creation of the universe, energy, and life from nothing, as well as explaining the earths geology by occurrence of a worldwide flood. This was ruled unconstitutional at McLean v. Arkansas in January 1982 as the creationists' methods were not scientific but took the literal wording of the Book of Genesis and attempted to find scientific support for it. Undaunted, Louisiana introduced similar legislation that year. A series of judgements and appeals led to the 1987 Supreme Court ruling in Edwards v. Aguillard that it too violated the Establishment Clause of the First Amendment.


          "Creation science" could no longer be taught in public schools, and in drafts of the creation science school textbook Of Pandas and People all references to creation or creationism were changed to refer to intelligent design. Proponents of the intelligent design movement organised widespread campaigning to considerable effect. They officially denied any links to creation or to religion, and indeed claimed that "creationism" only referred to young Earth creationism with flood geology, but in Kitzmiller v. Dover the court found intelligent design to be essentially religious, and unable to dissociate itself from its creationist roots, as part of the ruling that teaching intelligent design in public school science classes was unconstitutional.


          


          Types of Christian creationism


          Several attempts have been made to categorize the different types of creationism, and create a " taxonomy" of creationists. Creationism covers a spectrum of beliefs which have been categorized into the broad types listed below. As a matter of popular belief and characterizations by the media, most people labeled "creationists" are those who object to specific parts of science for religious reasons; however many (if not most) people who believe in a divine act of creation do not categorically reject those parts of science.


          
            
              Comparison of major creationist views
            

            
              	

              	Humanity

              	Biological species

              	Earth

              	Universe
            


            
              	Young Earth creationism

              	Directly created by God.

              	Directly created by God. Macroevolution does not occur.

              	< 10,000 years old. Reshaped by global flood.

              	< 10,000 years old.
            


            
              	Gap creationism

              	Directly created by God.

              	Directly created by God. Macroevolution does not occur.

              	Scientifically accepted age. Reshaped by global flood.

              	Scientifically accepted age.
            


            
              	Progressive creationism

              	Directly created by God (based on primate anatomy).

              	Direct creation + evolution. No single common ancestor.

              	Scientifically accepted age. No global flood.

              	Scientifically accepted age.
            


            
              	Intelligent design

              	N/A

              	Divine intervention at some point in the past, as evidenced by what they call " irreducible complexity"

              	Some adherents claim the existence of Earth is the result of divine intervention

              	Some adherents believe in the teleological argument, that the existence of Universe is the result of divine intervention
            


            
              	Theistic evolution

              	Evolution from primates.

              	Evolution from single common ancestor.

              	Scientifically accepted age. No global flood.

              	Scientifically accepted age.
            

          


          


          Young Earth creationism


          Young Earth creationism is the belief that the Earth was created by God within the last ten thousand years, literally as described in Genesis, within the approximate time frame of biblical genealogies (detailed for example in the Ussher chronology). Young Earth creationists often believe that the Universe has a similar age as the Earth. Creationist cosmologies are attempts by some creationist thinkers to give the universe an age consistent with the Ussher chronology and other Young-Earth time frames.


          This view is held by many Protestant Christians in the USA. It is also estimated that 47% of Americans hold this view, and almost 10% of Christian colleges teach it. The Christian organizations Institute for Creation Research (ICR), El Cajon, California, USA, and the Creation Research Society (CRS), Saint Joseph, Missouri, USA both promote Young Earth Creationism. Another organization with similar views, Answers in Genesis (AIG) Ministries based in the Greater Cincinnati area, has opened a Creation Museum to promote Young Earth Creationism.


          


          Modern geocentrism


          Modern geocentrism holds that God recently created a spherical world, and placed it in the centre of the universe. The Sun, planets and everything else in the universe revolve around it.


          


          Omphalos hypothesis


          The Omphalos hypothesis argues that in order for the world to be functional, God must have created a mature Earth with mountains and canyons, rock strata, trees with growth rings, and so on; therefore no evidence that we can see of the presumed age of the earth and universe can be taken as reliable. The idea has seen some revival in the twentieth century by some modern creationists, who have extended the argument to light that appears to originate in far-off stars and galaxies.


          


          Creation science


          Creation science is the attempt to present scientific evidence interpreted with Genesis axioms that supports the claims of creationism. Various claims of creation scientists include such ideas as creationist cosmologies which accommodate a universe on the order of thousands of years old, attacks on the science of radiometric dating through a technical argument about radiohalos, explanations for the fossil record as a record of the destruction of the global flood recorded in Book of Genesis (see flood geology), and explanations for the present diversity as a result of pre-designed genetic variability and partially due to the rapid degradation of the perfect genomes God placed in " created kinds" or "Baramin" (see creation biology) due to mutations.


          


          Old Earth creationism


          Old Earth creationism holds that the physical universe was created by God, but that the creation event of Genesis is not to be taken strictly literally. This group generally believes that the age of the Universe and the age of the Earth are as described by astronomers and geologists, but that details of the evolutionary theory are questionable.


          Old-Earth creationism itself comes in at least four types:


          


          Gap creationism


          Gap creationism, also called "Restitution creationism", holds that life was recently created on a pre-existing old Earth. This theory relies on a particular interpretation of Genesis 1:1-2. It is considered that the words formless and void in fact denote waste and ruin, taking into account the original Hebrew and other places these words are used in the Old Testament. Genesis 1:1-2 is consequently translated:


          
            	"In the beginning God created the heavens and the earth." (Original act of creation.)


            	"Now the earth became waste and ruin, darkness was over the surface of the deep, and the Spirit of God was hovering over the waters."

          


          Thus, the six days of creation (verse 3 onwards) start sometime after the Earth became "waste and ruin". This allows an indefinite "gap" of time to be inserted after the original creation of the universe, but prior to creation week (when present biological species and humanity were created). Gap theorists can therefore agree with the scientific consensus regarding the age of the Earth and universe, while maintaining a literal interpretation of the biblical text.


          Some gap theorists expand the basic theory by proposing a "primordial creation" of biological life within the "gap" of time. This is thought to be "the world that then was" mentioned in 2 Peter 3:3-7. Discoveries of fossils and archaeological ruins older than 10,000 years are generally ascribed to this "world that then was", which may also be associated with Lucifer's rebellion. These views became popular with publications of Hebrew Lexicons such as the Strong's Concordance, and Bible commentaries such as the Scofield Reference Bible and the Companion Bible.


          


          Day-age creationism


          Day-age creationism states that the "six days" of Book of Genesis are not ordinary twenty-four-hour days, but rather much longer periods (for instance, each "day" could be the equivalent of millions, or billions of years of human time). This theory often states that the Hebrew word "ym", in the context of Genesis 1, can be properly interpreted as "age." Some adherents claim we are still living in the seventh age ("seventh day").


          Strictly speaking, day-age creationism is not so much a creationist theory as a hermeneutic option which may be combined with theories such as progressive creationism.


          


          Progressive creationism


          Progressive creationism holds that species have changed or evolved in a process continuously guided by God, with various ideas as to how the process operatedthough it is generally taken that God directly intervened in the natural order at key moments in Earth/life's history. This view accepts most of modern physical science including the age of the earth, but rejects much of modern evolutionary biology or looks to it for evidence that evolution by natural selection alone is incorrect. Organizations such as Reasons to Believe, founded by Hugh Ross, promote this theory.


          Progressive creationism can be held in conjunction with hermeneutic approaches to Genesis chapter 1 such as the day-age theory or framework/metaphoric/poetic views.


          This view of natural history runs counter to current scientific understanding, is unsupported by peer-reviewed articles in respected scientific journals, and is considered pseudoscience.


          


          Neo-Creationism


          Neo-Creationists intentionally distance themselves from other forms of creationism, preferring to be known as wholly separate from creationism as a philosophy. Its goal is to restate creationism in terms more likely to be well received by the public, education policy makers and the scientific community. It aims to re-frame the debate over the origins of life in non-religious terms and without appeals to scripture, and to bring the debate before the public.


          One of its principal claims is that ostensibly objective orthodox science is actually a dogmatically atheistic religion. Its proponents argue that the scientific method excludes certain explanations of phenomena, particularly where they point towards supernatural elements. They argue that this effectively excludes any possible religious insight from contributing to a scientific understanding of the universe. Neo-Creationists also argue that science, as an "atheistic enterprise," is at the root of many of contemporary society's ills including social unrest and family breakdown.


          The most recognized form of Neo-Creationism in the United States is the Intelligent Design movement. Unlike their philosophical forebears, Neo-Creationists largely do not believe in many of the traditional cornerstones of creationism such a young Earth, or in a dogmatically literal interpretation of the Bible. Common to all forms of Neo-Creationism is a rejection of naturalism, usually made together with a tacit admission of supernaturalism, and an open and often hostile opposition to what they term " Darwinism", which generally is meant to refer to evolution.


          


          Intelligent design


          Intelligent design (ID) is the claim that "certain features of the universe and of living things are best explained by an intelligent cause, not an undirected process such as natural selection.". All of its leading proponents are associated with the Discovery Institute, a think tank whose Wedge strategy aims to replace the scientific method with "a science consonant with Christian and theistic convictions" which accepts supernatural explanations. It is widely accepted in the scientific and academic communities that intelligent design is a form of creationism, and some have even begun referring to it as "intelligent design creationism".


          ID originated as a re-branding of creation science in an attempt to get round a series of court decisions ruling out the teaching of creationism in U.S. public schools, and the Discovery Institute has run a series of campaigns to change school curricula. In Australia, where curricula are under the control of State governments rather than local school boards, there was a public outcry when the notion of ID being taught in science classes was raised by the Federal Education Minister Brendan Nelson; the minister quickly conceded that the correct forum for ID, if it were to be taught, is in religious or philosophy classes.


          In the United States, teaching of Intelligent Design in public schools has been decisively ruled by a Federal District court to be in violation of the Establishment Clause of the First Amendment to the United States Constitution. In Kitzmiller v. Dover Area School District, the court found that intelligent design is not science and "cannot uncouple itself from its creationist, and thus religious, antecedents.", and hence cannot be taught as an alternative to Evolution in public school science classrooms under the jurisdiction of that court. This sets a persuasive precedent, based on previous Supreme Court decisions in Edwards v. Aguillard and Epperson v. Arkansas, and by the application of the Lemon test, that creates a legal hurdle to teaching Intelligent Design in public school districts in other Federal court jurisdictions.


          


          Theistic evolution


          Theistic evolution, also known as "evolutionary creationism", is the general view that, instead of faith being in opposition to biological evolution, some or all classical religious teachings about God and creation are compatible with some or all of modern scientific theory, including specifically evolution. It generally views evolution as a tool used by God, who is both the first cause and immanent sustainer/upholder of the universe; it is therefore well accepted by people of strong theistic (as opposed to deistic) convictions. Theistic evolution can synthesize with the day-age interpretation of the Genesis creation account; however most adherents consider that the first chapters of Genesis should not be interpreted as a "literal" description, but rather as a literary framework or allegory.


          In one form or another, theistic evolution is the view of creation taught at the majority of mainline Protestant seminaries For Catholics, human evolution is not a matter of religious teaching, and must stand or fall on its own scientific merits. Evolution and the Roman Catholic Church are not in conflict. The Catechism of the Catholic Church comments positively on the theory of evolution, which is neither precluded nor required by the sources of faith, stating that scientific studies "have splendidly enriched our knowledge of the age and dimensions of the cosmos, the development of life-forms and the appearance of man." Roman Catholic schools teach evolution without controversy on the basis that scientific knowledge does not extend beyond the physical, and scientific truth and religious truth cannot be in conflict. Theistic evolution can be described as "creationism" in holding that divine intervention brought about the origin of life or that divine Laws govern formation of species, though many creationists (in the strict sense) would deny that the position is creationism at all. In the creation-evolution controversy its proponents generally take the "evolutionist" side. This sentiment was expressed by Fr. George Coyne, (Vatican's chief astronomer between 1978 and 2006):


          
            	...in America, creationism has come to mean some fundamentalistic, literal, scientific interpretation of Genesis. Judaic-Christian faith is radically creationist, but in a totally different sense. It is rooted in a belief that everything depends upon God, or better, all is a gift from God.

          


          While supporting the methodological naturalism inherent in modern science, the proponents of theistic evolution reject the implication taken by some atheists that this gives credence to ontological materialism. In fact, many modern philosophers of science, including atheists, refer to the long standing convention in the scientific method that observable events in nature should be explained by natural causes, with the distinction that it does not assume the actual existence or non-existence of the supernatural.


          


          Non-Christian creationist movements


          There are creationist movements based in religious traditions other than Christianity.


          


          Hinduism and creationism


          A variety of theories exist regarding the universe, but in general the Hindu view of the cosmos is as eternal and cyclic. Vedic texts teach that humans have lived in unchanged form on the earth for many millions of years. An account is recorded in the scriptures according to which the universe, the Earth, along with humans and other creatures undergo repeated cycles of creation and destruction ( pralaya).


          In general, many Hindus believe in biological evolution in some form, while others believe in puranic story of god Brahma being the creator. Some Hindu religious and political organizations have been charged with promoting creationism (or other pseudo-scientific ideas) based on interpretations of Hindu scriptures.


          


          Islamic creationism


          There is a growing movement of Islamic creationism. Similar to Christian creationism, there is concern regarding the perceived conflicts between the Qur'an and the main points of evolutionary theory.


          


          Jewish creationism


          Judaism has a continuum of views about creation, the origin of life and the role of evolution in the formation of species. The major Jewish denominations, including many Orthodox Jewish groups, accept evolutionary creationism or theistic evolution. Reform and Conservative Judaism do not take the Torah as a literal text, but rather as a symbolic or open-ended work. For Orthodox Jews who seek to reconcile discrepancies between science and the Bible, the notion that science and the Bible should even be reconciled through traditional scientific means is questioned. To these groups, science is as true as the Torah and if there seems to be a problem, our own epistemological limits are to blame for any apparent irreconcilable point. They point to various discrepancies between what is expected and what actually is to demonstrate that things are not always as they appear. They point out the fact that the even root word for "world" in the Hebrew language  עולם (ohluhm)  means hidden. Just as they believe God created man and trees and the light on its way from the stars in their adult state, so too can they believe that the world was created in its "adult" state, with the understanding that there are, and can be, no physical ways to verify this. This belief has been advanced by Rabbi Dr. Dovid Gottlieb, former philosophy professor at Johns Hopkins University. Also, relatively old Kabbalistic sources from well before the scientifically apparent age of the universe was first determined are in close concord with modern scientific estimates of the age of the universe, according to Rabbi Aryeh Kaplan. Other interesting parallels are brought down from, among other sources, Nachmanides, who expounds that there was a Neanderthal-like species with which Adam mated (he did this long before Neanderthals had even been discovered scientifically).


          


          Prevalence


          


          United States


          
            [image: Anti-evolution car in Athens, Georgia]

            
              Anti-evolution car in Athens, Georgia
            

          


          According to a 2001 Gallup poll, about 45% of Americans believe that "God created human beings pretty much in their present form at one time within the last 10,000 years or so." Another 37% believe that "Human beings have developed over millions of years from less advanced forms of life, but God guided this process." Only 14% believe that "human beings have developed over millions of years from less advanced forms of life, but God had no part in this process."


          Belief in creationism is inversely correlated to education; of those with post-graduate degrees, 74% believe in evolution. A poll in the year 2000 done for People for the American Way found 70% of the American public felt that evolution was compatible with a belief in God..


          In 1987, Newsweek reported: "By one count there are some 700 scientists with respectable academic credentials (out of a total of 480,000 U.S. earth and life scientists) who give credence to creation-science, the general theory that complex life forms did not evolve but appeared 'abruptly.'"


          In 2000, a poll by People For the American Way estimated that:


          
            	20% of Americans believe public schools should teach evolution only;


            	17% of Americans believe that only evolution should be taught in science classesreligious explanations should be taught in another class;


            	29% of Americans believe that Creationism should be discussed in science class as a 'belief,' not a scientific theory;


            	13% of Americans believe that Creationism and evolution should be taught as 'scientific theories' in science class;


            	16% of Americans believe that only Creationism should be taught;

          


          According to a study published in Science, between 1985 and 2005 the number of adult Americans who accept evolution declined from 45% to 40%, the number of adults who reject evolution declined from 48% to 39% and the number of people who were unsure increased from 7% to 21%. Besides the United States the study also compared data from 32 European countries, Turkey, and Japan. The only country where acceptance of evolution was lower than in the United States was Turkey (25%). (See the chart)


          Less-direct anecdotal evidence of the popularity of creationism is reflected in the response of IMAX theaters to the availability of Volcanoes of the Deep Sea, an IMAX film which makes a connection between human DNA and microbes inside undersea volcanoes. The film's distributor reported that the only U.S. states with theaters which chose not to show the film were Texas, Georgia, North Carolina, and South Carolina:


          
            	"We've got to pick a film that's going to sell in our area. If it's not going to sell, we're not going to take it," said the director of an IMAX theatre in Charleston that is not showing the movie. "Many people here believe in creationism, not evolution."

          


          


          The western world outside the United States


          Most vocal strict creationists are from the United States, and strict creationist views are much less common elsewhere in the western world.


          According to a PBS documentary on evolution, Australian Young Earth Creationists claimed that five percent of the Australian population now believe that Earth is thousands, rather than billions, of years old. The documentary further states that Australia is a particular stronghold of the creationist movement. Taking these claims at face value, Young Earth Creationism is very much a minority position in Western countries.


          In Europe, strict creationism is a less well-defined phenomenon, and regular polls are not available. However, evolution is taught as scientific fact in most schools. In countries with a Roman Catholic majority, papal acceptance of evolution as worthy of study has essentially ended debate on the matter for many people. In the United Kingdom the Emmanuel Schools Foundation (previously the Vardy Foundation), which runs three government-funded 13 to 19 schools in the north of England (out of several thousand in the country) and plans to open several more, teaches that creationism and evolution are equally valid faith positions. One exam board (OCR) also specifically mentions and deals with creationism in its biology syllabus. However, this deals with it as a historical belief and addresses hostility towards evolution rather than promoting it as an alternative to naturalistic evolution. Mainstream scientific accounts are expressed as fact. In Italy, former prime minister Silvio Berlusconi wanted to retire evolution from schools in the middle level; after one week of massive protests, he reversed his opinion.


          According to a study published in Science, a survey over the United States, Turkey, Japan and Europe showed that public acceptance of evolution is most prevalent in Iceland, Denmark and Sweden at 80% of the population. (See the chart)


          Of particular note for Eastern Europe, Serbia suspended the teaching of evolution for one week in 2004, under education minister Ljiljana Čolić, only allowing schools to reintroduce evolution into the curriculum if they also taught creationism. "After a deluge of protest from scientists, teachers and opposition parties" says the BBC report, Čolić's deputy made the statement, "I have come here to confirm Charles Darwin is still alive" and announced that the decision was reversed. Čolić resigned after the government said that she had caused "problems that had started to reflect on the work of the entire government." Poland saw a major controversy over creationism in 2006 when the deputy education minister, Mirosław Orzechowski, denounced evolution as "one of many lies" taught in Polish schools. His superior, Minister of Education Roman Giertych, has stated that the theory of evolution would continue to be taught in Polish schools, "as long as most scientists in our country say that it is the right theory." Giertych's father, Member of the European Parliament Maciej Giertych, has however opposed the teaching of evolution and has claimed that dinosaurs and humans co-existed.


          In the United Kingdom, it is notable that The Archbishop of Canterbury, and head of the worldwide Anglican Communion, Rowan Williams views the idea of teaching creationism in schools as a mistake.. A 2006 poll on the "origin and development of life" asked participants to choose between three different perspectives on the origin of life: 22% chose creationism, 17% opted for intelligent design, 48% selected evolution theory and the rest did not know. The poll had the effect of reinforcing a culture war false dichotomy on the subject in an attempt by the news organization to demonstrate the extent of the controversy. As the poll lacked nuanced survey techniques and equivocated on origin definitions as well as forced participants to make choices as though there were only three options, its results do not necessarily indicate the views of the general public concerning mainstream science or religious alternatives.


          There continues to be scattered and possibly mounting efforts on the part of religious fundamentalists throughout Europe to introduce creationism into public education. In response, the Parliamentary Assembly of the Council of Europe has released a draft report entitled The dangers of creationism in education on June 8, 2007, reinforced by a further proposal of banning it in schools dated October 4th, 2007.


          


          Criticism


          


          The Christian critique


          In March 2006, Archbishop of Canterbury Rowan Williams, the leader of the world's Anglicans, stated his discomfort about teaching creationism, saying that creationism was "a kind of category mistake, as if the Bible were a theory like other theories." He also said: "My worry is creationism can end up reducing the doctrine of creation rather than enhancing it."


          The views of the Episcopal Church, the American branch of the Anglican Communion, on teaching creationism are also the same as Williams.


          In "Intelligent Design as a Theological Problem", George Murphy argues against the view that life on Earth in all its forms is direct evidence of God's act of creation (Murphy quotes Phillip Johnson's claim that he is speaking "of a God who acted openly and left his fingerprints on all the evidence."). Murphy argues that this view of God is incompatible with the Christian understanding of God as "the one revealed in the cross and resurrection of Jesus." The basis of this theology is Isaiah 45:15, "Truly, thou art a God who hidest thyself, O God of Israel, the Savior." This verse inspired Blaise Pascal to write, "What meets our eyes denotes neither a total absence nor a manifest presence of the divine, but the presence of a God who conceals himself." In the Heidelberg Disputation, Martin Luther referred to the same Biblical verse to propose his "theology of the cross": "That person does not deserve to be called a theologian who looks upon the invisible things of God as though they were clearly perceptible in those things which have actually happened ... He deserves to be called a theologian, however, who comprehends the visible and manifest things of God seen through suffering and the cross."


          Luther opposes his theology of the cross to what he called the " theology of glory":


          
            	A theologian of glory does not recognize, along with the Apostle, the crucified and hidden God alone [I Cor. 2:2]. He sees and speaks of God's glorious manifestation among the heathen, how his invisible nature can be known from the things which are visible [Cf. Rom. 1:20] and how he is present and powerful in all things everywhere.

          


          For Murphy, Creationists are modern-day theologians of glory. Following Luther, Murphy argues that a true Christian cannot discover God from clues in creation, but only from the crucified Christ.


          Murphy observes that the execution of a Jewish carpenter by Roman authorities is in and of itself an ordinary event and did not require Divine action. On the contrary, for the crucifixion to occur, God had to limit or "empty" Himself. It was for this reason that Paul wrote, in Philippians 2:5-8,


          
            	Have this mind among yourselves, which is yours in Christ Jesus, who, though he was in the form of God, did not count equality with God a thing to be grasped, but emptied himself, taking the form of a servant, being born in the likeness of men. And being found in human form he humbled himself and became obedient unto death, even death on a cross.

          


          Murphy concludes that,


          
            	Just as the son of God limited himself by taking human form and dying on the cross, God limits divine action in the world to be in accord with rational laws God has chosen. This enables us to understand the world on its own terms, but it also means that natural processes hide God from scientific observation.

          


          For Murphy, a theology of the cross requires that Christians accept a methodological naturalism, meaning that one cannot invoke God to explain natural phenomena, while recognizing that such acceptance does not require one to accept a metaphysical naturalism, which proposes that nature is all that there is.


          


          Scientific critique


          As creationism is based on religious faith rather than evidence acquired through experiment and observation, it cannot be evaluated by science, which does not attempt to address issues of supernatural intervention in natural phenomena. The scientific consensus rejects any attempt to teach creationism as science.
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          The Creative Commons licenses enable copyright holders to grant some or all of their rights to the public while retaining others through a variety of licensing and contract schemes including dedication to the public domain or open content licensing terms. The intention is to avoid the problems current copyright laws create for the sharing of information.


          The project provides several free licenses that copyright owners can use when releasing their works on the Web. It also provides RDF/ XML metadata that describes the license and the work, making it easier to automatically process and locate licensed works. Creative Commons also provides a "Founders' Copyright" contract, intended to re-create the effects of the original U.S. Copyright created by the founders of the U.S. Constitution.


          All these efforts, and more, are done to counter the effects of what Creative Commons considers to be a dominant and increasingly restrictive permission culture. In the words of Lawrence Lessig, founder of Creative Commons and former Chairman of the Board, it is "a culture in which creators get to create only with the permission of the powerful, or of creators from the past". Lessig maintains that modern culture is dominated by traditional content distributors in order to maintain and strengthen their monopolies on cultural products such as popular music and popular cinema, and that Creative Commons can provide alternatives to these restrictions.


          


          History
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          The Creative Commons licenses were pre-dated by the Open Publication License and the GNU Free Documentation License (GFDL). The GFDL was intended mainly as a license for software documentation, but is also in active use by non-software projects such as Wikipedia. The Open Publication License is now largely defunct, and its creator suggests that new projects not use it. Both licenses contained optional parts that, in the opinions of critics, made them less "free". The GFDL differs from the CC licenses in its requirement that the licensed work be distributed in a form which is "transparent", i.e., not in a proprietary and/or confidential format.


          Headquartered in San Francisco, Creative Commons was officially launched in 2001. Lawrence Lessig, the founder and former chairman, started the organization as an additional method of achieving the goals of his Supreme Court case, Eldred v. Ashcroft. The initial set of Creative Commons licenses was published on December 16, 2002. The project itself was honored in 2004 with the Golden Nica Award at the Prix Ars Electronica, for the category "Net Vision".


          The Creative Commons was first tested in court in early 2006, when podcaster Adam Curry sued a Dutch tabloid who published photos without permission from his Flickr page. The photos were licensed under the Creative Commons NonCommercial license. While the verdict was in favour of Curry, the tabloid avoided having to pay restitution to him as long as they did not repeat the offense. An analysis of the decision states, "The Dutch Courts decision is especially noteworthy because it confirms that the conditions of a Creative Commons license automatically apply to the content licensed under it, and bind users of such content even without expressly agreeing to, or having knowledge of, the conditions of the license."


          On December 15, 2006, Professor Lessig retired as chair and appointed Joi Ito as the new chair, in a ceremony which took place in Second Life.


          


          Localization


          The original non-localized Creative Commons licenses were written with the U.S. legal system in mind, so the wording could be incompatible within different local legislations and render the licenses unenforceable in various jurisdictions. To address this issue, Creative Commons International has started to port the various licenses to accommodate local copyright and private law. As of January 2007, there are 34 jurisdiction-specific licenses, with 9 other jurisdictions in drafting process, and more countries joining the project.


          


          Projects using Creative Commons licenses


          Several million pages of web content use Creative Commons licenses. Common Content was set up by Jeff Kramer with cooperation from Creative Commons, and is currently maintained by volunteers.


          


          Sampling of CC adoption scope
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          This list provides a short sampling of CC-licensed projects which convey the breadth and scope of Creative Commons adoption among prominent institutions and publication modes.


          Portals, aggregation, and archives


          
            	Flickr, Internet Archive, Wikimedia Commons, Ourmedia, deviantART, ccMixter

          


          Formal publications


          
            	Public Library of Science, Proceedings of Science, Sino-Platonic Papers

          


          Instructional materials


          
            	MIT OpenCourseWare, Clinical Skills Online, MIMA Music

          


          Collaborative content


          
            	Wikinews, Wikitravel, Memory Alpha, Uncyclopedia, Jurispedia, Microsoft Developer Network, Open Architecture Network and many other wikis

          


          Blogs, Videoblogs, and Podcasts


          
            	Groklaw, This Week in Tech,: Rocketboom, Jet Set Show, newspaperindex

          


          Journalism


          
            	20 minutes newspaper

          


          Cartography


          
            	OpenStreetMap

          


          Progressive culture


          
            	Jamendo, BeatPick, Revver, GarageBand.com, blip.tv

          


          Counterculture


          
            	Star Wreck

          


          Movies


          
            	Elephants Dream

          


          Bumper stickers


          
            	Bumperactive

          


          Porn


          
            	The Good Girl

          


          


          Notable works


          
            	Professor Lessig's 2004 electronic version of the book Free Culture. (The printed version of the book, however, was published under a restrictive licence.)


            	Yochai Benkler's The Wealth of Networks: How Social Production Transforms Markets and Freedom


            	Dan Gillmor's We the Media: Grassroots Journalism by the People, for the People


            	The fiction of Cory Doctorow


            	Three of Eric S. Raymond's books (although with some added restrictions): The Cathedral and the Bazaar (the first complete and commercially released book under a CC license, published by O'Reilly & Associates), The New Hacker's Dictionary and The Art of Unix Programming


            	Teach, a 2001 short film directed by Davis Guggenheim.


            	Cactuses, a 2006 full-length dramatic movie.


            	Elephants Dream, a 2006 CG short film created with free/ open-source software


            	mariposaHD, the first original HDTV series made for the Internet.

          


          


          Record labels


          
            	BeatPick


            	LOCA Records


            	Magnatune


            	OnClassical


            	Opsound


            	Kahvi Collective


            	Small Brain Records


            	Krayola Records


            	Jamendo


            	Thinner/ Autoplate


            	Comfort Stand Recordings

          


          


          Tools for discovering CC-licensed content


          
            	Creative Commons' Search Page


            	Yahoo's Creative Commons Search


            	Common Content


            	Mozilla Firefox web browser with default Creative Commons search functionality


            	The Internet Archive - Project dedicated to maintaining an archive of multimedia resources, among which Creative Commons-licensed content


            	Ourmedia - Media archive supported by the Internet Archive


            	ccHost - Server web software used by ccmixter and Open Clip Art Library

          


          


          Audio and Music


          
            	Electrobel Community - More than 10,000 electronic music songs released under one of the CC licences.


            	iRATE radio


            	Adrenalinic Sound - Italy


            	Gnomoradio


            	BeatPick A creative commons music licensing site


            	Jamendo - An archive of music albums under Creative Commons licenses


            	CC:Mixter - A Creative Commons Remix community site.


            	Date a Conocer - A Spanish archive of music under Creative Commons licenses

          


          


          Photos and images


          
            	Everystockphoto.com - Search engine and member bookmarking for Creative Commons Photos


            	Open Clip Art Library

          


          


          Criticism


          During its first year as an organization, Creative Commons experienced a "honeymoon" period with very little criticism. Recently though, critical attention has focused on the Creative Commons movement and how well it is living up to its perceived values and goals. The critical positions taken can be roughly divided up into complaints of a lack of:


          
            	An ethical position - Those in these camps criticize the Creative Commons for failing to set a minimum standard for its licenses, or for not having an ethical position to base its licenses. These camps argue that Creative Commons should define, and should have defined, a set of core freedoms or rights which all CC licenses must grant. These terms might, or might not, be the same core freedoms as the heart of the free software movement. In particular, Richard Stallman has criticised the newer licenses for not allowing the freedom to copy the work for noncommercial purposes, and has said he no longer supports Creative Commons as an organisation, as the licenses no longer provide this as a common basic freedom.


            	A political position - Where the object is to critically analyze the foundations of the Creative Commons movement and offer an eminent critique (e.g. Berry & Moss 2005, Geert Lovink, Free Culture movements).


            	A common sense position - These usually fall into the category of "it is not needed" or "it takes away user rights" (see Toth 2005 or Dvorak 2005).


            	A pro-copyright position - These are usually marshalled by the content industry and argue either that Creative Commons is not useful, or that it undermines copyright (Nimmer 2005).
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          The Cretaceous (pronounced /kriːˈteɪʃəs/, usually abbreviated 'K' for its German translation "Kreide") is a geologic period and system, reaching from the end of the Jurassic Period, (million years ago (Ma) to the beginning of the Paleocene Period, Ma. It is the youngest geological period of the Mesozoic, and at 80 million years long, the longest period of the Phanerozoic. The end of the Cretaceous defines the boundary between the Mesozoic and Cenozoic eras.


          The Cretaceous (from Latin creta meaning ' chalk' ) as a separate period was first defined by a Belgian geologist Jean d'Omalius d'Halloy in 1822, using strata in the Paris Basin and named for the extensive beds of chalk (calcium carbonate deposited by the shells of marine invertebrates, principally coccoliths), found in the upper Cretaceous of continental Europe and the British Isles (including the White Cliffs of Dover).


          


          Dating


          As with other older geologic periods, the rock beds that define the Cretaceous are well identified but the exact dates of the period's start and end are uncertain by a few million years. No great extinction or burst of diversity separated the Cretaceous from the Jurassic. However, the end of the period is most sharply defined, being placed at an iridium-rich layer found worldwide that is believed to be associated with the Chicxulub impact crater in Yucatan and the Gulf of Mexico. This layer has been tightly dated at 65.5 Ma. This bolide collision is probably responsible for the major, extensively-studied CretaceousTertiary extinction event.


          


          Divisions


          The Cretaceous is usually separated into Early and Late Cretaceous Epochs. The faunal stages from youngest to oldest are listed below; time is referred to as early or late, and the corresponding rocks are referred to as lower or upper:


          
            
              	Upper/Late Cretaceous
            


            
              	Maastrichtian

              	(70.6  0.6  65.8  0.3 Ma)
            


            
              	Campanian

              	(83.5  0.7  70.6  0.6 Ma)
            


            
              	Santonian

              	(85.8  0.7  83.5  0.7 Ma)
            


            
              	Coniacian

              	(89.3  1.0  85.8  0.7 Ma)
            


            
              	Turonian

              	(93.5  0.8  89.3  1.0 Ma)
            


            
              	Cenomanian

              	(99.6  0.9  93.5  0.8 Ma)
            


            
              	
            


            
              	Lower/Early Cretaceous
            


            
              	Albian

              	(112.0  1.0  99.6  0.9 Ma)
            


            
              	Aptian

              	(125.0  1.0  112.0  1.0 Ma)
            


            
              	Barremian

              	(130.0  1.5  125.0  1.0 Ma)
            


            
              	Hauterivian

              	(136.4  2.0  130.0  1.5 Ma)
            


            
              	Valanginian

              	(140.2  3.0  136.4  2.0 Ma)
            


            
              	Berriasian

              	(145.5  4.0  140.2  3.0 Ma)
            

          


          


          Paleogeography


          During the Cretaceous, the late Paleozoic - early Mesozoic supercontinent of Pangaea completed its breakup into present day continents, although their positions were substantially different at the time. As the Atlantic Ocean widened, the convergent-margin orogenies that had begun during the Jurassic continued in the North American Cordillera, as the Nevadan orogeny was followed by the Sevier and Laramide orogenies.
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              Geography of the US in the Late Cretaceous Period
            

          


          Though Gondwana was still intact in the beginning of the Cretaceous, it broke up as South America, Antarctica and Australia rifted away from Africa (though India and Madagascar remained attached to each other); thus, the South Atlantic and Indian Oceans were newly formed. Such active rifting lifted great undersea mountain chains along the welts, raising eustatic sea levels worldwide. To the north of Africa the Tethys Sea continued to narrow. Broad shallow seas advanced across central North America (the Western Interior Seaway) and Europe, then receded late in the period, leaving thick marine deposits sandwiched between coal beds. At the peak of the Cretaceous transgression, one-third of Earth's present land area was submerged.


          The Cretaceous is justly famous for its chalk; indeed, more chalk formed in the Cretaceous than in any other period in the Phanerozoic. Mid-ocean ridge activity  or rather, the circulation of seawater through the enlarged ridges  enriched the oceans in calcium; this made the oceans more saturated, as well as increased the bioavailability of the element for calcareous nanoplankton. These widespread carbonates and other sedimentary deposits make the Cretaceous rock record especially fine. Famous formations from North America include the rich marine fossils of Kansas's Smoky Hill Chalk Member and the terrestrial fauna of the late Cretaceous Hell Creek Formation. Other important Cretaceous exposures occur in Europe (e.g., the Weald) and China (the Yixian Formation). In the area that is now India, massive lava beds called the Deccan Traps were erupted in the very late Cretaceous and early Paleocene.


          


          Climate


          The Berriasian epoch showed a cooling trend that had been seen in the last epoch of the Jurassic. There is evidence that snowfalls were common in the higher latitudes and the tropics became wetter than during the Triassic and Jurassic. Glaciation was however restricted to alpine glaciers on some high-latitude mountains, though seasonal snow may have existed further south.


          After the end of the Berriasian, however, temperatures increased again, and these conditions were almost constant until the end of the period. This trend was due to intense volcanic activity which produced large quantities of carbon dioxide. The development of a number of mantle plumes across the widening mid-ocean ridges further pushed sea levels up, so that large areas of the continental crust were covered with shallow seas. The Tethys Sea connecting the tropical oceans east to west also helped in warming the global climate. Warm-adapted plant fossils are known from localities as far north as Alaska and Greenland, while dinosaur fossils have been found within 15 degrees of the Cretaceous south pole.


          A very gentle temperature gradient from the equator to the poles meant weaker global winds, contributing to less upwelling and more stagnant oceans than today. This is evidenced by widespread black shale deposition and frequent anoxic events. Sediment cores show that tropical sea surface temperatures may have briefly been as warm as 42 C (107 F), 17 C (31 F) warmer than at present, and that they averaged around 37 C (99 F). Meanwhile deep ocean temperatures were as much as 15 to 20 C (27 to 36 F) higher than today's.


          


          Life


          


          Plants


          Flowering plants ( angiosperms) spread during this period, although they did not become predominant until the Campanian stage near the end of the epoch. Their evolution was aided by the appearance of bees; in fact angiosperms and insects are a good example of coevolution. The first representatives of many leafy trees, including figs, planes and magnolias, appeared in the Cretaceous. At the same time, some earlier Mesozoic gymnosperms like Conifers continued to thrive; pehuns (Monkey Puzzle trees, Araucaria) and other conifers being notably plentiful and widespread, although other gymnosperm taxa like Bennettitales died out before the end of the period.


          


          Terrestrial fauna
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Tyrannosaurus rex, one of the largest land predators of all time lived during the late Cretaceous.
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          On land, mammals were a small and still relatively minor component of the fauna. The fauna was dominated by archosaurian reptiles, especially dinosaurs, which were at their most diverse. Pterosaurs were common in the early and middle Cretaceous, but as the Cretaceous proceeded they faced growing competition from the adaptive radiation of birds, and by the end of the period only two highly specialised families remained.


          The Liaoning lagersttte ( Chaomidianzi formation) in China provides a glimpse of life in the Early Cretaceous, where preserved remains of numerous types of small dinosaurs, birds, and mammals have been found. The coelurosaur dinosaurs found there represent types of the group maniraptora, which is transitional between dinosaurs and birds, and are notable for the presence of hair-like feathers.


          During the Cretaceous, insects began to diversify, and the oldest known ants, termites and some lepidopterans, akin to butterflies and moths, appeared. Aphids, grasshoppers, and gall wasps appeared.


          


          Marine fauna


          In the seas, rays, modern sharks and teleosts became common. Marine reptiles included ichthyosaurs in the early and middle of the Cretaceous, plesiosaurs throughout the entire period, and mosasaurs in the Late Cretaceous.


          Baculites, a genus of straight-shelled form of ammonite, flourished in the seas. The Hesperornithiformes were flightless, marine diving birds that swam like grebes. Globotruncanid Foraminifera and echinoderms such as sea urchins and starfish (sea stars) thrived. The first radiation of the diatoms (generally siliceous, rather than calcareous) in the oceans occurred during the Cretaceous; freshwater diatoms did not appear until the Miocene. The Cretaceous was also an important interval in the evolution of bioerosion, the production of borings and scrapings in rocks, hardgrounds and shells (Taylor and Wilson, 2003).


          


          Extinction


          There was a progressive decline in biodiversity during the Maastrichtian stage of the Cretaceous Period prior to the suggested ecological crisis induced by events at the K-T boundary. Furthermore, biodiversity required a substantial amount of time to recover from the K-T event, despite the probable existence of an abundance of vacant ecological niches.


          Despite the severity of this boundary event, there was significant variability in the rate of extinction between and within different clades. Species which depended on photosynthesis declined or became extinct because of the reduction in solar energy reaching the earth's surface due to atmospheric particles blocking the sunlight. As is the case today, photosynthesizing organisms, such as phytoplankton and land plants, formed the primary part of the food chain in the late Cretaceous. Evidence suggests that herbivorous animals, which depended on plants and plankton as their food, died out as their food sources became scarce; consequently, top predators such as Tyrannosaurus rex also perished.


          Coccolithophorids and molluscs, including ammonites, rudists, freshwater snails and mussels, as well as organisms whose food chain included these shell builders, became extinct or suffered heavy losses. For example, it is thought that ammonites were the principal food of mosasaurs, a group of giant marine reptiles that became extinct at the boundary.


          Omnivores, insectivores and carrion-eaters survived the extinction event, perhaps because of the increased availability of their food sources. At the end of the Cretaceous there seem to have been no purely herbivorous or carnivorous mammals. Mammals and birds which survived the extinction fed on insects, larvae, worms, and snails, which in turn fed on dead plant and animal matter. Scientists theorise that these organisms survived the collapse of plant-based food chains because they fed on detritus.


          In stream communities, few groups of animals became extinct. Stream communities rely less on food from living plants and more on detritus that washes in from land. This particular ecological niche buffered them from extinction. Similar, but more complex patterns have been found in the oceans. Extinction was more severe among animals living in the water column, than among animals living on or in the sea floor. Animals in the water column are almost entirely dependent on primary production from living phytoplankton, while animals living on or in the ocean floor feed on detritus or can switch to detritus feeding.


          The largest air-breathing survivors of the event, crocodilians and champsosaurs, were semi-aquatic and had access to detritus. Modern crocodilians can live as scavengers and can survive for months without food, and their young are small, grow slowly, and feed largely on invertebrates and dead organisms or fragments of organisms for their first few years. These characteristics have been linked to crocodilian survival at the end of the Cretaceous.
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              Badlands near Drumheller, Alberta where erosion has exposed the KT boundary.
            

          


          
            [image: K–T boundary along Interstate 25 near Raton Pass, Colorado. The iridium-rich ash (the boundary) is indicated by the red arrow.]

            
              KT boundary along Interstate 25 near Raton Pass, Colorado. The iridium-rich ash (the boundary) is indicated by the red arrow.
            

          


          The CretaceousTertiary extinction event was a large-scale mass extinction of animal and plant species in a geologically short period of time, approximately (Ma). It is widely known as the KT extinction event and is associated with a geological signature, usually a thin band dated to that time and found in various parts of the world, known as the KT boundary. K is the traditional abbreviation for the Cretaceous Period derived from the German name Kreidezeit, and T is the abbreviation for the Tertiary Period (a historical term for the period of time now covered by the Paleogene and Neogene periods). The event marks the end of the Mesozoic Era and the beginning of the Cenozoic Era. "Tertiary" being no longer recognized as a formal time or rock unit by the International Commission on Stratigraphy, the K-T event is now called the CretaceousPaleogene (or K-Pg) extinction event by many researchers.


          Non-avian dinosaur fossils are only found below the KT boundary and became extinct immediately before or during the event. A very small number of dinosaur fossils have been found above the KT boundary, but they have been explained as reworked, that is, fossils that have been eroded from their original locations then preserved in later sedimentary layers. Mosasaurs, plesiosaurs, pterosaurs and many species of plants and invertebrates also became extinct. Mammalian and bird clades passed through the boundary with few extinctions, and evolutionary radiation from those Maastrichtian clades occurred well past the boundary. Rates of extinction and radiation varied across different clades of organisms.


          Scientists theorize that the KT extinctions were caused by one or more catastrophic events such as massive asteroid impacts or increased volcanic activity. Several impact craters and massive volcanic activity in the Deccan traps have been dated to the approximate time of the extinction event. These geological events may have reduced sunlight and hindered photosynthesis, leading to a massive disruption in Earth's ecology. Other researchers believe the extinction was more gradual, resulting from slower changes in sea level or climate.


          


          Extinction patterns


          During the Maastrichtian stage of the Cretaceous, there was already a progressive decline in biodiversity prior to the ecological crisis indicated by the KT boundary. After the KT event, biodiversity required substantial time to recover, despite the existence of abundant vacant ecological niches.


          Even though the boundary event was severe, there was significant variability in the rate of extinction between and within different clades. Because atmospheric particles blocked sunlight, reducing the amount of solar energy reaching the earth's surface, species that depended on photosynthesis declined or became extinct. Photosynthesizing organisms, including phytoplankton and land plants, formed the foundation of the food chain in the late Cretaceous as they do today. Evidence suggests that herbivorous animals died out when the plants they depended on for food became scarce; consequently, top predators such as Tyrannosaurus rex also perished.


          Coccolithophorids and molluscs, including ammonites, rudists, freshwater snails and mussels, and those organisms whose food chain included these shell builders, became extinct or suffered heavy losses. For example, it is thought that ammonites were the principal food of mosasaurs, a group of giant marine reptiles that became extinct at the boundary.


          Omnivores, insectivores and carrion-eaters survived the extinction event, perhaps because of the increased availability of their food sources. At the end of the Cretaceous there seem to have been no purely herbivorous or carnivorous mammals. Mammals and birds that survived the extinction fed on insects, worms, and snails, which fed on dead plant and animal matter. Scientists hypothesize that these organisms survived the collapse of plant-based food chains because they fed on detritus.


          In stream communities, few groups of animals became extinct; because stream communities rely less directly on food from living plants and more on detritus that washes in from land, buffering them from extinction. Similar, but more complex patterns have been found in the oceans. Extinction was more severe among animals living in the water column, than among animals living on or in the sea floor. Animals in the water column are almost entirely dependent on primary production from living phytoplankton, while animals living on or in the ocean floor feed on detritus or can switch to detritus feeding.


          The largest air-breathing survivors of the event, crocodilians and champsosaurs, were semi-aquatic and had access to detritus. Modern crocodilians can live as scavengers and can survive for months without food, and their young are small, grow slowly, and feed largely on invertebrates and dead organisms or fragments of organisms for their first few years. These characteristics have been linked to crocodilian survival at the end of the Cretaceous.


          


          Microbiota


          The KT boundary represents one of the most dramatic turnovers in the fossil record for various calcareous nanoplankton that formed the calcium deposits that gave the Cretaceous its name. The turnover in this group is clearly marked at the species level. Statistical analysis of marine losses at this time suggests that the decrease in diversity was caused more by a sharp increase in extinctions than by a decrease in speciation. The KT boundary record of dinoflagellates is not as well-understood, mainly because only microbial cysts provide a fossil record, and not all dinoflagellate species have cyst-forming stages, thereby likely causing diversity to be underestimated. Recent studies indicate that there were no major shifts in dinoflagellates through the boundary layer.


          Radiolaria have left a geological record since at least the Ordovician times, and their mineral fossil skeletons can be tracked across the K-T boundary. There is no evidence of mass extinction of these organisms, and, there is support for high productivity of these species in Southern high latitudes as a result of cooling temperatures in the early Paleocene. Approximately 46% of diatom species survived the transition from the Cretaceous to the Upper Paleocene. This suggests a significant turnover in species, but not a catastrophic extinction of diatoms, across the KT boundary.


          The occurrence of Planktonic foraminifera across the K-T boundary has been studied since the 1930s. Research spurred by the possibility of an impact event at the K-T boundary resulted in numerous publications detailing planktonic foraminiferal extinction at the boundary. However, there is debate ongoing between groups that believe the evidence indicates substantial extinction of these species at the K-T boundary, and those who believe the evidence supports multiple extinctions and expansions through the boundary.


          As the biomass in the ocean is thought to have decreased during the K-T event, numerous species of benthic foraminifera went extinct, presumably since they depend on organic debris for nutrients. However, as the marine microbiota recovered, it is thought that increased speciation of benthic foraminifera resulted from the increase in food sources. Phytoplankton recovery in the early Paleocene provided the food source to support large benthic foraminiferal assemblages, which are mainly detritus-feeding. Ultimate recovery of the benthic populations occurred over several stages lasting several hundred thousand years into the early Paleocene.


          


          Marine invertebrates
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          There is variability in the fossil record as to the extinction rate of marine invertebrates across the K-T boundary. The apparent rate is influenced by the lack of fossil records rather than actual extinction.


          Ostracodes, a class of small crustaceans that were prevalent in the upper Maastrichtian, left fossil deposits in a variety of locations. A review of these fossils shows that ostracode diversity was lower in the Paleocene than any other time in the Tertiary. However, current research cannot ascertain whether the extinctions occurred prior to or during the boundary interval itself.


          Approximately 60% of late-Cretaceous Scleractinia coral genera failed to cross the K-T boundary into the Paleocene. Further analysis of the coral extinctions shows that approximately 98% of colonial species, ones that inhabit warm, shallow tropical waters, went extinct. The solitary corals, which generally do not form reefs and inhabit colder and deeper (below the photic zone) areas of the ocean were less impacted by the K-T boundary. Colonial coral species rely upon symbiosis with photosynthetic algae, which collapsed due to the events surrounding the K-T boundary. However, the use of data from coral fossils to support K-T extinction and subsequent Paleocene recovery must be weighed against the changes that occurred in coral ecosystems through the K-T boundary.


          The numbers of cephalopod, echinoderm, and bivalve genera exhibited significant diminution after the K-T boundary. Most species of brachiopods, a small phylum of marine invertebrates, survived the K-T event and diversified during the early Paleocene.


          Except for nautiloids (represented by the modern order Nautilida) and coleoids (which had already diverged into modern octopodes, squids, and cuttlefish) all other species of the molluscan class Cephalopoda went extinct at the K-T boundary. These included the ecologically significant belemnoids, as well as the ammonoids, a group of highly diverse, numerous, and widely distributed shelled cephalopods. Researchers have pointed out that the reproductive strategy of the surviving nautiloids, which rely upon few and larger eggs, played a role in outsurviving their ammonoid counterparts through the extinction event. The ammonoids utilized a planktonic strategy of reproduction (numerous eggs and planktonic larvae), which would have been devastated by the K-T boundary event. Additional research has shown that subsequent to this elimination of ammonoids from the global biota, nautiloids began an evolutionary radiation into shell shapes and complexities theretofore known only from ammonoids.


          Approximately 35% of echinoderm genera went extinct at the K-T boundary, although taxa that thrived in low-latitude, shallow-water environments during late Cretaceous had the highest extinction rate. Mid-latitude, deep-water echinoderms were much less affected at the K-T boundary. The pattern of extinction points to habitat loss, specifically the drowning of carbonate platforms, the shallow-water reefs in existence at that time, by the extinction event.


          Other invertebrate groups, including rudists (reef-building clams) and inoceramids (giant relatives of modern scallops), also became completely extinct at the K-T boundary.
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          There are substantial fossil records of jawed fishes across the KT boundary, which provides good evidence of extinction patterns of these classes of marine vertebrates. Within cartilaginous fish, approximately 80% of the sharks, rays, and skates families survived the extinction event, and fewer than 10% of teleost fish (bony fish) families became extinct. There is evidence of a mass kill of bony fishes at a fossil site immediately above the K-T boundary layer on Seymour Island near Antarctica. It is speculated that fish were undergoing environmental stresses and the K-T boundary event may have precipitated the mass extinction. However, the marine and freshwater environments of fishes mitigated environmental effects of the extinction event.


          


          Terrestrial invertebrates


          Insect damage to the fossilized leaves of flowering plants from fourteen sites in North America were used as a proxy for insect diversity across the KT boundary and analyzed to determine the rate of extinction. Researchers found that Cretaceous sites, prior to the extinction event, had rich plant and insect-feeding diversity. However, during the early Paleocene, flora were relatively diverse with little predation from insects, even 1.7 million years after the extinction event.


          


          Terrestrial plants


          There is overwhelming evidence of global disruption of plant communities at the K-T boundary. However, there were important regional differences in plant succession. In North America, the data suggest massive devastation and mass extinction of plants at the K-T boundary sections, although there were substantial megafloral changes before the boundary.


          In high southern hemisphere latitudes, such as New Zealand and Antarctica the mass die-off of flora caused no significant turnover in species, but dramatic and short-term changes in the relative abundance of plant groups. In North America, approximately 57% of plant species became extinct. The Paleocene recovery of plants began with recolonizations by fern species, represented as a fern spike in the geologic record; this same type of fern recolonization was observed after the 1980 Mount St. Helens eruption.


          Due to the wholesale destruction of plants at the KT boundary, there was a proliferation of saprotrophic organisms such as fungi that do not require photosynthesis and utilize nutrients from decaying vegetation. The dominance of fungal species lasted only a few years while the atmosphere cleared and there was plenty of organic matter to feed on. Once the atmosphere cleared, photosynthetic organisms like ferns and other plants returned.


          


          Amphibians


          There is no evidence of KT boundary mass extinctions of amphibians, and there is strong evidence that most amphibians survived the event relatively unscathed. Several in-depth studies of salamander genera in fossil beds in Montana show that six of seven genera were unchanged after the event.


          Frog species appear to have survived into the Paleocene with few species becoming extinct. However, the fossil record for frog families and genera is uneven. An extensive survey of three genera of frogs in Montana show that they were unaffected by the KT event and survived apparently unchanged. The data show little or no evidence for extinction of amphibian families that bracket the KT event. Amphibian survival resulted from the clade's ability to seek shelter in water or to build burrows in sediments, soil, wood, or beneath rocks.


          


          Non-archosaur reptiles


          The two living non- archosaurian reptile taxa, testudines (turtles) and lepidosaurs ( snakes, lizards, and worm lizards), along with choristoderes (semi-aquatic archosauromorphs which died out in the early Miocene), survived through the KT boundary. Over 80% of Cretaceous turtle species passed through the K-T boundary. Additionally, all six turtle families in existence at the end of the Cretaceous survived into the Tertiary and are represented by current species.


          Living lepidosaurs include Rhynchocephalia and Squamata. The Rhynchocephalia, or tuatara, were a widespread and relatively successful group of lepidosaurs in the early Mesozoic, but began to decline by the mid-Cretaceous. They are represented today by a single genus located exclusively in New Zealand.


          The order Squamata, which is represented today by lizards, snakes, and amphisbaenia, radiated into various ecological niches during the Jurassic and were successful throughout the Cretaceous. They survived through the K-T boundary and are currently the most successful and diverse group of living reptiles with more than 6,000 extant species. No known family of terrestrial squamates went extinct at the boundary, and fossil evidence indicates they did not suffer any significant decline in numbers. Their small size, adaptable metabolism, and ability to move to more favorable habitats were key factors in their survivability during the late Cretaceous and early Paleocene.


          Non-archosaurian marine reptiles including mosasaurs and plesiosaurs, giant aquatic reptiles that were the top marine predators, went extinct by the end of the Cretaceous.


          


          Archosaurs


          The archosaur clade includes two living orders, crocodilians (of which Alligatoridae, Crocodylidae and Gavialidae are the only surviving families) and birds, along with the extinct non-avian dinosaurs and pterosaurs.


          


          Crocodylomorphs


          Ten families of crocodilians or their close relatives are represented in the Maastrichtian fossil records, of which five died out prior to the K-T boundary. Five families have both Maastrichtian and Paleocene fossil representatives. All of the surviving families of crocodilians inhabited freshwater and terrestrial environments, except for the Dyrosauridae which lived in freshwater and marine locations. Approximately 50% of crocodilian representatives survived across the K-T boundary, the only apparent trend being that no large crocodiles, such as the giant North American crocodile Deinosuchus, survived. Crocodilian survivability across the boundary may have resulted from their aquatic niche and ability to burrow, which reduced susceptibility to negative environmental effects at the boundary. Jouve and colleagues suggested in 2008 that dyrosaurid juveniles lived in freshwater environments like modern marine crocodile juveniles, which would have helped them survive where other marine reptiles went extinct; freshwater environments were not as strongly affected by K-T events as marine environments.


          


          Pterosaurs


          Only one family of pterosaurs, Azhdarchidae, was definitely present in the Maastrichtian, and it went extinct at the K-T boundary. These large pterosaurs were the last representatives of a declining group that contained 10 families during the mid-Cretaceous. Smaller pterosaurs went extinct prior to the Maastrichtian during a period that saw a decline in smaller animal species while larger species became more prevalent. While this was occurring, modern birds were undergoing diversification and replacing archaic birds and pterosaur groups, possibly due to direct competition, or they simply filled empty niches.


          


          Birds


          Most paleontologists regard birds as the only surviving dinosaurs (see Origin of birds). However, all non- neornithean birds became extinct, including flourishing groups like enantiornithines and hesperornithiforms. Several analyses of bird fossils show divergence of species prior to the K-T boundary, and that duck, chicken and ratite bird relatives coexisted with non-avian dinosaurs. Neornithine birds survived the K-T boundary as a result of their abilities to dive, swim, or seek shelter in water and marshlands. Many species of birds can build burrows, or nest in tree holes or termite nests, all of which provided shelter from the environmental effects at the K-T boundary. Long-term survival past the boundary was assured as a result of filling ecological niches left empty by extinction of dinosaurs.


          


          Dinosaurs
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          More has been published about the extinction of dinosaurs at the K-T boundary than any other group of organisms. Excepting a few controversial claims, it is agreed that all non-avian dinosaurs went extinct at the K-T boundary. The dinosaur fossil record has been interpreted to show both a decline in diversity and no decline in diversity during the last few million years of the Cretaceous, and it may be that the quality of the dinosaur fossil record is simply not good enough to permit researchers to distinguish between the choices. Since there is no evidence that late Maastrichtian nonavian dinosaurs could burrow, swim or dive, they were unable to shelter themselves from the worst parts of any environmental stress that occurred at the K-T boundary. It is possible that small dinosaurs (other than birds) did survive, but they would have been deprived of food as both herbivorous dinosaurs would have found plant material scarce, and carnivores would have quickly found prey to be in short supply.


          Several researchers have stated that the extinction of dinosaurs was gradual and are considered Paleocene dinosaurs. These arguments are based on the discovery of dinosaur remains in the Hell Creek Formation up to 1.3metres (4ft3in) above and 40,000 years later than the KT boundary. Pollen samples recovered near a fossilized hadrosaur femur recovered in the Ojo Alamo Sandstone at the San Juan River indicate that the animal lived during the Tertiary, approximately 64.5mya (about 1 million years after the KT event). If their existence past the K-T boundary can be confirmed, these hadrosaurids would be considered a Dead Clade Walking. Current research indicates that these fossils were eroded from their original locations and then re-buried in much later sediments (reworked).
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          Mammals


          All major Cretaceous mammalian lineages, including monotremes (egg-laying mammals), multituberculates, marsupials and placentals, dryolestoideans, and gondwanatheres survived the KT event, although they suffered losses. In particular, marsupials largely disappeared from North America and the Asian deltatheroidans, primitive relatives of extant marsupials, went extinct. In the Hell Creek beds of North America, at least half of the ten known multituberculate species and all eleven marsupial species are not found above the boundary.


          Mammalian species began diversifying approximately 30 million years prior to the K-T boundary. Diversification of mammals stalled across the boundary. Current research indicates that mammals did not explosively diversify across the K-T boundary, despite the environment niches made available by the extinction of dinosaurs. Several mammalian orders have been interpreted as diversifying immediately after the K-T boundary, including Chiroptera (bats) and Cetartiodactyla (a diverse group that today includes whales and dolphins and even-toed ungulates), although recent research concludes that only marsupial orders diversified after the K-T boundary.


          K-T boundary mammalian species were generally small, comparable in size to rats; this small size would have helped them to find shelter in protected environments. In addition, it is postulated that some early monotremes, marsupials, and placentals were semiaquatic or burrowing, as there are multiple mammalian lineages with such habits today. Any burrowing or semiaquatic mammal would have had additional protection from K-T boundary environmental stresses.


          


          Evidence


          


          North American fossils
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          In North American terrestrial sequences, the extinction event is best represented by the marked discrepancy between the rich and relatively abundant late-Maastrichtian palynomorph record and the post-boundary fern spike.


          At present the most informative sequence of dinosaur-bearing rocks in the world from the KT boundary is found in western North America, particularly the late Maastrichtian-age Hell Creek Formation of Montana, USA. This formation, when compared with the older (~75mya) Judith River/ Dinosaur Park Formations (from Montana and Alberta, Canada, respectively) provides information on the changes in dinosaur populations over the last 10 million years of the Cretaceous. These fossil beds are geographically limited, covering only part of one continent.


          The middlelate Campanian formations show a greater diversity of dinosaurs than any other single group of rocks. The late Maastrichtian rocks contain the largest members of several major clades: Tyrannosaurus, Ankylosaurus, Pachycephalosaurus, Triceratops and Torosaurus, which suggests food was plentiful immediately prior to the extinction.


          In addition to rich dinosaur fossils, there are also plant fossils that illustrate the reduction in plant species across the K-T boundary. In the sediments below the KT boundary the dominant plant remains are angiosperm pollen grains, but the actual boundary layer contains little pollen and is dominated by fern spores. Normal pollen levels gradually resume above the boundary layer. This is reminiscent of areas blighted by volcanic eruptions, where the recovery is led by ferns which are later replaced by larger angiosperm plants.


          


          Marine fossils


          The mass extinction of marine plankton appears to have been abrupt and right at the KT boundary. Ammonite genera became extinct at or near the KT boundary; however, there was a smaller and slower extinction of ammonite genera prior to the boundary that was associated with a late Cretaceous marine regression. The gradual extinction of most inoceramid bivalves began well before the KT boundary, and a small, gradual reduction in ammonite diversity occurred throughout the very late Cretaceous. Further analysis shows that several processes were in progress in the late Cretaceous seas and partially overlapped in time, then ended with the abrupt mass extinction.


          


          Duration


          The length of time taken for the extinction to occur is a controversial issue, because some theories about the extinction's causes require a rapid extinction over a relatively short period (from a few years to a few thousand years) while others require longer periods. The issue is difficult to resolve because of the Signor-Lipps effect; that is, the fossil record is so incomplete that most extinct species probably died out long after the most recent fossil that has been found. Scientists have also found very few continuous beds of fossil-bearing rock which cover a time range from several million years before the KT extinction to a few million years after it.


          


          Geological cause of extinctions


          There have been several theories on the cause of the K-T boundary which led to the massive extinction. These theories have centered on either impact events or increased volcanism; some include elements of both. A scenario combining three major postulated causes: volcanism, marine regression, and extraterrestrial impact has been proposed. In this scenario, terrestrial and marine communities were stressed by the changes in and loss of habitats. Dinosaurs, as the largest vertebrates, were the first to be affected by environmental changes, and their diversity declined. At the same time, particulate materials from volcanism cooled and dried areas of the globe. Then, an impact event occurred, causing collapses in photosynthesis-based food chains, both in the already-stressed terrestrial food chains and in the marine food chains. The major difference between this hypothesis and the single-cause hypotheses is that its proponents view the suggested single causes as either not sufficient in strength to cause the extinctions or not likely to produce the taxonomic pattern of the extinction.


          


          Impact event
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          In 1980, a team of researchers consisting of Nobel prize-winning physicist Luis Alvarez, his son geologist Walter Alvarez, and chemists Frank Asaro and Helen Michels discovered that sedimentary layers found all over the world at the CretaceousTertiary boundary contain a concentration of iridium many times greater than normal (30 times and 130 times background in the two sections originally studied). Iridium is extremely rare in the earth's crust because it is a siderophile, and therefore most of it travelled with the iron as it sank into the earth's core during planetary differentiation. As iridium remains abundant in most asteroids and comets, the Alvarez team suggested that an asteroid struck the earth at the time of the KT boundary. There were other earlier speculations on the possibility of an impact event, but no evidence had been uncovered at that time. There is evidence of a breakup of the parent-body asteroid of 298 Baptistina, which is conjectured to have occurred about 160Ma BP. It is hypothesized that several fragments from this breakup eventually impacted to form Chicxulub Crater on Earth, and Tycho crater on the Moon.


          The consequence of an impact would be a dust cloud which would block sunlight for a year or less, and an injection of sulfuric acid aerosols into the stratosphere, leading to a 1020% reduction in sunlight reaching the earth's surface and inhibit photosynthesis. It would have taken at least ten years for those aerosols to dissipate. which would account for the extinction of plants and phytoplankton, and of organisms dependent on them (including predatory animals as well as herbivores). Small creatures whose food chains were based on detritus had a reasonable chance of survival. The consequences of reentry of ejecta into Earth's atmosphere included a brief (hours long) but intense pulse of infrared radiation of an intensity, killing exposed organisms. Global firestorms may have resulted from the heat pulse and the fall of incendiary fragments from the blast back to Earth. High O2 levels during the late Cretaceous would have supported intense combustion. The level of atmospheric O2 plummeted in the early Tertiary Period. If widespread fires occurred, they would have increased the CO2 content of the atmosphere and caused a temporary greenhouse effect once the dust cloud settled, and this would have exterminated the most vulnerable organisms that survived the period immediately after the impact.


          The impact may also have produced acid rain, depending on what type of rock the asteroid struck. However, recent research suggests this effect was relatively minor, lasting for approximately 12 years. The acidity was neutralized by the environment, and the survival of animals vulnerable to acid rain effects (such as frogs) indicate this was not a major contributor to extinction. Impact theories can only explain very rapid extinctions, since the dust clouds and possible sulfuric aerosols would wash out of the atmosphere in a fairly short timepossibly under ten years. Subsequent research, however, identified the Chicxulub Crater buried under Chicxulub on the coast of Yucatan, Mexico as the impact crater which matched the Alvarez hypothesis dating. Identified in 1990 based on the work of Glen Penfield done in 1978, this crater is oval, with an average diameter of about 180kilometers (112mi), about the size calculated by the Alvarez team.


          The shape and location of the crater indicate further causes of devastation in addition to the dust cloud. The asteroid landed in the ocean and would have caused tsunamis, for which evidence has been found in several locations in the Caribbean and eastern United Statesmarine sand in locations which were then inland, and vegetation debris and terrestrial rocks in marine sediments dated to the time of the impact. The asteroid landed in a bed of gypsum (calcium sulfate), which would have produced a vast sulfur dioxide aerosol. This would have further reduced the sunlight reaching the earth's surface and then precipitated as acid rain, killing vegetation, plankton and organisms which build shells from calcium carbonate ( coccolithophores and molluscs). Most paleontologists now agree that an asteroid did hit the Earth about 65Ma BP, but there is an ongoing dispute whether the impact was the sole cause of the extinctions.


          


          Deccan Traps


          Before 2000, arguments that the Deccan Traps flood basalts caused the extinction were usually linked to the view that the extinction was gradual, as the flood basalt events were thought to have started around 68mya and lasted for over 2 million years. The most recent evidence shows that the traps were in fact erupted over 800,000 years spanning the K-T boundary, and therefore may be responsible for the extinction and the delayed biotic recovery thereafter.


          The Deccan Traps could have caused extinction through several mechanisms, including the release of dust and sulfuric aerosols into the air which might have blocked sunlight and thereby reduced photosynthesis in plants. In addition, Deccan Trap volcanism might have resulted in carbon dioxide emissions which would have increased the greenhouse effect when the dust and aerosols cleared from the atmosphere.


          In the years when the Deccan Traps theory was linked to a slower extinction, Luis Alvarez (who died in 1988) replied that paleontologists were being misled by sparse data. While his assertion was not initially well-received, later intensive field studies of fossil beds lent weight to his claim. Eventually, most paleontologists began to accept the idea that the mass extinctions at the end of the Cretaceous were largely or at least partly due to a massive Earth impact. However, even Walter Alvarez has acknowledged that there were other major changes on Earth even before the impact, such as a drop in sea level and massive volcanic eruptions that produced the Indian Deccan Traps, and these may have contributed to the extinctions.


          


          Multiple impact event


          Several other craters also appear to have been formed about the time of the KT boundary. This suggests the possibility of near simultaneous multiple impacts, perhaps from a fragmented asteroidal object, similar to the Shoemaker-Levy 9 cometary impact with Jupiter. Among these are the Boltysh crater, a 24kilometers (15mi) diameter impact crater in Ukraine (65.17  0.64mya), and the Silverpit crater, a 20kilometers (12mi) diameter suspected impact crater in the North Sea (6065mya). Any other craters that might have formed in the Tethys Ocean would have been obscured by tectonic events like the relentless northward drift of Africa and India.


          


          Maastrichtian sea-level regression


          There is clear evidence that sea levels fell in the final stage of the Cretaceous by more than at any other time in the Mesozoic era. In some Maastrichtian stage rock layers from various parts of the world, the later ones are terrestrial; earlier ones represent shorelines and the earliest represent seabeds. These layers do not show the tilting and distortion associated with mountain building, therefore, the likeliest explanation is a "regression", that is, a drop in sea level. There is no direct evidence for the cause of the regression, but the explanation which is currently accepted as the most likely is that the mid-ocean ridges became less active and therefore sank under their own weight.


          A severe regression would have greatly reduced the continental shelf area, which is the most species-rich part of the sea, and therefore could have been enough to cause a marine mass extinction. However research concludes that this change would have been insufficient to cause the observed level of ammonite extinction. The regression would also have caused climate changes, partly by disrupting winds and ocean currents and partly by reducing the earth's albedo and therefore increasing global temperatures.


          Marine regression also resulted in the loss of epeiric seas, such as the Western Interior Seaway of North America. The loss of these seas greatly altered habitats, removing coastal plains that ten million years before had been host to diverse communities such as are found in rocks of the Dinosaur Park Formation. Another consequence was an expansion of freshwater environments, since continental runoff now had longer distances to travel before reaching oceans. While this change was favorable to freshwater vertebrates, those that prefer marine environments, such as sharks, suffered.
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          Cricket is a bat-and-ball sport contested by two teams, usually of eleven players each. A cricket match is played on a grass field, roughly oval in shape, in the centre of which is a flat strip of ground 22yards (20.12m) long, called a cricket pitch. A wicket, usually made of wood, is placed at each end of the pitch.


          The bowler, a player from the fielding team, bowls a hard, fist-sized cricket ball from the vicinity of one wicket towards the other. The ball usually bounces once before reaching the batsman, a player from the opposing team. In defence of the wicket, the batsman plays the ball with a wooden cricket bat. Meanwhile, the other members of the bowler's team stand in various positions around the field as fielders, players who retrieve the ball in an effort to stop the batsman scoring runs, and if possible to get him or her out. The batsman  if he or she does not get out  may run between the wickets, exchanging ends with a second batsman (the "non-striker"), who has been waiting near the bowler's wicket. Each completed exchange of ends scores one run. Runs are also scored if the batsman hits the ball to the boundary of the playing area. The match is won by the team that scores more runs.


          Cricket has been an established team sport for hundreds of years and more than 100 countries are affiliated to the International Cricket Council, cricket's international governing body. The sport's modern form originated in England, and is most popular in the present and former members of the Commonwealth. In many countries including Bangladesh, India, Pakistan, Sri Lanka and the English-speaking countries of the Caribbean, which are collectively known in cricketing parlance as the West Indies, cricket is the most popular sport. In Australia, while other sports are more popular in particular areas, cricket has been described as the " national sport" and has had a role in forming the national identity. It is also a major sport in England, New Zealand, South Africa and Zimbabwe . Many countries also have well-established amateur club competitions, including the Netherlands, Kenya, Nepal and Argentina.


          The sport is followed with passion in many different parts of the world. It has even occasionally given rise to diplomatic outrage, notoriously the Basil D'Oliveira affair (which led to the banning of South Africa from sporting events) and the Bodyline Test series in the early 1930s (which led to a temporary deterioration in relations between Australia and the United Kingdom).


          


          Overview
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          The aim of the batting team is to score as many runs as possible. A run is scored when both batsmen successfully move to their respective opposite ends of the pitch. (The batsmen will usually only attempt to score runs after the striker has hit the ball, but this is not required by the rulesthe batsmen can attempt runs at any time after the ball has been bowled.) Runs are also scored if the batsman hits the ball to the boundary of the playing area (this scores six runs if the ball crosses the boundary without having touched the ground, or four runs otherwise), or if the bowler commits some technical infringement like bowling the ball out of reach of the batsman.


          The aim of the bowler's team is to get each batsman out (this is called a "taking a wicket", or a "dismissal"). Dismissals are achieved in a variety of ways. The most direct way is for the bowler to bowl the ball so that the batsman misses it and it hits the stumps, dislodging a bail. While the batsmen are attempting a run, the fielders may dismiss either batsman by using the ball to knock the bails off the set of stumps to which the batsman is closest before he has grounded himself or his bat in the crease. Other ways for the fielding side to dismiss a batsman include catching the ball off the bat before it touches the ground, or having the batsman adjudged " leg before wicket" (abbreviated "L.B.W." or "lbw") if the ball strikes the batsman's body and would have gone on to hit the wicket. Once the batsmen are not attempting to score any more runs, the ball is "dead", and is bowled again (each attempt at bowling the ball is referred to as a "ball" or a "delivery").


          The game is divided into overs of six (legal) balls. At the end of an over another bowler from the fielding side bowls from the opposite end of the pitch. The two umpires also change positions between overs (the umpire previously at square-leg becomes the bowler's umpire at what is now the bowling end, and vice versa). The fielders also usually change positions between overs.


          Once out, a batsman is replaced by the next batsman in the team's line-up. (The batting side can reorder their line-up at any time, but no batsman may bat twice in one innings.) The innings (singular) of the batting team ends when the tenth batsman is given out, leaving one batsman not out but without a partner. When this happens, the team is said to be "all out". (In limited overs cricket the innings ends either when the batting team is all out or a predetermined number of overs has been bowled.) At the end of an innings, the two teams exchange roles, and the side that has been fielding bats.


          A team's score is reported in terms of the number of runs scored and the number of batsmen that have been dismissed. For example, if five batsmen are out and the team has scored 224 runs, they are said to have scored 224 for the loss of 5 wickets (commonly shortened to "224 for five" and written 224/5 or, in Australia, "five for 224" and 5/224).


          The team that has scored more runs at the end of the completed match wins. Different varieties of the game have different definitions of "completion"; for instance there may be restrictions on the number of overs, the number of innings, and the number of balls in each innings.


          


          Results


          If the team that bats last is all out having scored fewer runs than their opponents, the team is said to have "lost by n runs" (where n is the difference between the number of runs scored by the teams). If the team that bats last scores enough runs to win, it is said to have "won by n wickets", where n is the number of wickets left to fall. For instance a team that passes its opponents' score having only lost six wickets would have won "by four wickets".


          In a two-innings-a-side match, one team's combined first and second innings total may be less than the other side's first innings total. The team with the greater score is then said to have won by an innings and n runs, and does not need to bat again: n is the difference between the two teams' aggregate scores.


          If the team batting last is all out, and both sides have scored the same number of runs, then the match is a tie; this result is quite rare in matches of two innings a side. In the traditional form of the game, if the time allotted for the match expires before either side can win, then the game is declared a draw.


          If the match has only a single innings per side, then a maximum number of deliveries for each innings is often imposed. Such a match is called a "limited overs" or "one-day" match, and the side scoring more runs wins regardless of the number of wickets lost, so that a draw cannot occur. If this kind of match is temporarily interrupted by bad weather, then a complex mathematical formula, known as the Duckworth-Lewis method after its developers, is often used to recalculate a new target score. A one-day match can also be declared a "no-result" if fewer than a previously agreed number of overs have been bowled by either team, in circumstances that make normal resumption of play impossible; for example, wet weather.


          


          Laws of cricket


          The game is played in accordance with 42 laws, which have been developed by the Marylebone Cricket Club in discussion with the main cricketing nations. Teams may agree before a game to introduce other rules or alter some of the existing rules. In particular, there are a number of modifications to rules dictating fielding positions for professional limited overs matches.


          


          Players and officials


          


          Players


          A team consists of eleven players. Depending on his or her primary skills, a player may be classified as a specialist batsman or bowler. A balanced team usually has five or six specialist batsmen and four or five specialist bowlers. Teams nearly always include a specialist wicket-keeper because of the importance of this fielding position. Each team is headed by a captain, who is responsible for making tactical decisions such as determining the batting order, the placement of fielders and the rotation of bowlers.


          A player who excels in both batting and bowling is known as an all-rounder. One who excels as a batsman and wicket-keeper is known as a "wicket-keeper/batsman", sometimes regarded as a type of all-rounder. True all-rounders are rare; most players focus on either batting or bowling skills.


          


          Umpires


          Two on-field umpires preside over a match. One umpire stands behind the bowler's wicket, and adjudicates on most decisions. The other (the "square leg umpire") stands with a side view of the batsman (usually near the fielding position called square leg), and assists in decisions for which he or she has a better view. In some professional matches the facility exists for them to refer some decisions to a third umpire, who has the assistance of television replays. In international matches a match referee ensures that play is within the laws of cricket and the spirit of the game. The third umpire and referee do not take the field during play.


          


          Scorers


          Two scorers are appointed; usually, one is provided by each team. The laws of cricket specify that the official scorers are to record all runs scored, wickets taken and (where appropriate) overs bowled. They are to acknowledge signals from the umpires, and to check the accuracy of the score regularly both with each other and, at playing intervals, with the umpires. In practice scorers also keep track of other matters, such as bowlers' analyses, the rate at which the teams bowl their overs, and team statistics such as averages and records. In international and national cricket competitions, the media often require notification of records and statistics, so unofficial scorers often keep tally for broadcast commentators and newspaper journalists. The official scorers occasionally make mistakes, but unlike umpires' mistakes these can be corrected after the event.
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          The playing field


          The cricket field consists of a large, often circular or oval-shaped, grassy ground. There are no fixed dimensions for the field but its diameter usually varies between 450feet (137m) and 500feet (150m). The perimeter of the field, known as the boundary, is marked, often with a rope or a painted line.


          


          The pitch
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          Most of the action takes place in the centre of this ground, on a rectangular clay strip usually with short grass called the pitch. The pitch measures 1066feet (3.0520.12m). The longer dimension of the pitch is also a unit of length known as a chain.


          At each end of the pitch three upright wooden stakes, called the stumps, are hammered into the ground. Two wooden crosspieces, known as the bails, sit in grooves atop the stumps, linking each to its neighbour. Each set of three stumps and two bails is collectively known as a wicket. One end of the pitch is designated the "batting end" where the batsman stands and the other is designated the "bowling end" where the bowler runs in to bowl.


          The area of the field on the side of the line joining the wickets where the batsman holds his bat (the right-hand side for a right-handed batsman, the left for a left-hander) is known as the "off side", the other as the "leg side" or "on side".


          Lines drawn or painted on the pitch are known as creases. Creases are used to adjudicate the dismissals of batsmen and to determine whether a delivery is legal.


          
            [image: A typical cricket field.]
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          The nature of the pitch


          Pitches vary in consistency, and thus in the amount of bounce, spin, and seam movement available to the bowler. Hard pitches are usually good to bat on because of high but even bounce. Dry pitches tend to deteriorate for batting as cracks often appear, and when this happens spinners can play a major role. Damp pitches, or pitches covered in grass (termed "green" pitches), allow good fast bowlers to extract extra bounce and seam movement. Such pitches tend to offer help to fast bowlers throughout the match, but become better for batting as the game goes on.


          


          Parts of the field


          For some limited-over matches, there are two additional field markings. A painted oval is made by drawing a semicircle of 30yards (27.4m) radius from the centre of each wicket with respect to the breadth of the pitch and joining them with lines parallel, 30 yards (27.4m) to the length of the pitch. This line, commonly known as the "circle", divides the field into an infield and outfield. Two circles of radius 15yards (13.7m), centred on each wicket and often marked by dots, define the "close-infield". The infield, outfield, and the close-infield are used to enforce fielding restrictions.


          


          Placements of players
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          The batting team always has two batsmen on the field. One batsman, known as the "striker", faces and plays the balls bowled by the bowler. His or her partner stands at the bowling end and is known as the "non-striker".


          The fielding team has eleven players on the ground. One of them is the current bowler. The wicket-keeper, who generally acts in that role for the whole innings, stands or crouches behind the wicket at the batting end. The captain of the fielding team spreads his or her remaining nine players  the fielders  around the ground, positioned according to the team's strategy.


          


          Match structure


          


          The toss


          The two opposing captains toss a coin before the match, and the captain who wins chooses either to bat or bowl first. The captain's decision is usually based on whether the team's bowlers are likely to gain immediate advantage from the pitch and weather conditions (these can vary significantly), or whether it is more likely that the pitch will deteriorate and make batting more difficult later in the game.


          


          Overs


          Each innings is divided into overs, each consisting of six consecutive legal deliveries bowled by the same bowler. For the definition of illegal deliveries, see Extras. No bowler may bowl two consecutive overs, so at the end of the over the bowler takes up a fielding position and another player bowls.


          Overs are bowled from alternate ends of the pitch; at the end of each over the umpires swap, the umpire at the bowler's end moving to square leg, and the umpire at square leg moving to the new bowler's end. The fielders also usually change positions.


          


          End of an innings


          An innings is completed if:


          
            	Ten out of eleven batsmen are out (dismissed); the team are said to be "all out".


            	The team has only one batsman left who can bat, one or more of the remaining players being unavailable owing to injury, illness or absence; again, the team is said to be "all out".


            	The team batting last reaches the score required to win the match.


            	The predetermined number of overs has been bowled (in a one-day match only, most commonly 50 overs).


            	A captain declares his team's innings closed (this does not apply in one-day limited over matches).

          


          


          Playing time


          Typically, two-innings matches are played over three to five days with at least six hours of cricket played each day. One-innings matches are usually played in one day, and often last six hours or more. There are usually formal intervals on each day for lunch and tea, and brief informal breaks for drinks. There is also a short interval between innings.


          The game is usually only played in dry weather; play is also usually stopped if it becomes too dark for the batsmen to be able to see the ball safely. Some one-day games are now played under floodlights but, apart from a few experimental games in Australia, floodlights are not used in longer games. Professional cricket is usually played outdoors. These requirements mean that in England, Australia, New Zealand, South Africa and Zimbabwe the game is usually restricted to the summer. In the West Indies, India, Pakistan, Sri Lanka and Bangladesh games are played in the winter. These countries' hurricane and monsoon seasons coincide with their summer.


          


          Batting
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          The batsman may play a "shot" or "stroke", attempting to hit the bowled ball with the flat surface of the bat. If the ball brushes the side of the bat it is called an "edge". There is no requirement for the batsman to play a shot, and there is no requirement to run if the ball is struck. The batsman automatically scores runs if he hits the ball to the boundary. Shots are named according to the style of swing and the direction aimed. As part of the team's strategy, the player may bat defensively, blocking the ball downwards, or aggressively, hitting the ball hard to empty spaces in order to score runs.


          Batsmen come in to bat in a batting order, decided by the team captain. The first two batsmen - the "openers" - usually face the most hostile bowling, from fresh fast bowlers with a new ball. The top batting positions are usually given to the most competent batsmen in the team, and the non-batsmen typically bat last. The batting order is not agreed beforehand, and if a wicket falls any player who has not batted yet may bat next.


          


          Run scoring
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          To score a run, a striker must run to the opposite end of the pitch, while his non-striking partner runs to his end. To register a run, both runners must touch the ground behind the crease with either their bats or their bodies (the batsmen carry their bats as they run). If the striker hits the ball well enough, the batsmen may double back to score two or more runs. However, no rule requires the batsman to run upon striking the ball. The decision to attempt a run is ideally made by the batsman who has the better view of the ball's position, and this is communicated by calling: "yes", "no" and "wait" are often heard. The batsmen swap ends every time an odd number of runs are scored.


          If a fielder knocks the bails off the stumps with the ball while no part of the batsman is grounded behind the popping crease, the batsman nearer the broken wicket is run out. The batsman may ground the bat, provided he or she is holding it.


          If the ball reaches the boundary, then runs are automatically scored: six if the ball goes over the boundary without touching the ground, four if it touched the ground. These are scored instead of any runs the batsmen may have already run (unless they have run more, which is unlikely), and they return to the ends at which they started.


          


          Extras


          Every run scored by the batsmen contributes to the team's total. A team's total also includes a number of runs which are unaccredited to any batsmen. These runs are known as extras; in Australia they are also called "sundries".


          


          Bowling and dismissals


          


          Bowling
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          A bowler delivers the ball toward the batsmen: during the bowling action the elbow may be held at any angle and may bend further, but may not straighten out. If the elbow straightens illegally then the square-leg umpire may call no-ball. The current laws allow a bowler to straighten his arm 15 degrees or less.


          The bowler's primary goal is usually to get the batsman out; the most common modes of dismissal (except run out) are credited to the bowler, who is said to have taken a wicket. Dismissing an accomplished batsman is more difficult than dismissing a non-batsman. The bowler's secondary task is usually to limit the numbers of runs scored. Occasionally the match situation makes it more important to limit runs than take wickets.


          There are many types of bowler, and many nuances of bowling techniques. Two categories are pace bowlers, who aim to bowl quicker than the batsman's reaction speed, and spin bowlers who bowl slower deliveries that bounce and curve in unpredictable ways.


          


          Dismissal of a batsman


          There are ten ways in which a batsman may be dismissed. Once a batsman is dismissed, he leaves the field to be replaced by another batsman. When the tenth batsmen is out, and only one batsman remains undismissed, the side is "all out" and the innings is over.


          Many modes of dismissal require the wicket to be "put down". The wicket is put down if a bail is dislodged from the top of the stumps; or if a stump is struck out of the ground either by the ball or by a fielder using the hand in which the ball is being held. Of the following ten modes of dismissal, the first five are common; Hit wicket is less common while the last four are technicalities that rarely occur. The ten modes are:


          
            	Caught  When a fielder catches the ball before it bounces and after the batsman has struck it with the bat or it has come into contact with the batsman's glove while it is in contact with the bat handle. The bowler and catcher are both credited with the dismissal. ( Law 32)


            	Bowled  When a delivered ball hits the stumps at the batsman's end, and dislodges one or both of the bails. This happens regardless of whether the batsman has edged the ball onto the stumps or not. The bowler is credited with the dismissal. ( Law 30)


            	Leg before wicket (lbw)  When a delivered ball strikes the batsman's leg, pad or body, and the umpire judges that the ball would otherwise have struck the stumps. The laws of cricket stipulate certain exceptions. For instance, a delivery pitching outside the line of leg stump should not result in an lbw dismissal, while a delivery hitting the batsman outside the line of the off stump should result in an lbw dismissal only if the batsman makes no attempt to play the ball with the bat. The bowler is credited with the dismissal.


            	Run out  When a fielder, bowler or wicket-keeper removes one or both of the bails with the ball by hitting the stumps whilst a batsman is still running between the two ends. The ball can either hit the stumps directly or the fielder's hand with the ball inside it can be used to dislodge the bails. Such a dismissal is not officially credited to any player, although the identities of the fielder or fielders involved are often noted in brackets on the scorecard.


            	Stumped  When the batsman leaves his crease in playing a delivery, voluntarily or involuntarily, but the ball goes to the wicket-keeper who uses it to remove one or both of the bails through hitting the bail(s) or the wicket before the batsman has remade his ground. The bowler and wicket-keeper are both credited. This generally requires the keeper to be standing within arm's length of the wicket, which is done mainly to spin bowling. ( Law 39)


            	Hit wicket  When the batsman knocks the stumps with either the body or the bat, causing one or both of the bails to be dislodged, either in playing a shot or in taking off for the first run. The bowler is credited with the dismissal. ( Law 35)


            	Handled the ball  When the batsman deliberately handles the ball without the permission of the fielding team. No player is credited with the dismissal. ( Law 33)


            	Hit the ball twice  When the batsman deliberately strikes the ball a second time, except for the sole purpose of guarding his wicket. No player is credited with the dismissal. ( Law 34)


            	Obstructing the field  When a batsman deliberately hinders a fielder attempting to field the ball. No player is credited with the dismissal. ( Law 37)


            	Timed out  When a new batsman takes more than three minutes to take his position in the field to replace a dismissed batsman. (If the delay is protracted, the umpires may decide that the batting side has forfeited the match). This rule prevents the batting team using up time to unfair advantage. No player is credited with the dismissal. ( Law 31)

          


          A batsman may leave the field without being dismissed. If injured or taken ill the batsman may temporarily retire, and be replaced by the next batsman. This is recorded as retired hurt or retired ill. The retiring batsman is not out, and may resume the innings later. An unimpaired batsman may retire, and this is treated as being dismissed retired out; no player is credited with the dismissal.


          Batsmen cannot be out bowled, caught, leg before wicket, stumped or hit wicket off a no ball. They cannot be out bowled, caught, leg before wicket, or hit the ball twice off a wide.


          Some of these modes of dismissal can occur without the bowler bowling a delivery. The batsman who is not on strike may be run out by the bowler if he leaves his crease before the bowler bowls, and a batsman can be out obstructing the field or retired out at any time. Timed out is, by its nature, a dismissal without a delivery. With all other modes of dismissal, only one batsman can be dismissed per ball bowled.


          


          Fielding


          Fielders assist the bowlers either by taking catches to dismiss a batsman, or by saving runs by intercepting the ball and returning it, possibly running out the batsman. The wicket-keeper is the only fielder permitted to wear gloves. A fielder may stop the ball with any part of his body.


          The wicket-keeper is a specialist fielder who stands behind the batsman's wicket. One player from each side usually acts as the team's wicket-keeper throughout the match. His primary job is to gather deliveries that the batsman does not hit, so that the batsmen cannot run byes. He wears special gloves (he is the only fielder allowed to do so), and pads to cover his lower legs. Owing to his position directly behind the striker, the wicket-keeper has a good chance of getting a batsman out caught off a fine edge from the bat; thicker edges are typically handled by the slip fieldsmen. The wicket-keeper is also the only person who can get a batsman out stumped.


          


          Other roles


          


          Captain


          The captain's acumen in deciding the strategy is sometimes crucial to the team's success. The captain makes a number of important decisions, including setting fielding positions, alternating the bowlers and taking the "toss". Before the start of play the captains of the opposing teams meet and toss a coin; the winner of the toss decides which team will bat first. This decision, made in consideration of pitch conditions, the weather and the relative bowling and batting abilities of the two sides, can have an enormous impact on the course of play. In One Day Internationals the captain also decides when to make use of some powerplays.


          


          Runners


          In the event of a batsman being fit to bat but too injured to run, the umpires and the fielding captain may allow another member of the batting side to be a runner. If possible, the runner must already have batted. The runner's only task is to run between the wickets instead of the injured batsman. The runner is required to wear and carry exactly the same equipment as the incapacitated batsman. It is possible for both batsmen to have runners, but this is extremely rare.


          


          Substitutes


          In all forms of cricket, if a player gets injured or becomes ill during a match, a substitute is allowed to field instead of him, but the substitute cannot bowl, bat, act as a captain or wicket-keeper. The substitute leaves the field if the injured player is fit to return.


          For a period from July 2005, the ICC experimented with Super Subs in One Day International (ODI) cricket and some other limited-overs competitions. A single full substitution was allowed, and the substituted player was not allowed to return to the game. It was discontinued from March 2006.


          


          History
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          Cricket can be traced back to the 16th century but it may have originated much earlier than that. The most common theory of origin is that it was invented by children of the farming and metalworking communities in the Weald between Kent and Sussex during the medieval period. Written evidence exists of a game known as creag being played by Prince Edward, the son of Edward I (Longshanks), at Newenden, Kent in 1300 and there has been speculation, but no evidence, that this was a form of cricket. Creag utlized a small, hard ball, known as a "gillamachugger" which was similar to, yet smaller than, the ball used in cricket.


          In 1598, a court case referred to a sport called creckett being played at the Royal Grammar School, Guildford around 1550. This is the earliest definite mention.


          A number of words are thought to be possible sources for the term "cricket". The name may derive from a term for the cricket bat: old French criquet (meaning a kind of club) or Flemish krick(e) (meaning a stick) or in Old English crycc (meaning a crutch or staff). (The latter is problematic, since Old English 'cc' was palatal in pronunciation in the south and the west midlands, roughly ch, which is how crycc leads to crych and thence crutch; the 'k' sound would be possible in northern dialects, however.) Alternatively, the French criquet apparently derives from the Flemish word krickstoel, which is a long low stool on which one kneels in church and which resembles the long low wicket with two stumps used in early cricket.


          During the 17th century, numerous references indicate the growth of cricket in the south-east of England. By the end of the century, it had become an organised activity being played for high stakes and it is likely that the first professionals appeared in that period. We know that "a great cricket match" with eleven players a side was played for high stakes in Sussex in 1697 and this is the earliest reference we have to a cricket match of such importance.


          The game underwent major development in the 18th century and had become the national sport of England by the end of the century. Betting played a major part in that development with rich patrons forming their own "select XIs". Cricket was prominent in London as early as 1707 and large crowds flocked to matches on the Artillery Ground in Finsbury. The Hambledon Club was founded in the 1760s but the Hambledon parish team was already playing first-class matches in 1756. For the next 20 years until the formation of MCC and the opening of Lord's in 1787, Hambledon was the game's greatest club and its focal point. MCC quickly became the sport's premier club and the custodian of the Laws of Cricket.


          The 19th century saw underarm replaced by first roundarm and then overarm bowling. Both developments were controversial. Organisation of the game at county level led to the creation of the county clubs, starting with Sussex CCC in 1839, which ultimately formed the official County Championship in 1890.
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          In 1844, the first ever international cricket match took place between the United States and Canada (although neither has ever been ranked as a Test-playing nation). Fifteen years later, a team of England players went on the first overseas tour (to North America) and 18 years after that another England team took part in the first-ever Test match at the Melbourne Cricket Ground against Australia.


          The legendary W G Grace started his long career in 1865. It can fairly be said that he revolutionised the sport and did much to ensure its massive popularity.


          The last two decades before the First World War have been called the "Golden Age of Cricket". It is a nostalgic name prompted by the collective sense of loss resulting from the war, but the period did produce some great players and memorable matches, especially as organised competition at county and Test level developed.


          The inter-war years were dominated by one player: Don Bradman, statistically the greatest batsman of all time. It was the determination of the England team to overcome his skill that brought about the infamous Bodyline series in 1932/33.


          Cricket entered a new era in 1963, when English counties introduced a variant form of cricket match that would be sure to produce a result: games with a restricted number of overs per side. This gained widespread popularity and resulted in the birth of One Day International (ODI) matches in 1971. The governing International Cricket Council quickly adopted the new form and held the first ODI Cricket World Cup in 1975. Since then, ODI matches have gained a large following.


          As of the early 2000s, however, the longer form of cricket is experiencing a growing resurgence in popularity but a new limited overs phenomenon, Twenty20, has made an immediate impact.


          


          Forms of cricket


          There are many different types and grades of cricket; those played professionally at an international level are Test cricket, One Day International cricket and Twenty20 cricket.


          


          Test cricket


          Test cricket is a form of international cricket started during the 1876/77 English cricket team's tour of Australia. The very first Test match began on 15 March 1877; Australia won by 45 runs. The Test cricket series between England and Australia is now called The Ashes. Since then, over 1,800 Test matches have been played and the number of Test playing nations has increased to ten with Bangladesh, the most recent nation elevated to Test status, making its debut in 2000. Test matches are two innings per side, and are nowadays restricted to a maximum of five days. In the past, Tests have been played over three, four, or six days, and some have been "Timeless" - played to a finish with no maximum duration. Tests that are not finished within the allotted time are drawn.


          


          One-day cricket


          Limited overs matches, also known as "one-day cricket", were introduced in the English domestic season of 1963 in response to demands for a shorter and more dramatic form of cricket. One-day, single-innings, matches often took place before this, but the innovation was the limiting of each side's innings to an agreed number of overs (nowadays usually 40 or 50). The idea was taken up in the international arena in 1971, during England's tour of Australia, when a match was played on the scheduled fifth day of the rained-off third Test. The one-day game has since become a crowd-pleaser and TV-audience-generator across the globe, hastened in part by the success of the inaugural World Cup in 1975. The abbreviations "ODI" (One Day International) or sometimes "LOI" (Limited Overs International) are used for international matches of this type. Innovations have included the introduction of coloured clothing, distinct tournaments, and "day-night" matches (where play extends into the night under floodlights); together with frequent nail-biting finishes and the impossibility of either side opting to play for a draw, these have seen ODI cricket gain many supporters.


          


          Twenty20 Cricket
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          Twenty20 Cricket was first played in English domestic cricket in 2003 to popularise first-class cricket and attract more spectators. It has since spread to many other countries. A Twenty20 match consists of 20 overs for each side, a "free hit" after an illegal no-ball is bowled, short boundaries, batting-friendly pitches, and other rules designed to attract spectators who would not attend the slower-paced one-day games or test matches. The first men's Twenty20 international was between Australia and New Zealand in 2005, the first women's Twenty20 international having been between England and New Zealand in 2004. From 2007 to 2015 the Twenty20 World Championship will be held every two years; the first was staged in South Africa in 2007, and was won by India. It has an abbreviation as T20.


          


          First-class matches


          A "first-class" match is generally defined as a high-level international or domestic match that takes place over at least three days on natural (as opposed to artificial) turf. First-class games are two innings per side. Like Test matches, if the game is not completed over the allotted time then it is drawn. Games where the teams have only one innings each are not first-class (including one-day internationals).


          Among cricket statisticians, first class cricket is variously deemed to have started in 1660, 1772, 1801, 1815 or 1864; the reasons for this are described in the main article.


          Cricket statisticians have also introduced the concept of list A status, which is not first-class, but includes important limited-over matches.


          


          Other forms of cricket
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          At all levels, the rules of cricket are often modified. At international or first-class levels this is usually in order to make the game more commercially attractive. More or less formal domestic club cricket matches are usually played over one to two days, either two innings per side or one innings per side with limited overs. At lower levels the rules are often changed simply to make the game playable with limited resources, or to render it more convenient and enjoyable for the participants. Variants of the sport are played in areas as diverse as sandy beaches and ice floes. Families and teenagers play backyard cricket in suburban yards or driveways, and the teeming cities of India and Pakistan play host to countless games of "Gully Cricket" or "tapeball" on their streets(played in long narrow streets) with rules such as one bounce catch such rules and lack of space ensure the batsmen have to play cautiously . Tennis balls and homemade bats are often used, and a variety of objects may serve as wickets such as the batters legs, as in " French cricket", which did not in fact originate in France, and is usually played by small children. Sometimes the rules are also improvised: for instance it is sometimes agreed that fielders can catch the ball with one hand after one bounce and claim a wicket, or if only a few people are available then everyone may field while the players take it in turns to bat and bowl.


          In Kwik cricket, the bowler does not have to wait for the batsman to be ready before a delivery, leading to a faster, more exhausting game designed to appeal to children, which is often used in English schools' PE lessons. Another modification to increase the pace of the game is the "Tip and Run", "Tipity" Run, "Tipsy Run" or "Tippy-Go" rule, in which the batter must run when the ball touches the bat, even if it the contact is unintentional or minor. This rule, seen only in impromptu games, speeds the match up by disabling the batsman's ability to block the ball. Indoor cricket is played in a netted, indoor arena.


          In Samoa a form of cricket called Kilikiti is played in which hockey stick-shaped bats are used.


          In Estonia, teams gather over the winter for the annual Ice Cricket tournament. The game juxtaposes the normal summer pursuit with harsh, wintry conditions. Rules are otherwise similar to those for the six-a-side game.


          


          International structure
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          Cricket is one of the most widely played sports in the world. More than 120 cricket-playing nations are recognised by the International Cricket Council. In the countries of South Asia, including India, Pakistan, Bangladesh, Afghanistan, Nepal and Sri Lanka, cricket is the most popular sport. Similarly, it is the most popular sport in Samoa, Australia, United Arab Emirates, Bermuda, Cayman Islands and the English-speaking countries of the Caribbean, which are collectively known in cricketing parlance as the West Indies. Cricket is also the national sport of England and The Bahamas, and a major sport in the countries of Europe (including Wales, Scotland, Ireland and Italy), Africa (containing South Africa, Zimbabwe, Kenya, Namibia, Uganda and Zambia), Asia (including Hong Kong, Fiji and Papua New Guinea), and in New Zealand, etc.


          Cricket is internationally governed by International Cricket Council (ICC), which is headquartered in Dubai and includes representatives from the ten Test-playing nations and an elected panel representing non-Test-playing nations. On December 11, 2007, the International Olympic Committee conferred the status of a recognized sport, on the basis of its youth promotion and anti-doping policies.


          Each nation has a national cricket board which regulates cricket matches played in its country. The cricket board also selects the national squad and organises home and away tours for the national team.


          Nations playing cricket are separated into three tiers depending on the level of cricket infrastructure in that country. At the highest level are the Test-playing nations; they qualify automatically for the quadrennial World Cup matches. Below these are the Associate Member nations. The lowest level consists of the Affiliate Member nations.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cricket"
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              	ICC Cricket World Cup
            


            
              	[image: ]

              The current ICC Cricket World Cup Trophy
            


            
              	Administrator(s)

              	International Cricket Council
            


            
              	Cricket format

              	One Day International
            


            
              	First tournament

              	1975
            


            
              	Tournament format(s)

              	multiple (refer to article)
            


            
              	Total participants

              	19
            


            
              	Current champion

              	[image: Flag of Australia]Australia
            


            
              	Most successful

              	[image: Flag of Australia]Australia (4 titles)
            


            
              	Most runs

              	[image: Flag of India] Sachin Tendulkar (1,796)
            


            
              	Most wickets

              	[image: Flag of Australia] Glenn McGrath (69)
            

          


          The Cricket World Cup is the premier international championship of men's One Day International (ODI) cricket. The event is organised by the sport's governing body, the International Cricket Council (ICC), with preliminary qualification rounds leading up to a finals tournament which is held every four years. The tournament is world's third largest and most viewed sporting event. According to the ICC, it is the most important tournament and the pinnacle of achievement in the sport. The first Cricket World Cup contest was organised in England in 1975. A separate Women's Cricket World Cup has been held every four years since 1973.


          The finals of the Cricket World Cup are contested by all ten Test-playing and ODI-playing nations, together with other nations that qualify through the World Cup Qualifier. Australia has been the most successful of the five teams to have won the tournament, taking four titles. The West Indies have won twice, while India, Pakistan, and Sri Lanka have each won once.


          The 2007 Cricket World Cup finals were held between 13 March and 28 April 2007, in the West Indies. The 2007 tournament had sixteen teams competing in a pool stage (played in round-robin format), then a "super 8" stage, followed by semi-finals and a final. Australia defeated Sri Lanka in the final to retain the championship.


          


          History


          


          Before the first Cricket World Cup


          The first ever international cricket match was played between Canada and the United States, on the 24th and 25th of September 1844. However, the first credited Test match was played in 1877 between Australia and England, and the two teams competed regularly for The Ashes in subsequent years. South Africa was admitted to Test status in 1889. Representative cricket teams were selected to tour each other, resulting in bilateral competition. Cricket was also included as an Olympic sport at the 1900 Paris Games, where Great Britain defeated France to win the gold medal. This was the only appearance of cricket at the Summer Olympics.


          The first multilateral competition at international level was the 1912 Triangular Tournament, a Test cricket tournament played in England between all three Test-playing nations at the time: England, Australia and South Africa. The event was not a success: the summer was exceptionally wet, making play difficult on damp uncovered pitches, and attendances were poor, attributed to a "surfeit of cricket". In subsequent years, international Test cricket has been generally been organised as bilateral series: a multilateral Test tournament was not organised again until the quadrangular Asian Test Championship in 1999.


          The number of nations playing Test cricket increased gradually over the years, with the addition of West Indies in 1928, New Zealand in 1930, India in 1932, and Pakistan in 1952, but international cricket continued to be played as bilateral Test matches over three, four or five days.


          In the early 1960s, English county cricket teams began playing a shortened version of cricket which only lasted for one day. Starting in 1962 with a four-team knockout competition known as the Midlands Knock-Out Cup, and continuing with the inaugural Gillette Cup in 1963, one-day cricket grew in popularity in England. A national Sunday League was formed in 1969. The first One-Day International event was played on the fifth day of a rain-aborted Test match between England and Australia at Melbourne in 1971, to fill the time available and as compensation for the frustrated crowd. It was a forty over match with eight balls per over.


          The success and popularity of the domestic one-day competitions in England and other parts of the world, as well as the early One-Day Internationals, prompted the ICC to consider organising a Cricket World Cup.


          


          Prudential World Cups


          
            [image: The Prudential Cup trophy]

            
              The Prudential Cup trophy
            

          


          The inaugural Cricket World Cup was hosted in 1975 by England, the only nation able to put forward the resources to stage an event of such magnitude at that time. The first three events were held in England and officially known as the Prudential Cup after the sponsors Prudential plc. The matches consisted of 60 six-ball overs per team, played during the daytime in traditional form, with the players wearing cricket whites and using red cricket balls.


          Eight teams participated in the first tournament: Australia, England, the West Indies, New Zealand, India, and Pakistan (the six Test nations at the time), together with Sri Lanka and a composite team from East Africa. One notable omission was South Africa, who were banned from international cricket due to apartheid. The tournament was won by the West Indies, who defeated Australia by 17 runs in the final at Lord's.


          The 1979 World Cup saw the introduction of the ICC Trophy competition to select non-Test playing teams for the World Cup, with Sri Lanka and Canada qualifying. West Indies won a second consecutive World Cup tournament, defeating the hosts, England, by 92 runs in the final. At a meeting which followed the World Cup, the International Cricket Conference agreed to make the competition a quadrennial event.


          The 1983 event was hosted by England for a third consecutive time. By this time, Sri Lanka had become a Test-playing nation, and Zimbabwe qualified through the ICC Trophy. A fielding circle was introduced, 30 yards away from the stumps. Four fieldsmen needed to be inside it at all times. India, an outsider quoted at 66-1 to win by bookmakers before the competition began, were crowned champions after upsetting the West Indies by 43 runs in the final.


          [bookmark: 1987_.E2.80.93_1996]


          1987  1996


          The 1987 tournament was held in India and Pakistan, the first time that the competition was held outside England. The games were reduced from 60 to 50 overs per innings, the current standard, because of the shorter daylight hours in the Indian subcontinent compared with England's summer. Australia won the championship by defeating England by 7 runs in the final, the closest margin in World Cup final history.


          The 1992 World Cup, held in Australia and New Zealand, introduced many changes to the game, such as coloured clothing, white balls, day/night matches, and an alteration to the fielding restrictions. The South African cricket team participated in the event for the first time, following the fall of the apartheid regime and the end of the international sports boycott. Pakistan overcame a dismal start to emerge as winners, defeating England by 22 runs in the final.


          The 1996 championship was held in the Indian subcontinent for a second time, with the inclusion of Sri Lanka as host for some of its group stage matches. In the semi-final, Sri Lanka, heading towards a crushing victory over India at Eden Gardens (Calcutta) after their hosts lost eight wickets while scoring 120 runs in pursuit of 254, were awarded victory by default after riots broke out in protest against the Indian performance. Sri Lanka went on to win their maiden championship by defeating Australia by seven wickets in the final, which was held in Lahore.


          


          Australian treble


          In 1999 the event was hosted by England, with some matches also being held in Scotland, Ireland, Wales and the Netherlands. Australia qualified for the semi-finals after reaching their target in their Super 6 match against South Africa off the final over of the match. They then proceeded to the final after a tie in the semi-final (also against South Africa) where a mix-up between South African batsmen Lance Klusener and Allan Donald saw Donald drop his bat and stranded mid-pitch to be run out. In the final, Australia dismissed Pakistan for 132 and then reached the target in less than 20 overs, with eight wickets in hand.
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          South Africa, Zimbabwe and Kenya hosted the 2003 World Cup. The number of teams participating in the event increased from twelve to fourteen. Kenya's victories over Sri Lanka and Zimbabwe, among others  and a forfeit by the New Zealand team, which refused to play in Kenya because of security concerns  enabled Kenya to reach the semi-finals, the best result by an associate. In the final, Australia made 359 runs for the loss of two wickets, the largest ever total in a final, defeating India by 125 runs.


          In 2007 the tournament was hosted by the West Indies; the Cricket World Cup became the first such tournament to be hosted on all six populated continents. Ireland making their World Cup debut tied with Zimbabwe and defeated Pakistan to progress to the second round, where they went on to defeating Bangladesh to get promoted to the main ODI table. Following their defeat to Ireland, the Pakistani coach Bob Woolmer was found dead in his hotel room; it was later found out that he died of heart failure. Australia defeated Sri Lanka in the final by 53 runs (D/L), in farcical light conditions, extending their undefeated run in the World Cup to 29 matches and winning three straight World Cups.


          


          Format


          


          Qualification


          The Test-playing nations and ODI-playing nations qualify automatically for the World Cup finals, while the other teams have to qualify through a series of preliminary qualifying tournaments.


          Qualifying tournaments were introduced for the second World Cup, where two of the eight places in the finals were awarded to the leading teams in the ICC Trophy. The number of teams selected through the ICC Trophy has varied throughout the years; currently, six teams are selected for the Cricket World Cup. The World Cricket League (administered by the International Cricket Council) is the qualification system provided to allow the Associate and Affiliate members of the ICC more opportunities to qualify. In 2009, the name "ICC Trophy" will be changed to "ICC World Cup Qualifier".


          Under the current qualifying process, the World Cricket League, all 91 Associate and Affiliate members of the ICC are able to qualify for the World Cup. Associate and Affiliate members must play between two and five stages in the ICC World Cricket League to qualify for the World Cup finals, depending on the Division in which they start the qualifying process.


          Process summary in chronological order:


          
            	Regional tournaments: Top teams from each regional tournaments will be promoted to a division depending on the teams' rankings according to the ICC and each division's empty spots.


            	Division One: 6 Teams  All qualify for the World Cup Qualifier.


            	Division Three: 8 Teams  Top 2 promoted to Division Two.


            	Division Two: 6 Teams  Top 4 qualify for the World Cup Qualifier.


            	Division Five: 8 Teams  Top 2 promoted to Division Four.


            	Division Four: 5 Teams  Top 2 promoted to Division Three.


            	Division Three (second edition): 6 Teams  Top 2 qualify for the World Cup Qualifier.


            	World Cup Qualifier: 12 Teams  Top 6 are awarded ODI status and qualify for the World Cup.

          


          


          Tournament


          
            [image: The captains of the 2007 Cricket World Cup.]
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          The format of the Cricket World Cup has changed greatly over the course of its history. Each of the first four tournaments was played by eight teams, divided into two groups of four. There, competition comprised two stages, a group stage and a knock-out stage. The four teams in each group played each other in the round-robin group stage, with the top two teams in each group progressing to the semi-finals. The winners of the semi-finals played against each other in the final. With the return of South Africa in 1992 after the ending of the apartheid boycott, nine teams played each other once in the group phase, and the top four teams progressed to the semi-finals. The tournament was further expanded in 1996, with two groups of six teams. The top four teams from each group progressed to quarter-finals and semi-finals.


          A new format was used for the 1999 and 2003 World Cups. The teams were split into two pools, with the top three teams in each pool advancing to the Super 6. The "Super 6" teams played the three other teams that advanced from the other group. As they advanced, the teams carried their points forward from previous matches against other teams advancing alongside them, giving them an incentive to perform well in the group stages. The top four teams from the "Super 6" stage progressed to the semi-finals, with winners playing in the final.


          The current format, used in the 2007 World Cup, features 16 teams allocated into four groups of four. Within each group, the teams play each other in a round-robin format. Teams earn points for wins and half-points for ties. The top two teams from each group move forward to the Super 8 round. The "Super 8" teams play the other six teams that progressed from the different groups. Teams earned points in the same way as the group stage, but carrying their points forward from previous matches against the other teams who qualified from the same group to the "Super 8" stage. The top four teams from the "Super 8" round advance to the semi-finals, and the winners of the semi-finals play in the final.


          


          Trophy
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          The ICC Cricket World Cup Trophy is presented to the winners of the World Cup finals. The current trophy was created for the 1999 championships, and was the first permanent prize in the tournament's history; prior to this, different trophies were made for each World Cup. The trophy was designed and produced in London by a team of craftsmen from Garrard & Co over a period of two months.


          The current trophy is made from silver and gild, and features a golden globe held up by three silver columns. The columns, shaped as stumps and bails, represent the three fundamental aspects of cricket: batting, bowling and fielding, while the globe characterises a cricket ball. The trophy is designed with platonic dimensions, so that it can be easily recognised from any angle. It stands 60 cm high and weighs approximately 11kilograms. The names of the previous winners are engraved on the base of the trophy, with space for a total of twenty inscriptions.


          The original trophy is kept by the ICC. A replica, which differs only in the inscriptions, is permanently awarded to the winning team.


          Selection of hosts
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          The International Cricket Council's executive committee votes for the hosts of the tournament after examining the bids made by the nations keen to hold a Cricket World Cup.


          England hosted the first three competitions. The ICC decided that England should host the first tournament because it was ready to devote the resources required to organising the inaugural event. India volunteered to host the third Cricket World Cup, but most ICC members believed England to be a more suitable venue because the longer period of daylight in England in June meant that a match could be completed in one day. The 1987 Cricket World Cup was the first hosted outside England, held in India and Pakistan.


          Many of the tournaments have been jointly hosted by nations from the same geographical region, such as South Asia in 1987 and 1996, Australasia in 1992, Southern Africa in 2003 and West Indies in 2007. India, Pakistan, Sri Lanka, and Bangladesh are going to host the 2011 World Cup. The final for the 2011 world cup will be in Mumbai. Every Test-playing nation now has hosted or co-hosted a Cricket World Cup at least once, except Bangladesh, the most recent country to achieve Test status.


          


          Statistical summaries


          


          Results


          
            
              	Year

              	Host Nation(s)

              	Final Venue

              	Final
            


            
              	Winner

              	Result

              	Runner-up
            


            
              	1975

              Details

              	[image: Flag of England]

              England

              	Lord's, London

              	[image: Flag of the West Indies Cricket Board]West Indies

              291 for 8 (60 overs)

              	WI won by 17 runs Scorecard

              	[image: Flag of Australia]Australia

              274 all out (58.4 overs)
            


            
              	1979

              Details

              	[image: Flag of England]

              England

              	Lord's, London

              	[image: Flag of the West Indies Cricket Board]West Indies

              286 for 9 (60 overs)

              	WI won by 92 runs Scorecard

              	[image: Flag of England]England

              194 all out (51 overs)
            


            
              	1983

              Details

              	[image: Flag of England]

              England

              	Lord's, London

              	[image: Flag of India]India

              183 all out (54.4 overs)

              	Ind won by 43 runs Scorecard

              	[image: Flag of the West Indies Cricket Board]West Indies

              140 all out (52 overs)
            


            
              	1987

              Details

              	[image: Flag of Pakistan]

              India, Pakistan

              	Eden Gardens, Kolkata

              	[image: Flag of Australia]Australia

              253 for 5 (50 overs)

              	Aus won by 7 runs Scorecard

              	[image: Flag of England]England

              246 for 8 (50 overs)
            


            
              	1992

              Details

              	[image: Flag of New Zealand]

              Australia, New Zealand

              	MCG, Melbourne

              	[image: Flag of Pakistan]Pakistan

              249 for 6 (50 overs)

              	Pak won by 22 runs Scorecard

              	[image: Flag of England]England

              227 all out (49.2 overs)
            


            
              	1996

              Details

              	[image: Flag of Sri Lanka]

              Pakistan, India, SriLanka

              	Gaddafi Stadium, Lahore

              	[image: Flag of Sri Lanka] Sri Lanka

              245 for 3 (46.2 overs)

              	SL won by 7 wickets Scorecard

              	[image: Flag of Australia]Australia

              241 for 7 (50 overs)
            


            
              	1999

              Details

              	[image: Flag of Ireland]

              England, Holland,Scotland,Ireland

              	Lord's, London

              	[image: Flag of Australia]Australia

              133 for 2 (20.1 overs)

              	Aus won by 8 wickets Scorecard

              	[image: Flag of Pakistan]Pakistan

              132 all out (39 overs)
            


            
              	2003

              Details

              	[image: Flag of Kenya]

              South Africa,Zimbabwe,Kenya

              	Wanderers, Johannesburg

              	[image: Flag of Australia]Australia

              359 for 2 (50 overs)

              	Aus won by 125 runs Scorecard

              	[image: Flag of India]India

              234 all out (39.2 overs)
            


            
              	2007

              Details

              	[image: ]

              West Indies

              	Kensington Oval, Bridgetown

              	[image: Flag of Australia]Australia

              281 for 4 (38 overs)

              	Aus won by 53 runs on D/L Method Scorecard

              	[image: Flag of Sri Lanka] Sri Lanka

              215 for 8 (36 overs)
            


            
              	2011

              Details

              	[image: Flag of Bangladesh]

              India, Sri Lanka, Pakistan, Bangladesh

              	Wankhede Stadium, Mumbai

              	TBD

              	TBD

              	TBD
            


            
              	2015

              Details

              	[image: Flag of New Zealand]

              Australia, New Zealand

              	MCG, Melbourne

              	TBD

              	TBD

              	TBD
            


            
              	2019

              Details

              	[image: Flag of England]

              England

              	Lord's, London

              	TBD

              	TBD

              	TBD
            

          


          


          Performance of teams


          
            [image: Map of each nation's best results]

            
              Map of each nation's best results
            

          


          Nineteen nations have qualified for the finals of the Cricket World Cup at least once (excluding qualification tournaments). Seven teams have competed in every finals tournament, five of which have won the title. The West Indies won the first two tournaments, and Australia has won four, while India, Pakistan and Sri Lanka have each won once. The West Indies ( 1975 and 1979) and Australia ( 1999, 2003 and 2007) are the only nations to have won consecutive titles. Australia has played in 6 of the 9 final matches (1975, 1987, 1996, 1999, 2003, 2007) including the finals in the four most recent tournaments. England has yet to win the World Cup, but has been runners-up three times (1979, 1987, 1992). The best result by a non-Test playing nation is the semi-final appearance by Kenya in the 2003 tournament; while the best result by a non-Test playing team on their debut is the Super 8 (second round) by Ireland in 2007.


          
            [image: A chart showing each country's historical performance in the Cricket World Cup]

            
              A chart showing each country's historical performance in the Cricket World Cup
            

          


          Sri Lanka, who co-hosted the 1996 Cricket World Cup, is the only host to win the tournament, though the final was held in Pakistan. England is the only other host to have made the final, in 1979. Other countries which have achieved or equaled their best World Cup results while co-hosting the tournament are New Zealand, semi-finalists in 1992; Zimbabwe, reaching the Super Six in 2003; and Kenya, semi-finalists in 2003. In 1987, co-hosts India and Pakistan both reached the semi-finals, but were eliminated by Australia and England respectively.


          The table below provides an overview of the performances of teams over past World Cups.


          
            
              	Team

              	Appearances

              	Best result

              	Statistics
            


            
              	Total

              	First

              	Latest

              	Played

              	Won

              	Lost

              	Tie

              	NR
            


            
              	[image: Flag of Australia]Australia

              	9

              	1975

              	2007

              	Champions ( 1987, 1999, 2003, 2007)

              	69

              	51

              	17

              	1

              	0
            


            
              	[image: Flag of the West Indies Cricket Board]West Indies

              	9

              	1975

              	2007

              	Champions ( 1975, 1979)

              	57

              	35

              	21

              	0

              	1
            


            
              	[image: Flag of India]India

              	9

              	1975

              	2007

              	Champions ( 1983)

              	58

              	32

              	25

              	0

              	1
            


            
              	[image: Flag of Pakistan]Pakistan

              	9

              	1975

              	2007

              	Champions ( 1992)

              	56

              	30

              	24

              	0

              	2
            


            
              	[image: Flag of Sri Lanka] Sri Lanka

              	9

              	1975

              	2007

              	Champions ( 1996)

              	57

              	25

              	30

              	1

              	1
            


            
              	[image: Flag of England]England

              	9

              	1975

              	2007

              	Runners-up (1979, 1987, 1992)

              	59

              	36

              	22

              	0

              	1
            


            
              	[image: Flag of New Zealand]New Zealand

              	9

              	1975

              	2007

              	Semifinals (1975, 1979, 1992, 1999, 2007)

              	62

              	35

              	26

              	0

              	1
            


            
              	[image: Flag of Zimbabwe] Zimbabwe

              	7

              	1983

              	2007

              	Super Six (1999, 2003)

              	45

              	8

              	33

              	1

              	3
            


            
              	[image: Flag of South Africa]South Africa

              	5

              	1992

              	2007

              	Semifinals (1992, 1999, 2007)

              	40

              	26

              	12

              	2

              	0
            


            
              	[image: Flag of Kenya] Kenya

              	4

              	1996

              	2007

              	Semifinals (2003)

              	23

              	6

              	16

              	0

              	1
            


            
              	[image: Flag of Bangladesh] Bangladesh

              	3

              	1999

              	2007

              	Super 8 (2007)

              	20

              	5

              	14

              	0

              	1
            


            
              	[image: Flag of Canada] Canada

              	3

              	1979

              	2007

              	Round 1

              	12

              	1

              	11

              	0

              	0
            


            
              	[image: Flag of the Netherlands] Netherlands

              	3

              	1996

              	2007

              	Round 1

              	14

              	2

              	12

              	0

              	0
            


            
              	[image: Flag of Scotland] Scotland

              	2

              	1999

              	2007

              	Round 1

              	8

              	0

              	8

              	0

              	0
            


            
              	[image: Flag of Ireland] Ireland

              	1

              	2007

              	2007

              	Super 8 (2007)

              	9

              	2

              	6

              	1

              	0
            


            
              	[image: Flag of Bermuda] Bermuda

              	1

              	2007

              	2007

              	Round 1

              	3

              	0

              	3

              	0

              	0
            


            
              	[image: Flag of Namibia] Namibia

              	1

              	2003

              	2003

              	Round 1

              	6

              	0

              	6

              	0

              	0
            


            
              	[image: Flag of the United Arab Emirates] United Arab Emirates

              	1

              	1996

              	1996

              	Round 1

              	5

              	1

              	4

              	0

              	0
            


            
              	[image: ] East Africa

              	1

              	1975

              	1975

              	Round 1

              	3

              	0

              	3

              	0

              	0
            

          


          


          Individual awards


          Since 1992, one player has been declared as "Man of the Tournament" at the end of the World Cup finals:


          
            
              	Year

              	Player

              	Performance details
            


            
              	1992

              	[image: Flag of New Zealand] Martin Crowe

              	456 runs
            


            
              	1996

              	[image: Flag of Sri Lanka] Sanath Jayasuriya

              	221 runs and 7 wickets
            


            
              	1999

              	[image: Flag of South Africa] Lance Klusener

              	281 runs and 17 wickets
            


            
              	2003

              	[image: Flag of India] Sachin Tendulkar

              	673 runs and 2 wickets
            


            
              	2007

              	[image: Flag of Australia] Glenn McGrath

              	26 wickets
            

          


          Previously, there was no tournament award, although Man of the Match awards have always been given for individual matches. Winning the Man of the Match in the final is logically noteworthy, as this indicates the player deemed to have played the biggest part in the World Cup final. To date the award has always gone to a member of the winning side. The Man of the Match award in the final of the competition has been awarded to:


          
            
              	Year

              	Player

              	Performance details
            


            
              	1975

              	[image: Flag of the West Indies Cricket Board] Clive Lloyd

              	102 runs
            


            
              	1979

              	[image: Flag of the West Indies Cricket Board] Viv Richards

              	138 *
            


            
              	1983

              	[image: Flag of India] Mohinder Amarnath

              	3/12 and 26
            


            
              	1987

              	[image: Flag of Australia] David Boon

              	75 runs
            


            
              	1992

              	[image: Flag of Pakistan] Wasim Akram

              	33 and 3/49
            


            
              	1996

              	[image: Flag of Sri Lanka] Aravinda de Silva

              	107 * and 3/42
            


            
              	1999

              	[image: Flag of Australia] Shane Warne

              	4/33
            


            
              	2003

              	[image: Flag of Australia] Ricky Ponting

              	140 *
            


            
              	2007

              	[image: Flag of Australia] Adam Gilchrist

              	149
            

          


          


          Main individual and team records


          
            
              	World Cup records
            


            
              	Batting
            


            
              	Most runs

              	[image: Flag of India] Sachin Tendulkar

              	1796 ( 1992 2007)
            


            
              	Highest average (min. 20 inns.)

              	[image: Flag of the West Indies Cricket Board] Viv Richards

              	63.31 ( 1975 1987)
            


            
              	Highest score

              	[image: Flag of South Africa] Gary Kirsten v UAE

              	188* ( 1996)
            


            
              	Highest partnership

              	[image: Flag of India] Rahul Dravid & Sourav Ganguly

              (2nd wicket) v Sri Lanka

              	318 ( 1999)
            


            
              	Most runs in a tournament

              	[image: Flag of India] Sachin Tendulkar

              	673 ( 2003)
            


            
              	Bowling
            


            
              	Most wickets

              	[image: Flag of Australia] Glenn McGrath

              	71 ( 1996 2007)
            


            
              	Lowest average (min. 1000 balls bowled)

              	[image: Flag of Australia] Glenn McGrath

              	19.21 ( 1996 2007)
            


            
              	Best bowling figures

              	[image: Flag of Australia] Glenn McGrath v Namibia

              	7/15 ( 2003)
            


            
              	Most wickets in a tournament

              	[image: Flag of Australia] Glenn McGrath

              	26 ( 2007)
            


            
              	Fielding
            


            
              	Most dismissals ( wicket-keeper)

              	[image: Flag of Australia] Adam Gilchrist

              	39 ( 1999 2007)
            


            
              	Most catches ( fielder)

              	[image: Flag of Australia] Ricky Ponting

              	24 ( 1996 2007)
            


            
              	Team
            


            
              	Highest score

              	[image: Flag of India]India v Bermuda

              	413/5 ( 2007)
            


            
              	Lowest score

              	[image: Flag of Canada] Canada v Sri Lanka

              	36 ( 2003)
            


            
              	Highest win%

              	[image: Flag of Australia] Australia

              	75% (Played 69, Won 51)
            


            
              	Most consecutive wins

              	[image: Flag of Australia] Australia

              	23 ( 1999 2007)
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          A crime is an act that violates a political, religious, or moral command considered important in protecting the interests of the State or the welfare of its citizens or subjects. The word "crime" came from Latin crimen (genitive criminis), from the Latin root cernō and Greek  = "I judge". Originally it meant " charge (in law), guilt, accusation." In everyday usage, a crime is understood as any act that violates a law.


          Informal relationships and sanctions have been deemed insufficient to create and maintain a desired social order, resulting in formalized systems of social control by the government, or more broadly, the State. With the institutional and legal machinery at their disposal, agents of the State are able to compel individuals to conform to behavioural norms and punish those that do not. Various mechanisms are employed to regulate behaviour, including rules codified into laws, policing people to ensure they comply with those laws, and other policies and practices designed to prevent crime. In addition are remedies and sanctions, and collectively these constitute a criminal justice system. Not all breaches of the law, however, are considered crimes, for example, breaches of contract and other civil law offenses. The label of "crime" and the accompanying social stigma are normally reserved for those activities that are injurious to the general population or the State, including some that cause serious loss or damage to individuals. The label is intended to assert an hegemony of a dominant population, or to reflect a consensus of condemnation for the identified behaviour and to justify a punishment imposed by the State, in the event that an accused person is tried and convicted of a crime. The term "crime" can also technically refer to the use of criminal law to regulate minor infractions, such as traffic violations. Usually, the perpetrator of the crime is a natural person, but in some jurisdictions and in some moral environments, legal persons are also considered to have the capability of committing crimes. The State can also technically commit crimes, although this is only rarely reflected in the justice system.


          


          Definition of crime in general


          The systematic study of the causes ( aetiology), prevention, control, and penal responses to crime is called criminology. For these purposes, the definition of crime depends on the theoretical stance taken. The nature of crime could be viewed from either a legal or normative perspective. A legalistic definition includes common law or the statutes codified in the laws enacted by the sovereign government. Thus, a crime is any culpable action or omission prohibited by law and punished by the State. This is an uncomplicated view: the law, and only the law, defines crime.


          A normative definition views crime as deviant behaviour that violates prevailing norms, specifically, cultural standards prescribing how humans ought to behave. This approach considers the complex realities surrounding the concept of crime and seeks to understand how changing social, political, psychological, and economic conditions may affect the current definitions of crime and the form of the legal, law enforcement, and penal responses made by the United States. These structural realities are fluid and often contentious. For example, as cultures change and the political environment shifts, behaviour may be criminalised or decriminalised, which will directly affect the statistical crime rates, determine the allocation of resources for the enforcement of such laws, and influence public opinion. Similarly, changes in the way that crime data are collected and/or calculated may affect the public perceptions of the extent of any given "crime problem". All such adjustments to crime statistics, allied with the experience of people in their everyday lives, shape attitudes on the extent to which law should be used to enforce any particular social norm. There are many ways in which behaviour can be controlled without having to resort to the criminal justice system. Indeed, in those cases where there is no clear consensus on the given norm, the use of criminal law by the group in power to prohibit the behaviour of another group may be considered an improper limitation of the second group's freedom, and the ordinary members of society may lose some of their respect for the law in general whether the disputed law is actively enforced or not.


          Laws that define crimes which violate social norms are set by legislatures, and are called mala prohibita. These laws vary from place to place, such as gambling laws. Other crimes, called mala in se, are nearly universally outlawed, such as murder and rape.


          


          Why criminalize?


          
            	Criminalization might be intended as a pre-emptive, harm-reduction device, using the threat of punishment as a deterrent to those proposing to engage in the behaviour causing harm. The State becomes involved because they usually believe costs of not criminalizing (i.e. allowing the harms to continue unabated) outweigh the costs of criminalizing it (i.e. restricting individual liberty in order to minimize harm to others).


            	Criminalization may provide future harm reduction even after a crime, assuming those incarcerated for committing crimes are more likely to cause harm in the future.


            	Criminalization might be intended as a way to make potential criminal pay for their crimes. In this case, criminalization is a way to set the price that one must pay (to society) for certain actions that are considered detrimental to society as a whole. In this sense criminalization can be viewed as nothing more than State-sanctioned revenge.

          


          The process of criminalization is controlled by the State because:


          
            	Even if the victims recognize that they are victims, they may not have the resources to investigate and seek legal redress for the injuries suffered: the enforcers formally appointed by the State have the expertise and the resources.


            	The victims may only want compensation for the injuries suffered, while being indifferent to a possible desire for deterrence: see Polinsky & Shavell (1997) on the fundamental divergence between the private and the social motivation for using the legal system.


            	Victims or witnesses of crimes might be deterred from taking any action if they fear retaliation. Even in policed societies, fear may inhibit reporting or co-operation in a trial.


            	Victims do not have economies of scale to administer a penal system, let alone collect any fines levied by a court (see Polinsky (1980) on the enforcement of fines). Garoupa & Klerman (2002) warn that a rent-seeking government's primary motivation is to maximize revenue and so, if offenders have sufficient wealth, a rent-seeking government is more aggressive than a social-welfare-maximizing government in enforcing laws against minor crimes (usually with a fixed penalty such as parking and routine traffic violations), but more lax in enforcing laws against major crimes.


            	The victims may be incapacitated or dead as a result of the crime.

          


          


          History


          The first civilizations had codes of law, containing both civil and penal rules mixed together, though these codes were not always recorded. According to Oppenheim (1964), the first known written codes were produced by the Sumerians, and it was probably their king Ur-Nammu (who ruled over Ur in the 21st century BC) who acted as the first legislator, creating a formal system in thirty-two articles. The Sumerians later issued other codes including the "code of Lipit-Istar" (last king of the 3rd dynasty of Ur, Isin - 20th century BC). This code contains some fifty articles and has been reconstructed by the comparison among several sources. Kramer (1971: 4) adds a further element: "The Sumerian was deeply conscious of his personal rights and resented any encroachment on them, whether by his King, his superior, or his equal. No wonder that the Sumerians were the first to compile laws and law codes."


          In Babylon, Driver and Mills (1952-55) and Skaist (1994) describe the successive legal codes, including the code of Hammurabi (one of the richest of ancient times), which reflected society's belief that law was derived from the will of the gods (see Babylonian law). Many of the States at this time were theocratic, and their codes of conduct were religious in origin or reference.


          Maine (1861) studied the ancient codes and failed to find any criminal law in the modern sense of the word. While modern systems distinguish between offences against the "State" or "Community", and offences against the "Individual", what was termed the penal law of ancient communities was not the law of "Crimes" (crimina); it was the law of "Wrongs" (delicta). Thus, the Hellenic laws (see Gagarin: 1986; and Garner: 1987) treated all forms of theft, assault, rape, and murder as private wrongs, and action for enforcement was up to the victim or their survivors (which was a challenge in that although there was law, there were no formalized courts in the earliest system). It was the Romans who systematized law and exported it to their Empire. Again, the initial rules of Roman Law were that assaults were a matter of private compensation. The significant Roman Law concept was of dominion (see Daube: 1969). The pater familias was in possession of all the family and its property (including slaves). Hence, interference with any property was enforced by the pater. The Commentaries of Gaius on the Twelve Tables treated furtum (modern theft) as if it was a tort. Similarly, assault and violent robbery were allied with trespass as to the pater's property (so, for example, the rape of a slave would be the subject of compensation to the pater as having trespassed on his "property") and breach of such laws created a vinculum juris (an obligation of law) that could only be discharged by the payment of monetary compensation (modern damages). Similarly, in the consolidated Teutonic Laws of the Germanic tribes (see Guterman: 1990), there was a complex system of money compensations for what would now be considered the complete range of criminal offences against the person from murder down.


          Even though Rome abandoned England sometime around 400 AD, the Germanic mercenaries who had largely been enforcing the Roman occupation, stayed on and continued to use a mixture of Roman and Teutonic Law, with much written down by the early Anglo-Saxon Kings (see Attenborough: 1963). But, it was not until a more unified Kingdom emerged following the Norman invasion and the King was attempting to assert power over the land and its peoples, that the modern concept emerged, namely that a crime is not only an offence against the "individual", it is also a wrong against the "State" (see Kern: 1948; Blythe: 1992; and Pennington: 1993.). This is a common law idea and the earliest conception of a criminal act involved events of such major significance that the "State" had to usurp the usual functions of the civil tribunals and direct a special law or privilegium against the perpetrator. All the earliest criminal trials were wholly extraordinary and arbitrary without any settled law to apply, whereas the civil delictual law was highly developed and consistent in its operation (except where the King wanted to raise money by selling a new form of Writ). The development of the idea that it is the "State" dispensing justice in a court only emerges in parallel with or after the emergence of the concept of sovereignty.


          In continental Europe, Vinogradoff (1909) reports the persistence of Roman Law, but with a stronger influence from the Church (see Tierney: 1964, 1979). Coupled with the more diffuse political structure based on smaller State units, rather different legal traditions emerged, remaining more strongly rooted in Roman jurisprudence modified to meet the prevailing political climate. In Scandinavia, the effect of Roman law was not felt until the 17th century, and the courts grew out of the things, which were the assemblies of the people. The cases were decided by the people (usually largest freeholders dominating) which later gradually transformed into a system of a royal judge nominating a number of most esteemed men of the parish as his board, fulfilling the function of "the people" of yore.


          From the Hellenic system onwards, the policy rationale for requiring the payment of monetary compensation for wrongs committed has been to avoid feuding between clans and families (note the concept of pater familias as a unifying factor in extended kin groups, and the later practice of wergild in this context). If families' feelings could be mollified by compensation, this would help to keep the peace. On the other hand, the threat of feudal warfare was played down also by the institution of oaths. Both in archaic Greece and in medieval Scandinavia, the accused was released if he could get a sufficient number of male relatives to swear him unguilty. This may be compared with the United Nations Security Council where the veto power of the permanent members ensures that the organization is not drawn into crises where it could not enforce its decisions. These means of restraining private feuds did not always work or prevented the fulfillment of justice but, in the earliest times, the "States" were not prepared to provide an independent police force. Thus, criminal law grew out of what is now tort and, in real terms, many acts and omissions that are classified as crimes overlap civil law concepts.


          


          Natural law theory


          The consistent theoretical problem has been to justify the State's use of force to coerce compliance with its laws. One of the earliest justifications was the theory of natural law. This posits that the standards of morality are derived from or constructed by the nature of the world or of human beings. Thomas Aquinas said: "the rule and measure of human acts is the reason, which is the first principle of human acts" (Aquinas, ST I-II, Q.90, A.I), i.e. since people are by nature rational beings, it is morally appropriate that they should behave in a way that conforms to their rational nature. Thus, to be valid, any law must conform to natural law and coercing people to conform to that law is morally acceptable. William Blackstone (1979: 41) describes the thesis:


          
            	"This law of nature, being co-eval with mankind and dictated by God himself, is of course superior in obligation to any other. It is binding over all the globe, in all countries, and at all times: no human laws are of any validity, if contrary to this; and such of them as are valid derive all their force, and all their authority, mediately or immediately, from this original."

          


          But John Austin, an early positivist, applied utilitarianism in accepting the calculating nature of human beings and the existence of an objective morality, but denied that the legal validity of a norm depends on whether its content conforms to morality, i.e. a moral code can objectively determine what people ought to do, the law can embody whatever norms the legislature decrees to achieve social utility, but every individual is free to choose what he or she will do. Similarly, Hart (1961) saw the law as an aspect of sovereignty with lawmakers able to adopt any law as a means to a moral end. Thus, the necessary and sufficient conditions for the truth of a proposition of law were simply that the law was internally logical and consistent, and that State power was being used with responsibility. Dworkin (2005) rejects Hart's theory and argues that fundamental among political rights is the right of each individual to the equal respect and concern of those who govern him. He offers a theory of compliance overlaid by a theory of deference (the citizen's duty to obey the law) and a theory of enforcement, which identifies the legitimate goals of enforcement and punishment. Legislation must conform to a theory of legitimacy, which describes the circumstances under which a particular person or group is entitled to make law, and a theory of legislative justice, which describes the law they are entitled or obliged to make.


          Indeed, the majority of natural law theorists accept that a primary function of the law is to enforce the prevailing morality. The problem with this view is that it makes any moral criticism of the law impossible in that, if conformity with natural law is a necessary condition for legal validity, all valid law must, by definition, be morally just. Thus, on this line of reasoning, the legal validity of a norm necessarily entails its moral justice. The solution to this problem is to admit some degree of moral relativism and to accept that norms may evolve over time and, therefore, the continued enforcement of old laws may be criticized in the light of the current norms. The law may be acceptable but the use of State power to coerce citizens to comply with that law is not morally justified. In more modern conceptions of the theory, crime is characterized as the violation of individual rights. Since rights are considered as natural, rather than man-made, what constitutes a crime is also natural, in contrast to laws, which are man-made. Adam Smith illustrates this view, saying that a smuggler would be an excellent citizen, "...had not the laws of his country made that a crime which nature never meant to be so."


          Natural law theory therefore distinguishes between "criminality" which is derived from human nature, and "illegality" which is derived from the interests of those in power. The two concepts are sometimes expressed with the phrases malum in se and malum prohibitum. A crime malum in se is argued to be inherently criminal; whereas a crime malum prohibitum is argued to be criminal only because the law has decreed it so. This view leads to a seeming paradox, that an act can be illegal that is no crime, while a criminal act could be perfectly legal. Many Enlightenment thinkers such as Adam Smith and the American Founding Fathers subscribed to this view to some extent, and it remains influential among so-called classical liberals and libertarians.


          


          Reasons


          Antisocial behaviour is criminalised and treated as offences against society which justifies punishment by the government. A series of distinctions are made depending on the passive subject of the crime (the victim), or on the offended interest(s), in crimes against:


          
            	Personality of the State.


            	Rights of the citizen.


            	Public administration.


            	Administration of justice.


            	Religious sentiment and faith.


            	Public order.


            	Public economy, industry, and commerce.


            	Public morality.


            	Person and honour.


            	Patrimony.

          


          Or they can be distinguished depending on the related punishment with sentencing tariffs prescribed in line with the perceived seriousness of the offence with fines and noncustodial sentences for the least serious, and in some States, capital punishment for the most serious.


          


          Crime types


          Crime is generally classified into categories, including violent crime, property crime, and public order crime.


          


          U.S. classification


          In the United States since 1930, Uniform Crime Reports (UCR) have been tabulated annually by the FBI from crime data submitted by law enforcement agencies across the United States. This data is compiled at the city, county, and State levels into the Uniform crime reports (UCR). Violations of laws, which are derived from common law, are classified as Part I (index) crimes in UCR data, and further categorised as violent and property crimes. Part I violent crimes include murder and criminal homicide (voluntary manslaughter), forcible rape, aggravated assault, and robbery, while Part I property crimes include burglary, arson, larceny/theft, and motor vehicle theft. All other crimes are classified as Part II crimes.


          Crimes are also grouped by severity, some common categorical terms being: felonies (US and previously UK), indictable offences (UK), misdemeanors (US and previously UK), and summary offences (UK). For convenience, infractions are also usually included in such lists although, in the U.S., they may not be the subject of the criminal law, but rather of the civil law.


          The following are crimes in many criminal jurisdictions:


          
            
              	
                
                  	Arson (not in English law)


                  	Assaults


                  	Battery


                  	Blackmail


                  	Burglary


                  	Child sexual abuse


                  	Counterfeiting

                

              

              	
                
                  	Drug possession


                  	Embezzlement


                  	Espionage


                  	Extortion


                  	Forgery


                  	Fraud/ Deception offences


                  	Homicide

                

              

              	
                
                  	Identity theft


                  	Illegal gambling


                  	Inchoate offenses


                  	Kidnapping


                  	Larceny


                  	Looting

                

              

              	
                
                  	Motor vehicle theft/ TWOC


                  	Perjury


                  	Piracy


                  	Rape


                  	Robbery


                  	Sexual assaults


                  	Smuggling

                

              

              	
                
                  	Stalking


                  	Tax evasion


                  	Terrorism


                  	Theft


                  	Treason


                  	Trespass (not in English law)


                  	Vandalism (see Criminal Damage Act 1971 for the codified offence in English law)


                  	Weapon possession

                

              
            

          


          


          Specific crime spheres


          While the crimes listed above are, likein the US, generally defined and punished by the regular (national or lower) civilian (specific penal or mere general) justice, other are defined and/or prosecuted within more specific spheres of life.


          Under international law, certain acts are defined as criminal and may be persecuted by extraodinary procedures, such as


          
            	Crime against humanity


            	War crime


            	Hate Crimes

          


          The relationship between religion and crime notions is a complex one. Not only have many secular jurisdictions been influenced by the (socially accepted or from the top imposed) religious morality, while the actual corrolary in that sphere is sin (answerable only to one's conscience and divinity, often in the aftermath), in various historical and/or present societies or institutionalized religions, systems of earthly justice have been established which punish crimes against the divine will and/or specific religious (devotional, organisational and other) rules under a specific code, such as Islamic sharia or canon law (notably within the Roman Catholic church).


          In the (para)military sphere, both 'regular' crimes and specific ones, such as mutiny, can be persecuted by special procedures and/or codes.
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          Crime and Punishment (Russian: Преступление и наказание) is a novel written by Russian author Fyodor Dostoevsky. First published in a journal named The Russian Messenger, it appeared in twelve monthly installments in 1866, and was later published as a novel. Along with Leo Tolstoy's War and Peace, the novel is considered one of the best-known and most influential Russian novels of all time.


          Crime and Punishment focuses on Rodion Romanovich Raskolnikov, an impoverished student who formulates a plan to kill and rob a hated pawnbroker, thereby solving his money problems and at the same time ridding the world of her evil. Exhibiting some symptoms of megalomania, Raskolnikov thinks himself a gifted man, similar to Napoleon, but wishes to test himself. As an extraordinary man, he feels justified in his decision to murder, since he exists outside the moral constraints that affect "ordinary" people. However, immediately after the crime, Raskolnikov becomes ill, and is troubled by the memory of his actions. Crime and Punishment portrays Raskolnikov's gradual realisation of his crime and his growing desire to confess. Moreover, Raskolnikov's attempts to protect his sister Dounya from unappealing suitors, and also his unexpected love for a destitute prostitute demonstrate Raskolnikov's longing for redemption.


          


          Background


          Dostoevsky began work on Crime and Punishment in the summer of 1865. He was in serious financial difficulty from gambling, and also from his efforts to help the family of his brother Mikhail, who had died in early 1864; the author owed large sums of money to creditors. He signed an agreement with the editor Katkov having explained to him that the novel was to be about a young man who kills a pawnbroker in cold blood, and then tries both to escape and to defend his act, but finally confesses.


          Dostoevsky had, at this point, two ideas for novels: one was to be called "The Drunkards", and chronicled the "problem of drunkenness"; the other was based around the notion of a "psychological account of a crime". However, the two works soon merged into one; indeed, the Marmeladov family in Crime and Punishment were first conceived with the intention of being characters in "The Drunkards".


          


          Structure


          


          Crime and Punishment is divided into six parts, with an epilogue. The notion of duality in Crime and Punishment has been commented upon, with the suggestion that there is a degree of symmetry to the book. The novel has 6 chapters, and "certain key episodes" are distributed in one half of the novel, and then again in the other half. Edward Wasiolek has likened the structure of Crime & Punishment to a "flattened X", saying:


          
            
              	

              	Parts I-III [of Crime and Punishment] present the predominantly rational and proud Raskolnikov: Parts IV-VI, the emerging "irrational" and humble Raskolnikov. The first half of the novel shows the progressive death of the first ruling principle of his character; the last half, the progressive birth of the new ruling principle. The point of change comes in the very middle of the novel.

              	
            

          


          Crime and Punishment is written from a third person omniscient perspective. It is told primarily from the point of view of Raskolnikov, however it does switch to the perspective of Svidrigailov, Razumikhin, and Dunya throughout the novel.


          


          Wordplay


          Dostoevsky wrote various instances of wordplay, or double meanings, into Crime and Punishment.


          In the original Russian text, the names of the major characters in Crime and Punishment have something of a double meaning. However, these are not seen when translated to different languages.


          
            
              
                	Name

                	Word

                	Meaning (in Russian)
              


              
                	Rodion Romanovich Raskolnikov

                	raskol

                	a schism, or split
              


              
                	Pyotr Petrovich Luzhin

                	luzha

                	a puddle
              


              
                	Dmitri Prokofych Razumikhin

                	razum

                	reason, intelligence
              


              
                	Alexander Grigorievich Zamyotov

                	zametit

                	to notice, to realize
              


              
                	Semyon Zakharovich Marmeladov

                	marmelad

                	marmalade/jam
              


              
                	Arkady Ivanovich Svidrigailov

                	Svidrigailo

                	a Lithuanian prince
              

            

          


          


          Plot summary


          Template:Spoilers The novel portrays the murder of a miserly, aged pawnbroker and her younger sister by a destitute Saint Petersburg student named Raskolnikov, and the emotional, mental, and physical effects that follow.


          After falling ill with fever and lying bedridden for days, Raskolnikov is overcome with paranoia and begins to imagine that everyone he meets suspects him of the murder; the knowledge of his crime eventually drives him mad. However, he falls in love with the prostitute Sonya along the way. Dostoevsky uses this relationship as an allegory of God's love for fallen humanityand the redemptive power of that lovebut only after Raskolnikov has confessed to the murder and been sent to imprisonment in Siberia.


          Apart from Raskolnikov's fate, the novel, with its long and diverse list of characters, deals with themes including charity, family life, atheism, alcoholism, and revolutionary activity, with Dostoevsky highly critical of contemporary Russian society. Although Dostoevsky rejected socialism, the novel also appears to be critical of the capitalism that was making its way into Russian society at that time.


          Raskolnikov believed that he was a "super-human," that he could justifiably perform what society considered a despicable actthe killing of the pawn brokerif it led to his being able to do more good through the act. Throughout the book there are examples: he mentions Napoleon many times, thinking that for all the blood he spilled, he did good. Raskolnikov believed that he could transcend this moral boundary by killing the money lender, gaining her money, and using it to do good. He argued that had Isaac Newton or Johannes Kepler had to kill one or even a hundred men in order to enlighten humanity with their laws and ideas, it would be worth it. Thus he is thrown into a moral existential confusion over the death of the pawnbroker's sister. Never at any time in the novel is he repentant over the death of the pawnbroker.


          Raskolnikov's real punishment is not the labour camp he is condemned to, but the torment he endures throughout the novel. This torment manifests itself in the aforementioned paranoia, as well as his progressive realization that he is not a "super-human", as he could not cope with what he had done. His confessing to the prostitute, not his turning himself in, is the means to end his suffering.


          


          Characters in "Crime and Punishment"


          


          Rodion Romanovich Raskolnikov


          Rodion Romanovich Raskolnikov, (Russian: Родион Романович Раскольников) variously called Rodya and Rodka, is the protagonist from whose perspective the story is primarily told. He was a student, but due to his abject poverty, had to leave the university. He resides in a small and squalid top-floor flat in the slums of Saint Petersburg. Despite the name of the novel it does not so much deal with his crime and its formal punishment as with Raskolnikov's internal struggle. In the main, his punishment results more from his conscience than from the law. He commits the murder in the belief that he possesses enough intellectual and emotional fortitude to deal with a murder [based on his paper/thesis, "On Crime"], that he is a Napoleon, but his paranoia and guilt soon engulf him. It is only in the epilogue that his formal punishment is realized, having decided to confess and end his alienation. His name derives from the Russian word raskolnik, meaning schismatic or divided, an allusion to Raskolnikov's self-imposed schism from Russian society, as well as his own split personality and constantly changing emotional state.


          


          Sonya Semyonovna Marmeladova


          Sonya Semyonovna Marmeladova, (Russian: Софья Семёновна Мармеладова) variously called Sonya and Sonechka, is the daughter of a drunk, Semyon Zakharovich Marmeladov, Raskolnikov meets in a tavern at the beginning of the novel. It is not until Semyon's death, and Sonya's thanks for Raskolnikov's generosity, that the two characters meet. She has been driven into prostitution by the habits of her father, but she is still strongly religious. Rodion finds himself drawn to her to such an extent, that she becomes the first person to whom he confesses his crime. She supports him even though she is friends with one of the victims (Lizaveta). For most of the novel, Sonya serves as the spiritual guide for Raskolnikov; she encourages him to take up faith and confess. He does, and after his confession she follows him to Siberia where she lives in the same town as the prison; it is here that Raskolnikov begins his spiritual rebirth.


          


          Other characters


          
            	Porfiry Petrovich (Порфирий Петрович) - The detective in charge of solving Raskolnikov's murders who, along with Sonya, guides Raskolnikov towards confession. Despite the lack of evidence he becomes certain Raskolnikov is the murderer following several conversations with him, but gives Raskolnikov the chance to confess voluntarily. He is very interested in the psychology behind the motives of criminals. His eyes are his most expressive part, squinting, dripping, menacing and even winking, which drives Raskolnikov insane with guilt and eventually leads him to his confession.

          


          
            	Avdotya Romanovna Raskolnikov (Авдотья Романовна Раскольникова) - Raskolnikov's strong willed and self-sacrificing sister, called Dunya, Dounia or Dunechka for short. She initially plans to marry the wealthy, yet somewhat smug and self-possessed, Luzhin to save the family from financial destitution but is followed to St. Petersburg by the disturbed Svidrigailov, who seeks to win her back through blackmail. She rejects both men in favour of Raskolnikov's loyal friend, Razumikhin.

          


          
            	Arkady Ivanovich Svidrigailov (Аркадий Иванович Свидригайлов) - Sensual, depraved, and wealthy former employer and current pursuer of Dunya, suspected of multiple acts of murder, who overhears Raskolnikov's confessions to Sonya. With this knowledge he torments both Dunya and Raskolnikov but does not inform the police. When Dunya tells him she could never love him (after attempting to shoot him) he lets her go and commits suicide. Whereas Sonya represents the path to salvation, Svidrigailov represents the other path towards suicide. Despite his apparent malevolence, Svidrigailov is similar to Raskolnikov in regard to his random acts of charity. He fronts the money for the Marmeladov children to enter an orphanage (after both their parents die) and leaves the rest of his money to his juvenile fiance.

          


          
            	Dmitri Prokofich Razumikhin (Дмитрий Прокофьич Разумихин) - Raskolnikov's loyal, good-natured and only friend. Raskolnikov repeatedly entrusts the care of his family over to Razumikhin, who lives up to his word. He can be seen as a foil to Raskolnikov, they both studied at the university together, however Razumihin is energetic and optimistic in contrast to Raskolnikov's nihilism. He and Dunya ultimately fall in love and marry.

          


          
            	Katerina Ivanovna Marmeladov (Катерина Ивановна Мармеладова) - Semyon Marmeladov's sick and (understandably) ill-tempered (second) wife, step-mother to Sonya. She drives Sonya into prostitution in a fit of rage, but later regrets it. Following Marmeladov's death she becomes insane and dies shortly after.

          


          
            	Semyon Zakharovich Marmeladov (Семён Захарович Мармеладов) - Hopeless but amiable drunk who indulges in his own suffering, and father of Sonya. In the bar he informs Raskolnikov of his familial situation and how he feels incapable of helping them. When Marmeladov is run over by a carriage and killed, Raskolnikov identifies the man's body in the street; Raskolnikov also donates all of his money (which was obtained by his mother as a loan for her pension and sent to Raskolnikov just prior to her arrival to Petersburg) to Marmeladov's family to help with funerary expenses. Marmeladov could be seen as a Russian equivalent of the character of Micawber in Charles Dickens' novel, David Copperfield.

          


          
            	Pulkheria Alexandrovna Raskolnikov (Пульхерия Александровна Раскольникова) - Raskolnikov's relatively clueless, hopeful mother. She informs him of his sister's plans to marry Luzhin. Following Raskolnikov's sentence, she falls ill (mentally and physically) and eventually dies. She hints in her dying stages that she is slightly more aware of her son's fate, which was hidden from her by Dunya and Razumikhin.

          


          
            	Pyotr Petrovich Luzhin (Пётр Петрович Лужин) - Despicable man who wants to marry Dunya so she'll be completely subservient to him. Raskolnikov does not take kindly to him and Luzhin is embittered. He embodies the evils of monetary greed, and after attempting to frame Sonya for theft, leaves St. Petersburg in shame.

          


          
            	Andrey Semyenovich Lebezyatnikov (Андрей Семёнович Лебезятников) - Luzhin's utopian socialist roommate who witnesses his attempt to frame Sonya and subsequently exposes him.

          


          
            	Alyona Ivanovna (Алёна Ивановна) - Old pawnbroker who is not particularly kind. She is Raskolnikov's intended target for murder.

          


          
            	Lizaveta Ivanovna (Лизавета Ивановна) - Alyona's simple, innocent sister who arrives during the murder, and is subsequently killed. She was a friend of Sonya's.

          


          
            	Zosimov (Зосимов) - A friend of Razumikhin and a doctor who cared for Raskolnikov.

          


          
            	Nastasya Petrovna (Настасья Петровна) - Raskolnikov's landlady's servant and a friend of Raskolnikov.

          


          
            	Nikodim Fomich (Никодим Фомич)- The amiable Chief of Police.

          


          
            	Ilya Petrovich (Илья Петрович) - A police official and Fomich's assistant, often referred to as "Lieutenant Gunpowder" in regards to his short temper.

          


          
            	Alexander Grigorievich Zametov (Александр Григорьевич Заметов) - Corrupt head clerk at the police station and friend to Razumikhin. Raskolnikov arrouses Zametov's suspicions by explaining how he, Raskolnikov, would have committed various crimes. This scene illustrates the argument of Raskolnikov's belief in his own superiority as bermensch.

          


          
            	Nikolai Dementiev (Николай Дементьев) - A painter and sectarian who admits to the murder, since his sect holds it to be supremely virtuous to suffer for another person's crime.

          


          
            	Polina Mikhailovna Marmeladova (Полина Михайловна Мармеладова) - Ten-year-old adopted daughter of Semyon Zakharovich Marmeladov and younger step-sister to Sonya, sometimes known as Polenka.

          


          


          Analysis


          Behaviour and beliefs similar to those of Raskolnikov can be found in other works of Dostoevsky, such as Notes from Underground and The Brothers Karamazov, (his behaviour is most similar to Ivan Karamazov from The Brothers Karamazov). He creates suffering for himself by killing the pawnbroker and living so destitutely despite his ability to get a good job. Razumikhin is in the same situation as Raskolnikov and lives to a large degree better off, however, when Razumikhin offers to get him a job, Raskolnikov refuses. Later, Raskolnikov arrogantly hints at being the murderer to the police for both the exhiliration of the mental game, as well as the fact that he needs to get it off his chest. He constantly tries to reach and defy the boundaries of what he can or cannot do to find out whether he is the extraordinary man as depicted in his own theory, or whether he is just a "louse" (throughout the book he is always measuring his own fear, and mentally trying to talk himself out of it), and he commonly interprets his depravity (referring to his irrationality and paranoia) as an affirmation of himself as a transcendent conscience and a rejection of rationality and reason. This is a theme common in existentialism; interestingly enough Friedrich Nietzsche, in Twilight of the Idols praised Dostoevsky's writings despite the theism present in it: "Dostoevsky, the only psychologist, by the way, from whom I had anything to learn; he is one of the happiest accidents of my life, even more so than my discovery of Stendhal." Walter Kaufmann considered Dostoevsky's works to be the inspiration for Franz Kafka's " The Metamorphosis". Dostoevsky also uses Sonya to show how only belief in God can cure man's depravity, which is where Dostoevsky differs from many other existentialists. Though this particular philosophy is unique to Dostoevsky, because of its emphasis on Christianity and existentialism (whether or not Dostoevsky was a true existentialist is debated), similar themes can be seen in writings by Jean Paul Sartre, Albert Camus, Herman Hesse and Franz Kafka.


          The novel makes several references to stories from the New Testament, including the story of Lazarus, whose death and reawakening parallel Raskolnikov's spiritual death and rebirth; and the Book of Revelation, mirrored in a dream Raskolnikov has of a nihilistic plague turning into a world-wide epidemic.


          


          Major themes


          


          Salvation through suffering


          Crime and Punishment illustrates the theme of attaining salvation through suffering, a common feature in Dostoevsky's work. This is the notion that the act of suffering has a purifying effect on the human spirit allowing for salvation in God. A character who embodies this theme is Sonya, who maintains enough faith to guide and support Raskolnikov despite her own immense suffering. While it may seem grim, it is a relatively optimistic notion in the realm of Christian morality. For example, even the originally malevolent Svidrigailov is able to perform extreme acts of charity following the suffering induced by Dunya's complete rejection. Dostoevsky holds to the idea that salvation is a possible option for all people, even those who have sinned grievously. It is the realization of this fact that leads to Raskolnikov's confession. Although Dunya could never love Svidrigailov, Sonya loves Raskolnikov and exemplifies the trait of ideal Christian forgiveness, allowing Raskolnikov to confront his crime and accept his punishment.


          


          Christian existentialism


          A central idea in Christian existentialism is defining the moral boundaries of human action within a God ruled world. Raskolnikov examines the set boundaries and decides that an ostensibly immoral act is justifiable under the condition that it leads to something incredibly great, a hallmark of utilitarianism. This is the motive sketched in the first part of the novel, but later, when Raskolnikov confesses to Sonya and tries to explain the grounds for an act he now despises himself, he expounds the idea that he wanted to prove his independence of any morality by committing murder and assuring that his conscience would not trouble him: if this proved viable, he could see himself as one of the few men born to lead, standing high above the dumb masses. This thought points directly toward Nietzsche's " overman" and in turn, it had been foreshadowed by Vautrin's speech to Rastignac in Balzac's Le Pre Goriot (written thirty years before Crime and Punishment). Already there, Vautrin makes plain the idea that someone like Napoleon can sweep morality aside and the strong man must do so, without moving an eyebrow. However, Dostoevsky rules against such ambitious thinking by having Raskolnikov crumble and fail in the aftermath of his crime.


          


          Symbols


          


          The Dreams


          Rodya's dreams always have a symbolic meaning, which suggests a psychological view. In the dream about the horse, the mare has to sacrifice itself for the men who are too much in a rush to wait. This could be symbolic of women sacrificing themselves for men, just like Rodya's belief that Dunya is sacrificing herself for Rodya by marrying Luzhin. Some critics have suggested this dream is the fullest single expression of the whole novel, containing the nihilistic destruction of an innocent creature and Rodion's suppressed sympathy for it (although the young Rodion in the dream runs to the horse, he still murders the pawnbroker soon after waking). The dream is also mentioned when Rodya talks to Marmeladov. He states that his daughter, Sonya, has to sell her body to earn a living for their family. The dream is also a blatant warning for the impending murder.


          In the final pages, Raskolnikov, who at this point is in the prison infirmiary, has a feverish dream about a plague of nihilism, that enters Russia and Europe from the east and which spreads senseless dissent (as said above, Raskolnikov's name alludes to "raskol", dissent) and fanatic dedication to "new ideas": it finally engulfs all of mankind. Though we don't learn anything about the content of these ideas they clearly disrupt society forever and are seen as exclusively critical assaults on ordinary thinking: it is clear that Dostoevsky was envisaging the new, politically and culturally nihilist ideas which were entering Russian literature and society in this watershed decade, and with which Dostoevsky would be in debate for the rest of his life (cp. Chernyshevsky's What Is to Be Done?, Dobrolyubov's abrasive journalism, Turgenev's Fathers and Sons and Dostoesvsky's own The Possessed). Just like the novel demonstrates and argues Dostoevsky's conviction that "if God doesn't exist (or is not recognized) then anything is permissible" the dream sums up his fear that if men won't check their thinking against the realities of life and nature, and if they are unwilling to listen to reason or authority, then no ideas or cultural institutions will last and only brute barbarism can be the result. Janko Lavrin, who took part in the revolutions of the WWI era, knew Lenin and Trotsky and many others, and later would spend years writing and researching on Dostoevsky and other Russian classics, called this final dream "prophetic in its symbolism".


          


          The Cross


          Sonya gives Rodya a cross when he goes to turn himself in. This cross represents suffering. He takes his pain upon him by carrying the cross through town, like Jesus; in an allusion to the account of the Crucifixion, he falls to his knees in the town square on the way to his confession. Sonya carried the cross up until then, which indicates that, as literally mentioned in the book, she suffers for him, in a semi-Christ-like manner. Sonya and Lizaveta had exchanged crosses and become spiritual sisters, originally the cross was Lizaveta's - so Sonya carries Lizaveta's cross, the cross of Rodya's innocent victim, whom he didn't intend to kill. Also, Rodya sees that the cross is made of cypress, which is a cross that symbolizes the ordinary and plain population, and by taking that particular cross he then admits that he's a plain human being, not a Nietzschean bermensch (although this specific concept had yet to be developed by Nietzsche). Finally, the name Rodya itself resembles the English word "rood," still used for "cross" at the time the novel was written.


          


          St. Petersburg


          This could be a symbol for Rodya's mind or his mental state. It is very confusing, dirty and disgusting. Even Rodya gets disgusted by the sight of it. The city is filled with prostitutes, symbolizing its utter social decadence. Sidney Monas likened its appearance to imagery found in T. S. Eliot's The Waste Land, another example of its grotesque demeanor. Indeed, the city plays such an important part in the novel that it is almost a character in itself.


          Many of the characters in the novel might be said to be symbolic doubles of Raskolnikov: they share some of his personal traits or something in his situation: his pride and sense of ambition (Dunya), his ongoing moral dilapidation (Svidrigailov), the threat of sinking into destitution and going under (Marmeladov), the loyalty to one's family (Sonya; this feeling is undermined in him by the crime, but the opening scene when Rodion reads the letter from home makes it clear that the bond between him and his mother and, in particular, his sister, has always been a strong one, and Dunya is, after Sonya, the second person to whom he confesses his crime).


          


          English translations


          There have been several translations of Crime in Punishment into English.


          
            	Constance Garnett


            	David McDuff


            	Jessie Coulson


            	Richard Pevear & Larissa Volokhonsky


            	Joakim Ivarson


            	Sidney Monas


            	David Magarshack

          


          


          Movie versions


          There have been dozens of film adaptations of the novel. Some of the best-known are:


          
            	Crime and Punishment (1935, starring Peter Lorre, Edward Arnold and Marian Marsh)


            	Crime et Chtiment (1935, France directed by Georges Lampin, starring Lino Ventura and Jean Gabin)


            	Eigoban Tsumi to Batsu (1953, Japanese animation by Tezuka Osamu, under his interpretation)


            	Преступление и наказание (USSR, 1969, starring Georgi Taratorkin, Tatyana Bedova, Victoria Fyodorova)


            	Crime and Punishment (1979, miniseries starring Timothy West, Vanessa Redgrave and John Hurt)


            	Dostoevsky's Crime and Punishment (1998, a TV movie starring Patrick Dempsey, Ben Kingsley and Julie Delpy)


            	Crime and Punishment in Suburbia (2000, an adaptation set in modern America and "loosely based" on the novel)


            	Crime and Punishment mini-series (2002, starring John Simm)


            	Robert Bresson's Pickpocket is a loose adaptation of the novel which substitutes murder with the crime of pickpocketing.


            	Aki Kaurismaki's Rikos ja Rangaistus (1983; Crime and Punishment), the acclaimed debut film of the Finnish director with Markku Toikka in the lead role; the story is set in modern-day Helsinki and this hard-boiled version is convincingly close to the spirit of the original).
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          The Crimean Karaites (Crimean Karaim: sg. къарай - qaray, pl. къарайлар - qaraylar; Trakai Karaim: sg. karaj, pl. karajlar, Hebrew קָרָאִים - qara'im, 'readers'), also known as Karaims and Qarays, are a community of ethnic Turkic adherents of Karaite Judaism in Eastern Europe. "Qaray" is a Romanized spelling of the original name "къарай", while "Karaim" is a Russian, Ukrainian, Lithuanian and Polish name for the community. Originally centered in Crimea, Karaims were established in Lithuania and elsewhere in Europe from late medieval times.


          The name "Crimean Karaites" is something of a misnomer, as many branches of this community found their way to locations throughout Europe and the Middle East. Nevertheless this name is used for the Turkic Karaite community which originated in Crimea to distinguish it from historically Aramaic, Hebrew, and Arabic-speaking Karaites of the Levant, Anatolia, and the Middle East (i.e. to show the difference between the ethnic group and the religious denomination). For the purposes of this article, the terms "Crimean Karaites", "Karaims", and "Qarays" are used interchangeably, while "Karaites" alone refers to the general Karaite branch of Judaism.


          


          Language


          Karaim is a Kypchak Turkic tongue being closely related to Crimean Tatar, Armeno-Kipchak etc. Among many different influences exerted on Karaim Arabic, Hebrew and Persian were the first to change the outlook of the Karaim lexicon. Later due to considerable Polish, Russian and Ukrainian influence a plenty of Slavic words entered the language of Polish, Lithuanian, Ukrainian and Russian Karaims. Hebrew remained in use for liturgical purposes. Following the Ottoman occupation of Crimea, Turkish was used for business and government purposes among Karaims living on the Crimean peninsula. Three different dialects are in use presently: the so-called Troki dialect, used in Trakai and Vilnius (Lithuania), the so-called Lutsk or Halych dialect spoken in Lutsk (until World War II) and Halych, and the Crimean dialect. The last forms the Eastern group, while Troki and Halych Karaim belong to the Western group.


          


          Origins and ethnic identity
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              Karaite men in traditional garb, Crimea, 19th century.
            

          


          Turkic speaking Karaites (in the Crimean Tatar language, Qaraylar) have lived in Crimea for centuries. Their origin is a matter of great controversy. Some regard them as descendants of Karaite Jews who settled in Crimea and adopted a form of the Kypchak tongue (see Karaim language). Others view them as descendants of Khazar (unlikely) or Kipchak (more likely) converts to Karaite Judaism. Today Crimean Karaites deny their Israelite origins and consider themselves to be descendants of the Khazars. Virtually all scholars of Khazar history, however, agree that the Judaism of the Khazars was Rabbinical in nature. Modern Karaims seek to distance themselves from being identified as Jews, emphasizing what they view as their Turkic heritage and claiming that they are Turkic practitioners of a "Mosaic religion" separate and distinct from Judaism. On the other hand, many scholars state that the phenomenon of claiming a distinct identity apart from the Jewish people appears to be no older than the nineteenth century, when it appeared under the influence of such leaders as Avraham Firkovich and Sima Babovich as a means of escaping anti-Semitism.


          Whatever their origin, from the time of the Golden Horde onward, they were present in many towns and villages throughout Crimea and around the Black Sea. During the period of the Crimean Khanate some of the major communities could be found in the towns of ufut Qale, Sudak, Kefe and Bakhchisaray.


          Many Karaims were farmers. Members of the community served in the military forces of the Crimean Khanate and of Lithuania.


          At the time of this writing (March 2005), genetic testing is being conducted to ascertain their ethnic origin.


          


          Lithuania


          In 1392 Grand Duke Vytautas of Grand Duchy of Lithuania relocated one branch the Crimean Karaites to Lithuania where they continued to speak their own language. The Lithuanian Karaites settled primarily in Vilna ( Vilnius) and Troki ( Trakai), but also in smaller settlements throughout Lithuania proper and lands of modern Belarus and Ukraine, that were part of the Grand Duchy of Lithuania. The Karaims in Lithuanian territory were granted a measure of autonomy.
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              Kenesa in Vilnius
            

          


          Some famous Karaim scholars in Lithuania included Isaac b. Abraham of Troki (1543 - 1598), Joseph ben Mordecai Malinovski, Zera ben Nathan of Trakai, Salomon ben Aharon of Trakai, Ezra ben Nissan (died in 1666) and Josiah ben Judah (died after 1658). Some of the Karaims became quite wealthy.


          During the times of the Polish-Lithuanian Commonwealth, the Karaims suffered severely during the Chmielnicki Uprising of 1648 and the wars between Russia and Poland in the years 1654-1667, when many towns were plundered and burnt, including Trakai, where in 1680 only 30 families were left. Catholic missionaries made serious attempts to convert the local Karaims into Christianity, but ultimately were largely unsuccessful. The local Karaim communities still exist in Lithuania (where they live mostly in Panevėžys and Trakai regions) and Poland. The 1979 census in the USSR showed 3,300 Karaims. Lithuanian Karaims Culture Community was founded in 1988.


          According to Lithanian Karaims website the Statistics Department of Lithuania carried out an ethno-statistic research "Karaims in Lithuania" in 1997. It was decided to question all adult Karaims and mixed families, where one of the members is a Karaim. During the survey, i.e beginning 1997 there were 257 Karaim nationality people, 32 of which were children under 16.


          


          Russian Empire
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              Karaim kenesa in Trakai.
            

          


          Nineteenth-century leaders of the Karaims, such as Sima Babovich and Avraham Firkovich, were driving forces behind a concerted effort to de-Judaize the Karaite community in eyes of the Russian legal system. Firkovich in particular was adamant in his attempts to connect the Karaims with the Khazars, and has been accused of forging documents and inscriptions to back up his claims.


          Ultimately, the Tsarist government officially recognized the Karaims as being of Turkic, not Jewish, origin, a political ruling that has little basis in historical fact. Because the Karaims were judged to be innocent of the death of Jesus, they were exempt from many of the harsh restrictions placed on other Jews. They were, in essence, placed on equal legal footing with Crimean Tatars. The related Krymchak community, which was of similar ethnolinguistic background but which practiced rabbinical Judaism, continued to suffer under Tsarist anti-Jewish laws.


          Since the incorporation of Crimea into the Russian Empire the main centre of the Qarays is the city of Eupatoria.


          


          During the Holocaust


          Their status under Russian imperial rule bore beneficial fruits for the Karaims decades later. In 1934, the heads of the Karaite community in Berlin asked the Nazi authorities to exempt them from the regulations; on the basis of their legal status in Russia. The Reich Agency for the Investigation of Families determined that from the standpoint of German law, the Karaites were not to be considered Jews. The letter from the Reichsstelle fur Sippenforschung gave the official ruling in a letter which stated:


          
            The Karaite sect should not be considered a Jewish religious community within the meaning of paragraph 2, point 2 of the First Regulation to the Reich Citizenship Law. However, it cannot be established that Karaites in their entirety are of blood-related stock, for the racial categorization of an individual cannot be determined without ... his personal ancestry and racial biological characteristics


            

          


          This ruling set the tone for how the Nazis dealt with the Karaite community in Eastern Europe.


          At the same time, the Nazis had serious reservations towards the Karaites. SS Obergruppenfuhrer Gottlob Berger wrote on November 24, 1944:


          
            Their Mosaic religion is unwelcome. However, on grounds of race, language and religious dogma... Discrimination against the Karaites is unacceptable, in consideration of their racial kinsmen [Berger was here referring to the Crimean Tatars]. However, so as not to infringe the unified anti-Jewish orientation of the nations led by Germany, it is suggested that this small group be given the opportunity of a separate existence (for example, as a closed construction or labor battalion)...

          


          Despite their exempt status, confusion led to initial massacres. German soldiers who came across Karaims in Russia during the initial phase of Operation Barbarossa, not aware of their legal status under German law, attacked them; 200 were killed at Babi Yar alone. German allies such as the Vichy Republic began to require the Karaites to register as Jews, but eventually granted them non-Jewish status upon being instructed by Berlin.


          On interrogation, Ashkenazi and Krymchak rabbis in Crimea told the Germans that the Karaims were not Jews, in an effort to spare the Karaite community the fate of their Rabbanite neighbors. The record of the Karaite community during the war is a checkered one; while many Karaims risked their lives to hide Jews, and in some cases claimed that Jews were members of their community, others joined German auxiliary units such as the Tatar Legion, Ostturkische Waffenverband, an SS unit that included Crimean Tatars and other Turkic peoples. According to a letter of September 27 1944, penned by Chancellor Gerhard Klopfer, an estimated 500-600 Crimean Karaims were fighting in the Wehrmacht, Waffen SS and Tatar Legion. Klopfer asked that until such a time as the exact racial origin of the Karaites could be determined, a list of all members of the sect be diligently kept. Many of the Karaims were recruited for labor battalions.
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              Karaim cemetery in Warsaw, established in 1890.
            

          


          In Lutsk the Karaims generally cooperated with the Nazi anti-Jewish activities. In Vilna and Troki Karaite Hakham Seraya Shapshal gave precise lists of the members of their community, allowing the Nazis to quickly discover Jews bearing false Karaite papers. The historian W.P. Green describes the situation in Lutsk thus:


          
            [T]he local Karaites acted as liaisons between the Germans and the Lutsk Judenrat. Jacob Eilbert, a survivor of the Lutsk Ghetto, testified to the Karaite anti-Jewish activity. He recounted that the Karaites would enter the ghetto and beat up women and children. On other occasions they would extort huge sums of money from the Lutsk Judenrat. Eilbert also testified to the fact that the Karaites assisted the Germans and Ukrainians in the liquidation of the Lutsk Ghetto in August 1942. My research, however, indicates that the strained Karaite-Jewish relations described by Eilbert appear to be an exception.


            

          


          


          Post-War


          After the Soviet recapture of Crimea from Nazi forces in 1944, the Soviet authorities counted 6,357 remaining Karaims. Karaims were not subject to mass deportation, unlike the Crimean Tatars, Greeks, Armenians and others the Soviet authorities alleged had collaborated during the Nazi German occupation. Some individual Karaims were deported.


          Assimilation and emigration greatly reduced the ranks of the Karaim community. A few thousand Karaims remain in Lithuania, Belarus, Ukraine, Russia, and Poland. Other communities exist in Israel, Turkey, the United States, and Great Britain.
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              Detail of Franz Roubaud's panoramic painting The Siege of Sevastopol (1904).
            


            
              	
                
                  
                    	Date

                    	1854 - 1856
                  


                  
                    	Location

                    	Crimean Peninsula,

                    Balkans,

                    Black Sea,

                    Baltic Sea,

                    Pacific Ocean
                  


                  
                    	Result

                    	Allied victory
                  

                

              
            


            
              	Belligerents
            


            
              	Allies:

              [image: ] Kingdom of Sardinia

              	[image: ] Bulgarian volunteers
            


            
              	Casualties and losses
            


            
              	90,000 French

              35,000 Turkish

              17,500 British

              2,050 Sardinian

              killed, wounded and died of disease

              	~134,000

              killed, wounded and died of disease
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          The Crimean War (18541856) was fought between Imperial Russia on one side and an alliance of France, the United Kingdom, the Kingdom of Sardinia, and the Ottoman Empire on the other. The majority of the conflict took place on the Crimean peninsula, with additional actions occurring in western Turkey, the Baltic Sea region, and in the Russian Far East.


          The war is generally seen as the first modern conflict and "introduced technical changes which affected the future course of warfare."


          


          Buildup to war


          


          Conflict over the Holy Land


          The chain of events leading to Britain and France declaring war on Russia on March 28, 1854 can be traced to the 1851 coup d'tat in France. Napoleon III had his ambassador to the Ottoman Empire, Marquis de Lafayette, force the Ottomans to recognize France as the "sovereign authority" in the Holy Land.


          Quickly, the Russians made counterclaims to this newest change in "authority" in the Holy Land. Pointing to two more treaties, one in 1757 and the other in 1774, the Ottomans reversed their earlier decision, renouncing the French treaty and insisting that Russia was the protector of the Christian faith in the Ottoman Empire. Napoleon III responded with a show of force, sending the ship of the line Charlemagne to the Black Sea, a "clear violation" of the London Straits Convention. France's startling show of force, combined with aggressive diplomacy and money, changed Sultan Abdlmecid I's mind on the matter of the Holy Land and its protection. The newest treaty, between France and the Ottomans, confirmed France and the Catholic Church as the supreme Christian organization in the Holy Land, supreme control over the various Christian holy places, and gave the keys to the Church of the Nativity, previously in the hands of the Greek Orthodox Church, to the Catholic Church.


          Due to his stunning diplomatic success in Constantinople, Napoleon III's support in France grew tremendously. However, Napoleon appeared to misjudge the religious convictions of Tsar Nicholas I. Angry over losing the diplomatic war to France in the Porte, the Russian tsar had his 4th and 5th Army Corps mobilized and deployed along the Danube River and had Count Karl Nesselrode, his foreign minister, begin a diplomatic war to regain Russian prestige with the Ottomans. As Nesselrode, a veteran diplomat, began forming his strategy for the tsar, he privately confided to the British ambassador in Saint Petersburg, Sir Hamilton Seymour:


          
            [The row over the Holy Places] had assumed a new character - that the acts of injustice towards the Greek church which it had been desired to prevent had been perpetrated and consequently that now the object must be to find a remedy for these wrongs. The success of French negotiations at Constantinople was to be ascribed solely to intrigue and violence - violence which had been supposed to be the ultima ratio of kings, being, it had been seen, the means which the present Ruler of France was in the habit of employing in the first instance.

          


          As conflict loomed over the question of the Holy Places, Nicholas I and Nesselrode began a diplomatic offensive which they hoped would prevent either Britain or France from interfering in any conflict between Russia and the Ottomans, as well as to prevent them from allying together.


          Nicholas began courting Britain through Seymour. Nicholas insisted that he no longer wished to expand Imperial Russia further, but that he had an obligation to Christian communities in the Ottoman Empire.


          The Tsar next dispatched a diplomat, Prince Menshikov, on a special mission to the Porte. By previous treaties, the Sultan was committed "to protect the Christian religion and its Churches", but Menshikov attempted to negotiate a new treaty, under which Russia would be allowed to interfere whenever it deemed the Sultan's protection inadequate. Further, this new synod, a religious convention, would allow Russia to control the Orthodox Church's hierarchy in the Ottoman Empire. Menshikov arrived at Constantinople on 16 February on the steam-powered warship Gromovnik. Menshikov wasted no time in breaking protocol at the Porte when, at his first meeting with the Sultan, he condemned the Ottoman's concessions to the French. Menshikov also began demanding the replacement of highly-placed Ottoman civil servants.


          The British embassy at Istanbul at the time was being run by Hugh Rose, charg d'affaires for the British. Using his considerable resources within the Ottoman Empire, Rose gathered intelligence on Russian troop movements along the Danube frontier, and became concerned about the extent of Menshikov's mission to the Porte. Rose, using his authority as the British representative to the Ottomans, ordered a British squadron of warships to depart early for an eastern Mediterranean cruise and head for Istanbul. However, Rose's actions were not backed up by the British admiral in command of the squadron, Whitley Dundas, who resented the diplomat for believing he could interfere in the Admiralty's business. Within a week, Rose's actions were cancelled. Only the French sent a naval task force to support the Ottomans.


          


          First hostilities


          At the same time, however, the British government of Prime Minister Aberdeen sent Lord Stratford. Through skillful diplomacy, Lord Stratford convinced the Sultan to reject the treaty, which compromised the independence of the Turks. Benjamin Disraeli blamed Aberdeen and Stratford's actions for making war inevitable, thus starting the process by which Aberdeen would be forced to resign for his role in starting the war. Shortly after he learned of the failure of Menshikov's diplomacy, the Tsar marched his armies into Moldavia and Wallachia (Ottoman principalities in which Russia was acknowledged as a special guardian of the Orthodox Church), using the Sultan's failure to resolve the issue of the Holy Places as a pretext. Nicholas believed that the European powers, especially Austria, would not object strongly to the annexation of a few neighbouring Ottoman provinces, especially given Russian involvement in suppressing the Revolutions of 1848.
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          When the Tsar sent his troops into Moldavia and Wallachia (the " Danubian Principalities"), Great Britain, seeking to maintain the security of the Ottoman Empire, sent a fleet to the Dardanelles, where it joined another fleet sent by France. At the same time, however, the European powers hoped for a diplomatic compromise. The representatives of the four neutral Great PowersGreat Britain, France, Austria and Prussiamet in Vienna, where they drafted a note which they hoped would be acceptable to the Russians and Ottomans. The note met with the approval of Nicholas I; it was, however, rejected by Abd-ul-Mejid I, who felt that the document's poor phrasing left it open to many different interpretations. Great Britain, France and Austria were united in proposing amendments to mollify the Sultan, but their suggestions were ignored in the court of Saint Petersburg.


          Great Britain and France set aside the idea of continuing negotiations, but Austria and Prussia did not believe that the rejection of the proposed amendments justified the abandonment of the diplomatic process. The Sultan proceeded to war, his armies attacking the Russian army near the Danube. Nicholas responded by dispatching warships, which destroyed a squadron of Ottoman frigates in northern Turkey at the Battle of Sinop on November 30, 1853. The destruction of the Turkish fleet and heavy Ottoman casualties alarmed both Great Britain and France, which stepped forth in defence of the Ottoman Empire. Late in March of 1854, after Russia ignored an Anglo-French ultimatum to withdraw from the Danubian Principalities, Great Britain and France declared war.


          


          Peace attempts


          Nicholas felt that because of his services rendered in 1848, Austrians would side with him, or at the very least remain neutral. Austria, however, felt threatened by the Russian troops. When Great Britain and France demanded the withdrawal of Russian forces from the principalities, Austria supported them; and, though it did not immediately declare war on Russia, it refused to guarantee its neutrality.


          Though the original grounds for war were lost when Russia withdrew its troops, Great Britain and France continued with hostilities. Determined to address the Eastern Question by putting an end to the Russian threat to the Ottoman Empire, the allies proposed several conditions for a peaceful resolution, including:


          
            	Russia was to give up its protectorate over the Danubian Principalities;


            	it was to abandon any claim granting it the right to interfere in Ottoman affairs on the behalf of the Orthodox Christians;


            	the Straits Convention of 1841 was to be revised;


            	all nations were to be granted access to the Danube River.

          


          When the Tsar refused to comply with the Four Points, the Crimean War commenced.


          


          Crimean War


          


          Siege of Sevastopol
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          The following month, though the immediate cause of war was withdrawn, allied troops landed in the Crimea and besieged the city of Sevastopol, home of the Tsar's Black Sea fleet and the associated threat of potential Russian penetration into the Mediterranean.


          The Russians had to scuttle their ships, and used the naval cannons as additional artillery and the ships' crews as marines. During the siege the Russians lost four 110- or 120-gun 3-decker ships of the line, twelve 84-gun 2-deckers and four 60-gun frigates in the Black Sea, plus a large number of smaller vessels. Admiral Nakhimov suffered a mortal bullet wound to the head, inflicted by sniper Benjamin Schneider, and died on 30 June 1855. The city was captured in September 1855, after about a year-long siege.


          In the same year, the Russians besieged and occupied the Turkish fortress of Kars (the Battle of Kurekdere had been fought between the two in the same general area the year before).


          


          Baltic theatre
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          The Baltic was a forgotten theatre of the war. The popularisation of events elsewhere has overshadowed the overarching significance of this theatre, which was close to the Russian capital. From the beginning, the Baltic campaign turned into a stalemate. The outnumbered Russian Baltic Fleet confined its movements to the areas around fortifications. At the same time, British and French commanders Sir Charles Napier and Parseval-Deschnes  although they led the largest fleet assembled since the Napoleonic Wars  considered Russian coastal fortifications, especially the Kronstadt fortress, too well-defended to engage and limited their actions to blockade of Russian trade and small raids on less protected parts of the Finnish coast.
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          Russia was dependent on imports for both the domestic economy and the supply of her military forces and the blockade seriously undermined the Russian economy. Raiding by allied British and French fleets destroyed forts on the Finnish coast including Bomarsund on the land Islands and Fort Slava. Other such attacks were not so successful, and the poorly planned attempts to take Hanko, Ekens, Kokkola and Turku were repulsed.


          The burning of tar warehouses and ships in Oulu and Raahe led to international criticism, and in Britain, a Mr Gibson demanded in the House of Commons that the First Lord of the Admiralty explain a system which carried on a great war by plundering and destroying the property of defenceless villagers. In the autumn, a squadron of three British warships led by HMS Miranda left the Baltic for the White Sea, where they shelled Kola (which was utterly destroyed) and the Solovki. Their attempt to storm Arkhangelsk proved abortive, as was the siege of Petropavlovsk in Kamchatka. Here, an Anglo-French naval squadron successfully shelled the town but a Naval Brigade of 800 sailors and marines landed the next day was repulsed.


          In 1855, the Western Allied Baltic Fleet tried to destroy heavily defended Russian dockyards at Sveaborg outside Helsinki. More than 1,000 enemy guns tested the strength of the fortress for two days. Despite the shelling, the sailors of the 120-gun ship Rossiya, led by Captain Viktor Poplonsky, defended the entrance to the harbour. The Allies fired over twenty thousand shells but were unable to defeat the Russian batteries. A massive new fleet of more than 350 gunboats and mortar vessels was prepared, but before the attack was launched, the war ended.


          Part of the Russian resistance was credited to the deployment of newly created blockade mines. Modern naval mining is said to date from the Crimean War: " Torpedo mines, if I may use this name given by Fulton to self-acting mines underwater, were among the novelties attempted by the Russians in their defenses about Cronstadt and Sebastopol", as one American officer put it in 1860.


          


          Pacific


          Minor naval skirmishes also occurred in the Far East, where a strong British and French Allied squadron under Rear Admiral David Price and Contre-admiral Febrier-Despointes besieged a smaller Russian force under Rear Admiral Yevfimy Putyatin at Petropavlovsk on the Kamchatka Peninsula. An Allied landing force was beaten back with heavy casualties in September 1854, and the Allies withdrew. The Russians escaped under snow in early 1855 after Allied reinforcements arrived in the region.


          


          Italian Involvement


          With the Italian Unification campaign going on at the time in the Italian states, Camillo di Cavour under orders by Victor Emmanuel II of the Kingdom of Sardinia sent troops to side with French and British forces during the war. This was an attempt at gaining the favour of the French especially when the issue of uniting Italy under the Sardinian throne would become an important matter. The deployment of Italian troops to the Crimea allowed Piedmont to be represented at the peace conference at the end of the war, where it could address the issue of the risorgimento to other European powers.


          


          End of the war


          
            [image: Ottoman losses after the Russo-Turkish War of 1877-78 (in yellow)]

            
              Ottoman losses after the Russo-Turkish War of 1877-78 (in yellow)
            

          


          Peace negotiations began in 1856 under Nicholas I's son and successor, Alexander II. Furthermore, the Tsar and the Sultan agreed not to establish any naval or military arsenal on the Black Sea coast. The Black Sea clauses came at a tremendous disadvantage to Russia, for it greatly diminished the naval threat it posed to the Turks. Moreover, all the Great Powers pledged to respect the independence and territorial integrity of the Ottoman Empire.


          The Treaty of Paris stood until 1871, when France was crushed by the German states in the Franco-Prussian War of 18701871. Whilst Prussia and several other German states united to form a powerful German Empire, the Emperor of the French, Napoleon III, was deposed to permit the formation of a French Republic. During his reign (which began in 1852), Napoleon III, eager for the support of Great Britain, had opposed Russia over the Eastern Question. Russian interference in the Ottoman Empire, however, did not in any significant manner threaten the interests of France. Thus, France abandoned its opposition to Russia after the establishment of a Republic. Encouraged by the decision of the French, and supported by the German minister Otto, Frst von Bismarck, Russia denounced the Black Sea clauses of the treaty agreed to in 1856. As Great Britain alone could not enforce the clauses, Russia once again established a fleet in the Black Sea.


          Having abandoned its alliance with Russia, Austria was diplomatically isolated following the war. This led to its defeat in the 1866 Austro-Prussian War and loss of influence in most German-speaking lands. Soon after, Austria would ally with Prussia as it became the new state of Germany, creating the conditions that would lead to World War I.


          


          Characteristics of the war
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          The war became infamously known for military and logistical incompetence. However, it is important to note the work of women who served as army nurses. The scandalous treatment of wounded soldiers in the desperate winter that followed was reported by war correspondents for newspapers, prompting the work of Florence Nightingale and others and introducing modern nursing methods.


          Amongst the new techniques used to speed the treatment of wounded soldiers, a primitive form of ambulance was used for the first time during this conflict.


          The Crimean War also introduced the first tactical use of railways and other modern inventions such as the telegraph. The Crimean War is also credited by many as being the first modern war, employing trenches and blind artillery fire (gunners often relied on spotters rather than actually being on the battlefield). The use of the Mini ball for shot, coupled with the rifling of barrels, greatly increased Allied rifle range and damage. This was the second war ever photographed, after the Mexican-American War.


          The Crimean War occasioned the introduction of hand rolled "paper cigars"  cigarettes  to French and British troops, who copied their Turkish comrades in using old newspaper for rolling when their cigar-leaf rolling tobacco ran out or dried and crumbled.


          It has been suggested that the Russian defeat in the Crimean War may have been a factor in the emancipation of Russian serfs by Tsar Alexander II in 1861.


          The British Army abolished Sale of commissions as a direct result of the disaster at the Battle of Balaclava, which saw the ill-fated Charge of the Light Brigade.


          


          Major events of the war
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            	Some action also took place on the Russian Pacific coast, Asia Minor, the Baltic and White Seas


            	The roots of the war lay in the existing rivalry between the British and the Russians in other areas such as Afghanistan ( The Great Game). Conflicts over control of holy places in Jerusalem led to aggressive actions in the Balkans, and around the Dardanelles.


            	Major battles

              
                	Destruction of the Ottoman fleet at Sinop - 30 November 1853


                	The Battle of Alma - 20 September 1854


                	Siege of Sevastopol (also known as, " Sebastopol") - 25 September 1854 to 8 September 1855


                	The Battle of Balaclava - 25 October 1854 (see also Charge of the Light Brigade)


                	The Battle of Inkerman - 5 November 1854


                	Battle of Eupatoria, 17 February 1855


                	Battle of Chernaya River (aka "Traktir Bridge") - 25 August 1855


                	Highly successful Anglo-French naval campaign in the Sea of Azoff (Azov), May to November 1855


                	Siege of Kars, June to 28 November 1855

              

            

          


          
            	It was the first war where the electric telegraph started to have a significant effect, with the first 'live' war reporting to The Times by William Howard Russell, and British generals' reduced independence of action from London due to such rapid communications. Newspaper readership informed public opinion in the United Kingdom and France as never before.


            	Florence Nightingale and Mary Seacole came to prominence for their contributions in the field of nursing during the war.

          


          


          Prominent military commanders
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              Russian commanders

              
                	Mikhail Dmitriyevich Gorchakov


                	Ivan Feodorovich Paskevich


                	Pavel Stepanovich Nakhimov


                	Eduard Ivanovich Totleben


                	Aleksandr Sergeyevich Menshikov

              

            


            	British commanders

              
                	Earl of Cardigan


                	Lord Raglan


                	Sir Thomas James Harper


                	Sir Edmund Lyons (later 1st Lord Lyons)

              

            


            	French commanders

              
                	Jacques Leroy de Saint Arnaud


                	Franois Certain Canrobert

              

            


            	
              Ottoman commanders

              
                	Abdlkerim Nadir Pasha


                	Omar Pasha

              

            

          


          


          Crimean War in fiction


          
            	The song " The Trooper" by English metal band Iron Maiden is about the Crimean War.


            	The Charge of the Light Brigade by Alfred, Lord Tennyson depicted a disastrous but brave cavalry charge during the Battle of Balaclava.


            	Leo Tolstoy wrote a few short sketches on the Siege of Sevastopol, collected in The Sebastopol Sketches. The stories detail the lives of the Russian soldiers and citizens in Sevastopol during the siege. Because of this work, Tolstoy has been called the world's first war correspondent.


            	In the Thursday Next series of novels by Jasper Fforde, which are set in an alternative reality, the Crimean War lasts 132 years from 1853 to 1985, and creates sour relations between Imperial Russia and England. The protagonist of the series, Thursday Next, fought in the conflict.


            	Beryl Bainbridge's novel Master Georgie is set in the Crimean War.


            	George MacDonald Fraser's novel Flashman at the Charge (1986) is also set in the Crimean War.


            	Stephen Baxter's novel Anti-Ice starts with the siege of Sevastopol, which is shortened dramatically by a new Anti-Ice weapon. The book asks the question - what if nuclear weapons had existed in Victorian times?


            	The song " Abdul Abulbul Amir" by Irish music hall performer Percy French was inspired by the Crimean War and reduces it to two fighters, the Turk Abdul and the Russian soldier Ivan Skavinsky Skivar, who duel over a triviality and both die, accomplishing nothing.


            	"Luck", by Mark Twain, mentions the Crimean War in connection with a celebrated war hero.


            	The Great Stink by Clare Clark, debut novel published 2006, tells the story of a traumatized veteran of the Crimean War and contains a number of references and flashbacks to this conflict.


            	The Irish music song " The Kerry Recruit" deals with the experiences of a young man from Kerry who fights in the war.


            	Crime Fiction author Anne Perry's William Monk novels include commentaries on the Crimean War through the eyes of the character Hester Latterly, 'one of Miss Nightingale's nurses'.


            	"Hope" by Lesley Pearse describes the experiences of a nurse in the Crimean War as part of a wider and longer plot.


            	The music video for Kasabian song Empire is set during the Crimean War - with the band members as British infantrymen. It was shot on location outside of Bucharest.
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          Crime is among the most urgent concerns facing Mexico, as is the case for many other Latin American countries. Mexican drug trafficking rings play a major role in the flow of cocaine, heroin, and marijuana transiting between Latin America and the United States. Drug trafficking has led to corruption, which has had a deleterious effect on Mexico's democracy. Drug trafficking and organized crime have also been a major source of violent crime in Mexico.


          Mexico has experienced increasingly high crime rates, especially in major urban centers. The country's great economic polarization has stimulated criminal activity in the lower socioeconomic strata, which includes the majority of the country's population. Crime continues at high levels, and is repeatedly marked by violence, especially in Mexico City, Tijuana, Ciudad Jurez, Nuevo Laredo, Michoacan, and the state of Sinaloa. Other metropolitan areas have lower, yet still serious, levels of crime. Low apprehension and conviction rates contribute to the high crime rate.


          The high incidence of crime in Mexico has also poured across the border and influenced crime in the United States, aggravating problems including drugs, illegal immigration, and gangs. To combat this increasing problem, cross-border cooperation has increased between law enforcement agencies in the United States and Mexico in recent years.


          


          Crime rates


          
            
              	Crime Rates in Mexico per 100,000 inhabitants
            


            
              	

              	2000

              	2001

              	2002

              	2003

              	2004

              	USA in 2004
            


            
              	Total Crimes

              	1433.81

              	1439.41

              	1391.54

              	1521.93

              	1503.71

              	4118.76
            


            
              	Murder

              	14.93

              	15.13

              	14.11

              	13.94

              	13.04

              	5.62
            


            
              	Murder with firearm

              	3.45

              	4.54

              	3.66

              	3.53

              	2.58

              	3.25
            


            
              	Assault

              	254.35

              	257.39

              	260.39

              	260.41

              	251.91

              	NA
            


            
              	Aggravated assault

              	171.06

              	172.02

              	185.01

              	187.33

              	186.68

              	310.14
            


            
              	Rape

              	11.89

              	11.9

              	13.33

              	13.05

              	14.26

              	32.99
            


            
              	Theft

              	148.27

              	108.11

              	100.22

              	116.74

              	112.47

              	2445.80
            


            
              	Automobile theft

              	161.15

              	161.52

              	162.10

              	150.66

              	139.86

              	432.12
            


            
              	Robbery

              	316.54

              	274.63

              	219.59

              	158.16

              	146.57

              	145.87
            


            
              	Burglary

              	145.72

              	153.58

              	142.58

              	NA

              	NA

              	746.22
            


            
              	Fraud

              	54.63

              	50.48

              	50.96

              	54.64

              	61.47

              	NA
            


            
              	Drug offenses

              	20.62

              	23.97

              	24.65

              	23.38

              	23.40

              	NA
            


            
              	Source: 7th and 8th Survey, United Nations
            

          


          Analysis of crime statistics in Mexico indicate that although the crime rate has declined over the last 100 years, there has been a significant upswing within the last two decades led by Mexico City. Since many crimes go unreported, the rates may be much higher than reported by the government.


          Rape is rarely reported or punished, owing to old social norms, minor penalties for the crime, and criminal laws. In some rural areas, penalties for rape may consist of a few hours in jail, or minor fines.


          Assault and theft make up the vast majority of crimes. While urban areas tend to have higher crimes rates, as is typical in most countries, the United StatesMexico border has also been a problem area. However, with increased awareness and resources, the crime rate along the border has declined faster than in the rest of the country.


          


          Drug trafficking


          The United States is a lucrative market for illegal drugs. The United Nations estimates that nearly 90% of cocaine sold in the United States originates in South America and is smuggled through Mexico. Mexico is the largest foreign supplier of marijuana and the second largest source of heroin for the U.S. market. The majority of methamphetamine sold in the United States is made in Mexico, and Mexican-run methamphetamine labs that operate north of the border account for much of the remainder.


          


          Drug cartels


          Mexican drug cartels play a major role in the flow of cocaine, heroin, and marijuana transiting between Latin America and the United States. These drug cartels often use Mexican-American gangs to distribute their narcotics.


          Mexican drug cartels also have ties to Colombian drug traffickers, and other international organized crime. A sharp spike in drug-related violence has some analysts worrying about the 'Colombianization' of Mexico.
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          Domestic production of illegal drugs


          Some illegal drugs are also produced in Mexico, including significant amounts of opium poppy, and marijuana in the western Sierra Madre Mountains region. Often houses in rich areas are converted into laboratories, producing drugs.


          


          Domestic consumption of illegal drugs


          Marijuana, crack cocaine, methamphetamine, and other drugs are increasingly consumed in Mexico, especially by youths in urban areas and northern parts of the country.


          


          Corruption


          High levels of corruption in the police, judiciary, and government in general have contributed greatly to the crime problem. Corruption is a significant obstacle to Mexico's achieving a stable democracy.


          


          Corruption in the police force


          The organization of police forces in Mexico is complex; each police force has a different level of jurisdiction and authority, and those levels often overlap. The Procuradura General de la Repblica (Federal Attorney General's office) along with the law enforcement agencies Policia Federal Preventiva and Agencia Federal de Investigacin , has responsibility for overseeing law enforcements across the entire country. In addition, there are several police organizations at the state, district, and city level. Since pay is generally poor (US$285-$400 per month), police officers are more likely to accept bribes to protect criminals or ignore crime entirely.


          Corruption plagues the various levels of police, and is frequently difficult to track down and prosecute since police officers may be protected by district attorneys and other members of the judiciary. The problem is especially pronounced in northern border areas such as Tijuana, where police are engaged by drug traffickers to protect and enforce their illicit interests.


          


          Corruption in the judiciary


          A United Nations Special Rapporteur undertook a mission to Mexico in 2002 to investigate reports by the United Nations Commission on Human Rights that the country's judiciary and administration of law was not independent. During the course of his visit to a number of cities, the rapporteur observed that corruption in the judiciary had not been reduced significantly. One of the principal issues is that, because the federal courts operate at a relatively high level, most citizens are compelled to seek justice in the inadequate state courts.


          Additionally, the rapporteur expressed concerns about such issues as disorganization in the legal profession, difficulties and harassment faced by lawyers, poor trial procedures, poor access to the justice system for indigenous peoples and minors, and lacklustre investigation of many crimes.


          


          Violent crime against journalists


          A significant trend of violent crime against journalists has appeared in the country in recent years. Although the problem has existed since at least 1970, 15 journalists have been murdered in Mexico since 2000 alone. Few of the perpetrators have been brought to justice. One of the more prominent cases was that of syndicated columnist Francisco Arratia Saldierna, a prominent and well-known journalist who wrote a column called Portavoz (or "Spokesman"). The column featured topics such as corruption, organized crime, and drug trafficking.


          Arratia's murder, which was particularly brutal, and others like it, have sparked demands from other journalists that President Vicente Fox do more to enforce security and bring those responsible for the murders to justice. In 2004, a group of 215 reporters and editors sent an urgent letter to President Fox and other federal authorities, demanding that they address these concerns. The letter represented a massive communication effort coming from professionals from 19 of the nation's 31 states. The key demand was that violent crimes against journalists be made federal crimes, so they would be investigated and prosecuted by federal officers and not by local officials whom the letter claims could be the same people who commit the crimes.


          The effect of these crimes has been the voluntary self-censorship of many journalists, due to fears of retribution from criminals. The situation has earned attention from prominent global organziations such as the office of the United Nations High Commissioner for Human Rights (OHCHR) and the Centre for Journalism and Public Ethics (CEPET). Amerigo Incalcaterra of the OHCHR advocated the protection of journalists and the preservation of freedom of speech, calling it "essential for the consolidation of democracy and the rule of law in this country".


          


          Crime in Mexico City


          Mexico City's crime rate has begun rising again, after having previously peaked in the late 1990s. Mexico City's inner core has about 8 million people  about the same number as New York City. However, Mexico City's police force is only two-thirds the size of New York City's and is organized into several ill-co-ordinated forces. Policemen earn less than a quarter of their U.S. counterparts, so many officers turn to corruption to augment their pay. And even in the rare cases where criminals do get caught, the courts are often too corrupt and inefficient to punish them.


          


          Effects on tourism


          A significant number of United States citizens visit Mexico; the U.S. State Department estimates it at 15 to 16 million per year. Tourists visiting Mexico face a number of problems related to criminal activity, including:


          
            	Extortion by law enforcement and other officials.


            	Kidnappings, particularly in northern border cities, Mexico City, and Chiapas.


            	Taxi robberies and armed robbery.


            	Purse-snatching and pickpocketing.

          


          Due to crime reaching a critical level in Mexico City and many other areas, tourism to Mexico has suffered.


          


          Efforts to combat crime in Mexico


          President Vicente Fox took power in December 2000 promising to crack down on crime and improve a judicial system rife with corruption and ineptitude. Upon taking office, he established a new ministry of Security and Police, doubled the pay for police officers, and committed to other ethics reforms. President Fox also cited drug trafficking and drug consumption as the top cross-border priority issue.


          During the first three years of Fox's government, the official number of reported kidnappings showed a slight decrease, from 505 in 2001 to 438 in 2003. The new Federal Investigation Agency (Procuraduria de Justicia) reported dismantling 48 kidnapping rings and saving 419 victims.


          


          Cooperation between Mexico and the United States


          In 1996, Mexico changed its policy to allow extradition of its citizens to the United States to face trial. Previously, the Constitution had forbidden its citizens to be extradited.


          In 2005, the U.S. State Department defended efforts by the two countries to reduce violence and drug trafficking on the border following decisions by governors in the U.S. states of Arizona and New Mexico to declare an emergency in their border counties. The two governors stated that the federal government's inability to control crime and violence related to illegal immigration had forced them to take matters into their own hands. The Mexican government criticized the emergency declarations.


          The U.S. state of Texas and Mexican police officials held a conference in San Antonio to discuss ways of coordinating efforts to stop crime but there are questions about how successful the program will be.


          Many Mexican police officials in border towns have been targets of assassination by drug cartels, who have even threatened local law enforcement in the United States. . Drug cartels have even acquired equipment like Mexican Army uniforms, Humvees, grenades and .50 calibre sniper rifles which can penetrate most light armour including armoured cars. The United States ambassador launched a formal complaint with the government on this issue.


          


          Rudolph Giuliani in Mexico City


          In January 2003, the security consulting company of former New York City Mayor Rudolph Giuliani was hired by business leaders to come up with a plan to clean up Mexico City, which has the second-highest crime rate in Latin America.


          


          Protest march against crime


          In June 2004, at least a quarter of a million people marched through the capital and other cities to protest the failure of federal and local governments to control crime in one of the world's most crime-ridden countries.


          


          Federal forces at the border


          In June 2005, the government deployed federal forces to three states to contain surging violence linked to organized crime. At a news conference in Mexico City, presidential spokesman Rubn Aguilar told reporters that the new deployment was the result of evidence that organized crime has penetrated some local police departments.


          


          Technology in Tijuana


          In response to a rise in violent crime in the region of Tijuana, considered one of the five most violent areas of the country by the U.S. State Department, mayor Jorge Hank Rhon deployed a massive technology update to the city's police force in February 2006. The technology includes surveillance equipment, handheld computers, and alarm systems. Since tourism is a staple of the economy in Tijuana, the mayor has tried to make reforms to highlight the safety of tourist areas.


          


          Popular culture


          The theme of juvenile delinquency Mexico City was treated in 1950 by Luis Buuel in his film, Los Olvidados.
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              	Conservation status
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                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Passeriformes

                  


                  
                    	Family:

                    	Thraupidae

                  


                  
                    	Genus:

                    	Ramphocelus

                  


                  
                    	Species:

                    	R. sanguinolentus

                  

                

              
            


            
              	Binomial name
            


            
              	Ramphocelus sanguinolentus

              ( Lesson, 1831)
            

          


          The Crimson-collared Tanager, Ramphocelus sanguinolentus, is a rather small Middle American songbird.


          Crimson-collared Tanagers average 1920 cm (7.58 in) long. The adult plumage is black with a red collar covering the nape, neck, and breast (remarkably similar to the pattern of the male Crimson-collared Grosbeak). All tail coverts are also red. The bill is striking pale blue and the legs are blue-gray. Females average slightly duller than males, but are sometimes indistinguishable. Juvenile birds are similar except that the hood is dull red, the black areas are tinged with brown, and the breast is mottled red and black. Young birds also have a duller bill colour.


          Vocalizations are high-pitched and sibilant. There are several calls; one rendered as ssi-p is given both when perched and in flight. The song is jerky and consists of two-to-four-note phrases separated by pauses, tueee-teew, chu-chee-wee-chu, teweee.


          The Crimson-collared Tanager ranges from southern Veracruz and northern Oaxaca in Mexico through the Atlantic slope of Central America (Howell and Webb 1995) to the highlands of western Panama (Hill 2006). It inhabits the edges of humid evergreen forests and second growth, where it is often seen in pairs at middle to upper levels. The nest is a cup built of such materials as moss, rootlets and strips of large leaves such as banana or Heliconia, and is placed at middle height in a tree at a forest edge. The female usually lays two eggs, pale blue with blackish spots.


          This species is sometimes placed in a genus of its own as Phlogothraupis sanguinolenta (e.g., Howell and Webb 1995), and a genetic study suggests that it is less closely related to the other Ramphocelus tanagers than they are to each other (Hackett 1996).
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          The Cristero War (also known as the Cristiada) of 1926 to 1929 was an uprising and counter-revolution against the anti-Catholic Mexican government of the time, set off specifically by the anti-clerical provisions of the Mexican Constitution of 1917.


          After a period of peaceful resistance, a number of skirmishes took place in 1926. The formal rebellions began on January 1, 1927 with the rebels calling themselves Cristeros because they felt they were fighting for Christ himself. Just as the Cristeros began to hold their own against the federal forces, the rebellion was ended by diplomatic means, brokered by the U.S. Ambassador Dwight Whitney Morrow.


          


          The 1917 Constitution
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          The 1917 Constitution of Mexico, resulting from the Mexican Revolution, as well as a similar one instituted by Benito Juarez in 1857 ( 1857 Constitution of Mexico), reflected a longstanding discontent among some Mexican leaders about what they considered abuses by the Catholic clergy. They believed that the Catholic hierarchy had a history of alignment with the wealthy classes at the expense of the poorest classes. This cause of the lower classes was one of the issues that generated the Mexican Revolution.


          Five articles of the 1917 Constitution were particularly aimed at suppression of the Roman Catholic Church in Mexican political and civil life. Article 3 mandated secular education in schools. Article 5 outlawed monastic religious orders. Article 24 forbade public religious worship outside temples (which included churches), while Article 27 restricted religious organizations' rights to own property. Finally, Article 130 took away basic civil rights of members of the clergy: priests and religious leaders were prevented from wearing their religious garb in public, were denied the right to vote, and were not permitted to comment on public affairs in the press.


          The government's anticlerical position extended to secularizing place names. For instance, the state of Vera Cruz (true cross) was renamed Veracruz.


          


          Background to rebellion


          When the anti-clerical measures were enacted in 1917, the President of Mexico was Venustiano Carranza. Carranza was overthrown by the machinations of his one-time ally lvaro Obregn in 1919, who succeeded to the presidency in late 1920. Although he shared Carranza's anti-clerical sentiments, he applied the measures selectively, only in areas where Catholic sentiment was weakest.


          This uneasy "truce" between the government and the Church ended with the 1924 election of Plutarco Elas Calles, a strident atheist. Calles applied the anti-clerical laws stringently throughout the country and added his own anti-clerical legislation. In June 1926, he signed the "Law for Reforming the Penal Code", known unofficially as the " Calles Law". This provided specific penalties for priests and individuals who violated the provisions of the 1917 Constitution. For instance, wearing clerical garb in public (i.e., outside Church buildings) earned a fine of 500 pesos (approximately 250 U.S. dollars at the time); a priest who criticized the government could be imprisoned for five years. Some states enacted oppressive measures. Chihuahua, for example, enacted a law permitting only a single priest to serve the entire Catholic congregation of the state. Calles seized church property, expelled all foreign priests, and closed the monasteries, convents and religious schools.


          Calles was also a Freemason. One scholar has written that on May 28, 1926, the Masons awarded him a medal of merit for his persecution of Catholics. On July 12, 1926, the following communique appeared in the press:


          
            "International Masonry accepts responsibility for everything that is happening in Mexico, and is preparing to mobilize all its forces for the methodic, integral application of the agreed upon program for this country."

          


          


          Peaceful resistance


          In response to these measures, Catholic organizations began to intensify their resistance. The most important of these groups was the National League for the Defense of Religious Liberty, founded in 1924. This was joined by the Mexican Association of Catholic Youth (founded 1913) and the Popular Union, a Catholic political party founded in 1925.


          On July 11, 1926, the Mexican bishops voted to suspend all public worship in Mexico in response to the Calles Law. This suspension was to take place on August 1. On July 14, they endorsed plans for an economic boycott against the government, which was particularly effective in west-central Mexico (the states of Jalisco, Guanajuato, Aguascalientes, Zacatecas). Catholics in these areas stopped attending movies and plays and using public transportation, and Catholic teachers stopped teaching in secular schools.


          But the boycott collapsed by October 1926, in large part due to lack of support among wealthy Catholics, who were themselves losing money due to the boycott. The wealthy were generally disliked because of this, and their reputation was worsened when they paid the federal army for protection and called on the police to break the picket lines.


          The Catholic bishops meanwhile worked to have the offending articles of the Constitution amended. Pope Pius XI explicitly approved this means of resistance. The Calles government considered the bishops' activism seditious behaviour and had many churches closed. In September the episcopate submitted a proposal for the amendment of the constitution, but the Congress rejected it on September 22, 1926.


          


          Escalation of violence


          
            
              	Religious discrimination

              and persecution
            


            
              	
                By victimized group

                Anti-clericalism

                African religions  Atheists

                Bah's  Buddhists  Cathars

                Christians  Hellenistic polytheism

                Hindus  Jehovah's Witnesses

                Jews  Mormons  Muslims

                Neopagans  Rastafari  Zoroastrians

              
            


            
              	
                By method

                Abuse  Art  Censorship  Desecration

                Discrimination  Fascism

                Forced conversion  Genocide

                Intolerance  Pogrom

                Segregation  State atheism

                State religion  Terrorism

                Violence  War

              
            


            
              	
                Historical events

                Cristero War

                Cromwellian conquest of Ireland

                Cultural Revolution

                French Revolutionary Dechristianisation

                French Wars of Religion  Inquisition

                Soviet Persecution of Christians

                Kulturkampf  Red Terror  Test Act

                Thirty Years War  War in the Vende



                



                


              
            

          


          In Guadalajara, Jalisco, on August 3, 1926, some 400 armed Catholics shut themselves up in the Church of Our Lady of Guadalupe. They were involved in a shootout with federal troops and surrendered only when they ran out of ammunition. According to U.S. consular sources, this battle resulted in 18 dead and 40 injured.


          The following day, August 4, in Sahuayo, Michoacn, 240 government soldiers stormed the parish church. The parish priest and his vicar were killed in the ensuing violence. On August 14, government agents staged a purge of the Chalchihuites, Zacatecas, chapter of the Association of Catholic Youth and executed their spiritual adviser Father Luis Btiz Sainz. This execution caused a band of ranchers, led by Pedro Quintanar, to seize the local treasury and declare themselves in rebellion. At the height of their rebellion, they held a region including the entire northern part of Jalisco.


          Luis Navarro Origel, the mayor of Pnjamo, Guanajuato, led another uprising beginning on September 28. His men were defeated by federal troops in the open land around the town but retreated into the mountains, where they continued as guerrillas. This was followed by an uprising in Durango led by Trinidad Mora on September 29 and an October 4 rebellion in southern Guanajuato, led by former general Rodolfo Gallegos. Both of these rebel leaders adopted guerrilla tactics, as they were no match for the federal troops and airforce on open ground.


          Meanwhile, the rebels in Jalisco (particularly the region northeast of Guadalajara) quietly began gathering forces. This region became the main focal point of the rebellion led by 27-year-old Ren Capistran Garza, leader of the Mexican Association of Catholic Youth.


          


          The Cristero war


          The formal rebellion began on January 1, 1927 with a manifesto sent by Garza on New Year's Day, titled A la Nacin (To the Nation). This declared that "the hour of battle has sounded" and "the hour of victory belongs to God". With the declaration, the state of Jalisco, which had seemed to be quiet since the Guadalajara church uprising, exploded. Bands of rebels moving in the "Los Altos" region northeast of Guadalajara began seizing villages, often armed with only ancient muskets and clubs. The Cristeros' battle cry was Viva Cristo Rey! Viva la Virgen de Guadalupe! ("Long live Christ the King! Long live the Virgin of Guadalupe!"). The rebels were an unusual army in that they had no logistical supplies, and relied heavily on raids to towns, trains and ranches in order to supply themselves with money, horses, ammunition and food.


          The Calles government did not take the threat very seriously at first. The rebels did well against the agraristas (a rural militia recruited throughout Mexico) and the Social Defense forces (local militia), but were always defeated by the federal troops who guarded the important cities. At this time, the federal army numbered 79,759 men. When Jalisco federal commander General Jess Ferreira moved on the rebels, he calmly stated that "it will be less a campaign than a hunt."


          However, these rebels, who had had no previous military experience for the most part, planned their battles well. The most successful rebel leaders were Jess Degollado (a druggist), Victoriano Ramrez (a ranch hand), and two priests, Aristeo Pedroza and Jos Reyes Vega. At least five priests took up arms, while many more supported them in various ways.


          Recent scholarship suggests that for many Cristeros, religious motivations for rebellion were reinforced by other political and material concerns. Participants in the uprising often came from rural communities that had suffered from the government's land reform policies since 1920, or otherwise felt threatened by recent political and economic changes. Many agraristas and other government supporters were also fervent Catholics.


          Whether the Cristeros' actions were or were not supported by the episcopate or the Pope has been a subject of controversy. Officially, the Mexican episcopate never supported the rebellion, but by several accounts, the rebels had the episcopate's acknowledgement that their cause was legitimate. The episcopate did not, in any event, condemn the rebels. Bishop Jos Francisco Orozco of Guadalajara remained with the rebels; while formally rejecting armed rebellion, he was unwilling to leave his flock. Many modern historians consider him to have been the real head of the movement.


          On February 23, 1927, the Cristeros defeated federal troops for the first time at San Francisco del Rincn, Guanajuato, followed by another victory at San Julin, Jalisco. The rebellion was almost extinguished, however, on April 19, when Father Vega led a raid against a train thought to be carrying a shipment of money. In the shootout, his brother was killed, and Father Vega had the train cars doused in gasoline and set afire, killing 51 civilians.


          This atrocity turned public opinion against the Cristeros. The government began moving the civilians back into the population centers and prevented them from providing supplies to the rebels. By the summer, the rebellion was almost completely quelled. Garza resigned from his position at the head of the rebellion in July, after a failed attempt to raise funds in the United States of America.


          The rebellion was given new life by the efforts of Victoriano Ramrez, generally known as "El Catorce" (the fourteen). Legend has it the nickname originated because during jailbreak he killed all fourteen members of the posse sent after him. He then sent a message to the mayorhis uncletelling him that in the future he should send more men.


          El Catorce was illiterate, but a natural guerrilla leader. He brought the rebellion back to life, enabling the National League for the Defense of Religious Liberty to select a general, a mercenary who demanded twice the salary of a federal general. Enrique Gorostieta was so alienated from Catholicism that he made fun of his own troops' religion. Despite his lack of piety, he trained the rebel troops well, producing disciplined units and officers. Gradually, the Cristeros began to gain the upper hand.


          Both priest-commanders, Father Vega and Father Pedroza, were born soldiers. Father Vega was not a typical priest, and was reputed to drink heavily and routinely ignore his vow of chastity. Father Pedroza, by contrast, was rigidly moral and faithful to his priestly vows. However, the fact that the two took up arms at all is problematic from the point of view of Catholic sacramental theology.


          On June 21, 1927, the first brigade of female Cristeros was formed in Zapopan. They named themselves for Saint Joan of Arc. The brigade began with 17 women, but soon grew to 135 members. Its mission was to obtain money, weapons, provisions and information for the combatant men; they also cared for the wounded. By March 1928, there were some 10,000 women involved. Many smuggled weapons into the combat zones by carrying them in carts filled with grain or cement. By the end of the war, they numbered some 25,000.


          The Cristeros maintained the upper hand throughout 1928, and in 1929, the federal government faced a new crisis: a revolt within Army ranks, led by Arnulfo R. Gmez in Veracruz. The Cristeros tried to take advantage of this with an attack on Guadalajara in late March. This failed, but the rebels did manage to take Tepatitln on April 19. Father Vega was killed in that battle.


          However, the military rebellion was met with equal cruelty and force, and the Cristeros were soon facing divisions within their own ranks. Mario Valds, widely believed by historians to have been a federal spy, managed to stir up sentiment against El Catorce leading to his execution before a rigged court-martial.


          On June 2, Gorostieta was killed when he was ambushed by a federal patrol. However the rebels had some 50,000 men under arms by this point and seemed poised to draw out the rebellion for a long time.


          


          Diplomacy and the uprising


          Before and after the successes had by the rebels and the support of Bishop Orozco, the Mexican bishops supported the Cristeros (this is in dispute- the only comprehensive history of this movement, "The Cristero Rebellion" indicates that with a couple of exceptions the episcopacy was hostile to the movement). The bishops were expelled from Mexico after Father Vega's attack on the train, but they continued to try to influence the war's outcome from outside the country.


          In October 1927, the U.S. ambassador to Mexico was Dwight Whitney Morrow. He initiated a series of breakfast meetings with President Calles where the two would discuss a range of issues, from the religious uprising, to oil and irrigation. This earned him the nickname "ham and eggs diplomat" in U.S. papers. Morrow wanted the conflict to end both for regional security and to help find a solution to the oil problem in the U.S. He was aided in his efforts by Father John Burke of the National Catholic Welfare Conference. The Vatican was also actively suing for peace.


          Calles' term as president was coming to an end and president-elect lvaro Obregn was scheduled to take office on December 1, 1927. Two weeks after his election, Obregn was assassinated by a Catholic radical, an event that gravely damaged the peace process.


          Congress named Emilio Portes interim president in September 1928, with an election to be held in November 1929. Portes was more open to the Church than Calles had been, allowing Morrow and Burke to reinitiate their peace initiative. Portes told a foreign correspondent on May 1 that "the Catholic clergy, when they wish, may renew the exercise of their rites with only one obligation, that they respect the laws of the land."


          The next day, exiled Archbishop Leopoldo Ruz y Flores issued a statement the bishops would not demand the repeal of the laws, only their more lenient application.


          Morrow managed to bring the parties to agreement on June 21, 1929. His office drafted a pact called the arreglos (agreement) that allowed worship to resume in Mexico and granted three concessions to the Catholics: only priests who were named by hierarchical superiors would be required to register, religious instruction in the churches (but not in the schools) would be permitted, and all citizens, including the clergy, would be allowed to make petitions to reform the laws. But the most important part of the agreement was that the church would recover the right to use its properties, and priests recovered their rights to live on such property. Legally speaking, the church was not allowed to own real estate, and its former facilities remained federal property. But the church effectively took control over the properties, and the government never again tried to take these properties back. It was a convenient arrangement for both parties and Church ended its support for the rebels.


          The agreement led to an unusual end to the war. In the last two years, more anticlerical officers who were hostile to the federal government for reasons other than its position on religion had joined the rebels. When the agreement between the government and the Church was made known, only a minority of the rebels went home, those who felt their battle had been won. As the rebels themselves were not consulted in the talks, most of them felt betrayed and some continued to fight. The church then threatened rebels with excommunication, and gradually the rebellion died out.


          The end of the Cristero War affected emigration to the United States. "In the aftermath of their defeat, many of the Cristeros  by some estimates as much as 5 percent of Mexico's population  fled to America. Many of them made their way to Los Angeles, where they found a protector in John Joseph Cantwell, the bishop of what was then the Los Angeles-San Diego diocese." (Rieff, David. "Nuevo Catholics." The New York Times Magazine, 24 Dec. 2006.) The officers, fearing that they would be tried as traitors, tried to keep the rebellion alive. This attempt failed and many were captured and shot, while others escaped to San Luis Potos, where General Saturnino Cedillo gave them refuge.


          On June 27, 1929, the church bells rang in Mexico for the first time in almost three years. The war had claimed the lives of some 90,000 people: 56,882 on the federal side, 30,000 Cristeros, and numerous civilians and Cristeros who were killed in anticlerical raids after the war's end. As promised by Portes Gil, the Calles Law remained on the books, but no organized federal attempts to enforce it took place. Nonetheless, in several localities, officials continued persecution of Catholic priests based on their interpretation of the law. As of 2008, the anticlerical provisions of the Constitution remain although they are no longer implemented.


          


          Toll on the Church


          The effects of the war on the Church were profound. Between 1926 and 1934 at least 40 priests were killed. Where there were 4,500 priests serving the people before the rebellion, in 1934 there were only 334 priests licensed by the government to serve fifteen million people. The rest had been eliminated by emigration, expulsion and assassination. By 1935, 17 states had no priest at all.


          


          Cristero War saints


          


          The Catholic Church has recognized several of those killed in the Cristero rebellion as martyrs. Perhaps the best-known is Blessed Miguel Pro, SJ. This Jesuit priest was executed by firing squad on November 23, 1927, without benefit of a trial, on the grounds that his priestly activities were in defiance of the government. The Calles government hoped to use images of the execution to scare the rebels into surrender, but the photos had the opposite effect. Upon seeing the photos, which the government had printed in all the newspapers, the Cristeros were inspired with a desire to follow Father Pro into martyrdom for Christ. His beatification occurred in 1988.


          On May 21, 2000, Pope John Paul II canonized a group of 25 martyrs from this period. (They had been beatified on November 22, 1992.) These were mostly priests who did not take up arms but refused to leave their flocks. They were executed by federal forces.


          For example, Father Luis Btiz Sainz was the parish priest in Chalchihuites and a member of the Knights of Columbus. He was known for his devotion to the Eucharist and for his prayer for martyrdom: "Lord, I want to be a martyr; even though I am your unworthy servant, I want to pour out my blood, drop by drop, for your name." In 1926, shortly before the closing of the churches, he was denounced as a conspirator against the government because of his connections with the National League for the Defense of Religious Liberty, which was preparing an armed uprising. A squad of soldiers raided the private house where he was staying on August 14 and took him captive. They executed him without trial together with three youths of the Mexican Association of Catholic Youth.


          The Catholic Church has declared thirteen additional victims of the anti-Catholic regime as martyrs, thus paving the way to their beatification. This group was mostly lay people, including the 14-year-old Jos Snchez del Ro. Since they were lay people, they were considered able to have taken up arms, but their histories had to show that they armed in self-defense. On November 20, 2005 at Jalisco Stadium in Guadalajara, Mexico, Cardinal Jose Saraiva Martins celebrated the beatification of these 13 martyrs.
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        Criticism of the War on Terrorism


        
          

          Criticism of the War on Terrorism (also named the War on Terror) addresses the issues, morals, ethics, efficiency, economics, and other questions surrounding the War on Terrorism. Arguments are also made against the phrase itself, calling it a misnomer.


          The notion of a "war" against "terrorism" has proven highly contentious, with critics charging that it has been exploited by participating governments to pursue long-standing policy objectives, reduce civil liberties, and infringe upon human rights. Some argue that the term war is not appropriate in this context (as in War on Drugs), since they believe there is no tangible enemy, and that it is unlikely international terrorism can be brought to an end by means of war. Others note that "terrorism" is not an enemy, but a tactic; calling it a "war on terror," obscures differences between conflicts. For example, anti-occupation insurgents and international jihadists.


          


          Terminology


          The phrase "War on Terror" has been referred to as a false metaphor. Linguist George Lakoff of the Rockridge Institute has argued that there cannot literally be a war on terror, since terror is an abstract noun. "Terror cannot be destroyed by weapons or signing a peace treaty. A war on terror has no end."


          Jason Burke, a journalist who writes about radical Islamic activity, has this to say on the terms "terrorism" and "war against terrorism":


          
            	"There are multiple ways of defining terrorism, and all are subjective. Most define terrorism as 'the use or threat of serious violence' to advance some kind of 'cause'. Some state clearly the kinds of group ('sub-national', 'non-state') or cause (political, ideological, religious) to which they refer. Others merely rely on the instinct of most people when confronted with an act that involves innocent civilians being killed or maimed by men armed with explosives, firearms or other weapons. None is satisfactory, and grave problems with the use of the term persist.

          


          
            	"Terrorism is after all, a tactic. the term 'war on terrorism' is thus effectively nonsensical. As there is no space here to explore this involved and difficult debate, my preference is, on the whole, for the less loaded term 'militancy'. This is not an attempt to condone such actions, merely to analyse them in a clearer way." ("Al Qaeda", ch.2, p.22)

          


          


          Perpetual war


          U.S. President George W. Bush articulated the goals of the "war on terrorism" in a September 20, 2001 speech, in which he said it "will not end until every terrorist group of global reach has been found, stopped and defeated." In that same speech, he called the war "a task that does not end." To critics, such goals create a state of perpetual war. They have argued that terrorism is itself only a tactic which can never be defeated. It is further disputed that the "War on Terrorism" qualifies as a war as there is no party whose defeat can bring victory. Ira Chernus, professor at the University of Colorado, argues that the ideology underlying the war on terrorism inevitably leads to a state of perpetual war, because it is based on Bush's domestic crusade against sin and evil. The notion of a perpetual war during which governments could take whatever actions they liked to maintain themselves in power, using the state of war as a pretext, forms a major theme in 1984, an influential book by George Orwell. Gore Vidal also subscribes to this notion in Perpetual War for Perpetual Peace, first in a critical trilogy against the Bush Administration.


          The Bush administration has given various answers concerning what would constitute victory. In a news conference on September 20, 2001, Defense Secretary Donald Rumsfeld said, "I say that victory is persuading the American people and the rest of the world that this is not a quick matter that's going to be over in a month or a year or even five years. It is something that we need to do so that we can continue to live in a world with powerful weapons and with people who are willing to use those powerful weapons. And we can do that as a country. And that would be a victory, in my view".


          Jacob Levenson wrote, "Three years after the United States attacked Afghanistan, it is extremely difficult for the press to gauge where the United States stands in the war on terror because the term itself obscures distinction".


          It has also been noted that by formally styling the situation as a "war", some semblance of legitimacy is offered to many subsequent retaliatory acts undertaken by terrorists, since they simply become acts of war, wherin offensive strikes are permitted.


          In May 2005 a new designation was introduced, "Global Struggle Against Violent Extremism (GSAVE)", but it was soon dropped quietly after the scathing public reception it met. The " Long War" has been launched as an alternative slogan, and was used by president Bush in his 2006 State of The Union speech.


          


          Pre-emptive war


          The justification given for the invasion of Iraq (prior to its happening) was to prevent terrorist or other attacks by Iraq on the United States or other nations. This can be viewed as a conventional warfare realisation of the war on terror.


          A major criticism levelled at this justification is that, according to war opponents, it does not fulfill one of the requirements of a just war and that in waging a war pre-emptively, the United States has undermined international law and the authority of the United Nations, particularly the United Nations Security Council. On this ground it has been advocated that by invading a country that does not pose an imminent threat and without UN support, the US has violated international law, including the UN Charter and the Nuremberg principles and is guilty of committing a war of aggression, which is considered to be a war crime. A fact for which officials and members of the Bush administration are potentially criminally culpable under the command responsibility.


          Another criticism that has been raised is that the United States has set a precedent, under the premise of which any nation could justify the invasion of other states.


          
            [image: An anti-war Tank Stencil.]

            
              An anti-war Tank Stencil.
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          "War on Terrorism" seen as pretext


          Some have argued that part of the "War on Terrorism" has little to do with its stated purpose, since Iraq had nothing to do with the September 11 attacks and the invasion was carried out on the basis of faulty or doctored intelligence. Excerpts from an April 2006 report compiled from sixteen US government intelligence agencies has strengthened the claim that engaging in Iraq has increased terrorism in the region.


          


          Domestic civil liberties
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          The "War on terror" has been seen as a pretext for reducing civil liberties.


          Within the United States, critics argue that the Bush Administration and lower governments have restricted civil liberties and created a " culture of fear". Bush introduced the USA PATRIOT Act legislation to the United States Congress shortly after the 11 September 2001 attacks, which significantly expanded U.S. law enforcement's power. It has been criticized as being too broad and having been abused for purposes unrelated to counter-terrorism. President Bush had also proposed Total Information Awareness, a federal program to collect and process massive amounts of data to identify behaviors consistent with terrorist threats. It was heavily criticized as being an " Orwellian" case of mass surveillance.


          Many opponents focus on the domestic aspects, complaining that the government is systematically removing civil liberties from the population or engaging in racial profiling. They also allege that this approach increases public hostility to dissenting voices by encouraging the view that such people are being unpatriotic or even treasonous for simply disagreeing with the administration. Some, such as Giorgio Agamben, criticize a "generalised state of exception", which could be followed by a more or less deliberate strategy of tension (using false flags terrorist attacks and other ruse of war tactics).


          In the United Kingdom, critics have claimed that the Blair government has used the War on Terrorism as a pretext to radically curtail civil liberties, some enshrined in law since Magna Carta. For example: detention-without-trial in Belmarsh prison ; controls on free speech through laws against protests near Parliament and laws banning the "glorification" of terrorism ; and reductions in checks on police power, as in the case of Jean Charles de Menezes (a Brazilian electrician shot dead after being mistaken for a terrorist ) and Mohammed Abdul Kahar (a Londoner shot by the Metropolitan Police after a false tip-off, but then released along with his brother without any charges ).


          Former Liberal Democrat Leader Sir Menzies Campbell has also condemned Blair's inaction over the controversial US practice of extraordinary rendition, arguing that the human rights conventions to which the UK is a signatory (e.g. European Convention on Human Rights) impose on the government a "legal obligation" to investigate and prevent potential torture and human rights violations.


          


          Defiance of international laws


          


          Opponents feel the Bush administration is creative in suggesting legal loopholes and exception laws. However, most human rights organizations and even allies of America think there are breaches of international and US law. They point to the use of enemy combatant status, extraordinary rendition, alleged use of prisoner abuse which to observers outside the Bush administration constitutes torture.


          The status " enemy combatant" was used by the Bush administration because the Taliban regime was never internationally recognized as a state, and that their supporters thus had no right to the treatment expected of a legitimate military of uniformed soldiers and officers under the Third Geneva Convention.


          After adoption of the Military Commissions Act of 2006, any non-American national, anywhere on earth, can be designated "enemy combatant." The Bush administration's position is that unlawful combatants have no rights under the Geneva Conventions and therefore can be sent anywhere without trial or charges. However, this claim is widely disputed by legal experts. For details on the subject see unlawful combatant. More specific is the case of Maher Arar, a Canadian-Syrian dual-citizen. During a flight transfer in New York, he was approached by authorities and eventually sent to a Syrian prison for 374 days without charges. American birth is the only defense against forced exile. American national birth should not protect American-born terrorists or fail to protect naturalized citizens, yet it does both.


          Whatever the legal justification of the Bush administration, commentators note that command responsibility is a well established doctrine, making those responsible for these policies liable for prosecution.


          


          Unilateralism


          "You're either with us or against us in the fight against terror," a remark by U.S. President Bush in November 2001, has been a source of criticism. Thomas A. Keaney of Johns Hopkins University's Foreign Policy Institute said "it made diplomacy with a number of different countries far more difficult because obviously there are different problems throughout the world."


          The US has a network of secret jails for terrorist suspects ; Abu Ghraib is but one example. Many of the countries those jails are in would consider the existence of secret torture jails in their territory without their knowledge as an act of war if a lesser nation would have done it.


          Independent journals in Iraq were repeatedly bombed to the ground in several locations (amid claims of mistaking them for al-Qaeda buildings), yet a memo about the planned bombing of the very same al-Jazeera TV headquarters without notifying first the peaceful allied nation of Qatar (where al-Jazeera resides) surfaced and embarrassed the Bush administration.


          This suggests the rights of other nations are to be rearranged retroactively by loopholes and exceptions to fit the needs of the "war on terror" being waged. In part by misleading allies rather than negotiating with them, which has been the reaction of smaller democracies fighting terrorism.


          


          Pax Americana


          One analysis is that the United States intends "to establish a new political framework within which [it] will exert hegemonic control" ( World Socialist Web Site Editorial Board). Many people say the United States seeks to do this by controlling access to oil or oil pipelines.


          This view is shared by a broad variety of ideological streams, including social democrats (e.g. Michael Meacher: "The global war on terrorism has the hallmarks of a political myth propagated to pave the way for a wholly different agenda -- the U.S. goal of world hegemony, built around securing by force command over the oil supplies required to drive the whole project"); anarchists, Greens (e.g. George Monbiot); and Marxists. In addition, many people on this side of the political spectrum opine that the war is being fought to benefit domestic political allies of the Bush administration, especially arms manufacturers. (See Military-industrial complex.)


          Proponents of the hegemony hypothesis point out that achieving such a situation is the stated aim of the Project for the New American Century, a conservative think tank that includes many prominent members of the Republican Party and Bush administration among its present and former members. It is even arguable that this attitude was what led to the rise in Middle Eastern hostility in the first place.


          


          As a war against Islam


          Some critics claim that the war on terrorism is truly a war on Islam itself.


          After his release from Guantanamo in 2005, ex-detainee Moazzam Begg appeared in the Islamist propaganda video 21st Century CrUSAders and claimed the U.S. is engaging in a new crusade:


          
            "I think that history is definitely repeating itself and for the Muslim world, and I think even a great part of the non-Muslim world now, are beginning to recognize that there are ambitions that the United States has on the lands and wealth of nations of Islam."

          


          Ex-U.S. Attorney General Ramsey Clark has described the war on terrorism as a war against Islam.


          


          Methods
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              Extrajudicial detention of captives in Guantanamo Bay.
            

          


          Many people contend that a "war" against terrorism is plainly wrong since terrorist attacks are considered criminal acts like murder and therefore should be investigated by the police with the perpetrators brought to justice and given a fair trial in a court of law.


          Many people believe that interrogation methods employed by U.S. forces violate international Geneva Conventions in places such as Guantanamo Bay, Cuba and Abu Ghraib, Iraq. They believe that if U.S. forces act immorally or unethically then those forces are no better than the insurgents they are trying to find.


          Another criticism is that the "war on terrorism" is effectively an act of terrorism in itself. Critics point to incidents such as the Bagram torture and prisoner abuse scandal, the Abu Ghraib torture and prisoner abuse scandal, the alleged use of chemical weapons against residents of Fallujah , and the use of military force to disperse anti-American demonstrations in Iraq .


          Some Libertarians believe that a "war" against terrorism is wrong because it makes national security into such a high government priority, that any sacrifice of personal liberty and freedom is deemed necessary, no matter how large or small . They believe this leads not only to an unjustified erosion of liberty, but to a general climate of fear in which people become unwilling to exercise their civil liberties. They warn of the danger of the public being enslaved under mass surveillance, as eventually everyone comes under suspicion of being a potential terrorist.


          Critics also maintain that a strategy of tension was employed prior to the Iraq War, which is now being repeated against countries described as the " axis of evil", such as Iran.


          


          Aiding terrorism


          British Liberal Democrat politician Shirley Williams writes that the American and United Kingdom governments "must stop to think whether it is sowing the kind of resentment which is the seedbed of future terrorism." The United Kingdom ambassador to Italy, Ivor Roberts, said that U.S. President Bush is "the best recruiting sergeant ever for al Qaeda." The United States granted "protected persons" status under the Geneva Convention to the Mojahedin-e-Khalq, an Iranian group classified by the U.S. Department of State as a terrorist organization, sparking criticism. Other critics have noted that the American government has granted political asylum to several terrorists and terrorist organizations that attack Cuba to try and overthrow Fidel Castro, while the American government claims to be anti-terrorist.


          


          Political Double-Standards of the Bush Administration


          There have been important criticisms that there are double-standards in Bush Administration's War on Terrorism. These double-standards have involved the unwillingness of the United States to send military troops into Pakistan to search for Osama Bin Ladin because the Bush administration has been unwilling to violate the sovereignty of Pakistan, who has exported nuclear technology to North Korea. Whereas the Bush Administration has had no inhibitions about violating the sovereignty of Iraq on claims that Saddam Hussein used weapons of mass destruction on Kurdish citizens in Iraq, and had ties to al-Qaeda. These actions raise concern to critics about the objective of the invasion, mainly having it look like the real objective of the invasion in Iraq was to secure the oil reserves.


          Many observe that the U.S. government has had no qualms about supporting groups opposing local administrations perceived to be hostile to U.S. interests.


          Examples are Operation Condor in which the CIA tried to fight communism by supporting military leaders in South-America despite their less than democratic tactics.


          Also people note that the alleged mastermind behind the September 11, 2001 attacks was part of the Mujahedin who were sponsored, armed, trained and aided by the CIA to commit terrorist acts in Afghanistan to fight Russia after it invaded Afghanistan.


          And Venezuela accuses the U.S. government of having a double standard on terrorism for giving safe haven to Luis Posada Carriles.


          


          Misleading information


          Some critics argue that some politicians supporting the "war on terror" are motivated by reasons other than those they publicly state, and critics accuse those politicians of cynically misleading the public to achieve their own ends.


          For instance, in the months leading up to the invasion of Iraq, President Bush and members of his administration indicated that they possessed information which demonstranted a link between Saddam Hussein and al-Qaeda. Published reports of the links began in late December, 1998. In January, 1999, Newsweek magazine published a story about Saddam and al-Qaeda joining forces to attack U.S. interests in the Gulf Region. ABC News broadcast a story of the link between the two soon after. ABC News video report Polls suggest that a majority of Americans believe that Saddam Hussein was linked to the attacks of September 11, 2001. Although this has been the position of the Bush Administration, an investigation by the 9/11 Commission found no credible evidence that Saddam Hussein helped al-Qaeda with the 9/11 attacks.


          Regardless of whether or not the Bush administration was deliberately misleading the people, wrong information was distributed, resulting in increased support for the war.


          Amnesty International Secretary General Irene Khan criticized the use of pro-humanitarian arguments by Coalition countries prior to its 2003 invasion of Iraq, writing in an open letter: "This selective attention to human rights is nothing but a cold and calculated manipulation of the work of human rights activists. Let us not forget that these same governments turned a blind eye to Amnesty Internationals reports of widespread human rights violations in Iraq before the Gulf War."


          


          Decreasing international support


          British citizens have repeatedly stated they do not support Bush's War and hold the belief that its aim was to steal Iraqi oil. Statistics used by the US to justify the war have also be proven to be fake. In 2002, strong majorities supported the U.S.-led War on Terrorism in Britain, France, Germany, Japan, India, and Russia. By 2006, supporters of the effort were in the minority in Britain (49%), France (43%), Germany (47%), and Japan (26%). Although a majority of Russians still supported the War on Terrorism, that majority had decreased by 21%. Whereas 63% of the Spanish population supported the War on Terrorism in 2003, only 19% of the population indicated support in 2006. 19% of the Chinese population supports the War on Terrorism, and less than a fifth of the populations of Turkey, Egypt, and Jordan support the effort. Indian support for the War on Terrorism has been stable. Andrew Kohut, speaking to the U.S. House Committee on Foreign Affairs, noted that, according to the Pew Research Centre polls conducted in 2004, "majorities or pluralities in seven of the nine countries surveyed said the U.S.-led war on terrorism was not really a sincere effort to reduce international terrorism. This was true not only in Muslim countries such as Morocco and Turkey, but in France and Germany as well. The true purpose of the war on terrorism, according to these skeptics, is American control of Middle East oil and U.S. domination of the world."


          


          British objections to the phrase "war on terrorism"


          The Director of Public Prosecutions and head of the Crown Prosecution Service in the UK, Ken McDonald  Britain's most senior criminal prosecutor  has stated that those responsible for acts of terrorism such as the 7 July 2005 London bombings are not "soldiers" in a war, but "inadequates" who should be dealt with by the criminal justice system. He added that a "culture of legislative restraint" was needed in passing anti-terrorism laws, and that a "primary purpose" of the violent attacks was to tempt countries such as Britain to "abandon our values." He stated that in the eyes of the UK criminal justice system, the response to terrorism had to be " proportionate, and grounded in due process and the rule of law":


          
            	"London is not a battlefield. Those innocents who were murdered...were not victims of war. And the men who killed them were not, as in their vanity they claimed on their ludicrous videos, 'soldiers'. They were deluded, narcissistic inadequates. They were criminals. They were fantasists. We need to be very clear about this. On the streets of London there is no such thing as a war on terror. The fight against terrorism on the streets of Britain is not a war. It is the prevention of crime, the enforcement of our laws, and the winning of justice for those damaged by their infringement."

          


          


          Pejorative terms


          Critics have replaced "war on terrorism" or related phrases with pejorative terms:


          
            	"So-called War of Terror", due to the perceived disingenuous nature of the phrase many non-US media publications have taken to referring to it as the "so-called War on Terror".


            	" War on Terra", an ad hominem attack on the accent of U.S. President Bush and an allusion to a concept of Pax Americana as worldwide U.S. dominance advocated by the Project for the New American Century ("Terra" being Latin for "Earth" this implies war against the entire world).


            	Some web-sites have satirically used the term "TWAT" (The War Against Terrorism - an offensive word in some dialects of English)


            	Justin Butcher has parodied it as a "War against tourism," partly a reference to the accent of President Bush.


            	"War of Terror", a term used by Sacha Baron Cohen as Borat in the rodeo scene of Borat: Cultural Learnings of America for Make Benefit Glorious Nation of Kazakhstan.


            	"Operation Iraqi Liberation"  abbreviated as "O.I.L"  is often used to criticise both the euphemistic terminology used by the government for the Iraqi invasion (officially named Operation Iraqi Freedom) and the impoundment of Iraq's oil resources which is considered by some to be the real purpose of the invasion. White House press secretary Ari Fleischer actually used this term in press briefings on 2003/03/24 and 2003/04/01


            	" The War on Errorism" is an album by NOFX.


            	"Department of Fatherland Security" (sometimes spelled Vaterland) as a reference to the United States Department of Homeland Security, a reference to the overuse of the word "Vaterland" by Nazi Germany.


            	"War Against Some Terrorists" was suggested by the late Robert Anton Wilson, with the comment

          


          
            	Just as the War Against Drugs would make some kind of sense if they honestly called it a War Against Some Drugs, I regard Dubya's current Kampf as a War Against Some Terrorists. I may remain wed to that horrid heresy until he bombs CIA headquarters in Langtry.

          


          
            	The Chaser's War on Everything is a satirical television series broadcast on ABC TV in Australia.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Criticism_of_the_War_on_Terrorism"
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              	Capital

              (and largest city)

              	Zagreb

            


            
              	Official languages

              	Croatian
            


            
              	Demonym

              	Croat(s)

              Croatian(s)
            


            
              	Government

              	Parliamentary republic
            


            
              	-

              	President

              	Stjepan Mesić
            


            
              	-

              	Premier

              	Ivo Sanader
            


            
              	Establishment

              	
            


            
              	-

              	Founded

              	First half of 7th century
            


            
              	-

              	Medieval duchy

              	March 4, 852
            


            
              	-

              	Independence

              	May 21, 879
            


            
              	-

              	Elevated to kingdom

              	925
            


            
              	-

              	Union with Hungary

              	1102
            


            
              	-

              	Joined Habsburg Empire

              	January 1, 1527
            


            
              	-

              	Independence from Austria-Hungary

              	

              October 29, 1918
            


            
              	-

              	Joined Yugoslavia (co-creator)

              	

              December 1, 1918
            


            
              	-

              	Declared independence

              	June 25, 1991
            


            
              	Area
            


            
              	-

              	Total

              	56,542km( 126th)

              21,831 sqmi
            


            
              	-

              	Water(%)

              	0.2
            


            
              	Population
            


            
              	-

              	Sep 2007estimate

              	4,440,690( 114th)
            


            
              	-

              	2001census

              	4,437,460
            


            
              	-

              	Density

              	81/km( 109th)

              208/sqmi
            


            
              	GDP( PPP)

              	Sep 2007estimate
            


            
              	-

              	Total

              	$66.708 billion ( )( 68th)
            


            
              	-

              	Per capita

              	18,817 ( )( 50th)
            


            
              	GDP (nominal)

              	Sep 2007estimate
            


            
              	-

              	Total

              	$66.708 billion (EIU)
            


            
              	-

              	Per capita

              	$11,771 (IMF)
            


            
              	Gini(2005)

              	29(low)
            


            
              	HDI(2005)

              	▲ 0.850(high)( 47th)
            


            
              	Currency

              	kuna ( HRK)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.hr
            


            
              	Calling code

              	+385
            


            
              	1

              	Also Italian in Istria and languages of other national minorities ( Serbian, Hungarian, Czech, Slovak, etc.) in residential municipalities of the national minorities.
            

          


          Croatia (IPA: /kroʊˈeɪʃə/) ( Croatian: Hrvatska), officially the Republic of Croatia (Republika Hrvatska listen), is a country at the crossroads of the Mediterranean, Central Europe, and the Balkans. Its capital is Zagreb. Croatia borders with Slovenia and Hungary to the north, Serbia to the northeast, Bosnia and Herzegovina to the east, Montenegro to the far southeast, and the Adriatic Sea to the south. Croatia is a candidate for membership of the European Union and is expecting NATO membership invitation in April 2008. On October 17, 2007 Croatia became a non-permanent member of the United Nations Security Council for the 2008-2009 term.


          


          History
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          The Croats settled in the Mediterranean in the early 7th century and formed two principalities: Dalmatia and Pannonia. The establishment of the Trpimirović dynasty, circa 850, strengthened the Dalmatian Croat Duchy, which together with the Pannonian principality became a Kingdom in 925 under King Tomislav I.


          In 1102, Croatia entered into a personal union with the Hungarian Kingdom. After the 1526 Battle of Mohcs the "reliquiae reliquiarum" (remnants of the remnants) of Croatia became a part of the Habsburg Monarchy in 1527.


          Croatia was part of the Kingdom of Serbs, Croats and Slovenes, from 1918-1929, and Kingdom of Yugoslavia, from 1929-1941. In 1941-1945, a union known as the Independent State of Croatia was set up, and after the victory of the Yugoslav Partisans led by Josip Broz Tito, a half- Croatian, half-Slovenian, Croatia became a republic within Yugoslavia.


          In 1991 Croatia declared independence and a bitter and costly war was fought by the Croatian government against the Miloević - led Yugoslav People's Army, Serbian paramilitary forces and rebel Serbs from Croatia who wanted to create "Great Serbia" from Croatian and Bosnian and Herzegovian territory. Later, the war turned into a conflict between the Republic of Croatia and the rebel Serbs who occupied Croatian territory. The war came to an end with a Croatian victory, liberating the lost territory and its constitution to the state before war started, which made possible signing of the Dayton Agreement in 1995 by all war sides, that gave peace in the neighbouring Bosnia and Herzegovina.


          


          Geography
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              Map of Croatia
            

          


          Croatia is located in South-Central Europe. Its shape resembles that of a crescent or a horseshoe, which flanks its neighbours Serbia, Bosnia and Herzegovina and Montenegro. To the north lie Slovenia and Hungary; Italy lies across the Adriatic Sea. Its mainland territory is split in two non-contiguous parts by the short coastline of Bosnia and Herzegovina around Neum.


          Its terrain is diverse, including:


          
            	plains, lakes and rolling hills in the continental north and northeast (Central Croatia and Slavonia, part of the Pannonian Basin);


            	densely wooded mountains in Lika and Gorski Kotar, part of the Dinaric Alps;


            	rocky coastlines on the Adriatic Sea ( Istria, Northern Seacoast and Dalmatia).

          


          The country is famous for its many national parks. Croatia has a mixture of climates. In the north and east it is continental, Mediterranean along the coast and a semi-highland and highland climate in the south-central region. Offshore Croatia consists of over one thousand islands varying in size.


          


          Politics


          Since the adoption of the 1990 Constitution, Croatia has been a democratic republic. Between 1990 and 2000 it had a semi-presidential system, and since 2000 it has a parliamentary system.


          The President of the Republic (Predsjednik) is the head of state, directly elected to a five-year term and is limited by the Constitution to a maximum of two terms. In addition to being the commander in chief of the armed forces, the president has the procedural duty of appointing the Prime minister with the consent of the Parliament, and has some influence on foreign policy. His official residence is Predsjednički dvori. Apart from that he has summer residences on the islands of Vanga (Brijuni islands) and the island of Hvar.


          Template:Croatia membership The Croatian Parliament (Sabor) is a unicameral legislative body (a second chamber, the "House of Counties", which was set up by the Constitution of 1990, was abolished in 2001). The number of the Sabor's members can vary from 100 to 160; they are all elected by popular vote to serve four-year terms. The plenary sessions of the Sabor take place from January 15 to July 15, and from September 15 to December 15.


          The Croatian Government (Vlada) is headed by the Prime minister who has two deputy prime ministers and fourteen ministers in charge of particular sectors of activity. The executive branch is responsible for proposing legislation and a budget, executing the laws, and guiding the foreign and internal policies of the republic. Government's official residence is at Banski dvori.


          Croatia has a three-tiered judicial system, consisting of the Supreme Court, county courts, and municipal courts. The Constitutional Court rules on matters regarding the Constitution.


          


          Counties
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              The Plitvice Lakes, a UNESCO World Heritage Site.
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              The Old Harbour at Dubrovnik's Old City, a UNESCO World Heritage Site.
            

          


          
            [image: River Krka]

            
              River Krka
            

          


          Croatia is divided into twenty-one counties (županija) and the capital Zagreb's city district (in italics below):


          
            
              	

              	Anglicized name

              	Native name
            


            
              	1

              	Zagreb

              	Zagrebačka
            


            
              	2

              	Krapina-Zagorje

              	Krapinsko-zagorska
            


            
              	3

              	Sisak-Moslavina

              	Sisačko-moslavačka
            


            
              	4

              	Karlovac

              	Karlovačka
            


            
              	5

              	Varaždin

              	Varaždinska
            


            
              	6

              	Koprivnica-Križevci

              	Koprivničko-križevačka
            


            
              	7

              	Bjelovar-Bilogora

              	Bjelovarsko-bilogorska
            


            
              	8

              	Primorje-Gorski Kotar

              	Primorsko-goranska
            


            
              	9

              	Lika-Senj

              	Ličko-senjska
            


            
              	10

              	Virovitica-Podravina

              	Virovitičko-podravska
            


            
              	11

              	Požega-Slavonia

              	Požeko-slavonska
            


            
              	12

              	Brod-Posavina

              	Brodsko-posavska
            


            
              	13

              	Zadar

              	Zadarska
            


            
              	14

              	Osijek-Baranja

              	Osječko-baranjska
            


            
              	15

              	ibenik-Knin

              	ibensko-kninska
            


            
              	16

              	Vukovar-Srijem

              	Vukovarsko-srijemska
            


            
              	17

              	Split-Dalmatia

              	Splitsko-dalmatinska
            


            
              	18

              	Istria

              	Istarska
            


            
              	19

              	Dubrovnik-Neretva

              	Dubrovačko-neretvanska
            


            
              	20

              	Međimurje

              	Međimurska
            


            
              	21

              	City of Zagreb

              	Grad Zagreb
            

          


          


          Economy


          The Croatian economy has a stable functioning market economy according to EU reports and is the most advanced economy of South-Eastern Europe (Greece excluded). The Croatian preliminary 2008 GDP data states that the Croatian GDP is USD 66.7 billion, or just over USD 18,800 per capita ( real income), putting Croatia ahead of the EU member-states Romania, Bulgaria, Poland and Lithuania. "Grey" economy of about USD 2 billion is still not included in GDP calculations like in other EU countries, something which would certainly increase it. Average net salary is cca. USD 1000. After Slovenia this is the highest net salary per capita of all transition countries.


          The economic output is distributed as follows: Agriculture 6%, industry 27% and service sector 67%. The industrial sector is dominated by shipbuilding, food processing and the chemical industry. Tourism is a notable source of income during the summer. With over 10,0 million foreign tourists in 2006 generating a revenue of EUR 7 billion, Croatia is ranked as the 18th most popular tourist destination in the world. In 2006 Croatia exported goods in value of USD 10.4 billion ( FOB) (19.7 billion including service exports).


          Unemployment is at 9,1% ( International Labour Organization figures) in 2007. Of particular concern is the backlogged judiciary system, combined with inefficient public administration, especially issues of land ownership and corruption. Another main problem includes the large and growing national debt which has reached over 35 billion dollars.


          The country has been preparing for membership in the European Union, its most important trading partner. In February 2005, the Stabilization and Association Agreement with the EU officially came into force.


          In the first quarter of 2007, Croatian economy rose by 7.1%, in second quarter 6.6% so the annual growth rate which was expected to be around 4.7% has now been revised to 6.5% or more. Analysts believe that the Croatian economy, after modest growth of around 4.5% so far, is finally entering a period of faster and stronger economic prosperity.


          


          Demographics
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              Zadar, St. Donatus' Church, a pre-Romanesque church from the ninth century
            

          


          The population of Croatia has been stagnating over the last decade. The 19911995 war in Croatia had previously displaced large parts of the population and increased emigration. Most Serbs fled the country in the last stage of the war. Some Croats who also fled the country during the war are returning. The natural growth rate is minute or negative (less than  1%), as the demographic transition has been completed half a century ago. Average life expectancy is approximately 75 years, and the literacy rate is 98.5%.


          Croatia is inhabited mostly by Croats (89.9%). There are around twenty minorities, Serbs though they were much larger before war, being the largest one (4.5%) and others having less than 0.5% each. The predominant religion is Catholicism (87.8%), with some Orthodox (4.4%) and Sunni Muslim (1.3%) minorities.


          The official and common language, Croatian, is a South Slavic language, using the Latin alphabet. Less than 5% of the population cites other languages as their mother tongues.


          


          Culture
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          Croatian culture is the result of a thirteen century-long history which has seen the development of many cities and monuments. The country includes six World Heritage sites and eight national parks. Croatia is also the birthplace of a number of historical figures included among the notable people are three Nobel prize winners, and numerous inventors.


          Some of the world's first fountain pens came from Croatia. Croatia also has a place in the history of clothing as the origin of the necktie (cravat). The country has a long artistic, literary and musical tradition. Also of interest is the diverse nature of Croatian cuisine.
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              Fossil range: Late Cretaceous - Recent
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              	Scientific classification
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                    	Animalia

                  


                  
                    	Phylum:
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                    	Order:

                    	Crocodilia

                  


                  
                    	Family:

                    	Crocodylidae

                    Cuvier, 1807
                  

                

              
            


            
              	Genera
            


            
              	
                
                  	Crocodylus


                  	Osteolaemus

                


                See full taxonomy.

              
            

          


          A crocodile is any species belonging to the family Crocodylidae (sometimes classified instead as the subfamily Crocodylinae). The term can also be used more loosely to include all members of the order Crocodilia: i.e. the true crocodiles, the alligators and caimans (family Alligatoridae) and the gharials (family Gavialidae), or even the Crocodylomorpha which includes prehistoric crocodile relatives and ancestors. Crocodiles are large aquatic reptiles that live throughout the tropics in Africa, Asia, the Americas and Australia. Crocodiles tend to congregate in freshwater habitats like rivers, lakes, wetlands and sometimes in brackish water. They feed mostly on vertebrates like fish, reptiles, and mammals, sometimes on invertebrates like mollusks and crustaceans, depending on species. They are an ancient lineage, and are believed to have changed little since the time of the dinosaurs. They are believed to be 200 million years old whereas dinosaurs became extinct 65 million years ago; crocodiles survived great extinction events.


          


          Description


          
            	Crocodiles are similar to alligators and caiman; for their common biology and differences between them, see Crocodilia.
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          Crocodiles are among the more biologically complex reptiles despite their prehistoric look. Unlike other reptiles, they incorporate muscles used for aquatic locomotion into respiration (e.g. M. diaphragmaticus; giving them the functional equivalent of a diaphragm), cerebral cortex and four-chambered heart. Their external morphology on the other hand is a sign of their aquatic and predatory lifestyle. A crocodiles physical traits allow it to be a successful predator. They have a streamlined body that enables them to swim swiftly. Crocodiles also tuck their feet to their sides while swimming, which makes them faster by decreasing water resistance. They have webbed feet which, although not used to propel the animal through the water, allow it to make fast turns and sudden moves in the water or initiate swimming. Webbed feet are an advantage in shallower water where the animals sometimes move around by walking.


          Crocodiles have a palatal flap, a rigid tissue at the back of the mouth that blocks the entry of water. The palate has a special path from the nostril to the glottis that bypasses the mouth. The nostrils are closed during submergence. Like other archosaurs, crocodilians are diapsid, although their post-temporal fenestrae are reduced. The walls of the braincase are bony but they lack supratemporal and postfrontal bones.


          Crocodilian scales have pores that are believed to be sensory, analagous to the lateral line in fishes. They are particularly seen on their upper and lower jaws. Another possibility is that they are secretory, as they produce an oily substance that appears to flush mud off.


          Crocodiles are very fast over short distances, even out of water. They have extremely powerful jaws capable of biting down with immense force, by far the strongest bite of any animal. The crocodile's bite force is more than 5,000 pounds per square inch, compared to just 335 psi for a rottweiler, 400 psi for a large great white shark, or 800 to 1,000 psi for a hyena. They have sharp teeth for tearing and holding onto flesh, but cannot open their mouth if it is held closed. Since crocodiles feed by grabbing and holding onto their prey, they have evolved powerful muscles that close the jaws and hold them shut. The jaws are opened, however, by a very weak set of muscles. Crocodiles can thus be subdued for study or transport by taping their jaws or holding their jaws shut with large rubber bands cut from automobile inner tubes. All crocodiles have sharp and powerful claws. They have limited lateral movement in their neck, so on land, physical protection can be found by just getting even a small tree between the crocodile's jaws and oneself.


          


          Age


          There is no reliable way of measuring crocodile age, although several techniques are used to derive a reasonable guess. The most common method is to measure lamellar growth rings in bones and teeth - each ring corresponds to a change in growth rate which typically occurs once a year between dry and wet seasons. Bearing these inaccuracies in mind, the oldest crocodilians appear to be the largest species. C. porosus is estimated to live around 70 years on average, and there is limited evidence that some individuals may exceed 100 years. One of the oldest crocodiles recorded died in a zoo in Russia. A male freshwater crocodile at the Australia Zoo is estimated to be 130 years old. He was rescued from the wild by Bob Irwin and Steve Irwin after being shot twice by hunters. As a result of the shootings, this crocodile (known affectionately as "Mr. Freshy") has lost his right eye.


          


          Size
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          Size greatly varies between species, from the dwarf crocodile to the enormous saltwater crocodile. Species of Palaeosuchus and Osteolaemus grow to an adult size of just 1 to 1.5 m. Larger species can reach over 5m (16 ft) long and weigh well over 1200 kg (2,640 lb). Crocodilians show pronounced sexual dimorphism with males growing much larger and more rapidly than females. Despite their large adult size, crocodiles start their life at around 20 cm (8 inches) long. The largest species of crocodile is the saltwater crocodile, found in northern Australia, throughout south-east Asia, and in the surrounding waters.


          The largest recorded crocodile is a giant saltwater crocodile measured at 8.6 meters (28.2 feet) and 1352 kg weight (2870 lb) shot in Australia, Queensland in 1957. A "replica" of this crocodile has been made as a tourist attraction. The largest living crocodile known is a 7.1 m (25.3 ft) long saltwater crocodile, in Orissa, India. It lives in Bhitarkanika Wildlife Sanctuary and in June 2006, was entered in the Guinness Book of World Records.


          The other two larger certifiable records are both of 6.2 m crocodiles. The first crocodile was shot in the Mary River in the Northern Territory of Australia in 1974 by poachers and measured by wildlife rangers. The second crocodile was killed in 1983 in the Fly River, Papua New Guinea. In this latter crocodile it was actually the skin that was measured by zoologist Jerome Montague, and as skins are known to underestimate the size of the actual animal, it is possible this crocodile was at least another 10 cm longer.


          


          The largest crocodile ever held in captivity is an Estuarine/Siamese hybrid named Yai ( Thai: ใหญ่, meaning big) (born 10 June, 1972) at the famous Samutprakarn Crocodile Farm and Zoo, Thailand. This animal measures 6 m (19 feet) in length and weighs 1,114.27 kg (2,450 lb.).


          Another huge captive specimen was a salt water crocodile named Gomek. Gomek was captured by George Craig in Papua New Guinea and sold to St. Augustine Alligator Farm in Florida, USA. Gomek died of heart disease in February 1997. When he died, he was 5.5 m long - as confirmed by St. Augustine Alligator Farm - and probably between 70 and 80 years old.


          Yet another enormous crocodile, named Gustave by the Africans who have seen him, is responsible for over 300 human deaths, and allegedly ate an entire hippopotamus. He also stars in a film, titled Primeval. The crocodile's length is said to be anywhere between 20-30 feet long. He lives along the Ruzizi River in Africa.


          Wildlife experts, however, argue that the largest crocodile so far found in the Bhitarkanika was almost 25 feet (7.62 m) long, which could be traced from the skull preserved by the Kanika Royal Family. The crocodile was shot near Dhamara in 1926 and later its skull was preserved by the then Kanika King. Crocodile experts estimate the animal at about 7.62 m long since the size of the skull was measured one seventh of the total length of the body.
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          Etymology


          The English word crocodile comes from the Ancient Greek όī (krokdīlos) "lizard", used in the phrase ho krokdīlos ho potmios, "the lizard of the [Nile] river" to refer to crocodiles in the current English sense.


          There are several variant Greek forms of the word attested, including the later form ό (krokdeilos) found cited in many English reference works . In the Koine Greek of Roman times, krokdīlos and krokdeilos would have been pronounced identically, and either or both may be the source of the Latinized form crocodīlus used by the ancient Romans.


          Krokdīlos/krokdeilos itself is described in reference sources as a corruption of krokē ("pebbly"), and drīlos/dreilos supposedly meaning "worm" although attested only as "(man with circumcized) penis" . It is unclear how well supported this analysis is. The meaning of krokē is explained as describing the skin texture of lizards (or crocodiles) in most sources, but is alternately claimed to refer to a supposed habit of (lizards or crocodiles) basking on pebbly ground .


          The form crocodrillus is attested in Medieval Latin . It is not clear whether this is a medieval corruption or derives from alternate Greco-Latin forms (late Greek korkodrillos and korkodrillion are attested ).


          A (further) corrupted form cocodrille is found in Old French and was borrowed into Middle English as cocodril(le). The Modern English form crocodile was adapted directly from the Classical Latin crocodīlus in the 16th Century, replacing the earlier form.


          The use of -y- in the scientific name Crocodylus (and forms derived from it) is a corruption introduced by Laurenti (1768).


          


          Biology and behaviour


          Crocodiles are ambush hunters, waiting for fish or land animals to come close, then rushing out to attack. As cold-blooded predators, they are lethargic, therefore survive long periods without food, and rarely need to actively go hunting. Despite their slow appearance, crocodiles are top predators in their environment, and various species have been observed attacking and killing sharks. A famous exception is the Egyptian Plover which is said to enjoy a symbiotic relationship with the crocodile. According to unauthenticated reports, the plover feeds on parasites that infest the crocodile's mouth and the reptile will open its jaws and allow the bird to enter to clean out the mouth (Richford and Mead 2003).


          Many large crocodilians swallow stones (called gastroliths or stomach stones) and they are believed to be of use in acting as ballast to balance their body. Other suggestions have been made that they may have a function similar to that of grit in birds, which is in crushing food.


          Salt glands are present in the tongues of most crocodylids and they have a pore opening on the surface of the tongue. They appear to be similar to those in marine turtles, however these seem to be absent in Alligatoridae.


          Crocodilians can produce sounds during distress and in aggressive displays. They can also hear well and the tympanic membranes are concealed by flat flaps that may be raised or lowered by muscles.
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          Crocodiles eat fish, birds, mammals and occasionally smaller crocodiles.


          Crocodiles are protected in many parts of the world, but they also are farmed commercially. Their hide is tanned and used to make leather goods such as shoes and handbags, whilst crocodile meat is also considered a delicacy. The most commonly farmed species are the Saltwater and Nile crocodiles, while a hybrid of the Saltwater and the rare Siamese crocodile is also bred in Asian farms. Farming has resulted in an increase in the Saltwater crocodile population in Australia, as eggs are usually harvested from the wild, so landowners have an incentive to conserve crocodile habitat.


          Crocodiles are more closely related to birds and dinosaurs than to most animals classified as reptiles, the three being included in the group Archosauria ('ruling reptiles'). See Crocodilia for more information.


          Crocodile embryos do not have sex chromosomes, and unlike humans sex is not determined genetically. Sex is determined by temperature, with males produced at around 31.6 degrees celsius, and females produced at slightly lower and higher temperatures. The average incubation period is around 80 days, and also is dependent upon temperature.


          It has been observed that crocodiles may possess a form of homing instinct. Three rogue saltwater crocodiles were relocated 400 kilometres by helicopter in northern Australia but had returned to their original locations within three weeks, based on data obtained from tracking devices attached to the reptiles.


          The land speed record for a crocodile is 17km/m (11mph) measured in a galloping Australian freshwater crocodile. Maximum speed varies from species to species. Certain types of crocodiles can indeed gallop, including Cuban crocodiles, New Guinea crocodiles, African dwarf crocodiles and even smaller Nile crocodiles. For most species, the fastest they can move is a kind of "belly run", where the body moves in a snake-like fashion, limbs splayed out to either side paddling away frantically while the tail whips to and fro. Crocodiles can reach speeds of 10 or 11km/h (around 7mph) when they "belly run", and often faster if they're slipping down muddy tidal riverbanks. Another form of locomotion is the "high walk" where the body is raised clear off the ground. It is possible for a human to outrun a crocodile; the best way to do so is to run in a straight line rather than zig-zagging back and forth.
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          Crocodiles do not have sweat glands, so they release heat through their mouths. Consequently, they often sleep with their mouth open and may even pant like a dog.


          


          Danger to humans


          The larger species of crocodiles are very dangerous to humans. The main danger that crocodiles pose is not their ability to run after a person but their ability to strike before the person can react. The Saltwater and Nile Crocodiles are the most dangerous, killing hundreds of people each year in parts of south-east Asia and Africa. Mugger crocodiles and possibly the endangered Black Caiman, are also very dangerous to humans. American alligators are less aggressive and rarely assault humans without provocation. The most deaths in a single crocodile attack incident may have occurred during the Battle of Ramree Island, on February 19, 1945, in Burma. Nine hundred soldiers of an Imperial Japanese Army unit, in an attempt to retreat from the Royal Navy and rejoin a larger battalion of the Japanese infantry, crossed through ten miles of mangrove swamps which contained Saltwater Crocodiles. Twenty Japanese soldiers were captured alive by the British, and almost five hundred are known to have escaped Ramree. Many of the remainder may have been eaten by the crocodiles, although gunfire from the British troops was undoubtedly a contributory factor.


          


          Taxonomy of the Crocodylidae
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          Most species are grouped into the genus Crocodylus. The other extant genus, Osteolaemus, is monotypic (as is Mecistops, if recognized).


          
            	Family Crocodylidae

              
                	Subfamily Mekosuchinae (extinct)


                	
                  Subfamily Crocodylinae

                  
                    	Genus Crocodylus

                      
                        	Crocodylus acutus , American Crocodile


                        	Crocodylus cataphractus, Slender-snouted Crocodile (studies in DNA and morphology suggest that this species may be more basal than Crocodylus, and therefore belongs in its own genus, Mecistops)


                        	Crocodylus intermedius , Orinoco Crocodile


                        	Crocodylus johnsoni, Freshwater Crocodile


                        	Crocodylus mindorensis, Philippine Crocodile


                        	Crocodylus moreletii , Morelet's Crocodile or Mexican Crocodile


                        	Crocodylus niloticus, Nile Crocodile or African Crocodile (the subspecies found in Madagascar is sometimes called the Black Crocodile)


                        	Crocodylus novaeguineae, New Guinea Crocodile


                        	Crocodylus palustris, Mugger Crocodile, Marsh Crocodile, or Indian Crocodile


                        	Crocodylus porosus , Saltwater Crocodile or Estuarine Crocodile


                        	Crocodylus rhombifer , Cuban Crocodile


                        	Crocodylus siamensis, Siamese Crocodile

                      

                    


                    	Genus Osteolaemus

                      
                        	Osteolaemus tetraspis, Dwarf Crocodile (there has been controversy whether or not this is actually two species; current thinking is that there is one species with 2 subspecies: O. tetraspis tetraspis & O. t. osborni)

                      

                    


                    	Genus  Euthecodon


                    	Genus  Rimasuchus (formerly Crocodylus lloydi)


                    	Genus  Asiatosuchus

                  

                

              

            

          


          Some of the extinct relatives of true crocodiles, members of the larger group Crocodylomorpha, were herbivorous.


          


          Crocodile products
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          Crocodile leather can be made into goods such as wallets, briefcases, purses, handbags, belts, hats, and shoes.


          Crocodile is consumed in some countries, such as Australia, Ethiopia, Thailand, South Africa and also Cuba (in pickled form); it can also be found in specialty restaurants in some parts of the United States. The meat is white and its nutritional composition compares favourably with that of other meats. It tends to have a slightly higher cholesterol level than other meats. Crocodile meat has a delicate flavour; some describe it as a cross between chicken and crab. Crocodile meat can be complemented by the use of marinades. Cuts of meat include backstrap and tail fillet.


          Crocodile oil has been used for centuries as a natural healing skin balm.
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                The three most common sites of intestinal involvement in Crohn's disease are

                ileal, ileocolic and colonic.

              
            


            
              	ICD- 10

              	K 50.
            


            
              	ICD- 9

              	555
            


            
              	OMIM

              	266600
            


            
              	DiseasesDB

              	3178
            


            
              	MedlinePlus

              	000249
            


            
              	eMedicine

              	med/477 ped/507 radio/197
            


            
              	MeSH

              	D003424
            

          


          Crohn's disease (also known as regional enteritis) is an autoimmune disease, which can affect any part of the gastrointestinal tract from mouth to anus; as a result, the symptoms of Crohn's disease vary among afflicted individuals. The disease is characterized by areas of inflammation with areas of normal lining between in a symptom known as skip lesions. The main gastrointestinal symptoms are abdominal pain, diarrhea (which may be bloody, though this may not be visible to the naked eye), constipation, vomiting, weight loss or weight gain. Crohn's disease can also cause complications outside of the gastrointestinal tract such as skin rashes, arthritis, and inflammation of the eye.


          The disease was independently described in 1904 by Polish surgeon Antoni Lesniowski and in 1932 by American gastroenterologist Burrill Bernard Crohn, for whom the disease was named. Crohn, along with two colleagues, described a series of patients with inflammation of the terminal ileum, the area most commonly affected by the illness. Crohn's disease affects between 400,000 and 600,000 people in North America. Prevalence estimates for Northern Europe have ranged from 2748 per 100,000. Crohn's disease tends to present initially in the teens and twenties, with another peak incidence in the fifties to seventies, although the disease can occur at any age.


          Although the cause of Crohn's disease is not known, it is believed to be an autoimmune disease that is genetically linked. The highest relative risk occurs in siblings, affecting males and females equally. Smokers are three times more likely to get Crohn's disease.


          Unlike the other major types of IBD, there is no known drug based or surgical cure for Crohn's disease. Treatment options are restricted to controlling symptoms, putting and keeping the disease in remission and preventing relapse.


          


          Classification
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          Crohn's disease is generally classified as an autoimmune disease. As it almost invariably affects the gastrointestinal tract, most gastroenterologists categorize the presenting disease by the affected areas. Ileocolic Crohn's disease, which affects both the ileum (the last part of the small intestine that connects to the large intestine) and the large intestine, accounts for fifty percent of cases. Crohn's ileitis, affecting the ileum only, accounts for thirty percent of cases, and Crohn's colitis, affecting the large intestine, accounts for the remaining twenty percent of cases, and may be particularly difficult to distinguish from ulcerative colitis. The disease can attack any part of the digestive tract, from mouth to anus. However, individuals affected by the disease rarely fall outside these three classifications, being affected in other parts of the gastrointestinal tract such as the stomach and esophagus. Crohn's disease may also be categorized by the behaviour of disease as it progresses. This was formalized in the Vienna classification of Crohn's disease. There are three categories of disease presentation in Crohn's disease: stricturing, penetrating, and inflammatory. Stricturing disease causes narrowing of the bowel which may lead to bowel obstruction or changes in the caliber of the feces. Penetrating disease creates abnormal passageways ( fistulae) between the bowel and other structures such as the skin. Inflammatory disease (or non-stricturing, non-penetrating disease) causes inflammation without causing strictures or fistulae.


          


          Symptoms
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          Many people with Crohn's disease have symptoms for years prior to the diagnosis. The usual onset is between 15 and 30 years of age but can occur at any age. Because of the patchy nature of the gastrointestinal disease and the depth of tissue involvement, initial symptoms can be more vague than with ulcerative colitis. People with Crohn's disease will go through periods of flare-ups and remission.


          


          Gastrointestinal symptoms


          Abdominal pain may be the initial symptom of Crohn's disease. The pain is commonly cramp-like and may be relieved by defecation. It is often accompanied by diarrhea, which may or may not be bloody, though diarrhea is not uncommon especially in those who have had surgery. People who have had surgery or multiple surgeries often end up with short bowel syndrome of the gastrointestinal tract. The nature of the diarrhea in Crohn's disease depends on the part of the small intestine or colon that is involved. Ileitis typically results in large-volume watery feces. Colitis may result in a smaller volume of feces of higher frequency. Fecal consistency may range from solid to watery. In severe cases, an individual may have more than 20 bowel movements per day and may need to awaken at night to defecate. Visible bleeding in the feces is less common in Crohn's disease than in ulcerative colitis, but may be seen in the setting of Crohn's colitis. Bloody bowel movements are typically intermittent, and may be bright or dark red in colour. In the setting of severe Crohn's colitis, bleeding may be copious. Flatulence and bloating may also add to the intestinal discomfort.


          Symptoms caused by intestinal stenosis are also common in Crohn's disease. Abdominal pain is often most severe in areas of the bowel with stenoses. In the setting of severe stenosis, vomiting and nausea may indicate the beginnings of small bowel obstruction. Crohn's disease may also be associated with primary sclerosing cholangitis, a type of inflammation of the bile ducts.


          Perianal discomfort may also be prominent in Crohn's disease. Itchiness or pain around the anus may be suggestive of inflammation, fistulization or abscess around the anal area or anal fissure. Perianal skin tags are also common in Crohn's disease. Fecal incontinence may accompany peri-anal Crohn's disease. At the opposite end of the gastrointestinal tract, the mouth may be affected by non-healing sores ( aphthous ulcers). Rarely, the esophagus, and stomach may be involved in Crohn's disease. These can cause symptoms including difficulty swallowing ( odynophagia), upper abdominal pain, and vomiting.


          


          Systemic symptoms


          Crohn's disease, like many other chronic, inflammatory diseases, can cause a variety of systemic symptoms. Among children, growth failure is common. Many children are first diagnosed with Crohn's disease based on inability to maintain growth. As Crohn's disease may manifest at the time of the growth spurt in puberty, up to 30% of children with Crohn's disease may have retardation of growth. Fever may also be present, though fevers greater than 38.5 ˚C (101.3 ˚F) are uncommon unless there is a complication such as an abscess Among older individuals, Crohn's disease may manifest as weight loss. This is usually related to decreased food intake, since individuals with intestinal symptoms from Crohn's disease often feel better when they do not eat and might lose their appetite. People with extensive small intestine disease may also have malabsorption of carbohydrates or lipids, which can further exacerbate weight loss.


          


          Extraintestinal symptoms
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          In addition to systemic and gastrointestinal involvement, Crohn's disease can affect many other organ systems. Inflammation of the interior portion of the eye, known as uveitis, can cause eye pain, especially when exposed to light ( photophobia). Inflammation may also involve the white part of the eye ( sclera), a condition called episcleritis. Both episcleritis and uveitis can lead to loss of vision if untreated.


          Crohn's disease is associated with a type of rheumatologic disease known as seronegative spondyloarthropathy. This group of diseases is characterized by inflammation of one or more joints ( arthritis) or muscle insertions ( enthesitis). The arthritis can affect larger joints such as the knee or shoulder or may exclusively involve the small joints of the hand and feet. The arthritis may also involve the spine, leading to ankylosing spondylitis if the entire spine is involved or simply sacroiliitis if only the lower spine is involved. The symptoms of arthritis include painful, warm, swollen, stiff joints and loss of joint mobility or function.


          Crohn's disease may also involve the skin, blood, and endocrine system. One type of skin manifestation, erythema nodosum, presents as red nodules usually appearing on the shins. Erythema nodosum is due to inflammation of the underlying subcutaneous tissue and is characterized by septal panniculitis. Another skin lesion, pyoderma gangrenosum, is typically a painful ulcerating nodule. Crohn's disease also increases the risk of blood clots; painful swelling of the lower legs can be a sign of deep venous thrombosis, while difficulty breathing may be a result of pulmonary embolism. Autoimmune hemolytic anaemia, a condition in which the immune system attacks the red blood cells, is also more common in Crohn's disease and may cause fatigue, pallor, and other symptoms common in anaemia. Clubbing, a deformity of the ends of the fingers, may also be a result of Crohn's disease. Finally, Crohn's disease may cause osteoporosis, or thinning of the bones. Individuals with osteoporosis are at increased risk of bone fractures.


          Crohn's disease can also cause neurological complications (reportedly in up to 15% of patients). The most common of these are seizures, stroke, myopathy, peripheral neuropathy, headache and depression.


          Crohn's patients often also have issues with Small bowel bacterial overgrowth syndrome, which has similar symptoms.


          


          Complications
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          Crohn's disease can lead to several mechanical complications within the intestines, including obstruction, fistulae, and abscesses. Obstruction typically occurs from strictures or adhesions which narrow the lumen, blocking the passage of the intestinal contents. Fistulae can develop between two loops of bowel, between the bowel and bladder, between the bowel and vagina, and between the bowel and skin. Abscesses are walled off collections of infection, which can occur in the abdomen or in the perianal area in Crohn's disease sufferers.


          Crohn's disease also increases the risk of cancer in the area of inflammation. For example, individuals with Crohn's disease involving the small bowel are at higher risk for small intestinal cancer. Similarly, people with Crohn's colitis have a relative risk of 5.6 for developing colon cancer. Screening for colon cancer with colonoscopy is recommended for anyone who has had Crohn's colitis for eight years, or more.


          Individuals with Crohn's disease are at risk of malnutrition for many reasons, including decreased food intake and malabsorption. The risk increases following resection of the small bowel. Such individuals may require oral supplements to increase their caloric intake, or in severe cases, total parenteral nutrition (TPN). Most people with moderate or severe Crohn's disease are referred to a dietitian for assistance in nutrition.


          Crohn's disease can cause significant complications including bowel obstruction, abscesses, free perforation and hemorrhage.


          Crohn's disease can be problematic during pregnancy, and some medications can cause adverse outcomes for the fetus or mother. Consultation with an obstetrician and gastroenterologist about Crohn's disease and all medications allows preventative measures to be taken. In some cases, remission can occur during pregnancy. Certain medications can also impact sperm count or may otherwise adversely affect a man's ability to conceive.


          


          Cause
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          The exact cause of Crohn's disease is unknown. However, environmental and genetic factors have been invoked in the pathogenesis of the disease. Research has indicated that Crohn's disease has a strong genetic link. The disease runs in families and those with a sibling with the disease are 30 times more likely to develop it than the normal population. Ethnic background is also a risk factor. Until very recently, whites and European Jews accounted for the vast majority of the cases in the United States, and in most industrialized countries, this demographic is still true. However, the European commission makes an interesting point:


          
            A review of the literature suggests that Crohns disease is more prevalent in Western populations with northern European and Anglo-Saxon ethnic derivation, than in populations of southern Europe, Asia and Africa. However, when the Asian people migrate to urban-industrial societies of the West, they become as susceptible to the disease as the population of their host countries, suggesting environmental factors in the aetiology of Crohns disease143.

          


          Mutations in the CARD15 gene (also known as the NOD2 gene) are associated with Crohn's disease and with susceptibility to certain phenotypes of disease location and activity. In earlier studies, only two genes were linked to Crohn's, but scientists now believe there are over eight genes that show genetics play a role in the disease, either directly through causation or indirectly as with a spurious relationship.


          A handful of cases of Crohn's disease cases were reported at the turn of the 20th century, but since then, the disease has continued to increase in prevalence dramatically. Some argue that this increase has been the result of a genetic shift in the population caused by conditions favoring individuals carrying the genes linked with the disease. These conditions could be a lower infant mortality rate or better health care in the nations that have the highest incidence of disease (industrialized nations). Another explanation is that modern industrial practices have given rise to increased disease prevalence via infectious diseases. A common recurrent theory is that a specific species of Mycobacterium, Mycobacterium avium subspecies paratuberculosis, is responsible for both Johne's disease and Crohn's disease, and modern industrial farming practices have led to the spread of Mycobacterium avium subspecies paratuberculosis.


          Others argue that Crohn's disease is caused by a combination of environmental and genetic factors. Many environmental factors have also been hypothesized as causes or risk factors for Crohn's disease. Proven environmental risk factors include living in an industrialized country, smoking, and living in an urban area. Diets high in sweet, fatty or refined foods may also play a role. A retrospective Japanese study found that those diagnosed with Crohn's disease had higher intakes of sugar, fat, fish and shellfish than controls prior to diagnosis. A similar study in Israel also found higher intakes of fats (especially chemically modified fats) and sucrose, with lower intakes of fructose and fruits, water, potassium, magnesium and vitamin C in the diets of Crohn's disease sufferers before diagnosis, and cites three large European studies in which sugar intake was significantly increased in people with Crohn's disease compared with controls. The most common forms of microparticles include titanium dioxide, aluminosilicates, anatase, calcium phosphate, and soil residue. These substances are ubiquitous in processed food and most toothpastes and lip glosses. Soil residue is found on fresh fruits and vegetables unless carefully removed.


          Smoking has been shown to increase the risk of the return of active disease, or "flares". The introduction of hormonal contraception in the United States in the 1960s is linked with a dramatic increase in the incidence rate of Crohn's disease. Although a causal linkage has not been effectively shown, there remain fears that these drugs work on the digestive system in similar ways to smoking.


          Additionally, many in the scientific community believe that early childhood exposure to illness is necessary to the creation of a proper immune system for those with the genetic susceptibility for Crohn's Disease. Higher incidences of Crohn's Disease are associated with cleaner living conditions. Throughout the early and mid-20th century in the United States, the disease was strongly associated with upper-class populations, and today the disease does not yet exist in the many Third World countries, despite the fact that it occurs in all races. CD is also associated with first born and single children (because they would have less exposure to childhood illness from siblings) and in populations that have low incidences of gastric cancer. Gastric cancer is most often caused by the bacterium Helicobacter pylori that flourishes in cramped and unsanitary conditions.


          Abnormalities in the immune system have often been invoked as being causes of Crohn's disease. It has been hypothesized that Crohn's disease involves augmentation of the Th1 of cytokine response in inflammation. The most recent gene to be implicated in Crohn's disease is ATG16L1, which may reduce the effectiveness of autophagy, and hinder the body's ability to attack invasive bacteria.


          A variety of pathogenic bacteria were initially suspected of being causative agents of Crohn's disease and many groups still suspect Mycobacterium avium subspecies paratuberculosis. However, the consensus of many health care professionals for several years has been that a variety of microorganisms are simply taking advantage of their host's weakened mucosal layer and inability to clear bacteria from the intestinal walls, both symptoms of the disease. Some studies have linked Mycobacterium avium subsp. paratuberculosis to Crohn's disease, in part because it causes a very similar disease, Johne's disease, in cattle. The mannose bearing antigens, mannins, from yeast may also elicit pathogenic anti saccharomyces cerevisiae antibodies. Studies have linked specific strains of enteroadherent E. coli to the disease. Still this relationship and evidence of contributions by other species remains controversial. And more recently a relationship between MAP and E. coli has been uncovered. Scientists at the university of Liverpool have discovered that "Mycobacteria release a complex molecule containing a sugar, called mannose. This molecule prevents a type of white blood cells, called macrophages, from killing internalized E.Coli.


          Some scientific studies and court rulings have posited that Accutane is a probable cause of IBD, a group of diseases including Crohn's Disease and Ulcerative colitis, in some individuals. Three cases in the United States have gone to trial thus far, with all three resulting in multi-million dollar judgments against the makers of isotretinoin; there are an additional 425 cases pending.


          


          Pathophysiology
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          At the time of colonoscopy, biopsies of the colon are often taken in order to confirm the diagnosis. There are certain characteristic features of the pathology seen that point toward Crohn's disease. Crohn's disease shows a transmural pattern of inflammation, meaning that the inflammation may span the entire depth of the intestinal wall. Grossly, ulceration is an outcome seen in highly active disease. There is usually an abrupt transition between unaffected tissue and the ulcer. Under a microscope, biopsies of the affected colon may show mucosal inflammation. This inflammation is characterized by focal infiltration of neutrophils, a type of inflammatory cell, into the epithelium. This typically occurs in the area overlying lymphoid aggregates. These neutrophils, along with mononuclear cells, may infiltrate into the crypts leading to inflammation (crypititis) or abscess (crypt abscess). Granulomas, aggregates of macrophage derivatives known as giant cells, are found in 50% of cases and are most specific for Crohn's disease. The granulomas of Crohn's disease do not show "caseation", a cheese-like appearance on microscopic examination that is characteristic of granulomas associated with infections such as tuberculosis. Biopsies may also show chronic mucosal damage as evidenced by blunting of the intestinal villi, atypical branching of the crypts, and change in the tissue type ( metaplasia). One example of such metaplasia, Paneth cell metaplasia, involves development of Paneth cells (typically found in the small intestine) in other parts of the gastrointestinal system.


          



          


          Diagnosis
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          The diagnosis of Crohn's disease can sometimes be challenging, and a number of tests are often required to assist the physician in making the diagnosis. Even with a full battery of tests it may not be possible to diagnose Crohn's with complete certainty; a colonoscopy is approximately 70% effective in diagnosing the disease with further being less effective. Disease in the small bowel is particularly difficult to diagnose as a traditional colonoscopy only allows access to the colon and lower portions of the small intestines; introduction of the Capsule endoscopy aids in endoscopic diagnosis.


          


          Endoscopy


          A colonoscopy is the best test for making the diagnosis of Crohn's disease as it allows direct visualization of the colon and the terminal ileum, identifying the pattern of disease involvement. Occasionally, the colonoscope can travel past the terminal ileum but it varies from patient to patient. During the procedure, the gastroenterologist can also perform a biopsy, taking small samples of tissue for laboratory analysis which may help confirm a diagnosis. As 30% of Crohn's disease involves only the ileum, cannulation of the terminal ileum is required in making the diagnosis. Finding a patchy distribution of disease, with involvement of the colon or ileum but not the rectum, is suggestive of Crohn's disease, as are other endoscopic stigmata.The utility of capsule endoscopy for this, however, is still uncertain.


          


          Radiologic tests


          A small bowel follow-through may suggest the diagnosis of Crohn's disease and is useful when the disease involves only the small intestine. Because colonoscopy and gastroscopy allow direct visualization of only the terminal ileum and beginning of the duodenum, they cannot be used to evaluate the remainder of the small intestine. As a result, a barium follow-through x-ray, wherein barium sulfate suspension is ingested and fluoroscopic images of the bowel are taken over time, is useful for looking for inflammation and narrowing of the small bowel. Barium enemas, in which barium is inserted into the rectum and fluoroscopy used to image the bowel, are rarely used in the work-up of Crohn's disease due to the advent of colonoscopy. They remain useful for identifying anatomical abnormalities when strictures of the colon are too small for a colonoscope to pass through, or in the detection of colonic fistulae.


          CT and MRI scans are useful for evaluating the small bowel with enteroclysis protocols.They are additionally useful for looking for intra-abdominal complications of Crohn's disease such as abscesses, small bowel obstruction, or fistulae. Magnetic resonance imaging (MRI) are another option for imaging the small bowel as well as looking for complications, though it is more expensive and less readily available


          


          Blood tests


          A complete blood count may reveal anaemia, which may be caused either by blood loss or vitamin B12 deficiency. The latter may be seen with ileitis because vitamin B12 is absorbed in the ileum. Erythrocyte sedimentation rate, or ESR, and C-reactive protein measurements can also be useful to gauge the degree of inflammation. It is also true in patient with ilectomy done in response to the complication. Another cause of anaemia is anaemia of chronic disease, characterized by its microcytic and hypochromic anaemia. There can be various reasons for anaemia, including medication used in treatment of inflammatory bowel disease like azathioprine which can lead to cytopenia and sulfasalazine which can also result in folate malabsorption, etc. Testing for anti- Saccharomyces cerevisiae antibodies (ASCA) and anti-neutrophil cytoplasmic antibodies (ANCA) has been evaluated to identify inflammatory diseases of the intestine and to differentiate Crohn's disease from ulcerative colitis.


          


          Comparison with ulcerative colitis


          The most common disease that mimics the symptoms of Crohn's disease is ulcerative colitis, as both are inflammatory bowel diseases that can affect the colon with similar symptoms. It is important to differentiate these diseases, since the course of the diseases and treatments may be different. In some cases, however, it may not be possible to tell the difference, in which case the disease is classified as indeterminate colitis.


          
            
              Comparisons of various factors in Crohn's disease and ulcerative colitis
            

            
              	

              	Crohn's disease

              	Ulcerative colitis
            


            
              	Terminal ileum involvement

              	Commonly

              	Seldom
            


            
              	Colon involvement

              	Usually

              	Always
            


            
              	Rectum involvement

              	Seldom

              	Usually
            


            
              	Involvement around the anus

              	Common

              	Seldom
            


            
              	Bile duct involvement

              	No increase in rate of primary sclerosing cholangitis

              	Higher rate
            


            
              	Distribution of Disease

              	Patchy areas of inflammation (Skip lesions)

              	Continuous area of inflammation
            


            
              	Endoscopy

              	Deep geographic and serpiginous (snake-like) ulcers

              	Continuous ulcer
            


            
              	Depth of inflammation

              	May be transmural, deep into tissues

              	Shallow, mucosal
            


            
              	Fistulae

              	Common

              	Seldom
            


            
              	Stenosis

              	Common

              	Seldom
            


            
              	Autoimmune disease

              	Widely regarded as an autoimmune disease

              	No consensus
            


            
              	Cytokine response

              	Associated with Th1

              	Vaguely associated with Th2
            


            
              	Granulomas on biopsy

              	Can have granulomas

              	Granulomas uncommon
            


            
              	Surgical cure

              	Often returns following removal of affected part

              	Usually cured by removal of colon
            


            
              	Smoking

              	Higher risk for smokers

              	Lower risk for smokers
            

          


          


          Treatment


          Currently there is no cure for Crohn's disease and remission may not be possible or prolonged if achieved; in cases where remission is possible, relapse can be prevented and symptoms controlled with medication, lifestyle changes and in some cases, surgery. Adequately controlled, Crohn's disease may not significantly restrict daily living. Treatment for Crohn's disease is only when symptoms are active and involve first treating the acute problem, then maintaining remission.


          


          Medication


          Acute treatment uses medications to treat any infection (normally antibiotics) and to reduce inflammation (normally aminosalicylate anti-inflammatory drugs and corticosteroids). When symptoms are in remission, treatment enters maintenance with a goal of avoiding the recurrence of symptoms. Prolonged use of corticosteroids has significant side-effects; as a result they are generally not used for long-term treatment. Alternatives include aminosalicylates alone, though only a minority are able to maintain the treatment, and many require immunosuppressive drugs.


          Medications used to treat the symptoms of Crohn's disease include 5-aminosalicylic acid (5-ASA) formulations, prednisone, immunomodulators such as azathioprine, mercaptopurine, methotrexate, infliximab, adalimumab and natalizumab.


          


          Lifestyle changes


          Certain lifestyle changes can reduce symptoms, including dietary adjustments, proper hydration and smoking cessation.


          


          Surgery


          Crohn's cannot be cured by surgery, though it is used when partial or a full blockage of the intestine occurs. Surgery may also be required for complications such as obstructions, fistulas and/or abscesses, or if the disease does not respond to drugs within a reasonable time. After the first surgery, Crohn's usually shows up at the site of the resection though it can appear in other locations. After a resection, scar tissue builds up which causes strictures. A stricture is when the intestines becomes too small to allow excrement to pass through easily which can lead to a blockage. After the first resection, another resection may be necessary within five years. For patients with an obstruction due to a stricture, two options for treatment are strictureplasty and resection of that portion of bowel. There is no statistical significance between strictureplasty alone versus strictureplasty and resection in cases of duodenal involvement. In these cases, re-operation rates were 31% and 27%, respectively, indicating that strictureplasty is a safe and effective treatment for selected patients with duodenal involvement.


          Short bowel syndrome (SBS, also short gut syndrome or simply short gut) can be caused by the surgical removal of the small intestines. It usually develops if a person has had half or more of their small intestines removed. Diarrhea is the main symptom of short bowel syndrome though other symptoms may include cramping, bloating and heartburn. Short bowel syndrome is treated with changes in diet, intravenous feeding, vitamin and mineral supplements and treatment with medications.


          


          Prospective treatments


          Researchers at University College London have questioned the wisdom of suppressing the immune system in Crohn's, as the problem may be an under-active rather than an over-active immune system: their study found that Crohn's patients showed an abnormally low response to an introduced infection, marked by a poor flow of blood to the wound, and the response improved when the patients were given sildenafil.


          Recent studies using helminthic therapy or hookworms to treat Crohn's Disease and other (non-viral) auto-immune diseases seem to yield promising results.


          A single, small, uncontrolled trial of patients with mild Crohn's on stable medications suggested improvement with low dose naltrexone therapy.


          A recent small double-blind, placebo-controlled study conducted in Germany found grand wormwood to have a steroid-sparing effect with the result that 18/20 wormwood receiving patients were able to taper steroid medication while maintaining a steady improvement in CD symptoms.


          


          Prognosis


          Crohn's disease is a chronic condition for which there is currently no cure. It is characterised by periods of improvement followed by episodes when symptoms flare up. With treatment, most people achieve a healthy height and weight, and the mortality rate for the disease is low. Crohn's disease is associated with an increased risk of small bowel and colorectal carcinoma.


          



          


          Epidemiology


          The incidence of Crohn's disease has been ascertained from population studies in Norway and the United States and is similar at 6 to 7.1:100,000. Crohn's disease is more common in northern countries, and shows a higher preponderance in northern areas of the same country. The incidence of Crohn's disease is thought to be similar in Europe but lower in Asia and Africa. It also has a higher incidence in Ashkenazi Jews.


          Crohn's disease has a bimodal distribution in incidence as a function of age: the disease tends to strike people in their teens and 20s, and people in their 50s through to their 70s, and ages in between due to not being diagnosed with Crohn's and being diagnosed instead with irritable bowel syndrome IBS. It is rarely diagnosed in early childhood. It usually strikes females more than males. Parents, siblings or children of people with Crohn's disease are 3 to 20 times more likely to develop the disease. Twin studies show a concordance of greater than 55% for Crohn's disease.


          



          


          History


          Inflammatory bowel diseases were described by Giovanni Battista Morgagni (1682-1771), by Polish surgeon Antoni Leśniowski in 1904 (leading to the use of the eponym "Leśniowski-Crohn disease" in Poland) and by Scottish physician T. Kennedy Dalziel in 1913.


          Burrill Bernard Crohn, an American gastroenterologist at New York City's Mount Sinai Hospital, described fourteen cases in 1932, and submitted them to the American Medical Association under the rubric of "Terminal ileitis: A new clinical entity". Later that year, he, along with colleagues Leon Ginzburg and Gordon Oppenheimer published the case series as "Regional ileitis: a pathologic and clinical entity".
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Passeriformes

                  


                  
                    	Family:

                    	Fringillidae

                  


                  
                    	Genus:

                    	Loxia

                    Linnaeus, 1758
                  

                

              
            


            
              	Species
            


            
              	
                Loxia pytyopsittacus

                Loxia scotia

                Loxia curvirostra

                Loxia leucoptera

                Loxia megaplaga

              
            

          


          The crossbills are birds in the finch family Fringillidae. The three to five (or possibly many more) species are all classified in the genus Loxia. These birds are characterised by the mandibles crossing at their tips, which gives the group its English name.


          These are specialist feeders on conifer cones, and the unusual bill shape is an adaptation to assist the extraction of the seeds from the cone. These birds are typically found in higher northern hemisphere latitudes, where their food sources grows. They will erupt out of the breeding range when the cone crop fails.


          Crossbills breed very early in the year, often in winter months, to take advantage of maximum cone supplies.


          Adult males tend to be red or orange in colour, and females green or yellow, but there is much variation.


          


          Feeding behaviour


          The different species are each adapted to specialising in feeding on different conifer species, with the bill shape optimised for opening that species of conifer. This is achieved by inserting the bill between the conifer cone scales and twisting the lower mandible towards the side to which it crosses, enabling the bird to extract the seed at the bottom of the scale with its tongue.


          The mechanism by which the bill-crossing (which usually, but not always, occurs in an 1:1 frequency of left-crossing or right-crossing morphs) is developed, and what determines the direction, has hitherto withstood all attempts to resolve it.


          It is very probable that there is a genetic basis underlying the phenomenon (young birds whose bills are still straight will give a cone-opening behaviour if their bills are gently pressed, and the crossing develops before the birds are fledged and feeding independently), but at least in the Red Crossbill (the only species which has been somewhat thoroughly researched regarding this question) there is no straightforward mechanism of heritability.


          While the direction of crossing seems to be the result of at least 3 genetic factors working together in a case of epistasis and most probably autosomal, it is not clear whether the 1:1 frequency of both morphs in most cases is the result of genetics, or environmental selection. Populations that feed on cones without removing or twisting them will likely show a 1:1 morph distribution no matter what the genetic basis may be: the fitness of each morph is inversely proportional to its frequency in the population. Such birds can only access the cone with the lower mandible tip pointing towards it to successfully extract seeds, and thus a too high number of birds of one morph will result in the food availability for each bird of this morph decreasing (Edelaar et al, 2005).


          They can utilise other conifers to their preferred, and often need to do so when their preferred species has a crop failure, but are less efficient in their feeding (not enough to prevent survival, but probably enough to reduce breeding success).


          


          Systematics and evolution


          Analysis of mitochondrial cytochrome b sequence data (Arnaiz-Villena et al., 2001) indicates that the crossbills and redpolls share a common ancestor and only diverged during the Tortonian (c. 8 mya, Late Miocene). They suggest that the genera Loxia and Carduelis might be merged into a single genus, for which the name Loxia would then have priority. But this would imply to change the name of a large number of species, and given that the adaptations of the crossbills represent a unique evolutionary path, it seems more appropriate to split up the genus Carduelis as it was already done during most of the 20th century. Unfortunately, the fossil record is restricted to a Late Pliocene (c. 2 mya) species, Loxia patevi, found at Varshets, Bulgaria.


          The species of crossbills are difficult to separate, and care is needed even with Two-barred/Hispaniolan Crossbill, the easiest. The other species are identified by subtle differences in head shape and bill size, and are the subject of much taxonomic speculation, with some scientists suggesting that the previously held assumption that the Parrot and Scottish Crossbills and possibly the Hispaniolan and Two-barred Crossbill are conspecific.


          The identification problem is least severe in North America, where only Red and White-winged occur, and (possibly) worst in the Scottish Highlands, where three 'species' breed, and Two-barred is also a possible vagrant.


          Work on vocalisation in North America suggest that there are eight or nine discrete populations of Red Crossbill in that continent alone, which do not interbreed and are (like the named species) adapted to specialise on different conifer species. Few ornithologists yet seem inclined to give these forms species status though. Preliminary investigations in Europe and Asia suggest an equal, if not greater, complexity, with several different call types identified; these call types as different from each other as from the named species Scottish and Parrot Crossbills - suggesting either that they are valid species, or else that the Scottish and Parrot may not be.


          Currently accepted species and their preferred food sources are:


          
            	Parrot Crossbill, Loxia pytyopsittacus

              
                	Scots pine Pinus sylvestris

              

            


            	Scottish Crossbill, Loxia scotica (often treated as a race of Parrot Crossbill)

              
                	Scots pine Pinus sylvestris and Larch Larix species (particularly plantations of L. decidua)

              

            


            	Red Crossbill or Common Crossbill, Loxia curvirostra

              
                	Spruce Picea species; some populations (distinct species?) on various Pine Pinus species and (in western North America) Douglas-fir

              

            


            	Two-barred Crossbill or White-winged Crossbill, Loxia leucoptera

              
                	Larch Larix species, particularly L. sibirica, L. gmelinii, L. laricina and (in North America) also Hemlock Tsuga

              

            


            	Hispaniolan Crossbill, Loxia megaplaga (previously treated as a race of Two-barred Crossbill)

              
                	Hispaniolan Pine Pinus occidentalis
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              Cross Fell seen from the Eden Valley
            


            
              	Elevation

              	893 m (2,930 ft)
            


            
              	Location

              	North Pennines, England
            


            
              	Prominence

              	651m
            


            
              	Parent peak

              	Helvellyn
            


            
              	Topo map

              	OS Landranger 91
            


            
              	OS grid reference

              	NY687343
            


            
              	Listing

              	Hewitt, Marilyn, Nuttall
            

          


          At 893m, Cross Fell is the highest point in the Pennine Hills of Northern England. It is also the highest point in England outside of the Lake District. The summit is a stony plateau being part of a 20km long ridge running North West to South East, which also incorporates Little Dun Fell (842m) and Great Dun Fell (849m). The three adjoining fells form an escarpment that rises steeply above the Eden Valley on its south western side and drops off more gently on its north eastern side towards the South Tyne and Tees Valleys.


          Cross Fell summit is crowned by a cross-shaped dry-stone shelter, though this is not the reason for the naming of the hill. On a clear day there are excellent views from the summit across the Eden Valley to the mountains of the Lake District. On the northern side of Cross Fell there are also fine views across the Solway Firth to the Southern Uplands of Scotland.


          The fell is prone to dense hill fog and fierce winds. A shrieking noise induced by the Helm Wind (see below) is a characteristic of the locality. It can be an inhospitable place for much of the year. In ancient times it was known as "Fiends Fell" and believed to be the haunt of evil spirits. It has been speculated that this last feature may be why the fell became known as Cross Fell ('cross' meaning 'angry'). Another theory is that at some time a cross was placed at the summit in order to ward off the spirits. But the origin of the name is not known for sure.


          A conspicuous local feature is the golf ball shaped radar installation on the summit of Great Dun Fell. This was built in the 1980s and serves to support civil air traffic control over the North Atlantic. The original site was built on the summit in 1949.


          


          Local geography


          Cross Fell and the adjoining fells are mainly a bed of hard, carboniferous limestone. Where this bed surfaces, there are steep rock faces. There are also strata of shale and gritstone that surface on the fell. On the south and west facing slopes of Cross Fell the rock faces have been broken up by frost action to give a scree slope made up of large boulders. The local terrain shows obvious evidence of recent glaciation and is covered by thin soil and acidic peat.
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          Cross Fell, Great Dun Fell and Little Dun Fell form a block of high terrain which is all over 800m in altitude. This is the largest block of high ground in England and it is snow-covered for much of the year. Snow can be found in gullies on the north side of Cross Fell as late as May in most years. In some years, lying snow has been known to persist until July and fresh snowfall in June (mid-summer in the Northern Hemisphere) is common.


          Precipitation on Cross Fell averages around 280cm per year. Local flora includes a number of rare alpine plants such as the Starry Saxifrage and a mountain Forget-me-not. Cross Fell is covered by what is known as "siliceous alpine and boreal grassland". It is the southernmost outlier of this vegetation type, which is common to highlands in Scotland and Scandinavia. It is a designated Special Area of Conservation (SAC). Local farmers are required to keep free-roaming sheep off the tops of the fells in order to avoid damaging the natural flora.


          The Helm Wind is a local phenomenon. An east wind causes air to rise slowly to the summit of the ridge and cool as it does so. At the summit, the dense, cool air drops rapidly down the steep western slope (causing the Helm Wind) and forces warmer ambient air to rise. Moisture in the ambient air condenses to form the Helm Bar  a stationary handle of thin cloud running along and outwards from the edge of the summit (see Picture Gallery below). The Helm Wind can be very strong where it is channelled down gullies in the side of the escarpment. It is experienced particularly in the villages of Milburn and Kirkland. A Helm Wind also occurs at the head of the Eden Valley, in Mallerstang. A similar feature can be found around Table Mountain near Cape Town, South Africa, with the local equivalent of the Helm Bar being known as the Table Cloth.


          


          Routes to Cross Fell summit
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          Cross Fell is crossed by the Pennine Way footpath en route from Dufton to Alston. Thus it may be climbed either from Dufton to the south east, or from Garrigill to the north west simply by following the Way. This section of the Way is well signposted and laid out. Some parts of the path are surfaced with stone slabs. The summit is about 12km from either village.


          The easiest route to Cross Fell summit (around 6km each way) is via a road from the village of Knock. This is a well graded, tarmac road which provides car access to the radar installation on Great Dun Fell and a quarry nearby. Great Dun Fell is the highest point in the British road system. The road is however private and attempting to drive up it is discouraged. It is a relatively easy walk from this point along the summit ridge to Cross Fell. However, there is a very boggy area separating Little Dun Fell and Cross Fell, and the correct route between the two is marked by a tall cairn situated at the edge of Cross Fell and several hundred metres back from the ridge.
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          An interesting route to the summit is from the village of Kirkland. The walker can park his/her car by the side of the road going north out of the village and follow a track going past a group of holiday cottages and rising up to some ancient mine workings. A track leads from that point towards the west flank of Cross Fell. A direct approach to the summit from the west involves climbing a difficult scree slope, so an easier way is to follow the track (not well defined over its whole length) around to the north side of the fell, where it meets the Pennine Way at a cairn. One may then follow the Way up a gentle slope to the summit. This route offers fine views (up to 100km on a clear day) over both the Solway to the north and the Eden Valley to the south. In fair conditions, the walk from Kirkland to the summit takes about 2 to 3 hours.


          An ascent of Cross Fell in anything but perfect weather conditions can become challenging. None of the available routes offers a well defined path all the way to the summit. To the north of the ridge lies an extensive area of featureless bog and moorland, without obvious contours. The immediate area around Cross Fell is prone to hill fog and low cloud. Above 500metres, visibility can suddenly drop to almost nil. It is easy to become disoriented and lost.


          
            [image: Ascending the scree slope on the west flank of Cross Fell]

            
              Ascending the scree slope on the west flank of Cross Fell
            

          


          The scree slopes on the edges of Cross Fell can be treacherous in conditions of snow or ice. The large boulders are not securely seated and move readily when a walker tries to cross them. It is easy to fall and break a limb. This particular line of approach to the summit is best avoided unless conditions are clear and dry.


          Increasing numbers of walkers have come into the area since the Pennine Way opened in the 1960s and as car ownership has become more widespread. After a number of fatalities among walkers in the locality, a mountain rescue team was established at nearby Penrith in 1959. This team is called out to rescue lost, disappeared or injured walkers in the Cross Fell area, on average about once every two weeks.


          That said, Cross Fell has much to offer the visitor. A climb to the summit is safe and easy so long as proper precautions are taken. The walker should be adequately dressed and equipped with map and compass. Most of the locality is within range of mobile phones.


          


          Views of Cross Fell


          Cross Fell is a conspicuous feature in the landscape. It dominates the skyline on almost the entire 30 km length of the A66 trunk road between Penrith and Stainmore. It can also be seen from Helvellyn summit in the Lake District and from high ground throughout Dumfriesshire and Northumberland.


          
            [image: Cow Green Reservoir, with (l to r) Great Dun Fell, Little Dun Fell and Cross Fell in the background at a distance of about 10�km]

            
              Cow Green Reservoir, with (l to r) Great Dun Fell, Little Dun Fell and Cross Fell in the background at a distance of about 10km
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cross_Fell"
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          In mathematics, the cross product is a binary operation on two vectors in a three-dimensional Euclidean space that results in another vector which is perpendicular to the two input vectors. By contrast, the dot product produces a scalar result. In many engineering and physics problems, it is handy to be able to construct a perpendicular vector from two existing vectors, and the cross product provides a means for doing so. The cross product is also known as the vector product, or Gibbs vector product.


          The cross product is not defined except in three-dimensions (and the algebra defined by the cross product is not associative). Like the dot product, it depends on the metric of Euclidean space. Unlike the dot product, it also depends on the choice of orientation or "handedness". Certain features of the cross product can be generalized to other situations. For arbitrary choices of orientation, the cross product must be regarded not as a vector, but as a pseudovector. For arbitrary choices of metric, and in arbitrary dimensions, the cross product can be generalized by the exterior product of vectors, defining a two-form instead of a vector.


          


          


          Definition


          
            [image: Finding the direction of the cross product by the right-hand rule.]

            
              Finding the direction of the cross product by the right-hand rule.
            

          


          The cross product of two vectors a and b is denoted by a  b. In a three-dimensional Euclidean space, with a usual right-handed coordinate system, it is defined as a vector c that is perpendicular to both a and b, with a direction given by the right-hand rule and a magnitude equal to the area of the parallelogram that the vectors span.


          The cross product is given by the formula


          
            	[image: \mathbf{a} \times \mathbf{b} = a b \sin \theta \ \mathbf{\hat{n}}]

          


          where  is the measure of the angle between a and b (0    180), a and b are the magnitudes of vectors a and b, and [image: \mathbf{\hat{n}}] is a unit vector perpendicular to the plane containing a and b. If the vectors a and b are collinear (i.e., the angle  between them is either 0 or 180), by the above formula, the cross product of a and b is the zero vector 0.


          The direction of the vector [image: \mathbf{\hat{n}}] is given by the right-hand rule, where one simply points the forefinger of the right hand in the direction of a and the middle finger in the direction of b. Then, the vector [image: \mathbf{\hat{n}}] is coming out of the thumb (see the picture on the right).


          Using the cross product requires the handedness of the coordinate system to be taken into account (as explicit in the definition above). If a left-handed coordinate system is used, the direction of the vector [image: \mathbf{\hat{n}}] is given by the left-hand rule and points in the opposite direction.


          This, however, creates a problem because transforming from one arbitrary reference system to another (e.g., a mirror image transformation from a right-handed to a left-handed coordinate system), should not change the direction of [image: \mathbf{\hat{n}}]. The problem is clarified by realizing that the cross-product of two vectors is not a (true) vector, but rather a pseudovector. See cross product and handedness for more detail.


          


          Computing the cross product


          


          Coordinate notation


          The unit vectors i, j, and k from the given orthogonal coordinate system satisfy the following equalities:


          
            	i  j = k      j  k = i      k  i = j.

          


          With these rules, the coordinates of the cross product of two vectors can be computed easily, without the need to determine any angles: Let


          
            	a = a1i + a2j + a3k = (a1, a2, a3)

          


          and


          
            	b = b1i + b2j + b3k = (b1, b2, b3)

          


          Then


          
            	a  b = (a2b3  a3b2) i + (a3b1  a1b3) j + (a1b2  a2b1) k = (a2b3  a3b2, a3b1  a1b3, a1b2  a2b1)

          


          


          Matrix notation


          The coordinate notation can also be written formally as the determinant of a matrix:


          
            	[image: \mathbf{a}\times\mathbf{b}=\det \begin{bmatrix} \mathbf{i} & \mathbf{j} & \mathbf{k} \ a_1 & a_2 & a_3 \ b_1 & b_2 & b_3 \ \end{bmatrix}.]

          


          The determinant of three vectors can be recovered as


          
            	det (a, b, c) = a  (b  c).

          


          Intuitively, the cross product can be described by Sarrus' scheme. Consider the table


          
            	[image:  \begin{matrix} \mathbf{i} & \mathbf{j} & \mathbf{k} & \mathbf{i} & \mathbf{j} & \mathbf{k} \ a_1 & a_2 & a_3 & a_1 & a_2 & a_3 \ b_1 & b_2 & b_3 & b_1 & b_2 & b_3 \end{matrix} ]

          


          For the first three unit vectors, multiply the elements on the diagonal to the right (e.g. the first diagonal would contain i, a2, and b3). For the last three unit vectors, multiply the elements on the diagonal to the left and then negate the product (e.g. the last diagonal would contain k, a2, and b1). The cross product would be defined by the sum of these products:


          
            	[image:  \mathbf{i}(a_2b_3) + \mathbf{j}(a_3b_1) + \mathbf{k}(a_1b_2) - \mathbf{i}(a_3b_2) - \mathbf{j}(a_1b_3) - \mathbf{k}(a_2b_1). ]

          


          Although written here in terms of coordinates, it follows from the geometrical definition above that the cross product is invariant under rotations about the axis defined by ab, and flips sign under swapping a and b.


          


          Examples


          


          Example 1


          Consider two vectors, a = (1,2,3) and b = (4,5,6). The cross product a  b is


          
            	a  b = (1,2,3)  (4,5,6) = ((2  6 - 3  5),-(1  6 - 3  4),+(1  5 - 2  4)) = (-3,6,-3).

          


          


          Example 2


          Consider two vectors, a = (3,0,0) and b = (0,2,0). The cross product a  b is


          
            	a  b = (3,0,0)  (0,2,0) = ((0  0 - 0  2), (0  0 - 3  0), (3  2 - 0  0)) = (0,0,6).

          


          This example has the following interpretations:


          
            	The area of the parallelogram (a rectangle in this case) is 2  3 = 6.


            	The cross product of any two vectors in the xy plane will be parallel to the z axis.


            	Since the z-component of the result is positive, the non-obtuse angle from a to b is counterclockwise (when observed from a point on the +z semiaxis, and when the coordinate system is right-handed).

          


          


          Properties


          


          Geometric meaning


          
            [image: The area of a parallelogram as a cross product.]

            
              The area of a parallelogram as a cross product.
            

          


          The magnitude of the cross product can be interpreted as the unsigned area of the parallelogram having a and b as sides:


          
            	[image:  | \mathbf{a} \times \mathbf{b}| = | \mathbf{a} | | \mathbf{b}| \sin \theta. \,\!]

          


          Indeed, one can also compute the volume V of a parallelepiped having a, b and c as sides by using a combination of a cross product and a dot product, called scalar triple product:


          
            	[image: V = |\mathbf{a} \cdot (\mathbf{b} \times \mathbf{c})|.]

          


          


          Algebraic properties


          The cross product is anticommutative,


          
            	a  b = b  a,

          


          distributive over addition,


          
            	a  (b + c) = (a  b) + (a  c),

          


          and compatible with scalar multiplication so that


          
            	(ra)  b = a  (rb) = r(a  b).

          


          It is not associative, but satisfies the Jacobi identity:


          
            	a  (b  c) + b  (c  a) + c  (a  b) = 0.

          


          It does not obey the cancellation law:


          
            	If a  b = a  c and a  0 then we can write:


            	(a  b)  (a  c) = 0 and, by the distributive law above:


            	a  (b  c) = 0


            	Now, if a is parallel to (b  c), then even if a  0 it is possible that (b  c)  0 and therefore that b  c.

          


          However, if both a  b = a  c and a  b = a  c, then we can conclude that b = c. Indeed,


          
            	a . (b - c) = 0, and


            	a  (b - c) = 0

          


          so that b - c is both parallel and perpendicular to the non-zero vector a. This is only possible if b - c = 0.


          The distributivity, linearity and Jacobi identity show that R3 together with vector addition and cross product forms a Lie algebra.


          Further, two non-zero vectors a and b are parallel iff a  b = 0.


          


          Triple product expansion


          The triple product expansion, also known as Lagrange's formula, is a formula relating the cross product of three vectors (called the vector triple product) with the dot product:


          
            	a  (b  c) = b(a  c)  c(a  b).

          


          The mnemonic BAC minus CAB is used to remember the order of the vectors in the right hand member. This formula is used in physics to simplify vector calculations. A special case, regarding gradients and useful in vector calculus, is given below.


          
            	[image:  \begin{align} \nabla \times (\nabla \times \mathbf{f}) & {}= \nabla (\nabla \cdot \mathbf{f} ) - (\nabla \cdot \nabla) \mathbf{f} \ & {}= \mbox{grad }(\mbox{div } \mathbf{f} ) - \mbox{laplacian } \mathbf{f}. \end{align} ]

          


          This is a special case of the more general Laplace-de Rham operator  = d + d.


          The following identity also relates the cross product and the dot product:


          
            	[image:  |\mathbf{a} \times \mathbf{b}|^2 + |\mathbf{a} \cdot \mathbf{b}|^2 = |\mathbf{a}|^2 |\mathbf{b}|^2.]

          


          This is a special case of the multiplicativity [image: |\mathbf{vw}| = |\mathbf{v}| |\mathbf{w}|] of the norm in the quaternion algebra, and a restriction to [image: \mathbb{R}^3] of Lagrange's identity.


          


          Alternative ways to compute the cross product


          


          Quaternions


          The cross product can also be described in terms of quaternions, and this is why the letters i, j, k are a convention for the standard basis on [image: \mathbf{R}^3]: it is being thought of as the imaginary quaternions.


          Notice for instance that the above given cross product relations among i, j, and k agree with the multiplicative relations among the quaternions i, j, and k. In general, if we represent a vector [a1, a2, a3] as the quaternion a1i + a2j + a3k, we obtain the cross product of two vectors by taking their product as quaternions and deleting the real part of the result. The real part will be the negative of the dot product of the two vectors.


          


          Conversion to matrix multiplication


          A cross product between two vectors (which can only be defined in three-dimensional space) can be rewritten in terms of pure matrix multiplication as the product of a skew-symmetric matrix and a vector, as follows:


          
            	[image: \mathbf{a} \times \mathbf{b} = [\mathbf{a}]_{\times} \mathbf{b} = \begin{bmatrix}\,0&\!-a_3&\,\,a_2\\ \,\,a_3&0&\!-a_1\\-a_2&\,\,a_1&\,0\end{bmatrix}\begin{bmatrix}b_1\\b_2\\b_3\end{bmatrix}]

          


          
            	[image: \mathbf{b} \times \mathbf{a} = [\mathbf{a}]^T_{\times} \mathbf{b} = \begin{bmatrix}\,0&\,\,a_3&\!-a_2\\ -a_3&0&\,\,a_1\\\,\,a_2&\!-a_1&\,0\end{bmatrix}\begin{bmatrix}b_1\\b_2\\b_3\end{bmatrix}]

          


          where


          
            	[image: [\mathbf{a}]_{\times} \stackrel{\rm def}{=} \begin{bmatrix}\,\,0&\!-a_3&\,\,\,a_2\\\,\,\,a_3&0&\!-a_1\\\!-a_2&\,\,a_1&\,\,0\end{bmatrix}.]

          


          Also, if [image: \mathbf{a}] is itself a cross product:


          
            	[image: \mathbf{a} = \mathbf{c} \times \mathbf{d}]

          


          then


          
            	[image: [\mathbf{a}]_{\times} = (\mathbf{c}\mathbf{d}^T)^T - \mathbf{c}\mathbf{d}^T.]

          


          This notation provides another way of generalizing cross product to the higher dimensions by substituting pseudovectors (such as angular velocity or magnetic field) with such skew-symmetric matrices. It is clear that such physical quantities will have n(n-1)/2 independent components in n dimensions, which coincides with number of dimensions for three-dimensional space, and this is why vectors can be used (and most often are used) to represent such quantities.


          This notation is also often much easier to work with, for example, in epipolar geometry.


          From the general properties of the cross product follows immediately that


          
            	[image:  [\mathbf{a}]_{\times} \, \mathbf{a} = \mathbf{0} ]  and  [image:  \mathbf{a}^{T} \, [\mathbf{a}]_{\times} = \mathbf{0} ]

          


          and from fact that [image:  [\mathbf{a}]_{\times} ] is skew-symmetric it follows that


          
            	[image:  \mathbf{b}^{T} \, [\mathbf{a}]_{\times} \, \mathbf{b} = 0. ]

          


          The above-mentioned triple product expansion (bac-cab rule) can be easily proven using this notation.


          The above definition of [image:  [\mathbf{a}]_{\times} ] means that there is a one-to-one mapping between the set of 33 skew-symmetric matrices, also denoted SO(3), and the operation of taking the cross product with some vector [image:  \mathbf{a} ].


          


          Index notation


          The cross product can alternatively be defined in terms of the Levi-Civita tensor [image: \varepsilon_{ijk}]


          
            	[image:  \mathbf{a \times b} = \mathbf{c}\Leftrightarrow\ c_i = \sum_{j=1}^3 \sum_{k=1}^3 \varepsilon_{ijk} a_j b_k ]

          


          where the indices i,j,k correspond, as in the previous section, to orthogonal vector components.


          


          Mnemonic


          The word xyzzy can be used to remember the definition of the cross product.


          If


          
            	[image: \mathbf{a} = \mathbf{b} \times \mathbf{c}]

          


          where:


          
            	[image:  \mathbf{a} = \begin{bmatrix}a_x\\a_y\\a_z\end{bmatrix}, \mathbf{b} = \begin{bmatrix}b_x\\b_y\\b_z\end{bmatrix}, \mathbf{c} = \begin{bmatrix}c_x\\c_y\\c_z\end{bmatrix} ]

          


          then:


          
            	[image: a_x = b_y c_z - b_z c_y \, ]


            	[image: a_y = b_z c_x - b_x c_z \, ]


            	[image: a_z = b_x c_y - b_y c_x \, ]

          


          Notice that the second and third equations can be obtained from the first by simply vertically rotating the subscripts, x  y  z  x. The problem, of course, is how to remember the first equation, and two options are available for this purpose: either you remember the relevant two diagonals of Sarrus's scheme (those containing i), or you remember the xyzzy sequence.


          Since the first diagonal in Sarrus's scheme is just the main diagonal of the above-mentioned [image: 3 \times 3] matrix, the first three letters of the word xyzzy can be very easily remembered.


          


          Applications


          


          Computational geometry


          The cross product can be used to calculate the normal for a triangle or polygon, an operation frequently performed in computer graphics.


          In computational geometry of the plane, the cross product is used to determine the sign of the acute angle defined by three points p1 = (x1,y1), p2 = (x2,y2) and p3 = (x3,y3). It corresponds to the direction of the cross product of the two coplanar vectors defined by the pairs of points p1,p2 and p1,p3, i.e., by the sign of the expression P = (x2  x1)(y3  y1)  (y2  y1)(x3  x1). In the "right-handed" coordinate system, if the result is 0, the points are collinear; if it is positive, the three points constitute a negative angle of rotation around p2 from p1 to p3, otherwise a positive angle. From another point of view, the sign of P tells whether p3 lies to the left or to the right of line p1,p2.


          


          Other


          The cross product occurs in the formula for the vector operator curl. It is also used to describe the Lorentz force experienced by a moving electrical charge in a magnetic field. The definitions of torque and angular momentum also involve the cross product.


          The trick of rewriting a cross product in terms of a matrix multiplication appears frequently in epipolar and multi-view geometry, in particular when deriving matching constraints.


          


          Cross product as an exterior product


          
            [image: The cross product in relation to the exterior product. In red are the unit normal vector, and the "parallel" unit bivector.]

            
              The cross product in relation to the exterior product. In red are the unit normal vector, and the "parallel" unit bivector.
            

          


          The cross product can be viewed in terms of the exterior product. This view allows for a natural geometric interpretation of the cross product. In exterior calculus the exterior product (or wedge product) of two vectors is a bivector. A bivector is an oriented plane element, in much the same way that a vector is an oriented line element. Given two vectors a and b, one can view the bivector ab as the oriented parallelogram spanned by a and b. The cross product is then obtained by taking the Hodge dual of the bivector ab, identifying 2-vectors with vectors:


          
            	[image: a \times b = * (a \wedge b) \,.]

          


          This can be thought of as the oriented multi-dimensional element "perpendicular" to the bivector. Only in three dimensions is the result an oriented line element  a vector  whereas, for example, in 4 dimensions the Hodge dual of a bivector is two-dimensional  another oriented plane element. So, in three dimensions only is the cross product of a and b the vector dual to the bivector ab: it is perpendicular to the bivector, with orientation dependent on the coordinate system's handedness, and has the same magnitude relative to the unit normal vector as ab has relative to the unit bivector; precisely the properties described above.


          


          Cross product and handedness


          When measurable quantities involve cross products, the handedness of the coordinate systems used cannot be arbitrary. However, when physics laws are written as equations, it should be possible to make an arbitrary choice of the coordinate system (including handedness). To avoid problems, one should be careful to never write down an equation where the two sides do not behave equally under all transformations that need to be considered. For example, if one side of the equation is a cross product of two vectors, one must take into account that when the handedness of the coordinate system is not fixed a priori, the result is not a (true) vector but a pseudovector. Therefore, for consistency, the other side must also be a pseudovector.


          More generally, the result of a cross product may be either a vector or a pseudovector, depending on the type of its operands (vectors or pseudovectors). Namely, vectors and pseudovectors are interrelated in the following ways under application of the cross product:


          
            	
              
                	vector  vector = pseudovector


                	vector  pseudovector = vector


                	pseudovector  pseudovector = pseudovector

              

            

          


          Because the cross product may also be a (true) vector, it may not change direction with a mirror image transformation. This happens, according to the above relationships, if one of the operands is a (true) vector and the other one is a pseudovector (e.g., the cross product of two vectors). For instance, a vector triple product involving three (true) vectors is a (true) vector.


          A handedness-free approach is possible using exterior algebra.


          


          Higher dimensions


          There are several ways to generalize the cross product to the higher dimensions.


          In the context of multilinear algebra, it is possible to define a generalized cross product in terms of parity such that the generalized cross product between two vectors of dimension n is a skew-symmetric tensor of rank n2.


          


          Using octonions


          A cross product for 7-dimensional vectors can be obtained in the same way by using the octonions instead of the quaternions. The nonexistence of such cross products of two vectors in other dimensions is related to the result that the only normed division algebras are the ones with dimension 1, 2, 4, and 8.


          


          Wedge product


          In general dimension, there is no direct analogue of the binary cross product. There is however the wedge product, which has similar properties, except that the wedge product of two vectors is now a 2-vector instead of an ordinary vector. As mentioned above, the cross product can be interpreted as the wedge product in three dimensions after using Hodge duality to identify 2-vectors with vectors.


          One can also construct an n-ary analogue of the cross product in Rn+1 given by


          
            	[image: \bigwedge(\mathbf{v}_1,\cdots,\mathbf{v}_n)= \begin{vmatrix} v_1{}^1 &\cdots &v_1{}^{n+1}\ \vdots &\ddots &\vdots\ v_n{}^1 & \cdots &v_n{}^{n+1}\ \mathbf{e}_1 &\cdots &\mathbf{e}_{n+1} \end{vmatrix}.]

          


          This formula is identical in structure to the determinant formula for the normal cross product in R3 except that the row of basis vectors is the last row in the determinant rather than the first. The reason for this is to ensure that the ordered vectors (v1,...,vn,(v1,...,vn)) have a positive orientation with respect to (e1,...,en+1). If n is even, this modification leaves the value unchanged, so this convention agrees with the normal definition of the binary product. In the case that n is odd, however, the distinction must be kept. This n-ary form enjoys many of the same properties as the vector cross product: it is alternating and linear in its arguments, it is perpendicular to each argument, and its magnitude gives the hypervolume of the region bounded by the arguments. And just like the vector cross product, it can be defined in a coordinate independent way as the Hodge dual of the wedge product of the arguments.


          The wedge product and dot product can be combined to form the Clifford product.


          


          History


          In 1773, Joseph Louis Lagrange introduced the component form of both the dot and cross products in order to study the tetrahedron in three dimensions. In 1843 the Irish mathematical physicist Sir William Rowan Hamilton introduced the quaternion product, and with it the terms "vector" and "scalar". Given two quaternions [0, u] and [0, v], where u and v are vectors in R3, their quaternion product can be summarized as [uv, uv]. James Clerk Maxwell used Hamilton's quaternion tools to develop his famous electromagnetism equations, and for this and other reasons quaternions for a time were an essential part of physics education.


          However, Oliver Heaviside in England and Josiah Willard Gibbs in Connecticut felt that quaternion methods were too cumbersome, often requiring the scalar or vector part of a result to be extracted. Thus, about forty years after the quaternion product, the dot product and cross product were introduced  to heated opposition. Pivotal to (eventual) acceptance was the efficiency of the new approach, allowing Heaviside to reduce the equations of electromagnetism from Maxwell's original 20 to the four commonly seen today.


          Largely independent of this development, and largely unappreciated at the time, Hermann Grassmann created a geometric algebra not tied to dimension two or three, with the exterior product playing a central role. William Kingdon Clifford combined the algebras of Hamilton and Grassmann to produce Clifford algebra, where in the case of three-dimensional vectors the bivector produced from two vectors dualizes to a vector, thus reproducing the cross product.


          The cross notation, which began with Gibbs, inspired the name "cross product". Originally appearing in privately published notes for his students in 1881 as Elements of Vector Analysis, Gibbss notation  and the name  later reached a wider audience through Vector Analysis (Gibbs/Wilson), a textbook by a former student. Edwin Bidwell Wilson rearranged material from Gibbs's lectures, together with material from publications by Heaviside, Fpps, and Hamilton. He divided vector analysis into three parts:


          
            	"First, that which concerns addition and the scalar and vector products of vectors. Second, that which concerns the differential and integral calculus in its relations to scalar and vector functions. Third, that which contains the theory of the linear vector function."

          


          Two main kinds of vector multiplications were defined, and they were called as follows:


          
            	The direct, scalar, or dot product of two vectors


            	The skew, vector, or cross product of two vectors

          


          Several kinds of triple products and products of more than three vectors were also examined. The above mentioned triple product expansion was also included.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cross_product"
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                [image: Common Raven (Corvus corax)]


                
                  Common Raven (Corvus corax)
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                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Passeriformes

                  


                  
                    	Family:

                    	Corvidae
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                    Linnaeus, 1758
                  

                

              
            


            
              	Species
            


            
              	
                See text.

              
            

          


          The true crows are large passerine birds that comprise the genus Corvus in the family Corvidae. Ranging in size from the relatively small pigeon-sized jackdaws (Eurasian and Daurian) to the Common Raven of the Holarctic region and Thick-billed Raven of the highlands of Ethiopia, the 40 or so members of this genus occur on all temperate continents (except South America) and several offshore and oceanic islands (including Hawaii).


          The crow genus makes up a third of the species in the corvid family. Other corvids include rooks and jays. Crows appear to have evolved in Asia from the corvid stock, which had evolved in Australasia.


          
            [image: Flying Crow showing wing-span.]

            
              Flying Crow showing wing-span.
            

          


          


          Systematics


          The genus was originally described by Linnaeus in his 18th century work Systema Naturae. The name is derived from the Latin corvus meaning "raven". The type species is the Common Raven (Corvus corax); others named in the same work include the Carrion Crow (C. corone), the Hooded Crow (C. cornix), the Rook (C. frugilegus), and the Jackdaw (C. monedula).


          There is no good systematic approach to the genus at present. Generally, it is assumed that the species from a geographical area are more closely related to each other than to other lineages, but this is not necessarily correct. For example, while the Carrion/Collared/House Crow complex is certainly closely related to each other, the situation is not at all clear regarding the Australian/Melanesian species. Furthermore, as many species are similar in appearance, determining actual range and characteristics can be very difficult, such as in Australia where the five (possibly six) species are almost identical in appearance.


          The fossil record of crows is rather dense in Europe, but the relationships among most prehistoric species is not clear. Jackdaw-, crow- and raven-sized forms seem to have existed since long ago and crows were regularly hunted by humans up to the Iron Age, documenting the evolution of the modern taxa. American crows are not as well-documented.


          A surprisingly high number of species have become extinct after human colonization; the loss of one prehistoric Caribbean crow could also have been related to the last ice age's climate changes.


          


          Species
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          Australian and Melanesian species


          
            	Australian Raven C. coronoides


            	Forest Raven C. tasmanicus

              
                	Relict Raven C. (t.) boreus

              

            


            	Little Crow C. bennetti


            	Little Raven C. mellori


            	Torresian Crow C. orru


            	New Caledonian Crow C. moneduloides


            	Long-billed Crow C. validus


            	White-billed Crow C. woodfordi


            	Bougainville Crow C. meeki


            	Brown-headed Crow C. fuscicapillus


            	Grey Crow C. tristis


            	New Ireland Crow, Corvus sp. ( prehistoric)

          


          New Zealand species


          
            	Chatham Islands Raven, C. moriorum ( prehistoric)


            	New Zealand Raven, C. antipodum ( prehistoric)

          


          Pacific island species


          
            	Mariana Crow, C. kubaryi


            	Hawaiian Crow or Alala C. hawaiiensis ( extinct in the wild, formerly C. tropicus)


            	High-billed Crow, C. impluviatus ( prehistoric)


            	Robust Crow, C. viriosus ( prehistoric)

          


          Tropical Asian species


          
            	Slender-billed Crow C. enca


            	Piping Crow C. typicus


            	Banggai Crow C. unicolor (possibly extinct)


            	Flores Crow C. florensis


            	Collared Crow C. torquatus


            	Daurian Jackdaw C. dauricus


            	House Crow C. splendens


            	Large-billed Crow C. macrorhynchos

              
                	Jungle Crow C. (m.) levaillantii

              

            

          


          Eurasian and North African species


          
            	Brown-necked Raven C. ruficollis


            	Somali Crow or Dwarf Raven C. edithae


            	Fan-tailed Raven C. rhipidurus


            	Jackdaw C. monedula


            	Rook C. frugilegus


            	Hooded Crow C. cornix

              
                	Mesopotamian Crow, C. (c.) capellanus

              

            


            	Carrion Crow C. corone

              
                	Carrion Crow (Eastern subspecies) C. (c.) orientalis

              

            


            	Corvus larteti (fossil: Late Miocene of France, or C Europe?)


            	Corvus pliocaenus (fossil: Late Pliocene ? Early Pleistocene of SW Europe)


            	Corvus antecorax (fossil: Late Pliocene/Early  Late Pleistocene of Europe; may be subspecies of Corvus corax


            	Corvus betfianus (fossil)


            	Corvus praecorax (fossil)


            	Corvus simionescui (fossil)


            	Corvus fossilis (fossil)


            	Corvus moravicus (fossil)


            	Corvus hungaricus (fossil)

          


          Holarctic species


          
            	Common Raven C. corax (see also next section)

              
                	Pied Raven, C. c. varius morpha leucophaeus (an extinct colour variant)

              

            

          


          North and Central American species


          
            	American Crow C. brachyrhynchos


            	Western Raven C. (corax) sinuatus


            	Chihuahuan Raven C. cryptoleucus


            	Fish Crow C. ossifragus


            	Northwestern Crow C. caurinus


            	Tamaulipas Crow C. imparatus


            	Sinaloan Crow C. sinaloae


            	Jamaican Crow C. jamaicensis


            	White-necked Crow C. leucognaphalus


            	Palm Crow C. palmarum


            	Cuban Crow C. nasicus


            	Puerto Rican Crow C. pumilis ( prehistoric; possibly a subspecies of C. nasicus/palmarum)


            	Corvus galushai (fossil: Big Sandy Late Miocene of Wickieup, USA)


            	Corvus neomexicanus (fossil: Late Pleistocene of Dry Cave, USA)

          


          Tropical African species


          
            	Cape Crow C. capensis


            	Pied Crow C. albus


            	Somali Crow or Dwarf Raven C. edithae


            	Thick-billed Raven C. crassirostris


            	White-necked Raven C. albicollis

          


          In addition to the prehistoric forms listed above, some extinct chronosubspecies have been described. These are featured under the respective species accounts.


          


          Crows and Humans


          Certain species have been considered pests; the Common Raven, Australian Raven and Carrion Crow have all been known to kill weak lambs as well as eating freshly dead corpses probably killed by other means. Rooks have been blamed for eating grain in the UK and Brown-necked Raven for raiding date crops in desert countries.


          


          Hunting


          In the United States it is legal to hunt crows in all states usually from around August to the end of March and anytime if they are causing a nuisance or health hazard. There is no bag limit when taken during the "crow hunting season." According to the US Code of Federal Regulations, crows may be taken (i.e., shot) without a permit in certain circumstances. USFWS 50 CFR 21.43 (Depredation order for blackbirds, cowbirds, grackles, crows and magpies) states that a Federal permit is not required to control these birds "when found committing or about to commit depredations upon ornamental or shade trees, agricultural crops, livestock, or wildlife, or when concentrated in such numbers and manner as to constitute a health hazard or other nuisance," provided


          
            	that none of the birds killed or their parts are sold or offered for sale,


            	that anyone exercising the privileges granted by this section shall permit any Federal or State game agent free and unrestricted access over the premises where the operations have been or are conducted and will provide them with whatever information required by the officer, and


            	that nothing in the section authorizes the killing of such birds contrary to any State laws and that the person needs to possess whatever permit as may be required by the State.

          


          In the UK, the crow is considered a pest and under certain conditions can be shot under a number of general licenses issued by DEFRA.


          In Australia it is illegal to kill native birds.


          


          Evolution


          They appear to have evolved in central Asia and radiated out into North America, Africa, Europe, and Australia.


          The latest evidence appears to point towards an Australasian origin for the early family (Corvidae) though the branch that would produce the modern groups such as jays, magpies and large predominantly black Corvus. Crows had left Australasia and were now developing in Asia. Corvus has since re-entered Australia (relatively recently) and produced five species with one recognized sub-species.


          


          Behaviour


          


          Calls


          Crows make a wide variety of calls or vocalizations. Whether the crows' system of communication constitutes a language is a topic of debate and study. Crows have also been observed to respond to calls of other species; this behaviour is presumably learned because it varies regionally. Crows' vocalizations are complex and poorly understood. Some of the many vocalizations that crows make are a "caw", usually echoed back and forth between birds, a series of "caws" in discrete units, counting out numbers, a long caw followed by a series of short caws (usually made when a bird takes off from a perch), an echo-like "eh-aw" sound, and more. These vocalizations vary by species, and within each species vary regionally. In many species, the pattern and number of the numerical vocalizations have been observed to change in response to events in the surroundings (i.e. arrival or departure of crows). Crows can hear sound frequencies lower than those that humans can hear, which complicates the study of their vocalizations.


          Loud, throaty "caw-aw-ah"'s are usually used to indicate hunger or to mark territory. When defending a nest site or food, crows will usually enlarge their crest feathers and hunch their shoulders to increase their size. Softer, gurgling sounds have also been observed as a sort of beckoning call, or a call of affection. These noises are emitted from within the throat of the bird, much like a cat's purring.


          


          Intelligence
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          As a group, the crows show remarkable examples of intelligence, and Aesop's fable of The Crow and the Pitcher shows that humans have long viewed the crow as an intelligent animal. Crows and ravens often score very highly on intelligence tests. Certain species top the avian IQ scale. Crows in the northwestern U.S. (a blend of Corvus brachyrhynchos and Corvus caurinus) show modest linguistic capabilities and the ability to relay information over great distances, live in complex, hierarchic societies involving hundreds of individuals with various "occupations", and have an intense rivalry with the area's less socially advanced ravens. Wild hooded crows in Israel have learned to use bread crumbs for bait-fishing. Crows will engage in a kind of mid-air jousting, or air-" chicken" to establish pecking order. One species, the New Caledonian Crow, has recently been intensively studied because of its ability to manufacture and use its own tools in the day-to-day search for food, including dropping seeds into a heavy trafficked street and waiting for a car to crush them open. On October 5, 2007, researchers from the University of Oxford, England presented data acquired by mounting tiny video cameras on the tails of New Caledonian Crows. It turned out that they use a larger variety of tools than previously known, plucking, smoothing and bending twigs and grass stems to procure a variety of foodstuffs. Crows in Queensland Australia have learned how to eat the toxic cane toad by flipping the cane toad on its back and violently stabbing the throat where the skin is thinner, allowing the crow can access the non-toxic innards; their long beaks ensure that all of the innards can be removed.


          


          Colour and society


          


          Extra-specific uses of colour in crow societies


          Many crow species are all black. Most of their natural enemies, the raptors or " falconiformes", soar high above the trees, and hunt primarily on bright, sunny days when contrast between light and shadow is greatest. Crows usually hunt in groups of other crows, called murders. Crows take advantage of this by maneuvering themselves through the dappled shades of the trees, where their black colour renders them effectively invisible to their enemies above, in order to set up complex ambush attacks. Fledglings are much duller than adults in appearances of great strategic importance to their societies. It is perhaps here where we find the greatest difference between ravens and crows; ravens tend to soar high in the air as raptors do, and like raptors.


          While hawks tend to be the primary daytime predators of crows, their most deadly predators, in many areas, are the owls that hunt by night. Crows also will often mob owls much more fiercely when they find them in daylight than the hawks and other raptors. Frequently crows appear to "play" with hawks, taking turns " counting coup" while escorting the raptor out of their territory. Their attacks on owls, on the other hand, possess a definite serious quality.


          


          Intra-specific uses of colour in crow societies


          Even in species characterized by being all black, one will still occasionally find variations, most of which appear to result from varying degrees of albinism, such as:


          
            	an otherwise all-black crow stunningly contrasted by a full set of brilliant, pure-white primary feathers.


            	complete covering in varying shades of grey (generally tending toward the darker side).


            	blue or red, rather than swarthy eyes (blue being more common than red).


            	Some combination of the above

          


          The treatment of these rare individuals may vary from group to group, even within the same species. For example, one such individual may receive special treatment, attention, or care from the others in its group, while another group of the same species might exile such individuals, forcing them to fend for themselves. The reason for such behaviors, and why these behaviors vary as they do, is unknown.


          


          Tradition, mythology and folklore
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          Crows, and especially ravens, often feature in European legends or mythology as portents or harbingers of doom or death, because of their dark plumage, unnerving calls, and tendency to eat carrion. They are commonly thought to circle above scenes of death such as battles. The Child ballad The Three Ravens depicts three ravens discussing whether they can eat a dead knight, but finds that his hawk, his hound, and his true love prevent them; in the parody version The Twa Corbies, these guards have already forgotten the dead man, and the ravens can eat their fill. Their depiction of evil has also led to some exaggeration of their appetite. In modern films such as Pirates of the Caribbean: Dead Man's Chest, Damien: Omen II and Exorcist: The Beginning, crows are shown tearing out people's eyes while they are still alive. Crows have never been known for this behaviour due to their high preference for carrion.


          In the Epic of Gilgamesh, the Chaldean myth, the character Utnapishtim releases a dove and a raven to find land, however, the dove merely circles and returns. Only then does Utnapishtim send forth the raven, who does not return. Utnapishtim extrapolates from this that the raven has found land, which is why it hasn't returned. This would seem to indicate some acknowledgement of crow intelligence, which may have been apparent even in ancient times, and to some might imply that the higher intelligence of crows, when compared to other birds, is striking enough that it was known even then.


          In occult circles, distinctions are sometimes made between crows and ravens. In mythology and folklore as a whole, crows tend to be symbolic more of the spiritual aspect of death, or the transition of the spirit into the afterlife, whereas ravens tend more often to be associated with the negative (physical) aspect of death. However, few if any individual mythologies or folklores make such a distinction, and there are ample exceptions. Another reason for this distinction is that while crows are typically highly social animals, ravens don't seem to congregate in large numbers anywhere but:


          
            	Near carrion where they meet seemingly by chance, or


            	At cemeteries, where large numbers sometimes live together, even though carrion there is no more available (and probably less attainable) than any road or field.

          


          Amongst Neopagans, crows are often thought to be highly psychic and are associated with the element of ether or spirit, rather than the element of air as with most other birds. This may in part be due to the long-standing occult tradition of associating the colour black with "the abyss" of infinite knowledge (see akasha), or perhaps also to the more modern occult belief that wearing the "colour" black aids in psychic ability, as it absorbs more electromagnetic energy, since surfaces appear black by absorbing all frequencies in the visible spectrum, reflecting no colour.


          

          Compendium of Materia Medica states that crows are kind birds that feed their old and weakened parents; this is often cited as a fine example of filial piety.


          In Chinese mythology, they believed that the world at one time had ten suns that were caused by 10 crows. The effect was devastating to the crops and nature, so they sent in their greatest archer Houyi to shoot down 9 crows and spare only one. Also Chinese people believe that crows mean bad luck, probably due to the colour black. Having a "crow beak" is a symbolic expression that one is being a jinx.


          


          Gods and goddesses associated with crows and ravens


          


          A very incomplete list includes the eponymous Pacific Northwest Native figures Raven and Crow, the ravens Hugin and Munin, who accompany the Norse god Odin, the Celtic goddesses the Mrrgan and/or the Badb (sometimes considered separate from Mrrgan), and Shani, a Hindu god who travels astride a crow. In Buddhism, the Dharmapala (protector of the Dharma) Mahakala is represented by a crow in one of his physical/earthly forms. Avalokiteśvara/ Chenrezig, who is reincarnated on Earth as the Dalai Lama, is often closely associated with the crow because it is said that when the first Dalai Lama was born, robbers attacked the family home. The parents fled and were unable to get to the infant Lama in time. When they returned the next morning expecting the worst, they found their home untouched, and a pair of crows were caring for the Dalai Lama. It is believed that crows heralded the birth of the First, Seventh, Eighth, Twelfth and Fourteenth Lamas, the latter being the current Dalai Lama, Tenzin Gyatso. Crows are mentioned often in Buddhism, especially Tibetan disciplines. In Greek mythology, it was believed that when the crows gave bad news to the goddess Athena, she flew into a rage, and cursed their feathers to be black. Myths in India: In Hinduism, it is believed that people who died will take food and offerings through a variety of crows called "Bali kākka". Every year people whose parents or relatives died will offer food to crows as well as cows on the Shradha day. A battle between crows and owls is said to have inspired the final bloody night of the Mahabharatha war.


          


          Virus


          The American crow is very susceptible to the West Nile virus, a disease just recently introduced in North America. American crows usually die within one week of acquiring the disease with only very few surviving exposure. Crows are so affected by the disease that their deaths are now serving as an indicator of the West Nile Virus activity in an area.
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        Crown Jewels of the United Kingdom
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          The collective term Crown Jewels denotes the regalia and vestments worn by the sovereign of the United Kingdom during the coronation ceremony and at various other state functions. The term refers to the following objects: the crowns, sceptres (with either the cross or the dove), orbs, swords, rings, spurs, colobium sindonis, dalmatic, armill, and the royal robe or pall, as well as several other objects connected with the ceremony itself.


          Many of these descend directly from the pre- Reformation period and have a religious and sacral connotation. The vestures donned by the sovereign following the unction, for instance, closely resemble the alb and dalmatic worn by bishops, although the contention that they are meant to confer upon the sovereign an ecclesiastical character is in disrepute among Christian scholars.


          Most, but not all, of the oldest set of Crown Jewels dating from the Anglo-Saxon period were lost by John of England near The Wash in 1216. The loss did not include the crown reputedly of Alfred the Great and that of Queen Edith which both survived until 1649. New items to replace those lost were made shortly afterwards and were soon joined by the addition of Welsh prince Llywelyn's coronet in 1284. This replacement set was stolen from Westminster Abbey in 1303 although most of the pieces, if not all, were recovered days later from the window of a London jeweller's shop with dire consequences for the owner. Since 1303, they have been stored in the Tower of London.


          Oliver Cromwell melted down most of the Crown Jewels of his time after the establishment of the Commonwealth in 1649. Upon the Restoration of Charles II of England and Scotland in 1660, most of the regalia were replaced. Despite strenuous efforts to get them returned, apart from gold from the melted treasures and certain gem stones, the only intact pieces to survive from before the Civil War are three swords and a spoon. Some detail about what was lost can be found in the inventory made of the crown jewels by order of Parliament in 1649.


          In the upper jewel house of the Tower:


          
            The imperial crowne of massy gold, weighing 7lb. 6 ounces, valued at 1110. The Queen's Crown of massy gold, weighing 3;b. 10 ounces, 338, 3s 4d. A small Crowne found in an iron chest, the gold, 78, 16s 8d. The diamonds, rubies, saphires, &c 355. The forementioned Crownes since the inventorie was taken, are, according to order of Parliament, totalie broken and defaced

          


          Some more ancient treasures were uncovered in the Palace of Whitehall:


          
            Queen Edith's Crowne, formerly thought to be or massy gold, but upon trial found to be of silver gilt, enriched with garnetts, foule pearle, saphires and some odd stones, 50 1/2 ounces, valued at 16. King Alfred's Crowne of gould wyerworke, sett with slight stones, and 2 little bells, 79 1/2 ounces at 3 per ounce, 248 10s.

          


          In the diary of Sir Henry Spelman, a parliamentarian at the time, he says of this crown, "It was of very ancient work, with flowers adorned with stones of somewhat plain setting". He added that the cabinet in which this last named crown was kept was inscribed:


          
            Haec est principalior corona cum qua coronabantur reges Aelfredus, Edwardus

          


          The crown attributed to King Alfred is usually considered to be synonymous with the relic referred to as "Saint Edward's Crown" which may have been attributed to Alfred at a later date, possibly the Reformation. It is the metal recovered from this crown that is considered to be incorporated in the recreated (1661) of the same name used in modern coronation ceremonies. Curiously, of Llywelyn's coronet - known to have been incorporated into the English crown jewels in 1285 - there is no mention. It is plausible that the "small crowne found in an iron chest" may have been this artifact, but the people at the time clearly thought this more likely to have been the crown of the boy king Edward VI.


          The present British Crown Jewels are considered to be the most valuable and one of the largest jewellery collections in existence.


          


          Crowns


          The collection of Crown Jewels contains various crowns, some of which are used by every Sovereign, others being made personally for Sovereigns or for the Queens Consort. Typically the crown of a King has a slightly pointed arched top, while that of a Queen has a slightly bowed top.


          St. Edward's Crown was made in 1661. Made of gold, its design consists of four crosses patte and four fleurs-de-lis, with two arches on top. Surmounting the arches is a jeweled cross patte. The Crown includes 444 precious stones. It is used through most of the coronation ceremony and is said to be made of the melted gold from King Alfred's Crown. It is noted by a number of British monarchs to be extremely heavy and difficult to wear. Queen Elizabeth II opted to use a stylised representation of this crown in images of the Royal Coat of Arms of the United Kingdom.
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          The Imperial State Crown was made in 1937 for King George VI, and was similar to the Diamond crown made in 1838 for Queen Victoria. The present Crown is made of gold and includes four crosses patte and four fleurs-de-lis, with two arches on top, surmounted by a cross patte. The Crown includes many jewels: 2,868 diamonds, 273 pearls, 17 sapphires, 11 emeralds, and five rubies. Among the stones are several famous ones, including the Black Prince's Ruby (actually a spinel) and the Cullinan II diamond, also known as the Lesser Star of Africa. It is worn after the conclusion of the Coronation ceremony when the monarch leaves Westminster Abbey, and also at the annual State Opening of Parliament.


          The Imperial Crown of India was created when King George V visited Delhi as Emperor of India. In order to prevent the pawning of the Crown Jewels, British law prohibited the removal of a Crown Jewel from the country. For this reason, a new crown was made. Set with more than 6,000 diamonds, it is one of the heaviest crowns in the collection (at 34.05 ounces or 0.97 kg). It has since not been used.


          The George IV State Diadem was made in 1820 for the coronation of King George IV, and was worn during the coronation processions of Queen Victoria and Queen Elizabeth II.


          Queens consort, that is, wives of Kings, traditionally wore the Crown of Mary of Modena, Queen of King James II. By the beginning of the 20th century that small crown was in a decrepit state. A new European-style crown, flatter and with more arches than was traditional in British crowns, was manufactured for Queen Alexandra, consort of King Edward VII. A new crown, more akin to traditional British crowns, was manufactured for Queen Mary, consort of King George V, who was crowned in 1911. The final new consort's crown in the 20th century was manufactured for Queen Elizabeth, consort of King George VI, who along with her husband was crowned in 1937. All three consorts' crowns in turn included the famous Koh-i-Noor diamond. This latter Crown of Queen Elizabeth was also worn, minus its arches, by the by-then Queen Elizabeth the Queen Mother during Elizabeth II's coronation. It rested on top of the Queen Mother's coffin during her funeral in 2002.


          


          Mary of Modena's Crowns


          State DiademWorn by her on the way to her coronation and worn in such a way by Queens Consort down to the nineteenth century.


          Coronation CrownThe crown with which she was actually crowned. Now in the Museum of London.


          State CrownWorn for the procession out of the Abbey and put to various other uses subsequently.


          


          The Orb and Sceptres


          Two Sceptres used by the Sovereign form a part of the regalia:


          The Sceptre with the Cross was made in 1661, and is so called because it is surmounted by a cross. In 1905, it was redesigned to incorporate the Cullinan I, also known as the Great Star of Africa, which at over 530 carats (106 g) is the second largest cut diamond in the world after The Golden Jubilee. During the coronation, the monarch bears the Sceptre with the Cross in the right hand.


          The Sceptre with the Dove was also made in 1661, and atop it is a dove symbolizing the Holy Ghost. While the Sceptre with the Cross is borne in the right hand, the Sceptre with the Dove is borne in the left. At the same time as the Sovereign holds both Sceptres, he or she is crowned with St. Edward's Crown.


          The Sovereign's Orb, a type of globus cruciger, is a hollow golden sphere made in 1661. There is a band of jewels running along the centre, and a half-band on the top hemisphere. Surmounting the orb is a jeweled Cross representing the Sovereign's role as Defender of the Faith. For a part of the coronation, it is borne in the Sovereign's left hand.


          


          Swords


          Five Swords are used during the coronation.


          The Jewelled Sword of Offering was made for the Coronation of King George IV. Its jewels are in the shapes of the floral symbols of the United Kingdom: the rose for England, the thistle for Scotland, and the shamrock for Ireland. It is the only sword actually presented to the Sovereign during the Coronation; the others are merely borne in front of the Sovereign.


          The Sword of State is the largest sword in the collection, and is borne in front of the Monarch by the Lord Great Chamberlain both at the coronation and at the State Opening of Parliament.


          The other three swords used are the Sword of Spiritual Justice, the Sword of Temporal Justice, and the Sword of Mercy. The latter has a blunt point and is known as Curtana.


          


          Other items


          The Ring was made for William IV's coronation in 1831. Previously, each Sovereign received a new ring to symbolize their "marriage" to the nation, though no new rings have been used since 1831.


          When the Sovereign is anointed by the Archbishop of Canterbury, the anointing oil is poured from the Ampulla into the Anointing Spoon. The Ampulla is a hollow gold vessel shaped like an eagle, and the Spoon is a silver-gilt spoon set with pearls. The Spoon was bought by Clement Kynnersley, Yeoman of the Removing Wardrobe, for sixteen shillings when Cromwell ordered the destruction of the new regalia; the Spoon, probably dating from the thirteenth century, is thus the oldest element of the Regalia.


          The Armills are gold bracelets said to symbolize sincerity and wisdom. Upon Queen Elizabeth II's coronation, a new set of gold armills was produced and presented on the behalf of various Commonwealth governments, namely: the United Kingdom, Canada, Australia, New Zealand, South Africa, Pakistan, Ceylon, and Southern Rhodesia.


          


          The Tower of London
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          The Crown Jewels have been kept at the Tower of London since 1303 after they were stolen from Westminster Abbey. It is thought that most, if not all, were recovered shortly afterwards. After the coronation of Charles II, they were locked away and shown for a viewing fee paid to a custodian. However, this arrangement ended when Colonel Thomas Blood stole the Crown Jewels after having bound and gagged the custodian. Thereafter, the Crown Jewels were kept in a part of the Tower known as Jewel House, where armed guards defend them. They were temporarily taken out of the Tower in the Second World War. It was reported that they were secretly kept in the basement vaults of the Sun Life Insurance Company in Montreal, Canada, during World War II, along with the gold bullion of the Bank of England. However it has also been said that they were kept in the Round Tower of Windsor Castle, or the United States Bullion Depository. The Windsor Castle suggestion is the most probable since by law the Crown is not allowed under any circumstances to leave the country, and the risk of transporting the Crown Jewels abroad would have outweighed any advantage.
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          The Crusades were a series of military campaigns of a religious character waged by much of Christian Europe against external and internal opponents. Crusades were fought mainly against Muslims, though campaigns were also directed against pagan Slavs, Jews, Russian and Greek Orthodox Christians, Mongols, Cathars, Hussites, Waldensians, and political enemies of the popes. Crusaders took vows and were granted an indulgence for past sins.


          The Crusades originally had the goal of recapturing Jerusalem and the Holy Land from Muslim rule and were launched in response to a call from the Eastern Orthodox Byzantine Empire for help against the expansion of the Muslim Seljuk Turks into Anatolia. The term is also used to describe contemporaneous and subsequent campaigns conducted through to the 16th century in territories outside the Levant usually against pagans, heretics, and peoples under the ban of excommunication for a mixture of religious, economic, and political reasons. Rivalries among both Christian and Muslim powers led also to alliances between religious factions against their opponents, such as the Christian alliance with the Sultanate of Rum during the Fifth Crusade.


          The Crusades had far-reaching political, economic, and social impacts, some of which have lasted into contemporary times. Because of internal conflicts among Christian kingdoms and political powers, some of the crusade expeditions were diverted from their original aim, such as the Fourth Crusade, which resulted in the sack of Christian Constantinople and the partition of the Byzantine Empire between Venice and the Crusaders. The Sixth Crusade was the first crusade to set sail without the official blessing of the Pope,. The Seventh, Eighth and Ninth Crusades resulted in Mamluk and Hafsid victories, as the Ninth Crusade marked the end of the Crusades in the Middle East.


          


          Historical context


          
            
              	It is necessary to look for the origin of a crusading ideal in the struggle between Christians and Muslims in Spain and consider how the idea of a holy war emerged from this background.

              Norman F. Cantor
            

          


          


          Middle Eastern situation


          The Muslim presence in the Holy Land began with the initial Arab conquest of Palestine in the 7th century. The Muslim armies' successes put increasing pressure on the Eastern Orthodox Byzantine Empire.


          Another factor that contributed to the change in Western attitudes towards the East came in the year 1009, when the Fatimid Caliph al-Hakim bi-Amr Allah ordered the destruction of the Church of the Holy Sepulchre. In 1039 his successor, after requiring large sums be paid for the right, permitted the Byzantine Empire to rebuild it. Pilgrimages were allowed to the Holy Lands before and after the Sepulchre was rebuilt, but for a time pilgrims were captured and some of the clergy were killed. The Muslim conquerors eventually realized that the wealth of Jerusalem came from the pilgrims; with this realization the persecution of pilgrims stopped. However, the damage was already done, and the violence of the Seljuk Turks became part of the concern that spread the passion for the Crusades.


          


          Western European situation


          The origins of the Crusades lie in developments in Western Europe earlier in the Middle Ages, as well as the deteriorating situation of the Byzantine Empire in the east caused by a new wave of Turkish Muslim attacks. The breakdown of the Carolingian Empire in the late 9th century, combined with the relative stabilization of local European borders after the Christianization of the Vikings, Slavs, and Magyars, had produced a large class of armed warriors whose energies were misplaced fighting one another and terrorizing the local populace. The Church tried to stem this violence with the Peace and Truce of God movements, which was somewhat successful, but trained warriors always sought an outlet for their skills, and opportunities for territorial expansion were becoming less attractive for large segments of the nobility. One exception was the Reconquista in Spain and Portugal, which at times occupied Iberian knights and some mercenaries from elsewhere in Europe in the fight against the Islamic Moors, who had successfully overrun most of the Iberian Peninsula over the preceding two centuries.


          In 1063, Pope Alexander II had given his blessing to Iberian Christians in their wars against the Muslims, granting both a papal standard (the vexillum sancti Petri) and an indulgence to those who were killed in battle. Pleas from the Byzantine Emperors, now threatened by the Seljuks, thus fell on ready ears. These occurred in 1074, from Emperor Michael VII to Pope Gregory VII and in 1095, from Emperor Alexios I Komnenos to Pope Urban II. One source identifies Michael VII in Chinese records as a ruler of Byzantium (Fulin) who sent an envoy to Song Dynasty China in 1081. A Chinese scholar suggests that this and further Byzantine envoys in 1091 were pleas for China to aid in the fight against the Turks.
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          The Crusades were, in part, an outlet for an intense religious piety which rose up in the late 11th century among the lay public. A crusader would, after pronouncing a solemn vow, receive a cross from the hands of the pope or his legates, and was thenceforth considered a "soldier of the Church". This was partly because of the Investiture Controversy, which had started around 1075 and was still on-going during the First Crusade. As both sides of the Investiture Controversy tried to marshal public opinion in their favour, people became personally engaged in a dramatic religious controversy. The result was an awakening of intense Christian piety and public interest in religious affairs. This was further strengthened by religious propaganda, advocating Just War in order to retake the Holy Landwhich included Jerusalem (where the death, resurrection and ascension into heaven of Jesus took place according to Christian theology) and Antioch (the first Christian city)from the Muslims. Further, the remission of sin was a driving factor. This provided any God-fearing man who had committed sins with an irresistible way out of eternal damnation in Hell. It was a hotly debated issue throughout the Crusades as what exactly "remission of sin" meant. Most believed that by retaking Jerusalem they would go straight to heaven after death. However, much controversy surrounds exactly what was promised by the popes of the time. One theory was that one had to die fighting for Jerusalem for the remission to apply, which would hew more closely to what Pope Urban II said in his speeches. This meant that if the crusaders were successful, and retook Jerusalem, the survivors would not be given remission. Another theory was that if one reached Jerusalem, one would be relieved of the sins one had committed before the Crusade. Therefore one could still be sentenced to Hell for sins committed afterwards.


          All of these factors were manifested in the overwhelming popular support for the First Crusade and the religious vitality of the 12th century.


          After the First Crusade


          On a popular level, the first crusades unleashed a wave of impassioned, personally felt pious Christian fury that was expressed in the massacres of Jews that accompanied the movement of the Crusader mobs through Europe, as well as the violent treatment of " schismatic" Orthodox Christians of the east. During many of the attacks on Jews, local Bishops and Christians made attempts to protect Jews from the mobs that were passing through. Jews were often offered sanctuary in churches and other Christian buildings.


          In the 13th century, Crusades never expressed such a popular fever, and after Acre fell for the last time in 1291 and the Occitan Cathars were exterminated during the Albigensian Crusade, the crusading ideal became devalued by Papal justifications of political and territorial aggressions within Catholic Europe.


          The last crusading order of knights to hold territory were the Knights Hospitaller. After the final fall of Acre, they took control of the island of Rhodes, and in the sixteenth century, were driven to Malta, before being finally unseated by Napoleon Bonaparte in 1798.


          


          List of crusades


          A traditional numbering scheme for the crusades totals nine during the 11th to 13th centuries. This division is arbitrary and excludes many important expeditions, among them those of the 14th, 15th, and 16th centuries. In reality, the crusades continued until the end of the 17th century, the crusade of Lepanto occurring in 1571, that of Hungary in 1664, and the crusade to Candia in 1669. The Knights Hospitaller continued to crusade in the Mediterranean Sea around Malta until their defeat by Napoleon in 1798. There were frequent "minor" Crusades throughout this period, not only in Palestine but also in the Iberian Peninsula and central Europe, against Muslims and also Christian heretics and personal enemies of the Papacy or other powerful monarchs.


          


          First Crusade 1095-1099
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          In March 1095 at the Council of Piacenza, ambassadors sent by Byzantine Emperor Alexius I called for help with defending his empire against the Seljuk Turks. Later that year, at the Council of Clermont, Pope Urban II called upon all Christians to join a war against the Turks, promising those who died in the endeavor would receive immediate remission of their sins. Sigurd I of Norway was the first European king who went on a crusade and crusader armies managed to defeat two substantial Turkish forces at Dorylaeum and at Antioch.


          The Siege of Antioch took place shortly before the siege on Jerusalem during the first Crusade. Antioch fell to the Franks in May 1098 but not before a lengthy siege. The ruler of Antioch was not sure how the Christians living within his city would react and he forced them to live outside the city during the siege, though he promised to protect their wives and children from harm, while Jews and Muslims fought together. The siege only came to end when the city was betrayed and the Franks entered through the water-gate of the town causing the leader to flee. Once inside the city, as was standard military practice at the time, the Franks then massacred the civilians, destroyed mosques and pillaged the city. The crusaders finally marched to the walls of Jerusalem with only a fraction of their original forces.


          


          Siege of Jerusalem
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          The Jews and Muslims fought together to defend Jerusalem against the invading Franks. They were unsuccessful though and on 15 July 1099 the crusaders entered the city. Again, they proceeded to massacre the remaining Jewish and Muslim civilians and pillaged or destroyed mosques and the city itself. The "isolation, alienation and fear" felt by the Franks so far from home helps to explain the atrocities they committed, including the cannibalism which was recorded after the Siege of Maarat in 1098. As a result of the First Crusade, several small Crusader states were created, notably the Kingdom of Jerusalem. In the Kingdom of Jerusalem at most 120 000 Franks (predominantly French-speaking Western Christians) ruled over 350,000 Muslims, Jews, and native Eastern Christians.


          The Crusaders also tried to gain control of the city of Tyre, but were defeated by the Muslims. The people of Tyre asked Zahir al-Din Atabek, the leader of Damascus, for help defending their city from the Franks with the promise to surrender Tyre to him. When the Franks were defeated the people of Tyre did not surrender the city, but Zahir al-Din simply said What I have done I have done only for the sake of God and the Muslims, nor out of desire for wealth and kingdom.


          After gaining control of Jerusalem the Crusaders created four Crusader states: the kingdom of Jerusalem, the County of Edessa, the Principality of Antioch and the County of Tripoli. Initially, Muslims did very little about the Crusader states due to internal conflicts. Eventually, the Muslims began to reunite under the leadership of Imad al-Din Zangi. He began by re-taking Edessa in 1144. It was the first city to fall to the Crusaders, and became the first to be recaptured by the Muslims. This led the Pope to call for a second Crusade.


          


          Crusade of 1101


          Following this crusade there was a second, less successful wave of crusaders. This is known as the Crusade of 1101 and may be considered an adjunct of the First Crusade.


          


          Second Crusade 11471149
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          After a period of relative peace in which Christians and Muslims co-existed in the Holy Land, Muslims conquered the town of Edessa. A new crusade was called for by various preachers, most notably by Bernard of Clairvaux. French and South German armies, under the Kings Louis VII and Conrad III respectively, marched to Jerusalem in 1147 but failed to win any major victories, launching a failed pre-emptive siege of Damascus, an independent city that would soon fall into the hands of Nur ad-Din, the main enemy of the Crusaders. On the other side of the Mediterranean, however, the Second Crusade met with great success as a group of Northern European Crusaders stopped in Portugal, allied with the Portuguese King, Afonso I of Portugal, and retook Lisbon from the Muslims in 1147. In the Holy Land by 1150, both the kings of France and Germany had returned to their countries without any result. St. Bernard of Clairvaux, who in his preachings had encouraged the Second Crusade, was upset with the amount of misdirected violence and slaughter of the Jewish population of the Rhineland. North Germans and Danes attacked the Wends during the 1147 Wendish Crusade, which was unsuccessful as well.


          


          Third Crusade 11871192


          In 1187, Saladin, Sultan of Egypt, recaptured Jerusalem, following the Battle of Hattin. After taking Jerusalem back from the Christians the Muslims spared civilians and for the most part left churches and shrines untouched to be able to collect ransom money from the Franks. Saladin is remembered respectfully in both European and Islamic sources as a man who "always stuck to his promise and was loyal." The reports of Saladin's victories shocked Europe. Pope Gregory VIII called for a crusade, which was led by several of Europe's most important leaders: Philip II of France, Richard I of England (aka Richard the Lionheart), and Frederick I, Holy Roman Emperor. Frederick drowned in Cilicia in 1190, leaving an unstable alliance between the English and the French. Before his arrival in the Holy Land Richard captured the island of Cyprus from the Byzantines in 1191. Cyprus would serve as a Crusader base for centuries to come, and would remain in Western European hands until the Ottoman Empire conquered the island from Venice in 1571. After reaching port, Richard the Lionheart promised to leave noncombatants unharmed if the city of Acre surrendered. The brutality of an outnumbered army in a hostile land could be seen again when the city surrendered and Richard proceeded to massacre everyone, despite his earlier promise. From the Frankish point of view, an oath made to a non-Christian was no oath at all. Philip left, in 1191, after the Crusaders had recaptured Acre from the Muslims. The Crusader army headed south along the coast of the Mediterranean Sea. They defeated the Muslims near Arsuf, recaptured the port city of Jaffa, and were in sight of Jerusalem. However, Richard did not believe he would be able to hold Jerusalem once it was captured, as the majority of Crusaders would then return to Europe, and the crusade ended without the taking of Jerusalem. Richard left the following year after negotiating a treaty with Saladin. The treaty allowed unarmed Christian pilgrims to make pilgrimages to the Holy Land (Jerusalem), while it remained under Muslim control.


          On Richard's way home, his ship was wrecked and he ended up in Austria, where his enemy, Duke Leopold, captured him. The Duke delivered Richard to the Emperor Henry VI, who held the King for ransom. By 1197, Henry felt ready for a crusade, but he died in the same year of malaria. Richard I died during fighting in Europe and never returned to the Holy Land. The Third Crusade is sometimes referred to as the Kings' Crusade.


          


          Fourth Crusade 12021204


          The Fourth Crusade was initiated in 1202 by Pope Innocent III, with the intention of invading the Holy Land through Egypt. Because the Crusaders lacked the funds to pay for the fleet and provisions that they had contracted from the Venetians, Doge Enrico Dandolo enlisted the crusaders to restore the Christian city of Zara ( Zadar) to obedience. Because they subsequently lacked provisions and time on their vessel lease, the leaders decided to go to Constantinople, where they attempted to place a Byzantine exile on the throne. After a series of misunderstandings and outbreaks of violence, the Crusaders sacked the city in 1204, ending in the establishment of the Eastern Latin Empire throughout the Greek Byzantine Empire. This is often seen as the final breaking point of the Great Schism between the Eastern Orthodox Church and (Western) Roman Catholic Church.


          


          Albigensian Crusade


          The Albigensian Crusade was launched in 1209 to eliminate the heretical Cathars of Occitania (the south of modern-day France). It was a decade-long struggle that had as much to do with the concerns of northern France to extend its control southwards as it did with heresy. In the end, both the Cathars and the independence of southern France were exterminated.


          


          Children's Crusade
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          The Children's Crusade is a series of possibly fictitious or misinterpreted events of 1212. The story is that an outburst of the old popular enthusiasm led a gathering of children in France and Germany, which Pope Innocent III interpreted as a reproof from heaven to their unworthy elders. The leader of the French army, Stephen, led 30,000 children. The leader of the German army, Nicholas, led 7,000 children. None of the children actually reached the Holy Land: those who did not return home or settle along the route to Jerusalem either died from shipwreck or hunger, or were sold into slavery in Egypt or North Africa.


          


          Fifth Crusade 12171221


          By processions, prayers, and preaching, the Church attempted to set another crusade afoot, and the Fourth Council of the Lateran (1215) formulated a plan for the recovery of the Holy Land. In the first phase, a crusading force from Austria and Hungary joined the forces of the king of Jerusalem and the prince of Antioch to take back Jerusalem. In the second phase, crusader forces achieved a remarkable feat in the capture of Damietta in Egypt in 1219, but under the urgent insistence of the papal legate, Pelagius, they then launched a foolhardy attack on Cairo in July of 1221. The crusaders were turned back after their dwindling supplies led to a forced retreat. A nighttime attack by the ruler of Egypt, the powerful Sultan Al-Kamil, resulted in a great number of crusader losses and eventually in the surrender of the army. Al-Kamil agreed to an eight-year peace agreement with Europe.


          


          Sixth Crusade 12281229


          Emperor Frederick II had repeatedly vowed a crusade but failed to live up to his words, for which he was excommunicated by Pope Gregory IX in 1228. He nonetheless set sail from Brindisi, landed in Palestine, and through diplomacy he achieved unexpected success: Jerusalem, Nazareth, and Bethlehem were delivered to the crusaders for a period of ten years.
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          In 1229 after failing to conquer Egypt, Frederick II of the Holy Roman Empire, made a peace treaty with Al-Kamil, the ruler of Egypt. This treaty allowed Christians to rule over most of Jerusalem, while the Muslims were given control of the Dome of the Rock and the Al-Aksa mosque. The peace brought about by this treaty lasted for about ten years. Many of the Muslims though were not happy with Al-Kamil for giving up control of Jerusalem and in 1244, following a siege, the Muslims regained control of the city.


          


          Seventh Crusade 12481254


          The papal interests represented by the Templars brought on a conflict with Egypt in 1243, and in the following year a Khwarezmian force summoned by the latter stormed Jerusalem. The crusaders were drawn into battle at La Forbie in Gaza. The crusader army and its Bedouin mercenaries were completely defeated within forty-eight hours by Baibars' force of Khwarezmian tribesmen. This battle is considered by many historians to have been the death knell to the Kingdom of Outremer. Although this provoked no widespread outrage in Europe as the fall of Jerusalem in 1187 had done, Louis IX of France organized a crusade against Egypt from 1248 to 1254, leaving from the newly constructed port of Aigues-Mortes in southern France. It was a failure, and Louis spent much of the crusade living at the court of the crusader kingdom in Acre. In the midst of this crusade was the first Shepherds' Crusade in 1251.


          


          Eighth Crusade 1270


          The eighth Crusade was organized by Louis IX in 1270, again sailing from Aigues-Mortes, initially to come to the aid of the remnants of the crusader states in Syria. However, the crusade was diverted to Tunis, where Louis spent only two months before dying. For his efforts, Louis was later canonised. The Eighth Crusade is sometimes counted as the Seventh, if the Fifth and Sixth Crusades are counted as a single crusade. The Ninth Crusade is sometimes also counted as part of the Eighth.


          


          Ninth Crusade 12711272
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          The future Edward I of England undertook another expedition against Baibars in 1271, after having accompanied Louis on the Eighth Crusade. Louis died in Tunisia. The Ninth Crusade was deemed a failure and ended the Crusades in the Middle East.


          In their later years, faced with the threat of the Egyptian Mamluks, the Crusaders' hopes rested with a Franco-Mongol alliance. The Ilkhanate's Mongols were thought to be sympathetic to Christianity, and the Frankish princes were most effective in gathering their help, engineering their invasions of the Middle East on several occasions. Although the Mongols successfully attacked as far south as Damascus on these campaigns, the ability to effectively coordinate with Crusades from the west was repeatedly frustrated most notably at the Battle of Ain Jalut in 1260. The Mamluks eventually made good their pledge to cleanse the entire Middle East of the Franks. With the fall of Antioch (1268), Tripoli (1289), and Acre (1291), those Christians unable to leave the cities were massacred or enslaved and the last traces of Christian rule in the Levant disappeared.


          The very last Frankish foothold was the island of Ruad, three kilometers from the Syrian shore, which was occupied for several years by the Knights Templar but was ultimately lost to the Mamluks in the Siege of Ruad on September 26th, 1302.


          


          Northern Crusades (Baltic and Germany)
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          The Crusades in the Baltic Sea area and in Central Europe were efforts by (mostly German) Christians to subjugate and convert the peoples of these areas to Christianity. These Crusades ranged from the 12th century, contemporaneous with the Second Crusade, to the 16th century.


          Contemporaneous with the Second Crusade, Saxons and Danes fought against Polabian Slavs in the 1147 Wendish Crusade. In the 13th century, the Teutonic Knights led Germans, Poles, and Pomeranians against the Old Prussians during the Prussian Crusade.


          Between 1232 and 1234, there was a crusade against the Stedingers. This crusade was special, because the Stedingers were not heathens or heretics, but fellow Roman Catholics. They were free Frisian farmers who resented attempts of the count of Oldenburg and the archbishop Bremen-Hamburg to make an end to their freedoms. The archbishop excommunicated them, and Pope Gregory IX declared a crusade in 1232. The Stedingers were defeated in 1234.


          The Teutonic Order's attempts to conquer Orthodox Russia (particularly the Republics of Pskov and Novgorod), an enterprise endorsed by Pope Gregory IX, can also be considered as a part of the Northern Crusades. One of the major blows for the idea of the conquest of Russia was the Battle of the Ice in 1242. With or without the Pope's blessing, Sweden also undertook several crusades against Orthodox Novgorod.


          


          Other crusades


          


          Crusade against the Tatars


          In 1259 Mongols led by Burundai and Nogai Khan ravaged the principality of Halych-Volynia, Lithuania and Poland. After that Pope Alexander IV tried without success to create a crusade against the Blue Horde.


          In the 14th century, Khan Tokhtamysh combined the Blue and White Hordes forming the Golden Horde. It seemed that the power of the Golden Horde had begun to rise, but in 1389, Tokhtamysh made the disastrous decision of waging war on his former master, the great Tamerlane. Tamerlane's hordes rampaged through southern Russia, crippling the Golden Horde's economy and practically wiping out its defenses in those lands.


          After losing the war, Tokhtamysh was then dethroned by the party of Khan Temur Kutlugh and Emir Edigu, supported by Tamerlane. When Tokhtamysh asked Vytautas the Great for assistance in retaking the Horde, the latter readily gathered a huge army which included Lithuanians, Ruthenians, Russians, Mongols, Moldavians, Poles, Romanians and Teutonic Knights.


          In 1398, the huge army moved from Moldavia and conquered the southern steppe all the way to the Dnieper River and northern Crimea. Inspired by their great successes, Vytautas declared a 'Crusade against the Tatars' with Papal backing. Thus, in 1399, the army of Vytautas once again moved on the Horde. His army met the Horde's at the Vorskla River, slightly inside Lithuanian territory.


          Although the Lithuanian army was well equipped with cannon, it could not resist a rear attack from Edigu's reserve units. Vytautas hardly escaped alive. Many princes of his kinpossibly as many as 20were killed (for example, Stefan Musat, Prince of Moldavia and two of his brothers, while a fourth was badly injured), and the victorious Tatars besieged Kiev. "And the Christian blood flowed like water, up to the Kievan walls," as one chronicler put it. Meanwhile, Temur Kutlugh died from the wounds received in the battle, and Tokhtamysh was killed by one of his own men.


          


          Crusades in the Balkans


          To counter the expanding Ottoman Empire, several crusades were launched in the 15th century. The most notable are:


          
            	the Crusade of Nicopolis (1396) organized by Sigismund of Luxemburg king of Hungary culminated in the Battle of Nicopolis


            	the Crusade of Varna (1444) led by the Polish-Hungarian king Władysław Warneńczyk ended in the Battle of Varna


            	and the Crusade of 1456 organized to lift the Siege of Belgrade led by John Hunyadi and Giovanni da Capistrano

          


          


          Aragonese Crusade


          The Aragonese Crusade, or Crusade of Aragn, was declared by Pope Martin IV against the King of Aragn, Peter III the Great, in 1284 and 1285.


          


          Alexandrian Crusade


          The Alexandrian Crusade of October 1365 was a minor seaborne crusade against Muslim Alexandria led by Peter I of Cyprus. His motivation was at least as commercial as religious. It had limited success.


          


          Hussite Crusade


          The Hussite Crusade(s), also known as the " Hussite Wars," or the "Bohemian Wars," involved the military actions against and amongst the followers of Jan Hus in Bohemia in the period 1420 to circa 1434. The Hussite Wars were arguably the first European war in which hand-held gunpowder weapons such as muskets made a decisive contribution. The Taborite faction of the Hussite warriors were basically infantry, and their many defeats of larger armies with heavily armoured knights helped affect the infantry revolution. In the end, it was an inconclusive war.


          


          Swedish Crusades


          The Swedish conquest of Finland in the Middle Ages has traditionally been divided into three "crusades": the First Swedish Crusade around 1155 AD, the Second Swedish Crusade about 1249 AD and the Third Swedish Crusade in 1293 AD.


          The First Swedish Crusade is purely legendary, and according to most historians today, never took place as described in the legend and did not result in any ties between Finland and Sweden. For the most part, it was made up in the late 13th century to date the Swedish rule in Finland further back in time. No historical record has also survived describing the second one, but it probably did take place and ended up in the concrete conquest of southwestern Finland. The third one was against Novgorod, and is properly documented by both parties of the conflict.


          According to archaeological finds, Finland was largely Christian already before the said crusades. Thus the "crusades" can rather be seen as ordinary expeditions of conquest whose main target was territorial gain. The expeditions were dubbed as actual crusades only in the 19th century by the national-romanticist Swedish and Finnish historians.


          


          Dissent Against the Concept of Crusades


          Elements of the Crusades were criticized by some from the time of their inception in 1095. For example, Roger Bacon felt the Crusades were not effective because, "those who survive, together with their children, are more and more embittered against the Christian faith." In spite of some criticism, the movement was still widely supported in Europe long after the fall of Acre in 1291. J. Hoeberichts argues that St. Francis of Assisi stood in complete and unique opposition to the theological justification and the violent methods of Christendom in his book Francis and Islam. Historians agree that Francis crossed enemy lines to meet the Sultan of Egypt. Hoeberichts cast doubt on the intentions most Christian historians assign to Francis. From the fall of Acre forward, the Crusades to recover Jerusalem and the Christian East were largely lost. Later, 18th century Enlightenment thinkers judged the Crusaders harshly. Likewise, some modern historians in the West expressed moral outrage. As recently as the 1950s, Sir Steven Runciman wrote a resounding condemnation:


          
            	"High ideals were besmirched by cruelty and greed...the Holy War was nothing more than a long act of intolerance in the name of God".

          


          


          Historical perspective


          Western and Eastern historiography present variously different views on the crusades, in large part because "crusade" invokes dramatically opposed sets of associations"crusade" as a valiant struggle for a supreme cause, and "crusade" as a byword for barbarism and aggression. This contrasting view is not recent since Christians have in the past struggled with the tension of military activity and teachings of Christ to "love one's enemies" and to "turn the other cheek". For these reasons, the crusades have been controversial even among contemporaries.


          Western sources speak of both heroism, faith and honour (emphasized in chivalric romance), but also of acts of brutality. Orthodox Christian and Islamic chroniclers tell stories of barbarian savagery and brutality, although it was not until 1899 that the first Islamic history of the Crusades was written. Prior to the growth of Arab nationalism in the 20th century, the Crusades were virtually unknown in the Islamic world.


          


          Islamic perspective


          


          General


          In the minds of the Muslims the Crusades were Western invasions motivated by the Wests greed and hatred for Islam, while the Christian West thought they were reclaiming the Holy Land and stopping the spread of Islam. For the West these wars were known as the crusades which comes from the Latin word for cross. The Muslims, on the other hand, referred to the wars as Frankish Invasions using the Arabic word al-ifranj, which is the term for "French", although it was applied to Westerners in general. One of the ironic things about the Crusades is that even though God may have indeed wished it, there is certainly no evidence that the Christians of Jerusalem did, or that anything extraordinary was occurring to pilgrims there to prompt such a response at that moment in history.


          


          Results of the Crusades on the Islamic World


          The Crusades have made a lasting impact on the Islamic world, especially in their perception of the West and of Christians. In fact even today Muslims still consider the Crusades to be a symbol of Western hostility toward Islam. The Muslims were horrified by the brutality of the Franks and how they so willingly massacred civilians and broke promises. It did not help that the Crusaders felt little to no remorse for what they did and when the Muslims compared that to Saladins reputation of being a man of honour they thought even less of the Franks. The fact that the Franks were motivated more by politics and greed than true religious reason has led Muslims to feel that when Europe began to colonize the East it was merely a continuation of the Crusades. This view caused the Muslims to set up intellectual barriers and become very isolationist in their policies causing them to be left behind in the world scene. Now extremists of both the Christian and Islamic faith believe that confrontation is inevitable and because of this view the Crusades remain in focus keeping them in an active albeit violent role in contemporary politics.


          


          Eastern Orthodoxy


          Like Muslims, Eastern Orthodox Christians also see the Crusades as attacks by "the barbarian West", but centered on the sack of Constantinople in 1204. Among vast quantities of gold, which was accumulated for more than 1300 years by the Roman Empire, many relics and artifacts taken from Constantinople are still to be found in the West, in the Vatican and elsewhere, like the Greek Horses on the faade of St. Mark's in Venice. Both the cultural and the economic capital gained after of the sack of Constantinople played a significant part in the rise of the Italian cities that gave birth to renaissance.


          


          Popular reputation in Western Europe


          In Western Europe, the Crusades have traditionally been regarded by laypeople as heroic adventures, though the mass enthusiasm of common people was largely expended in the First Crusade, from which so few of their class returned. Today, the " Saracen" adversary is crystallized in the lone figure of Saladin; his adversary Richard the Lionheart is, in the English-speaking world, the archetypical crusader king, while Frederick Barbarossa and Louis IX fill the same symbolic niche in German and French culture. Even in contemporary areas, the crusades and their leaders were romanticized in popular literature; the Chanson d'Antioche was a chanson de geste dealing with the First Crusade, and the Song of Roland, dealing with the era of the similarly romanticized Charlemagne, was directly influenced by the experience of the crusades, going so far as to replace Charlemagne's historic Basque opponents with Muslims. A popular theme for troubadours was the knight winning the love of his lady by going on crusade in the east.
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          In the 14th century, Godfrey of Bouillon was united with the Trojan War and the adventures of Alexander the Great against a backdrop for military and courtly heroics of the Nine Worthies who stood as popular secular culture heroes into the 16th century, when more critical literary tastes ran instead to Torquato Tasso and Rinaldo and Armida, Roger and Angelica. Later, the rise of a more authentic sense of history among literate people brought the Crusades into a new focus for the Romantic generation in the romances of Sir Walter Scott in the early 19th century. Crusading imagery could be found even in the Crimean War, in which the United Kingdom and France were allied with the Muslim Ottoman Empire, and in World War I, especially Allenby's capture of Jerusalem in 1917.


          In Spain, the popular reputation of the Crusades is outshone by the particularly Spanish history of the Reconquista. El Cid is the central figure.


          


          Role of women


          While traditional historiography conceptualizes the crusades as a masculine movement symbolic of honour and male courage, women were also involved.


          Women at home were intricately connected whether aware of it or not in the recruitment of crusading men. Their encouragement and familial ties would present men friendly connections which made the prospect of taking the cross more appealing for those risking their lives. Arguably the most significant role that women played in the West during the crusades was their preservation of the home. The best known example is of Adela of Blois, wife of Stephen of Blois whose correspondence with her husband while he was on Crusade and she was at home managing his fief has survived in part. It appears she was rather more keen on his crusading than he was. Men could journey to The Holy Land without having to worry about their home because their wives were in charge of their estates and families.


          Even though most women showed their support for the crusades at home, some women took the cross themselves to go on the crusade. Aristocratic women who joined the movement often found that they had new positions of authority they did not have in the West. Eleanor of Aquitaine, the wealthy queen of France and the wife of king Louis VII, took the cross from St. Bernard of Clairvaux on Easter Sunday 1145 to join her husband. Another woman who had ultimate political power in the East was Melisende of Jerusalem, who under law gained hereditary rights to the crown upon her husbands death. Like Eleanor, Melisende never led troops into battle, but she did participate in acts of political diplomacy. Less successful was her granddaughter Sibylla of Jerusalem, whose choice of husband had been a crucial political issue since her childhood. Her second marriage to Guy of Lusignan made him the king-consort on the death of Baldwin IV, with disastrous results. While most women were there to help and care for the crusading men by bringing them water or raising their spirits by offering emotional support, there were women who had specific tasks which defined their feminine characteristics like the washerwoman.


          The permanent residents of the Crusader kingdoms, if born in Europe, had usually come unmarried. Very many married women from Apulia in Southern Italy, where living conditions were often harsh, encouraged young women to take ship for Palestine in the knowledge that many men there were looking for wives.


          The most controversial role that women had in the crusades was of course the role which threatened their femininity, actual militancy. When analyzing the primary documentation of female militancy, one must be cautious. The accounts of women fighting come mostly from Muslim historians whose aim was to portray Christian women as barbaric and ungodly because of their acts of killing. The contrasting view from Christian accounts portray women fighting only in emergency situations for the preservation of the camps and their own lives. In these cases women are seen as more feminine while behaving like proper women. Virtually all crusade writings came from men, and women would have been interpreted subjectively no matter what roles they played.


          


          Legacy


          


          Europe and the West


          Until recently, the crusades were remembered favourably in western Europe (countries which were, at the time of the Crusades, Roman Catholic countries), and in countries largely settled by Western Europeans, including the United States. Nonetheless, there have been many vocal critics of the Crusades in Western Europe since the Renaissance, and in recent years, critical views of the crusades have come to dominate most assessments.


          Defenders of the Crusades now present their viewpoint as that of an embattled minority as against a standard view in which the Crusades are regarded as bloody and unjustified acts of aggression. More comprehensive treatments seek to take account of both the brutality of the Crusades and the sincere religious motivation behind them, of "religious devotion and godly savagery" .


          A crucial recent development is the recognition, variously interpreted, of the parallel between crusades and the Islamic concept of jihad . Secular critics of the crusades see both jihad and crusade as providing a religious justification for war and intolerance. Supporters present the crusades as defensive responses to Islamic jihad and, in some cases, advocate a renewal of the crusades a view that may be linked, by both critics and supporters, to current US policy in the Middle East .


          


          Politics and culture


          The Crusades had an enormous influence on the European Middle Ages. At times, much of the continent was united under a powerful Papacy, but by the 14th century, the development of centralized bureaucracies (the foundation of the modern nation-state) was well on its way in France, England, Burgundy, Portugal, Castile, and Aragon partly because of the dominance of the church at the beginning of the crusading era.


          Although Europe had been exposed to Islamic culture for centuries through contacts in Iberian Peninsula and Sicily, much knowledge in areas such as science, medicine, and architecture was transferred from the Islamic to the western world during the crusade era.


          The military experiences of the crusades also had their effects in Europe; for example, European castles became massive stone structures as they were in the east, rather than smaller wooden buildings as they had typically been in the past.


          In addition, the Crusades are seen as having opened up European culture to the world, especially Asia:


          
            
              	

              	The Crusades brought about results of which the popes had never dreamed, and which were perhaps the most, important of all. They re-established traffic between the East and West, which, after having been suspended for several centuries, was then resumed with even greater energy; they were the means of bringing from the depths of their respective provinces and introducing into the most civilized Asiatic countries Western knights, to whom a new world was thus revealed, and who returned to their native land filled with novel ideas... If, indeed, the Christian civilization of Europe has become universal culture, in the highest sense, the glory redounds, in no small measure, to the Crusades."

              	
            

          


          Along with trade, new scientific discoveries and inventions made their way east or west. Arab advances (including the development of algebra, optics, and refinement of engineering) made their way west and sped the course of advancement in European universities that led to the Renaissance in later centuries


          The invasions of German crusaders prevented formation of the large Lithuanian state incorporating all Baltic nations and tribes. Lithuania was destined to become a small country and forced to expand to the East looking for resources to combat the crusaders.


          


          Trade


          The need to raise, transport and supply large armies led to a flourishing of trade throughout Europe. Roads largely unused since the days of Rome saw significant increases in traffic as local merchants began to expand their horizons. This was not only because the Crusades prepared Europe for travel, but also because many wanted to travel after being reacquainted with the products of the Middle East. This also aided in the beginning of the Renaissance in Italy, as various Italian city-states from the very beginning had important and profitable trading colonies in the crusader states, both in the Holy Land and later in captured Byzantine territory.


          Increased trade brought many things to Europeans that were once unknown or extremely rare and costly. These goods included a variety of spices, ivory, jade, diamonds, improved glass-manufacturing techniques, early forms of gun powder, oranges, apples, and other Asian crops, and many other products.


          The achievement of preserving Christian Europe must not, however, ignore the eventual fall of the Christian Byzantine Empire, which was mostly caused by Fourth Crusade's extreme aggression against Eastern Orthodox Christianity, largely at the instigation of the infamous Enrico Dandolo, the Doge of Venice and financial backer of the Fourth Crusade (1202-1204). The Byzantine lands had been a stable Christian state since the 4th century, though had been in a crisis immediately before the Fourth Crusade. After the Crusaders took Constantinople in 1204, the Byzantines never again had as large or strong a state and finally fell in 1453.


          Taking into account the fall of the Byzantines, the Crusades could be portrayed as the defense of Roman Catholicism against the violent expansion of Islam, rather than the defense of Christianity as a whole against Islamic expansion. On the other hand, the Fourth Crusade could be presented as an anomaly, though this does not explain the Northern Crusades which also targeted Orthodox Christians. It is also possible to find a compromise between these two points of view, specifically that the Crusades were Roman Catholic campaigns which primarily sought to fight Islam to preserve Catholicism, and secondarily sought to thereby protect the rest of Christianity; in this context, the Fourth Crusade's crusaders could have felt compelled to abandon the secondary aim in order to retain Dandolo's logistical support in achieving the primary aim. Even so, the Fourth Crusade was condemned by the Pope of the time ( Pope Innocent III) and is now generally remembered throughout Europe as a disgraceful failure.


          From a larger perspective, and certainly from that of noted naval/maritime historian Archibald Lewis, the Crusades must be viewed as part of a massive macrohistorical event during which Western Europe, primarily by its ability in naval warfare, amphibious siege, and maritime trade, was able to advance in all spheres of civilization. Recovering from the Dark Ages of AD 700-1000, throughout the 11th century Western Europe began to push the boundaries of its civilization. Prior to the First Crusade the Italian city-state of Venice, along with the Byzantine Empire, had cleared the Adriatic Sea of Islamic pirates, and loosened the Islamic hold on the Mediterranean Sea (Byzantine-Muslim War of 1030-1035). The Normans, with the assistance of the Italian city-states of Genoa and Pisa, had retaken Sicily from the Muslims from 1061-1091. These conflicts prior to the First Crusade had both retaken Western European territory and weakened the Islamic hold on the Mediterranean, allowing for the rise of Western European Mediterranean trading and naval powers such as the Sicilian Normans and the Italian city-states of Venice, Genoa, and Pisa.


          During the Middle Ages, the key trading region of the Earth was the Black Sea-Mediterranean Sea-Red Sea. It was the aforementioned pre-First Crusade actions, along with the Crusades themselves, which allowed Western Europe to control the trade of the Mediterranean Sea and Black Sea, a control which began in the 1000s and would only be threatened by the Turkish Ottoman Empire beginning in the mid-to-late 1400s. This Western European control of vital sea lanes allowed the economy of Western Europe to advance to previously unknown degrees, most obviously as regards the Maritime Republics of Venice, Genoa, and Pisa. Indeed, it is no coincidence that the Renaissance began in Italy, as the Maritime Republics, through their control of the Eastern Mediterranean and Black Seas, were able to return to Italy the ancient knowledge of the Greeks and Romans, as well as the products of distant East Asia.


          Combined with the Mongol Empire, Western Europe traded extensively with East Asia, the security of the Mongol Empire allowing the products of Asia to be brought to such Western European controlled ports as Acre, Antioch, Kaffa (on the Black Sea) and even, for a time, Constantinople itself. The Fifth Crusade of 1217-1221 and the Seventh Crusade of 1248-1254 were largely attempts to secure Western European control of the Red Sea trade region, as both Crusades were directed against Egypt, the power base of the Ayyubid, and then Mameluke, Sultanates. It was only in the 1300s, as the stability of trade with Asia collapsed with the Mongol Empire, the Mamelukes destroyed the Middle Eastern Crusader States, and the rising Ottoman Empire impeded further Western European trade with Asia, that Western Europeans sought alternate trade routes to Asia, ultimately leading to Columbus's voyage of 1492.


          


          Islamic world
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          The crusades had profound but localized effects upon the Islamic world, where the equivalents of "Franks" and "Crusaders" remained expressions of disdain. The Muslims tended to use the word "Frank" to describe all Western Europeans, regardless of nationality.


          Muslims traditionally celebrate Saladin as a hero against the Crusaders. In the 21st century, some in the Arab world, such as the Arab independence movement and Pan-Islamism movement, continue to call Western involvement in the Middle East a "crusade". The Crusades were regarded by the Islamic world as cruel and savage onslaughts by European Christians.


          The most devastating long term consequence of the crusades, according to historian Peter Mansfield, was the creation of an Islamic mentality that sought a retreat into isolation. He says "Assaulted from all quarters, the Muslim world turned in on itself. It became oversensitive [and] defensive attitudes that grew steadily worse as world-wide evolution, a process from which the Muslim world felt excluded, continued.".


          


          Jewish community


          Though the Muslims in power at the time tried to protect the Jews in The Holy Land, the Crusaders' atrocities against them in the German and Hungarian towns, later also in those of France, England, and in the massacres of Jews in Palestine and Syria have become a significant part of the history of anti-Semitism, although no Crusade was ever declared against Jews. These attacks left behind for centuries strong feelings of ill will on both sides. The social position of the Jews in western Europe was distinctly worsened, and legal restrictions increased during and after the Crusades. They prepared the way for the anti-Jewish legislation of Pope Innocent III and formed the turning-point in medieval anti-Semitism. It must also be noted that Pope Innocent III reiterated papal injunctions against forcible conversions of Jews, and added: "No Christian shall do the Jews any personal injury...or deprive them of their possessions...or disturb them during the celebration of their festivals...or extort money from them by threatening to exhume their dead.".


          The crusading period brought with it many narratives from Jewish sources. Among the better-known Jewish narratives are the chronicles of Solomon Bar Simson and Rabbi Eliezer bar Nathan, " The Narrative of the Old Persecutions," by Mainz Anonymous, and " Sefer Zekhirah," and " The Book of Remembrance," by Rabbi Ephraim of Bonn.


          


          Caucasus


          In the Caucasus Mountains of Georgia, in the remote highland region of Khevsureti, a tribe called the Khevsurs are thought to possibly be direct descendants of a party of crusaders who got separated from a larger army and have remained in isolation with some of the crusader culture intact. Into the 20th century, relics of armor, weaponry and chain mail were still being used and passed down in such communities. Russian serviceman and ethnographer Arnold Zisserman who spent 25 years (184267) in the Caucasus, believed the exotic group of Georgian highlanders were descendants of the last Crusaders based on their customs, language, art and other evidence. American traveler Richard Halliburton saw and recorded the customs of the tribe in 1935.


          


          Etymology and use of the term "crusade"


          The crusades were never referred to as such by their participants. The original crusaders were known by various terms, including fideles Sancti Petri (the faithful of Saint Peter) or milites Christi (knights of Christ). They saw themselves as undertaking an iter, a journey, or a peregrinatio, a pilgrimage, though pilgrims were usually forbidden from carrying arms. Like pilgrims, each crusader swore a vow (a votus), to be fulfilled on successfully reaching Jerusalem, and they were granted a cloth cross (crux) to be sewn into their clothes. This "taking of the cross", the crux, eventually became associated with the entire journey; the word "crusade" (coming into English from the French croisade, the Italian crociata, the Portuguese cruzada, or the German Kreuzzug) developed from this.


          From the 17th century until the late 20th century, the term "crusade" carried a connotation in the West of being a righteous campaign, usually to "root out evil", or to fight for a just cause. In a non-historical common or theological use, "crusade" came to have a much broader emphatic or religious meaningsubstantially removed from "armed struggle."


          In a broader sense, "crusade" was used, in a rhetorical and metaphorical sense, to identify as righteous any war that was given a religious or moral justification.


          A June 2, 1944 message to Allied troops before the Normandy landings, began with General Eisenhower stating, "Soldiers, Sailors and Airmen of the Allied Expeditionary Force! You are about to embark upon the Great Crusade, toward which we have striven these many months." His later bestselling memoir was entitled Crusade in Europe.


          Ardent activists often referred to their causes as "crusades," as in the "Crusade against Adult Illiteracy," or a "Crusade against Littering." The term may also sarcastically or pejoratively characterize the zealotry of agenda promoters, for example with the moniker "Public Crusader" or the campaigns "Crusade against abortion," and the "Crusade for prayer in public schools."


          In recent years, the use of "crusade" as a positive term has become less frequent in order to avoid giving offense to Muslims or others offended by the term, and as critical views of the Crusades have become dominant.


          In line with the traditional usage George W. Bush in 2002 described his anti-terrorism campaign as a "crusade" but was compelled to repudiate the term when it was pointed out that the word, because of the historical events to which it referred, was regarded as highly offensive by Muslims and Jews.
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          The crustaceans (Crustacea) are a large group of arthropods, comprising almost 52,000 described species, and are usually treated as a subphylum. They include various familiar animals, such as crabs, lobsters, crayfish, shrimp and barnacles. The majority of them are aquatic, living in either marine or fresh water environments, but a few groups have adapted to life on land, such as terrestrial crabs, terrestrial hermit crabs and woodlice. Crustaceans are among the most successful animals, and are as abundant in the oceans as much as insects are on land. Over half of animals in the world are marine copepod crustaceans. The majority of crustaceans are also motile, moving about independently, although a few taxonomic units are parasitic and live attached to their hosts (including sea lice, fish lice, whale lice, tongue worms, and Cymothoa exigua, all of which may be referred to as "crustacean lice"), and adult barnacles live a sessile life they are attached headfirst to the substrate and cannot move independently. Although most crustaceans are small, their morphology varies greatly and they include such large animals as lobsters 70 cm long and spider crabs with a leg span of nearly 4 m.


          The scientific study of crustaceans is known as carcinology. Other names for carcinology are malacostracology, crustaceology and crustalogy, and a scientist who works in carcinology is a carcinologist, crustaceologist or crustalogist.


          


          Structure of crustaceans


          Crustaceans have three distinct body parts: head, thorax, and abdomen (or pleon), although the head and thorax may fuse to form a cephalothorax, an excellent example of tagmatization. The head bears two pairs of antennae, three pairs of mouthparts, and usually eyes (two compound eyes, an unpaired eye, or both). The thorax and pleon bear a number of lateral appendages, including the gills, and the tail ends with a telson. Crustacean appendages are used for swimming, crawling, and feeding. They may be highly modified as jaws and other structures, or may be lost. Smaller crustaceans respire through their body surface by diffusion, and larger crustaceans respire with gills or, as shown by Birgus latro, with abdominal lungs. Both systems (diffusion and gills) were being used by various crustaceans as early as the Middle Cambrian.


          As arthropods, crustaceans have a stiff exoskeleton, which must be shed to allow the animal to grow ( ecdysis or molting). Various parts of the exoskeleton may be fused together; this is particularly noticeable in the carapace, the thick dorsal shield seen on many crustaceans that often forms a protective chamber for the gills. Crustacean appendages are typically biramous, meaning they are divided into two parts; this includes the second pair of antennae, but not the first, which is uniramous. There is some doubt whether this is a derived state, as had been traditionally assumed, or whether it may be a primitive state, with the branching of the limbs being lost in all extant arthropod groups except the crustaceans. One piece of evidence supporting the latter view is the biramous nature of trilobite limbs.


          The main body cavity is an expanded circulatory system, through which blood is pumped by a heart located near the dorsum. The alimentary canal consists of a straight tube that often has a gizzard-like gastric mill for grinding food and a pair of digestive glands that absorb food. Structures that function as kidneys are located near the antennae. A brain exists in the form of ganglia close to the antennae, and a collection of major ganglia is found below the gut.


          Despite their diversity of form, crustaceans are united by the special larval form known as the nauplius.


          Although a few are hermaphroditic, most crustaceans have separate sexes, which are distinguished by appendages on the abdomen called swimmerets or, more technically, pleopods. The first (and sometimes the second) pair of pleopods are specialised in the male for sperm transfer. Many terrestrial crustaceans (such as the Christmas Island red crab) mate seasonally and return to the sea to release the eggs. Others, such as woodlice lay their eggs on land, albeit in damp conditions. In many decapods, the females retain the eggs until they hatch into free-swimming larvae.


          


          Life Cycle


          


          Larva Stage


          
            [image: Zoea larva of the European lobster, Homarus gammarus.]

            
              Zoea larva of the European lobster, Homarus gammarus.
            

          


          
            [image: Gnathophausia zoea, a lophogastrid.]

            
              Gnathophausia zoea, a lophogastrid.
            

          


          The larval stage of a crustacean's life cycle is called a zoea (pl. zoeal)s. It follows the nauplius stage and precedes the post-larva. Zoea larvae swim with their thoracic appendages, as opposed to nauplii, which use cephalic appendages, and megalopa, which use abdominal appendages for swimming. It often has spikes on its carapace, which may assist these small organisms in maintaining directional swimming. In many decapods, due to their accelerated development, the zoea is the first larval stage. In some cases, the zoea stage is followed by the mysis stage, and in others, by the megalopa stage, depending on the crustacean group involved.


          


          Taxonomy


          Although the classification of crustaceans has been quite variable, the system used by Martin and Davis is the most authoritative, and largely supersedes earlier works.


          Six classes of crustaceans are generally recognised:


          
            	Branchiopoda including brine shrimp (Artemia) and Triops (Notostraca)


            	Remipedia a small class restricted to deep caves connected to salt water, called anchialine caves


            	Cephalocarida horseshoe shrimp


            	Maxillopoda various groups, including barnacles and copepods. It contains Mystacocarida and Branchiura, which are sometimes treated as their own classes.


            	Ostracoda small animals with bivalve shells


            	Malacostraca the largest class, with the largest and most familiar animals, such as crabs, lobsters, shrimp, krill and woodlice.

          


          The exact relationships of the Crustacea to other taxa are not yet entirely clear. Under the Pancrustacea hypothesis, Crustacea and Hexapoda (insects and allies) are sister groups. Studies using DNA sequences tend to show a paraphyletic Crustacea, with the insects (but not necessarily other hexapods) nested within that clade.


          


          Fossil record


          Those crustaceans that have soft exoskeletons reinforced with calcium carbonate, such as crabs and lobsters, tend to preserve well as fossils, but many crustaceans have only thin exoskeletons. Most of the fossils known are from coral reef or shallow sea floor environments, but many crustaceans live in open seas, on deep sea floors or in burrows. Crustaceans tend, therefore, to be more rare in the fossil record than trilobites. Some crustaceans are reasonably common in Cretaceous and Caenozoic rocks, but barnacles have a particularly poor fossil record, with very few specimens from before the Mesozoic era.


          The Late Jurassic lithographic limestones of Solnhofen, Bavaria, which are famous as the home of Archaeopteryx, are relatively rich in decapod crustaceans, such as Eryon (an eryonoid), Aeger (a prawn) or Pseudastacus (a lobster). The "lobster bed" of the Greensand formation from the Cretaceous period, which occurs at Atherfield on the Isle of Wight, contains many well preserved examples of the small glypheoid lobster Mecochirus magna. Crabs have been found at a number of sites, such as the Cretaceous Gault clay and the Eocene London clay.


          


          Consumption
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          Many crustaceans are consumed by humans, and nearly 10,000,000 tons were produced in 2005. The vast majority of this output is of decapod crustaceans: crabs, lobsters, shrimp and prawns. Over 70% by weight of all crustaceans caught for consumption are shrimp and prawns, and over 80% is produced in Asia, with China alone producing nearly half the world's total. Non-decapod crustaceans are not widely consumed, with only 130,000tons of krill being caught, despite krill having one of the greatest biomasses on the planet.
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          In geology, a crust is the outermost solid shell of a planet or moon. Crust is chemically and mechanically different from underlying material. Crusts of Earth, our Moon, Mercury, Venus, and Mars have been generated largely by igneous processes, and these crusts are richer in incompatible elements than the underlying mantles. Crusts are also present on moons of outer planets and have formed by similar or analogous processes: for instance, Io, a moon of Jupiter, also has a crust formed by igneous processes.


          Earth has the best characterized and perhaps the most complex crust of all the planets and moons in our solar system. An overview of our crust is provided in the entry on Structure of the Earth, and the two contrasting types of crust are discussed in entries on continental crust and oceanic crust. Despite the details known about Earth's crust, its early history is obscure. The rapidly growing base of knowledge about other bodies in the solar system provides insights into the beginnings of Earth history as well as into other possible paths of planetary evolution. Studies of the Moon have been particularly valuable for understanding the early Earth.


          


          Perspective from the Moon


          The Moon provides an unusual opportunity to study how crust can first form, for at least these two reasons. First, ancient crust is well-preserved because the Moon has never had plate tectonics or an atmosphere or surface water. Second, there are many extremely well-characterized samples of the crust from known locations.


          The limited summary below is intended for comparative purposes, and much of the content is based on the overview of Hiesinger and Head (2006) and other papers in the same volume. Much more information can be found in the complementary entries about the Geology of the Moon and the Moon.


          Most of the crust of the moon crystallized from magma formed as a consequence of intense meteorite bombardment in the early history of our solar system. A particularly large meteorite is thought to have collided with the forming Earth, and part of the material ejected into space by the collision accreted to form the Moon. As the Moon formed, the outer part of it is thought to have been molten, a  lunar magma ocean. Plagioclase feldspar crystallized in large amounts from this magma ocean and floated towards the surface. The cumulate rocks form much of the crust. The upper part of the crust probably averages about 88% plagioclase (near the lower limit of 90% defined for anorthosite): the lower part of the crust may contain a higher percent of ferromagnesian minerals such as the pyroxenes and olivine, but even that lower part probably averages about 78% plagioclase. The underlying mantle is denser and olivine-rich.


          The thickness of the crust ranges between about 20 and 120 km. Crust on the far side of the moon averages about 12 km thicker than that on the near side. Estimates of average thickness fall in the range from about 50 to 60 km. Most of this plagioclase-rich crust formed shortly after formation of the moon, between about 4.5 and 4.3 billion years ago. Perhaps 10% or less of the crust consists of igneous rock added after formation of the initial plagioclase-rich material. The best-characterized and most voluminous of these later additions are the mare basalts formed between about 3.9 and 3.2 billion years ago. Minor volcanism continued after 3.2 billion years, perhaps as recently as 1 billion years ago. There is no evidence of crustal formation or deformation due to plate tectonics.


          Study of the Moon has established that a crust can form on a rocky planetary body significantly smaller than Earth. Although the radius of the Moon is only about a quarter that of Earth, the lunar crust has a significantly greater average thickness. This relatively thick crust formed almost immediately after formation of the Moon. Magmatism continued after the period of intense meteorite impacts ended about 3.9 billion years ago, but igneous rocks younger than 3.9 billion years make up only a minor part of the crust.


          


          Earth's crust
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          The crust of the Earth is composed of a great variety of igneous, metamorphic, and sedimentary rocks. The crust is underlain by the mantle. The upper part of the mantle is composed mostly of peridotite, a rock denser than rocks common in the overlying crust. The boundary between the crust and mantle is conventionally placed at the Mohorovičić discontinuity, a boundary defined by a contrast in seismic velocity. Earth's crust occupies less than 1% of Earth's volume.


          The oceanic crust of the Earth is different from its continental crust. The oceanic crust is 5km (3mi) to 10km (6mi) thick and is composed primarily of basalt, diabase, and gabbro. The continental crust is typically from 30km (20mi) to 50km (30mi) thick, and it is mostly composed of less dense rocks than is the oceanic crust. Some of these less dense rocks, such as granite, are common in the continental crust but rare to absent in the oceanic crust. The continental crust and the oceanic crust are sometimes called sial and sima respectively. Due to the change in velocity of seismic waves it is believed that on continents at a certain depth sial becomes close in its physical properties to sima and the dividing line is called Conrad discontinuity.


          The temperature of the crust increases with depth, reaching values typically in the range from about 500C (900F) to 1,000C (1,800F) at the boundary with the underlying mantle. The crust and underlying relatively rigid mantle make up the lithosphere. Because of convection in the underlying plastic, although non-molten, upper mantle and asthenosphere, the lithosphere is broken into tectonic plates that move.


          Partly by analogy to what is known about our Moon, Earth is considered to have differentiated from an aggregate of planetesimals into its core, mantle and crust within about 100 million years of the formation of the planet, 4.6 billion years ago. The primordial crust was very thin, and was likely recycled by much more vigorous plate tectonics and destroyed by significant asteroid impacts, which were much more common in the early stages of the solar system.


          The Earth has likely always had some form of basaltic crust, but the age of the oldest oceanic crust today is only about 200 million years. In contrast, the bulk of the continental crust is much older. The oldest continental crustal rocks on Earth have ages in the range from about 3.7 to 4.0 billion years and have been found in the Narryer Gneiss Terrane in Western Australia, in the Acasta Gneiss in the Northwest Territories on the Canadian Shield, and on other cratonic regions such as those on the Fennoscandian Shield. A few zircons with ages as great as 4.3 billion years have been found in the Narryer Gneiss Terrane.


          The average age of the current Earth's continental crust has been estimated to be about 2.0 billion years. Most crustal rocks formed before 2.5 billion years ago are located in cratons. Such old continental crust and the underlying mantle lithosphere are less dense than elsewhere in the earth and so are not readily destroyed by subduction. Formation of new continental crust is linked to periods of intense orogeny or mountain building; these periods coincide with the formation of the supercontinents such as Rodinia, Pangaea and Gondwana. The crust forms in part by aggregation of island arcs including granite and metamorphic fold belts, and it is preserved in part by depletion of the underlying mantle to form buoyant lithospheric mantle.


          


          Composition of the continental crust


          The continental crust has an average composition similar to that of the igneous rock, andesite. The composition tabulated below and the following discussion are based largely on the summary by Rudnick and Gao (2003). Continental crust is enriched in incompatible elements compared to the basaltic ocean crust and much enriched compared to the underlying mantle. Although the continental crust comprises only about 0.6 weight percent of the silicate Earth, it contains 20% to 70% of the incompatible elements.
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              	Oxide

              	Percent
            


            
              	SiO2

              	60.6
            


            
              	Al2O3

              	15.9
            


            
              	CaO

              	6.4
            


            
              	MgO

              	4.7
            


            
              	Na2O

              	3.1
            


            
              	Fe as FeO

              	6.7
            


            
              	K2O

              	1.8
            


            
              	TiO2

              	0.7
            


            
              	P2O5

              	0.1
            

          


          All the other constituents except water occur only in very small quantities, and total less than 1%. Estimates of average density for the upper crust range between 2.69 g/cm3 and 2.74 g/cm3 and for lower crust between 3.0 g/cm3 and 3.25 g/cm3.


          
            Retrieved from " http://en.wikipedia.org/wiki/Crust_(geology)"
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          Cryptography (or cryptology; derived from Greek ύ krypt "hidden" and the verb ά grfo "to write" or έ legein "to speak") is the practice and study of hiding information. In modern times, cryptography is considered to be a branch of both mathematics and computer science, and is affiliated closely with information theory, computer security, and engineering. Cryptography is used in applications present in technologically advanced societies; examples include the security of ATM cards, computer passwords, and electronic commerce, which all depend on cryptography.


          


          Terminology


          Until modern times, cryptography referred almost exclusively to encryption, the process of converting ordinary information ( plaintext) into unintelligible gibberish (ie, ciphertext). Decryption is the reverse, moving from unintelligible ciphertext to plaintext. A cipher (or cypher) is a pair of algorithms which creates the encryption and the reversing decryption. The detailed operation of a cipher is controlled both by the algorithm and, in each instance, by a key. This is a secret parameter (ideally, known only to the communicants) for a specific message exchange context. Keys are important, as ciphers without variable keys are trivially breakable and therefore less than useful for most purposes. Historically, ciphers were often used directly for encryption or decryption, without additional procedures such as authentication or integrity checks.


          In colloquial use, the term " code" is often used to mean any method of encryption or concealment of meaning. However, in cryptography, code has a more specific meaning; it means the replacement of a unit of plaintext (i.e., a meaningful word or phrase) with a code word (for example, apple pie replaces attack at dawn). Codes are no longer used in serious cryptographyexcept incidentally for such things as unit designations (eg, 'Bronco Flight' or Operation Overlord) - since properly chosen ciphers are both more practical and more secure than even the best codes, and better adapted to computers as well.


          Some use the terms cryptography and cryptology interchangeably in English, while others use cryptography to refer specifically to the use and practice of cryptographic techniques, and cryptology to refer to the combined study of cryptography and cryptanalysis.


          The study of characteristics of languages which have some application in cryptology, i.e. frequency data, letter combinations, universal patterns, etc. is called Cryptolinguistics.


          


          History of cryptography and cryptanalysis
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          Before the modern era, cryptography was concerned solely with message confidentiality (i.e., encryption)  conversion of messages from a comprehensible form into an incomprehensible one, and back again at the other end, rendering it unreadable by interceptors or eavesdroppers without secret knowledge (namely, the key needed for decryption of that message). In recent decades, the field has expanded beyond confidentiality concerns to include techniques for message integrity checking, sender/receiver identity authentication, digital signatures, interactive proofs, and secure computation, amongst others.


          The earliest forms of secret writing required little more than local pen and paper analogs, as most people could not read. More literacy, or opponent literacy, required actual cryptography. The main classical cipher types are transposition ciphers, which rearrange the order of letters in a message (e.g. 'help me' becomes 'ehpl em' in a trivially simple rearrangement scheme), and substitution ciphers, which systematically replace letters or groups of letters with other letters or groups of letters (e.g., 'fly at once' becomes 'gmz bu podf' by replacing each letter with the one following it in the alphabet). Simple versions of either offered little confidentiality from enterprising opponents, and still don't. An early substitution cipher was the Caesar cipher, in which each letter in the plaintext was replaced by a letter some fixed number of positions further down the alphabet. It was named after Julius Caesar who is reported to have used it, with a shift of 3, to communicate with his generals during his military campaigns, just like EXCESS-3 code in boolean algebra.


          Encryption attempts to ensure secrecy in communications, such as those of spies, military leaders, and diplomats. There is record of several, early Hebrew ciphers as well. Cryptography is recommended in the Kama Sutra as a way for lovers to communicate without inconvenient discovery. Steganography (i.e., hiding even the existence of a message so as to keep it confidential) was also first developed in ancient times. An early example, from Herodotus, concealed a message - a tattoo on a slave's shaved head - under the regrown hair. More modern examples of steganography include the use of invisible ink, microdots, and digital watermarks to conceal information.


          Ciphertexts produced by classical ciphers (and some modern ones) always reveal statistical information about the plaintext, which can often be used to break them. After the discovery of frequency analysis (perhaps by the Arab polymath al-Kindi) about the 9th century, nearly all such ciphers became more or less readily breakable by an informed attacker. Such classical ciphers still enjoy popularity today, though mostly as puzzles (see cryptogram). Essentially all ciphers remained vulnerable to cryptanalysis using this technique until the invention of the polyalphabetic cipher, most clearly by Leon Battista Alberti around the year 1467 (though there is some indication of earlier Arab knowledge of them). Alberti's innovation was to use different ciphers (i.e., substitution alphabets) for various parts of a message (perhaps for each successive plaintext letter in the limit). He also invented what was probably the first automatic cipher device, a wheel which implemented a partial realization of his invention. In the polyalphabetic Vigenre cipher, encryption uses a key word, which controls letter substitution depending on which letter of the key word is used. In the mid 1800s Babbage showed that polyalphabetic ciphers of this type remained partially vulnerable to frequency analysis techniques.
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          Although frequency analysis is a powerful and general technique, encryption was still often effective in practice; many a would-be cryptanalyst was unaware of the technique. Breaking a message without frequency analysis essentially required knowledge of the cipher used, thus encouraging espionage, bribery, burglary, defection, etc. to discover it. It was finally explicitly recognized in the 19th century that secrecy of a cipher's algorithm is not a sensible or practical safeguard; in fact, it was further realized any adequate cryptographic scheme (including ciphers) should remain secure even if the adversary fully understands the cipher algorithm itself. Secrecy of the key should alone be sufficient for a good ciphers to maintain confidentiality under attack. This fundamental principle was first explicitly stated in 1883 by Auguste Kerckhoffs and is generally called Kerckhoffs' principle; alternatively and more bluntly, it was restated by Claude Shannon as Shannon's Maxim  'the enemy knows the system'.


          Various physical devices and aids have been used to assist with ciphers. One of the earliest may have been the scytale of ancient Greece, a rod supposedly used by the Spartans as an aid for a transposition cipher. In medieval times, other aids were invented such as the cipher grille, also used for a kind of steganography. With the invention of polyalphabetic ciphers came more sophisticated aids such as Alberti's own cipher disk, Johannes Trithemius' tabula recta scheme, and Thomas Jefferson's multi-cylinder (reinvented independently by Bazeries around 1900). Several mechanical encryption/decryption devices were invented early in the 20th century, and many patented, including rotor machines  most famously the Enigma machine used by Germany in World War II. The ciphers implemented by better quality examples of these designs brought about a substantial increase in cryptanalytic difficulty after WWI.


          The development of digital computers and electronics after WWII made possible much more complex ciphers. Furthermore, computers allowed for the encryption of any kind of data that is represented by computers in any binary format, unlike classical ciphers which only encrypted written language texts, dissolving the utility of a linguistic approach to cryptanalysis in many cases. Many computer ciphers can be characterized by their operation on binary bit sequences (sometimes in groups or blocks), unlike classical and mechanical schemes, which generally manipulate traditional characters (i.e., letters and digits) directly. However, computers have also assisted cryptanalysis, which has compensated to some extent for increased cipher complexity. Nonetheless, good modern ciphers have stayed ahead of cryptanalysis; it is usually the case that use of a quality cipher is very efficient (i.e., fast and requiring few resources), while breaking it requires an effort many orders of magnitude larger, making cryptanalysis so inefficient and impractical as to be effectively impossible.
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          Extensive open academic research into cryptography is relatively recent  it began only in the mid-1970s with the public specification of DES (the Data Encryption Standard) by the NBS, the Diffie-Hellman paper, and the public release of the RSA algorithm. Since then, cryptography has become a widely used tool in communications, computer networks, and computer security generally. The present security level of many modern cryptographic techniques is based on the difficulty of certain computational problems, such as the integer factorisation problem or the discrete logarithm problem. In many cases, there are proofs that cryptographic techniques are secure if a certain computational problem cannot be solved efficiently. With one notable exceptionthe one-time padthese proofs are contingent, and thus not definitive, but are currently the best available for cryptographic algorithms and protocols.


          As well as being aware of cryptographic history, cryptographic algorithm and system designers must also sensibly consider probable future developments in their designs. For instance, the continued improvements in computer processing power have increased the scope of brute-force attacks when specifying key lengths. The potential effects of quantum computing are already being considered by some cryptographic system designers; the announced imminence of small implementations of these machines is making the need for this preemptive caution fully explicit.


          Essentially, prior to the early 20th century, cryptography was chiefly concerned with linguistic patterns. Since then the emphasis has shifted, and cryptography now makes extensive use of mathematics, including aspects of information theory, computational complexity, statistics, combinatorics, abstract algebra, and number theory. Cryptography is also a branch of engineering, but an unusual one as it deals with active, intelligent, and malevolent opposition (see cryptographic engineering and security engineering); most other kinds of engineering need deal only with neutral natural forces. There is also active research examining the relationship between cryptographic problems and quantum physics (see quantum cryptography and quantum computing).


          


          Modern cryptography


          The modern field of cryptography can be divided into several areas of study. The chief ones are discussed here; see Topics in Cryptography for more.


          


          Symmetric-key cryptography


          Symmetric-key cryptography refers to encryption methods in which both the sender and receiver share the same key (or, less commonly, in which their keys are different, but related in an easily computable way). This was the only kind of encryption publicly known until June 1976.
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          The modern study of symmetric-key ciphers relates mainly to the study of block ciphers and stream ciphers and to their applications. A block cipher is, in a sense, a modern embodiment of Alberti's polyalphabetic cipher: block ciphers take as input a block of plaintext and a key, and output a block of ciphertext of the same size. Since messages are almost always longer than a single block, some method of knitting together successive blocks is required. Several have been developed, some with better security in one aspect or another than others. They are the mode of operations and must be carefully considered when using a block cipher in a cryptosystem.


          The Data Encryption Standard (DES) and the Advanced Encryption Standard (AES) are block cipher designs which have been designated cryptography standards by the US government (though DES's designation was finally withdrawn after the AES was adopted). Despite its deprecation as an official standard, DES (especially its still-approved and much more secure triple-DES variant) remains quite popular; it is used across a wide range of applications, from ATM encryption to e-mail privacy and secure remote access. Many other block ciphers have been designed and released, with considerable variation in quality. Many have been thoroughly broken. See Category:Block ciphers.


          Stream ciphers, in contrast to the 'block' type, create an arbitrarily long stream of key material, which is combined with the plaintext bit-by-bit or character-by-character, somewhat like the one-time pad. In a stream cipher, the output stream is created based on an internal state which changes as the cipher operates. That state's change is controlled by the key, and, in some stream ciphers, by the plaintext stream as well. RC4 is an example of a well-known stream cipher; see Category:Stream ciphers.


          Cryptographic hash functions (often called message digest functions) do not necessarily use keys, but are a related and important class of cryptographic algorithms. They take input data (often an entire message), and output a short, fixed length hash, and do so as a one-way function. For good ones, collisions (two plaintexts which produce the same hash) are extremely difficult to find.


          Message authentication codes (MACs) are much like cryptographic hash functions, except that a secret key is used to authenticate the hash value on receipt.


          


          Public-key cryptography


          Symmetric-key cryptosystems typically use the same key for encryption and decryption, though this message or group of messages may have a different key than others. A significant disadvantage of symmetric ciphers is the key management necessary to use them securely. Each distinct pair of communicating parties must, ideally, share a different key, and perhaps each ciphertext exchanged as well. The number of keys required increases as the square of the number of network members, which very quickly requires complex key management schemes to keep them all straight and secret. The difficulty of establishing a secret key between two communicating parties, when a secure channel doesn't already exist between them, also presents a chicken-and-egg problem which is a considerable practical obstacle for cryptography users in the real world.
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          In a groundbreaking 1976 paper, Whitfield Diffie and Martin Hellman proposed the notion of public-key (also, more generally, called asymmetric key) cryptography in which two different but mathematically related keys are used  a public key and a private key. A public key system is so constructed that calculation of one key (the 'private key') is computationally infeasible from the other (the 'public key'), even though they are necessarily related. Instead, both keys are generated secretly, as an interrelated pair. The historian David Kahn described public-key cryptography as "the most revolutionary new concept in the field since polyalphabetic substitution emerged in the Renaissance".


          In public-key cryptosystems, the public key may be freely distributed, while its paired private key must remain secret. The public key is typically used for encryption, while the private or secret key is used for decryption. Diffie and Hellman showed that public-key cryptography was possible by presenting the Diffie-Hellman key exchange protocol.


          In 1978, Ronald Rivest, Adi Shamir, and Len Adleman invented RSA, another public-key system.


          In 1997, it finally became publicly known that asymmetric key cryptography had been invented by James H. Ellis at GCHQ, a British intelligence organization, in the early 1970s, and that both the Diffie-Hellman and RSA algorithms had been previously developed (by Malcolm J. Williamson and Clifford Cocks, respectively).


          The Diffie-Hellman and RSA algorithms, in addition to being the first publicly known examples of high quality public-key ciphers, have been among the most widely used. Others include the Cramer-Shoup cryptosystem, ElGamal encryption, and various elliptic curve techniques. See Category:Asymmetric-key cryptosystems.
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          In addition to encryption, public-key cryptography can be used to implement digital signature schemes. A digital signature is reminiscent of an ordinary signature; they both have the characteristic that they are easy for a user to produce, but difficult for anyone else to forge. Digital signatures can also be permanently tied to the content of the message being signed; they cannot be 'moved' from one document to another, for any attempt will be detectable. In digital signature schemes, there are two algorithms: one for signing, in which a secret key is used to process the message (or a hash of the message, or both), and one for verification, in which the matching public key is used with the message to check the validity of the signature. RSA and DSA are two of the most popular digital signature schemes. Digital signatures are central to the operation of public key infrastructures and many network security schemes ( SSL/TLS, many VPNs, etc).


          Public-key algorithms are most often based on the computational complexity of "hard" problems, often from number theory. For example, the hardness of RSA is related to the integer factorization problem, while Diffie-Hellman and DSA are related to the discrete logarithm problem. More recently, elliptic curve cryptography has developed in which security is based on number theoretic problems involving elliptic curves. Because of the difficulty of the underlying problems, most public-key algorithms involve operations such as modular multiplication and exponentiation, which are much more computationally expensive than the techniques used in most block ciphers, especially with typical key sizes. As a result, public-key cryptosystems are commonly hybrid cryptosystems, in which a fast high-quality symmetric-key encryption algorithm is used for the message itself, while the relevant symmetric key is sent with the message, but encrypted using a public-key algorithm. Similarly, hybrid signature schemes are often used, in which a cryptographic hash function is computed, and only the resulting hash is digitally signed.


          


          Cryptanalysis


          The goal of cryptanalysis is to find some weakness or insecurity in a cryptographic scheme, thus permitting its subversion or evasion. Cryptanalysis might be undertaken by a malicious attacker, attempting to subvert a system, or by the system's designer (or others) attempting to evaluate whether a system has vulnerabilities, and so it is not inherently a hostile act. In modern practice, however, cryptographic algorithms and protocols must be carefully examined and tested to offer any assurance of the system's security (at least, under clear  and hopefully reasonable  assumptions).


          It is a commonly held misconception that every encryption method can be broken. In connection with his WWII work at Bell Labs, Claude Shannon proved that the one-time pad cipher is unbreakable, provided the key material is truly random, never reused, kept secret from all possible attackers, and of equal or greater length than the message. Most ciphers, apart from the one-time pad, can be broken with enough computational effort by brute force attack, but the amount of effort needed may be exponentially dependent on the key size, as compared to the effort needed to use the cipher. In such cases, effective security could be achieved if it is proven that the effort required (ie, 'work factor' in Shannon's terms) is beyond the ability of any adversary. This means it must be shown that no efficient method (as opposed to the time-consuming brute force method) can be found to break the cipher. Since no such showing can be made currently, as of today, the one-time-pad remains the only theoretically unbreakable cipher.


          There are a wide variety of cryptanalytic attacks, and they can be classified in any of several ways. A common distinction turns on what an attacker knows and what capabilities are available. In a ciphertext-only attack, the cryptanalyst has access only to the ciphertext (good modern cryptosystems are usually effectively immune to ciphertext-only attacks). In a known-plaintext attack, the cryptanalyst has access to a ciphertext and its corresponding plaintext (or to many such pairs). In a chosen-plaintext attack, the cryptanalyst may choose a plaintext and learn its corresponding ciphertext (perhaps many times); an example is gardening, used by the British during WWII. Finally, in a chosen-ciphertext attack, the cryptanalyst may choose ciphertexts and learn their corresponding plaintexts. Also important, often overwhelmingly so, are mistakes (generally in the design or use of one of the protocols involved; see Cryptanalysis of the Enigma for some historical examples of this).


          Cryptanalysis of symmetric-key ciphers typically involves looking for attacks against the block ciphers or stream ciphers that are more efficient than any attack that could be against a perfect cipher. For example, a simple brute force attack against DES requires one known plaintext and 255 decryptions, trying approximately half of the possible keys, to reach a point at which chances are better than even the key sought will have been found. But this may not be enough assurance; a linear cryptanalysis attack against DES requires 243 known plaintexts and approximately 243 DES operations. This is a considerable improvement on brute force attacks.


          Public-key algorithms are based on the computational difficulty of various problems. The most famous of these is integer factorization (eg, the RSA algorithm is based on a problem related to factoring), but the discrete logarithm problem is also important. Much public-key cryptanalysis concerns numerical algorithms for solving these computational problems, or some of them, efficiently. For instance, the best known algorithms for solving the elliptic curve-based version of discrete logarithm are much more time-consuming than the best known algorithms for factoring, at least for problems of more or less equivalent size. Thus, other things being equal, to achieve an equivalent strength of attack resistance, factoring-based encryption techniques must use larger keys than elliptic curve techniques. For this reason, public-key cryptosystems based on elliptic curves have become popular since their invention in the mid-1990s.


          While pure cryptanalysis uses weaknesses in the algorithms themselves, other attacks on cryptosystems are based on actual use of the algorithms in real devices, and are called side-channel attacks. If a cryptanalyst has access to, say, the amount of time the device took to encrypt a number of plaintexts or report an error in a password or PIN character, he may be able to use a timing attack to break a cipher that is otherwise resistant to analysis. An attacker might also study the pattern and length of messages to derive valuable information; this is known as traffic analysis, and can be quite useful to an alert adversary. And, of course, social engineering, and other attacks against the personnel who work with cryptosystems or the messages they handle (e.g., bribery, extortion, blackmail, espionage, ...) may be the most productive attacks of all.


          


          Cryptographic primitives


          Much of the theoretical work in cryptography concerns cryptographic primitives  algorithms with basic cryptographic properties  and their relationship to other cryptographic problems. For example, a one-way function is a function intended to be easy to compute but hard to invert. In a very general sense, for any cryptographic application to be secure (if based on such computational feasibility assumptions), one-way functions must exist. However, if one-way functions exist, this implies that P  NP. Since the P versus NP problem is currently unsolved, it is not known if one-way functions really do exist. More complicated cryptographic tools are then built from these basic primitives. For instance, if one-way functions exist, then secure pseudorandom generators and secure pseudorandom functions exist.


          Complex functionality in an application must be built in using combinations of these algorithms and assorted protocols. Such combinations are called cryptosystems and it is they which users will encounter. Examples include PGP and its variants, ssh, SSL/ TLS, all PKIs, digital signatures, etc


          Other cryptographic primitives include the encryption algorithms themselves, one-way permutations, trapdoor permutations, etc.


          


          Cryptographic protocols


          In many cases, cryptographic techniques involve back and forth communication among two or more parties in space (eg, between the home office and a branch office) or across time (e.g., cryptographically protected backup data). The term cryptographic protocol captures this general idea.


          Cryptographic protocols have been developed for a wide range of problems, including relatively simple ones like interactive proof systems, secret sharing, and zero-knowledge proofs, and much more complex ones like electronic cash and secure multiparty computation.


          When the security of a good cryptographic system fails, it is rare that the vulnerability leading to the breach will have been in a quality cryptographic primitive. Instead, weaknesses are often mistakes in the protocol design (often due to inadequate design procedures, or less than thoroughly informed designers), in the implementation (e.g., a software bug), in a failure of the assumptions on which the design was based (e.g., proper training of those who will be using the system), or some other human error. Many cryptographic protocols have been designed and analyzed using ad hoc methods, but they rarely have any proof of security. Methods for formally analyzing the security of protocols, based on techniques from mathematical logic (see for example BAN logic), and more recently from concrete security principles, have been the subject of research for the past few decades. Unfortunately, to date these tools have been cumbersome and are not widely used for complex designs.


          The study of how best to implement and integrate cryptography in applications is itself a distinct field, see: cryptographic engineering and security engineering.


          


          Legal issues involving cryptography


          


          Prohibitions


          Cryptography has long been of interest to intelligence gathering agencies and law enforcement agencies. Because of its facilitation of privacy, and the diminution of privacy attendant on its prohibition, cryptography is also of considerable interest to civil rights supporters. Accordingly, there has been a history of controversial legal issues surrounding cryptography, especially since the advent of inexpensive computers has made possible widespread access to high quality cryptography.


          In some countries, even the domestic use of cryptography is, or has been, restricted. Until 1999, France significantly restricted the use of cryptography domestically. In China, a license is still required to use cryptography. Many countries have tight restrictions on the use of cryptography. Among the more restrictive are laws in Belarus, Kazakhstan, Mongolia, Pakistan, Russia, Singapore, Tunisia, Venezuela, and Vietnam.


          In the United States, cryptography is legal for domestic use, but there has been much conflict over legal issues related to cryptography. One particularly important issue has been the export of cryptography and cryptographic software and hardware. Because of the importance of cryptanalysis in World War II and an expectation that cryptography would continue to be important for national security, many western governments have, at some point, strictly regulated export of cryptography. After World War II, it was illegal in the US to sell or distribute encryption technology overseas; in fact, encryption was classified as a munition. Until the advent of the personal computer and the Internet, this was not especially problematic. Good cryptography is indistinguishable from bad cryptography for nearly all users, and in any case, most of the cryptographic techniques generally available were slow and error prone whether good or bad. However, as the Internet grew and computers became more widely available, high quality encryption techniques became well-known around the globe. As a result, export controls came to be seen to be an impediment to commerce and to research.


          


          Export Controls


          In the 1990s, there were several challenges to US export regulations of cryptography. One involved Philip Zimmermann's Pretty Good Privacy (PGP) encryption program; it was released in the US, together with its source code, and found its way onto the Internet in June of 1991. After a complaint by RSA Security (then called RSA Data Security, Inc., or RSADSI), Zimmermann was criminally investigated by the Customs Service and the FBI for several years. No charges were ever filed, however. Also, Daniel Bernstein, then a graduate student at UC Berkeley, brought a lawsuit against the US government challenging some aspects of the restrictions based on free speech grounds. The 1995 case Bernstein v. United States which ultimately resulted in a 1999 decision that printed source code for cryptographic algorithms and systems was protected as free speech by the United States Constitution.


          In 1996, thirty-nine countries signed the Wassenaar Arrangement, an arms control treaty that deals with the export of arms and "dual-use" technologies such as cryptography. The treaty stipulated that the use of cryptography with short key-lengths (56-bit for symmetric encryption, 512-bit for RSA) would no longer be export-controlled. Cryptography exports from the US are now much less strictly regulated than in the past as a consequence of a major relaxation in 2000; there are no longer very many restrictions on key sizes in US- exported mass-market software. In practice today, since the relaxation in US export restrictions, and because almost every personal computer connected to the Internet, everywhere in the world, includes US-sourced web browsers such as Mozilla Firefox or Microsoft Internet Explorer, almost every Internet user worldwide has access to quality cryptography (ie, when using sufficiently long keys with properly operating and unsubverted software, etc) in their browsers; examples are Transport Layer Security or SSL stack. The Mozilla Thunderbird and Microsoft Outlook E-mail client programs similarly can connect to IMAP or POP servers via TLS, and can send and receive email encrypted with S/MIME. Many Internet users don't realize that their basic application software contains such extensive cryptosystems. These browsers and email programs are so ubiquitous that even governments whose intent is to regulate civilian use of cryptography generally don't find it practical to do much to control distribution or use of cryptography of this quality, so even when such laws are in force, actual enforcement is often effectively impossible.


          


          NSA involvement


          Another contentious issue connected to cryptography in the United States is the influence of the National Security Agency in cipher development and policy. NSA was involved with the design of DES during its development at IBM and its consideration by the National Bureau of Standards as a possible Federal Standard for cryptography. DES was designed to be resistant to differential cryptanalysis, a powerful and general cryptanalytic technique known to NSA and IBM, that became publicly known only when it was rediscovered in the late 1980s. According to Steven Levy, IBM rediscovered differential cryptanalysis, but kept the technique secret at NSA's request. The technique became publicly known only when Biham and Shamir re-rediscovered it some years later. The entire affair illustrates the difficulty of determining what resources and knowledge an attacker might actually have.


          Another instance of NSA's involvement was the 1993 Clipper chip affair, an encryption microchip intended to be part of the Capstone cryptography-control initiative. Clipper was widely criticized by cryptographers for two reasons: the cipher algorithm was classified (the cipher, called Skipjack, was declassified in 1998 long after the Clipper initiative lapsed), which caused concerns that NSA had deliberately made the cipher weak in order to assist its intelligence efforts. The whole initiative was also criticized based on its violation of Kerckhoffs' principle, as the scheme included a special escrow key held by the government for use by law enforcement, for example in wiretaps.


          


          Digital Rights Management


          Cryptography is central to digital rights management (DRM), a group of techniques for technologically controlling use of copyrighted material, being widely implemented and deployed at the behest of some copyright holders. In 1998, American President Bill Clinton signed the Digital Millennium Copyright Act (DMCA), which criminalized all production, dissemination, and use of certain cryptanalytic techniques and technology (now known or later discovered); specifically, those that could be used to circumvent DRM technological schemes. This had a noticeable impact on the cryptography research community since an argument can be made that any cryptanalytic research violated, or might violate, the DMCA. Similar statutes have since been enacted in several countries and regions, including the implementation in the EU Copyright Directive. Similar restrictions are called for by treaties signed by World Intellectual Property Organization member-states.


          The United States Department of Justice and FBI have not enforced the DMCA as rigorously as had been feared by some, but the law, nonetheless, remains a controversial one. One well-respected cryptography researcher, Niels Ferguson, has publicly stated that he will not release some research into an Intel security design for fear of prosecution under the DMCA, and both Alan Cox (longtime number 2 in Linux kernel development) and Professor Edward Felten (and some of his students at Princeton) have encountered problems related to the Act. Dmitry Sklyarov was arrested during a visit to the US from Russia, and jailed for some months for alleged violations of the DMCA which had occurred in Russia, where the work for which he was arrested and charged was then, and when he was arrested, legal. In 2007, the cryptographic keys responsible for DVD and HDDVD content scrambling were discovered and released onto the internet. Both times, the MPAA sent out numerous DMCA takedown notices, and there was a massive internet backlash as a result of the implications of such notices on fair use and free speech.
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              A large monocrystal of potassium dihydrogen phosphate grown from solution by Saint-Gobain for the megajoule laser of CEA.
            

          


          In chemistry, mineralogy, and materials science, a crystal is a solid in which the constituent atoms, molecules, or ions are packed in a regularly ordered, repeating pattern extending in all three spatial dimensions.


          The word crystal originates from the Greek word ύ (krystallos) meaning clear ice, as it was thought to be an especially solid form of water. The word once referred particularly to quartz, or "rock crystal".


          Most metals encountered in everyday life are polycrystals. Crystals are often symmetrically intergrown to form crystal twins.


          


          Crystal structure


          Which crystal structure the fluid will form depends on the chemistry of the fluid, the conditions under which it is being solidified, and also on the ambient pressure. The process of forming a crystalline structure is often referred to as crystallization.


          While the cooling process usually results in the generation of a crystalline material, under certain conditions, the fluid may be frozen in a noncrystalline state. In most cases, this involves cooling the fluid so rapidly that atoms cannot travel to their lattice sites before they lose mobility. A noncrystalline material, which has no long-range order, is called an amorphous, vitreous, or glassy material. It is also often referred to as an amorphous solid, although there are distinct differences between solids and glasses: most notably, the process of forming a glass does not release the latent heat of fusion. For this thermodynamic reason, many scientists consider glassy materials to be viscous liquids rather than solids, although this is a controversial topic; see the entry on glass for more details.


          Crystalline structures occur in all classes of materials, with all types of chemical bonds. Almost all metal exists in a polycrystalline state; amorphous or single-crystal metals must be produced synthetically, often with great difficulty. Ionically bonded crystals can form upon solidification of salts, either from a molten fluid or when it condenses from a solution. Covalently bonded crystals are also very common, notable examples being diamond, silica, and graphite. Polymer materials generally will form crystalline regions, but the lengths of the molecules usually prevents complete crystallization. Weak Van der Waals forces can also play a role in a crystal structure; for example, this type of bonding loosely holds together the hexagonal-patterned sheets in graphite.


          Most crystalline materials have a variety of crystallographic defects. The types and structures of these defects can have a profound effect on the properties of the materials.


          


          Other meanings and characteristics


          Since the initial discovery, made in 1982 by Dan Shechtman, the acceptance of the concept and the word quasicrystal have led the International Union of Crystallography to redefine the term crystal to mean 'any solid having an essentially discrete diffraction diagram', thereby shifting the essential attribute of crystallinity from position space to Fourier space. Within the family of crystals one distinguishes between traditional crystals, which are periodic on the atomic scale, and aperiodic crystals which are not. This broader definition adopted in 1996 reflects the current understanding that microscopic periodicity is a sufficient but not a necessary condition for crystallinity.


          While the term "crystal" has a precise meaning within materials science and solid-state physics, colloquially "crystal" refers to solid objects that exhibit well-defined and often pleasing geometric shapes. In this sense of the word, many types of crystals are found in nature. The shape of these crystals is dependent on the types of molecular bonds between the atoms to determine the structure, as well as on the conditions under which they formed. Snowflakes, diamonds, and common salt are common examples of crystals.


          Some crystalline materials may exhibit special electrical properties such as the ferroelectric effect or the piezoelectric effect. Additionally, light passing through a crystal is often refracted or bent in different directions, producing an array of colors; crystal optics is the study of these effects. In periodic dielectric structures a range of unique optical properties can be expected as sawed in photonic crystals.


          Crystallography is the scientific study of crystals and crystal formation.


          


          Crystalline rocks
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              Fossil shell with calcite crystals
            

          


          Inorganic matter, if free to take that physical state in which it is most stable, always tends to crystallize. Crystalline rock masses have consolidated from aqueous solution or from molten magma. The vast majority of igneous rocks belong to this group and the degree of crystallization depends primarily on the conditions under which they solidified. Such rocks as granite, which have cooled very slowly and under great pressures, have completely crystallized, but many lavas were poured out at the surface and cooled very rapidly; in this latter group a small amount of amorphous or glassy matter is frequent. Other crystalline rocks, the evaporites such as rock salt, gypsum and some limestones have been deposited from aqueous solution, mostly owing to evaporation in arid climates. Still another group, the metamorphic rocks which includes the marbles, mica-schists and quartzites; are recrystallized, that is to say, they were at first fragmental rocks, like limestone, shale and sandstone and have never been in a molten condition nor entirely in solution. The high temperature and pressure conditions of metamorphism have acted on them erasing their original structures, and inducing recrystallization in the solid state.
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              	IUPAC name

              	2-Chlorobenzalmalononitrile
            


            
              	Other names

              	Tear gas
            


            
              	Identifiers
            


            
              	CAS number

              	[2698-41-1]
            


            
              	Properties
            


            
              	Molecular formula

              	C10H5Cl N2
            


            
              	Molar mass

              	188.6g/mol
            


            
              	Appearance

              	White crystalline powder

              Colourless gas when burned
            


            
              	Density

              	1.04g/cm
            


            
              	Melting point

              	
                93 C, (366.15 K), (199.4 F)

              
            


            
              	Boiling point

              	
                310 C, (583.15 K), (590 F)

              
            


            
              	Vapor pressure

              	([[1  10-3 m|mm]] Hg) 3.4  10-5 at 20C
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
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              	Related compounds
            


            
              	Related compounds

              	SDBS
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox references
            

          


          CS gas is the common name for 2-chlorobenzalmalononitrile (also called o-Chlorobenzylidene Malononitrile) (chemical formula: C10H5ClN2), a substance that is used as a riot control agent and is generally accepted as being non-lethal. CS was discovered by two Americans, Ben Corson and Roger Staughton, in 1928, and the chemical gets its name from the first letters of the scientists' surnames. The compound is actually a solid at room temperature, though it is used as an aerosol.


          CS was developed and tested secretly at Porton Down in Wiltshire, England, in the 1950s and 1960s. CS was used first on animals, then subsequently on British Army servicemen volunteers. Notably, CS has a limited effect on animals due to "under-developed tear-ducts and protection by fur".


          


          Production


          CS is synthesized by the reaction of 2-chlorobenzaldehyde and malononitrile via the Knoevenagel condensation:


          
            	
              
                	[image: CS-chemical-synthesis]


                	ClC6H4CHO + H2C(CN)2  ClC6H4CHC(CN)2 + H2

              

            

          


          The reaction is catalysed with weak base like piperidine or pyridine. The production method has not changed since the substance was discovered by Carson and Staughton. Other bases, solvent free methods and microwave promotion have been suggested to improve the production of the substance.


          The physiological properties have been discovered already by the chemists first synthesising the compound in 1928: "Physiological Properties  Certain of these dinitriles have the effect of sneeze and tear gases. They are harmless when wet but to handle the dry powder is disastrous. ( sic)"


          


          Use as an aerosol


          As 2-chlorobenzalmalononitrile is a solid at room temperature, not a gas, a variety of techniques have been used to make this solid usable as an aerosol:


          
            	Melted and sprayed in the molten form.


            	Dissolved in organic solvent.


            	CS2 dry powder (CS2 is a siliconized, micro-pulverized form of CS).


            	CS from thermal grenades by generation of hot gases.

          


          In the Waco Siege, CS was dissolved in the organic solvent dichloromethane (also known as methylene chloride). When the volatile dichlormethane evaporated, the CS crystallized with the dichloromethane molecules as an aerosol. Another method typically used for grenades is to combine CS with a pyrotechnic composition which burns to generate an aerosol of CS-laden smoke. As the smoke disperses, tiny CS crystals 'ride' the smoke molecules to their targets, where they affect the eyes, nose, throat and skin causing extreme irritation.


          


          Effects


          Many types of tear gas and other Riot Control Agents have been produced with effects ranging from mild tearing of the eyes to immediate vomiting and prostration. CN and CS are the most widely used and known, but around 15 different types of tear gas have been developed worldwide e.g. Adamsite or Bromoacetone, CNB, and CNC. CS has become the most popular due to its strong effect and lack of toxicity in comparison with other similar chemical agents. The effect of CS on a person will depend on whether it is packaged as a solution or used as an aerosol; the size of solution droplets and the size of the CS particulates after evaporation are factors determining its effect on the human body. Certain individuals, however, have been found to be particularly sensitive to CS and/or the organic solvents that are utilized. Studies on the use of CS on the public have noted that it may be ineffective against persons who are either mentally ill or who are under the effects of drugs and alcohol.


          Persons who have had contact with CS sometimes develop allergic contact dermatitis, even with blisters and crust. Studies show that most of the effects are of a relative short term, but individuals notice some mild effects even after months.


          The chemical reacts with moisture on the skin and in the eyes causing a burning sensation and the immediate forceful and uncontrollable shutting of the eyes. Reported effects can include tears streaming from the eyes, running nose full of mucus, burning in the nose and throat areas, disorientation, dizziness and restricted breathing. In highly concentrated doses it can also induce severe coughing and vomiting. Almost all of the immediate effects wear off in a matter of minutes.


          


          Use
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              CS was used to flush the Viet Cong from their tunnels in Vietnam.
            

          


          CS is used in spray form by many police forces as a temporary incapacitant and to subdue attackers or persons who are violently aggressive. Officers that are trained in the use and application of CS spray are routinely exposed to it as part of their training.


          Recently, blank pistol cartridges carrying CS in powder form have been released to public. These, when fired in relatively close ranges, fully expose the target to the effects of CS, and are employed as a potent defensive weapon in regions where blank firing pistols are legally permitted for such use.


          Although predominantly used by police it has also been used in criminal attacks in various countries.


          Use of CS in war is prohibited under the terms of the 1997 Chemical Weapons Convention (signed in 1993) because it could trigger retaliation with more toxic agents such as nerve gas. Domestic police use of CS, however, is legal in many countries.


          


          Cyprus


          CS was first tested in the field by the British army in Cyprus in 1958. At this time it was known by the code name T792.


          


          Vietnam


          It has been reported that thousands of tons of CS gas were used by the U.S. forces in Vietnam to bring Viet Cong into the open, other estimates report 15 million pounds (7500 tons) of CS being used. It was also used by the North Vietnamese forces in some battles like Hue in 1968 or during the Easter Offensive in 1972.


          


          Northern Ireland
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              A mural showing a boy in a gas mask during the Battle of the Bogside.
            

          


          CS gas was used extensively in the Bogside area of Derry, Northern Ireland during the " Battle of the Bogside", a two-day riot in August, 1969. A total of 1,091 canisters containing 12.5g of CS each, and 14 canisters containing 50g of CS each, were released in the densely populated residential area. On 30 August the Himsworth Inquiry was set up to investigate the medical effects of its use in Derry. Its conclusions, viewed in the political context of the time, still pointed towards the necessity of further testing of CS gas before being used as a riot control agent. During the rioting in Belfast, the following year, known as the Falls Curfew, the Army fired up to 1,600 canisters into the densely populated Falls Road area. Not long after, the British Army and RUC ceased using CS in Northern Ireland. Up to this point, it had been used in crowd control scenarios in Derry and Belfast.


          


          Iraq


          Iraq successfully developed CS during the 1970s and during the 1980s produced tons of the substance firstly at Salman Pak and later at al-Muthanna. Saddam Hussein used CS against the Kurds in his own country and against Iran during the Iran-Iraq War. Blackwater Worldwide, acting as an agent of the United States, deployed CS in the Iraq War from a helicopter hovering over a checkpoint in the Green Zone in Bagdhad.


          


          Philippines


          CS tear gas was used in submersion of the mutiny in Makati that was led by Sen. Antonio Trillanes. The tear gas was fired in the building and all the people in the building including reporters were affected.


          


          England, Scotland & Wales


          CS tear gas was first used in mainland Britain to quell rioting in the Toxteth area of Liverpool in 1981.


          Personal incapacitant spray (PIS) was sanctioned for use by police in England and Wales in 1995. The CS preparation in this case is CS dissolved in the organic solvent MiBK, or methyl iso-butyl ketone, an industrial de-greasing agent. The aerosol propellant used in this preparation is nitrogen. Officers in Scotland carry CS spray on their belt.


          It has been noted that the solvent MiBK is itself harmful, and can cause inflammation, dermatitis, burns to the skin and liver damage.


          A six month trial by 16 police forces in England began on the 1 March 1996. Only two weeks later, on 16 March 1996, a Gambian asylum seeker, Ibrahima Sey was taken to Ilford Police Station in East London. Whilst incapacitating the man, police sprayed him with CS and held him on the ground for over 15 minutes. The man died, the case was taken to court and although a verdict of " unlawful killing" was given by the jury at the end of the inquiry into his death, no charges were brought against any member of the police force.


          The forces that do use the PIS in the UK require that police constables should themselves be sprayed with a 3% dissolved CS, during self-defense training, in order for them to be able to be authorized to carry it as personal protection equipment. They are also trained in helping the incapacitated person recover quickly once successfully restrained. Most forces currently issue CS spray to its officers, but there has been a recent move for a few forces to issue PAVA Spray ( pelargonic acid vanillylamide aka nonivamide).


          The CS spray used by UK police has 5 times as much CS as the spray used by American police forces (5% dissolved CS and 1% CS respectively).


          In 1999 the UK mental health charity MIND called for a suspension in its use until it is fully tested and there is proof that CS is safe.


          More recently, in February 2006, there were calls to have CS spray banned in the UK after Dan Ford, from Wareham in Dorset, was permanently facially scarred after being sprayed in the face with a police CS canister. Mr Ford was subsequently advised by doctors to stay out of sunlight for at least 12 months. About the incident, his cousin, Donna Lewis, was quoted as saying, "To look at him, it was like looking at a melting man, with liquid oozing from his face."


          However, it is not yet confirmed that Mr Ford's injury is a reaction to having been exposed to police CS spray, or whether an unrelated chemical exposure has caused the injury. An investigation is ongoing.


          The British Armed Forces use CS gas annually to test their CBRN equipment. During initial training they introduce recruits to CS gas by ordering them into a small enclosed space known as a Respirator Test Facility (RTF) and igniting chemical tablets to induce CS production. When recruits have carried out their CBRN drills (which include immediate actions for decontamination, an eating drill, a drinking drill and a gas mask canister change) the NCO in charge of the RTF will order them to remove their respirators and inhale the CS. This is apparently to inform the trainees of what CS effects feel like, so they can have trust in their equipment and procedures, thus proving to themselves that it works in the contaminated environment in training, and are then able to take this confidence to the battlefield environment.


          In 2005, a student from Mayfield School in Essex, used CS Gas inside a school. Several students were taken to A&E, but all survived. The remaining students of the school were held in classrooms and halls, until it was confirmed by the local police and firefighters that the scene was safe. The event was reported only in a local newspaper, the Ilford Recorder.


          


          United States


          CS is used by many police forces within the United States. It was most infamously used as one of a number of techniques by FBI law enforcement officials in the 1993 Waco Siege.


          Members of the US armed forces are exposed to CS during initial training, and during training refresher courses or equipment maintenance exercises, using CS tablets that are melted on a hotplate. This is to demonstrate the importance of properly wearing a gas mask or a Protective mask, as the agent's presence quickly reveals an improper fit or seal of the mask's rubber gaskets against the face. These exercises also encourage confidence in the ability of the equipment to protect the wearer from such chemical attacks. Basic Combat Trainees in the United States Army are always exposed in a gas-chamber environment using the tablet form, and often the Drill Sergeants put them in formation near the end of their 9 week cycle and throw CS grenades at them.


          


          Elsewhere
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              Police fire tear gas at protesters in Quebec.
            

          


          CS was used in large quantities to quell a protest in Lusaka, Zambia in July 1997 and the 1999 WTO protest in Seattle. Amnesty International reported that it had been manufactured by the UK company Pains-Wessex. Subsequently, Amnesty called for an export ban when the receiving regime is either not fully trained in the use of CS, or had shown usage "contrary to the manufacturers instructions".


          In September 2000, the Guardian Newspaper revealed how a UK company, HPP, used legal loopholes to export CS to a private security company in Rwanda, in breach of United Nations sanctions. The Guardian also reported that CS was used by the Hutu militia in Rwanda to flush Tutsis out of buildings before hacking them to death.


          CS has been used by the government in South Africa; by Israel against Palestinians and Israelis; by the South Korean government in Seoul, and during the Balkan conflicts by Serbia.


          CS tear gas was used at the G8 protests in Genoa, Italy and Quebec, Canada during the FTAA anti-globalization demonstrations during the Quebec City Summit of the Americas.


          The Canadian, Norwegian and Australian Armies train their soldiers with CS gas in a manner similar to that of the USA, as it is a basic part of NBC (nuclear, biological, chemical) or more recently within NATO, CBRN (Chemical, Biological, Radiological, Nuclear) training. Gas is released by burning tablets, usually in a tent or a small building reserved for this purpose (a "gas hut"), and soldiers are exposed to it on three occasions. During the first two exposures the soldier enters the tent or gas hut wearing a gas mask. During the first exposure he removes his gas mask and leaves the tent or hut. During the second exposure he must remove the mask, receive facial exposure, then replace and clear the mask. In the third exposure he enters the tent unprotected, must fit and clear the gas mask before leaving. Other drills such as drinking and under-mask decontamination are usually also practised yearly. Symptoms are a burning sensation on any moist skin, whether due to perspiration or other fluids such as tears or in the nasal membranes.


          


          Toxicity
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              Bogside Artists' mural of a boy running from CS gas in Derry.
            

          


          Although described as a non-lethal weapon for crowd control, many studies have raised doubts about this classification. As well as creating severe pulmonary damage, CS can also significantly damage the heart and liver.


          On September 28, 2000, Prof. Dr. Uwe Heinrich released a study commissioned by John C. Danforth, of 'The Office of Special Counsel', to investigate the use of CS by the FBI at the Branch Davidians' Mount Carmel compound. He concluded that the lethality of CS used would have been determined mainly by two factors: whether gas masks were used and whether the occupants were trapped in a room. He suggests that if no gas masks were used and the occupants were trapped, then, "...there is a distinct possibility that this kind of CS exposure can significantly contribute to or even cause lethal effects."


          Many reports have associated CS exposure with miscarriages, this is consistent with its reported clastogenic effect (abnormal chromosome change) on mammalian cells.


          When CS is metabolized, cyanide can be detected in human tissue. According to the United States Army Centre for Health Promotion and Preventive Medicine, CS emits "very toxic fumes" when heated to decomposition, and at specified concentrations CS gas is an immediate danger to life and health. They also state that those exposed to CS gas should seek medical attention immediately.


          


          Decontamination


          CS contamination can be removed by washing with an alkaline solution of water and 5% sodium bisulfite. A quick way to decontaminate the eyes is to pour cow's milk into them. Vision will be restored although breathing difficulties and pain will persist.
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              	Motto:Patria o Muerte(Spanish)

              "Fatherland or Death"
            


            
              	Anthem: La Bayamesa("The Bayamo Song")
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              	Capital

              (and largest city)

              	Havana

            


            
              	Official languages

              	Spanish
            


            
              	Ethnic groups

              	Spanish, French, Black, Tano
            


            
              	Demonym

              	Cuban
            


            
              	Government

              	Socialist Republicb
            


            
              	-

              	President of the Council of State

              	Fidel Castro
            


            
              	-

              	Acting President of the Council of State

              	Ral Castro
            


            
              	Independence

              	from Spain
            


            
              	-

              	Declaredc

              	October 10, 1868
            


            
              	-

              	Republic declared

              	May 20, 1902
            


            
              	-

              	Cuban Revolution

              	January 1, 1959
            


            
              	Area
            


            
              	-

              	Total

              	110,861km( 105th)

              42,803 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	2006estimate

              	11,382,820( 73rd)
            


            
              	-

              	2002census

              	11,177,743
            


            
              	-

              	Density

              	102/km( 97th)

              264/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$46.22 billion (2006 est.)( not ranked)
            


            
              	-

              	Per capita

              	$4,500 (2007 est.)( not ranked)
            


            
              	HDI(2007)

              	0.838(high)( 51st )
            


            
              	Currency

              	Cuban Peso ( CUP)

              Convertible peso d ( CUC)
            


            
              	Time zone

              	EST ( UTC-5)
            


            
              	-

              	Summer( DST)

              	(Starts March 11; ends November 4)( UTC-4)
            


            
              	Internet TLD

              	.cu
            


            
              	Calling code

              	+53
            


            
              	a As shown on the obverse of the 1992 coin (Note that the Spanish words "Ka Patria" feminine in Spanish is translated into English as either "Cradle" or "Place of Birth" or "Homeland.")

              b states that "Cuba is an independent and sovereign socialist state [Article 1]... the name of the Cuban state is Republic of Cuba [Article 2]." The usage "socialist republic" to describe the style of government of Cuba is nearly uniform, though forms of government have no universally agreed typology. For example, Atlapedia describes it as "Unitary Socialist Republic"; Encyclopdia Britannica omits the word "unitary," as do most sources.

              c At the start of the Ten Years' War.

              d From 1993 to 2004, the U.S. dollar was used in addition to the peso until the dollar was replaced by the convertible peso.
            

          


          The Republic of Cuba (Spanish: Cuba or Repblica de Cuba [re'pulika e ˈkua]), consists of the island of Cuba (the largest and second-most populous island of the Greater Antilles), Isla de la Juventud and several adjacent small islands. Cuba is located in the northern Caribbean at the confluence of the Caribbean Sea, the Gulf of Mexico and the Atlantic Ocean. Cuba is south of the eastern United States and The Bahamas, west of the Turks and Caicos Islands and Haiti and east of Mexico. The Cayman Islands and Jamaica are to the south. The national flower is Hedychium Coronarium Koenig, most known as "mariposa" (butterfly) and the national bird is "Tocororo" or "Cuban Trogon" from the family of Trogonidae.


          Cuba is the most populous nation in the Caribbean. Its people, culture and customs draw from several sources including the aboriginal Tano and Ciboney peoples, the period of Spanish colonialism, the introduction of African slaves, and its proximity to the United States. The island has a tropical climate that is moderated by the surrounding waters; however, the warm temperatures of the Caribbean Sea and the fact that the island of Cuba sits across the access to the Gulf of Mexico make Cuba prone to frequent hurricanes. Cuba's main island, at 766 miles long (1,232.5 km), is the world's 17th largest.


          


          History
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          The recorded history of Cuba began on 12 October 1492, discovered when Christopher Columbus sighted the island during his first voyage of discovery and claimed it for Spain. Columbus named the island Isla Juana in reference to Prince Juan, the heir apparent. The island had been inhabited by Native American peoples known as the Tano and Ciboney whose ancestors had come from South America and possibly North and Central America in a complex series of migrations at least several centuries before, and perhaps 6,000 to 8,000 years ago. The Tano were farmers and the Ciboney (far more commonly written Siboney in neo-Taino nations) were both farmers and hunter-gatherers; some have suggested that copper trade was significant and mainland artifacts have been found in proximal Tano cultures.


          The coast of Cuba was fully mapped by Sebastin de Ocampo in 1511, and in that year the first Spanish settlement was founded by Diego Velzquez de Cullar at Baracoa. Other towns including the future capital of the island San Cristobal de la Habana (founded in 1515) soon followed. The Spanish, as they did throughout the Americas, oppressed and enslaved the approximately 100,000 indigenous people that resisted conversion to Christianity on the island. Within a century they had all but disappeared as a distinct nation as a result of the combined effects of European-introduced disease, forced labor and other mistreatment, though aspects of the region's aboriginal heritage has survived in part via the rise of a significant Mestizo population. With destruction of aboriginal society, the settlers began to exploit African slaves, with more resistance to the diseases from the Old World, and who soon made up a significant proportion of the inhabitants.


          


          Colonial Cuba


          Cuba was in Spanish possession for almost 400 years (circa 1511-1898). Its economy was based on plantation agriculture, mining and the export of sugar, coffee and tobacco to Europe and later to North America. Havana was seized by the British in 1762, but restored to Spain the following year. The Spanish population was boosted by settlers leaving Haiti when that territory was ceded to France. As in other parts of the Spanish Empire, the small land-owning elite of Spanish-descended settlers held social and economic power, supported by a population of Spaniards born on the island and called Criollos by the Iberian born Spaniards, other Europeans and African-descended slaves.


          In the 1820s, when the other parts of Spains empire in Latin America rebelled and formed independent states, Cuba remained loyal, although there was some agitation for independence. Due to its loyalty to the Spanish government, the Spanish Crown gave the following mottoe to the island government "La Siempre Fidelisima Isla" (The Always Faithful Island) This was partly because the prosperity of the Cuban settlers depended on trade with Europe, partly through fears of a slave rebellion (as had happened in Haiti) if the Spanish withdrew, and partly because the Cubans feared the rising power of the United States more than they disliked Spanish rule.


          An additional factor was the continuous migration of Spaniards to Cuba from all social strata, a demographic trend that had ceased in other Spanish possessions decades before and which contributed to the slow development of a Cuban national identity. Pirates were also still a problem and defense against them depended heavily on the presence of Spanish troops.


          Cubas proximity to the U.S. has been a powerful influence on its history. Throughout the 19th century, Southern politicians in the U.S. plotted the islands annexation as a means of strengthening the pro-slavery forces in the U.S., and there was usually a party in Cuba which supported such a policy. In 1848, a pro-annexations rebellion was defeated and there were several attempts by annexationist forces to invade the island from Florida. There were also regular proposals in the U.S. to buy Cuba from Spain. During the summer of 1848, President James K. Polk quietly authorized his ambassador to Spain, Romulus Mitchell Saunders, to negotiate the purchase of Cuba and offer Spain up to $100 million. While an astonishing sum of money at the time for one territory, trade in sugar and molasses from Cuba exceeded $18,000,000 in 1838 alone. Spain, however, refused to consider ceding one of its last possessions in the Americas.
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          After the American Civil War apparently ended the threat of pro-slavery annexation, agitation for Cuban independence from Spain revived, leading to a rebellion in 1868 led by Carlos Manuel de Cspedes, a wealthy lawyer landowner from Oriente province who freed his slaves, proclaimed a war and was named President of the Cuban Republic-in-arms. This resulted in a prolonged conflict known as the Ten Years' War between pro-independence forces and the Spanish Army, allied with local supporters. There was much sympathy in the U.S. for the independence cause, but the U.S. declined to intervene militarily or to even recognize the legitimacy of the Cuban government in arms, despite the fact that many European and Latin American nations had done so. In 1878, the Pact of Zanjn ended the conflict, with Spain promising greater autonomy to Cuba.


          The island was exhausted after this long conflict and pro-independence agitation temporarily died down. There was also a prevalent fear that if the Spanish withdrew or if there was further civil strife, the increasingly expansionist U.S. would step in and annex the island. In 1879-1880, Cuban patriot Calixto Garcia attempted to start another war, known in Cuban history as the Little War but received little support. Partly in response to U.S. pressure, slavery was abolished in 1886, although the African-descended minority remained socially and economically oppressed, despite formal civic equality granted in 1893. During this period, the rural poverty in Spain provoked by the Spanish Revolution of 1868 and its aftermath led to an even greater Spanish emigration to Cuba.


          During the 1890s, pro-independence agitation revived, fueled by resentment of the restrictions imposed on Cuban trade by Spain and hostility to Spains increasingly oppressive and incompetent administration of Cuba. Few of the promises for economic reform made by the Spanish government in the Pact of Zanjon were kept. In April 1895, a new war was declared, led by the writer and poet Jos Mart who had organized the war over a ten year period while in exile in the U.S. and proclaimed Cuba an independent republic  Mart was killed at Dos Rios shortly after landing in Cuba with the eastern expeditionary force. His death immortalized him and he has become Cubas undisputed national hero.


          The Spanish armed forces totaled about 200,000 troops against a much smaller rebel army which relied mostly on guerilla and sabotage tactics to fight battles, and the Spaniards retaliated with a campaign of suppression. General Valeriano Weyler was appointed military governor of Cuba, and as a repressive measure he herded the rural population into what he called reconcentrados, described by international observers as "fortified towns." These reconcentrados are often considered the prototype for the 20th century concentration camps. Between 200,000 and 400,000 Cuban civilians died from starvation and disease during this period in the camps. These numbers were verified by both the Red Cross and U.S. Senator (and former Secretary of War) Redfield Proctor. U.S. and European protests against Spanish conduct on the island followed..


          Military events of consequence include the break out to the western provinces "La Invasion", and the taking of the fort complexes at Tunas and Guisa.


          In 1897, fearing U.S. intervention, Spain moved to a more conciliatory policy, promising home rule with an elected legislature. The rebels rejected this offer and the war for independence continued.


          


          The Maine incident


          The U.S. battleship Maine, the largest Navy ship built in an American shipyard to date, arrived in Havana on January 25, 1898. The Spanish and their Cuban supporters saw the uninvited arrival of the Maine as intimidation, though McKinley claimed it was to offer protection to the 8,000 American residents in the island.


          On 15 February the Maine was blown up in Havana harbour, killing 266 men. Forces in the U.S. blamed the Spanish for blowing up the Maine.


          Those skeptical of the U.S. accusations were suspicious because the most important officers were at a party on shore. There were 81 foreigners and 82 black seamen among the 25 officers and 318 enlisted killed.


          An investigative commission arrived in Havana on February 21 aboard USS Mangrove where Judge Advocate of the Navy Adolf Marix reported the ship had been sunk by a mine placed underneath the ship by a diver named Pepe "Taco" Barquin. Marix reported Pepe "Taco" Barquin had been offered $6,000 and was killed the day after. Another diver was killed by guards and another wounded and jailed on the night of the explosion. The one in jail (his arrest was recorded in Regla's official documents), Marix reported, was being poisoned by the Spanish authorities.


          A Naval Court of inquiry found on March 22, 1898, after physical examination of the ship, "In the opinion of the court, the MAINE was destroyed by the explosion of a submarine mine, which caused the partial explosion of two or more of her forward magazines." Although the court also concluded, "The court has been unable to obtain evidence fixing the responsibility for the destruction of the MAINE upon any person or persons.", the inference was widely drawn that if there was a submarine mine, the Spanish government had most probably caused that mine to be laid. Swept along on a wave of nationalist sentiment, the U.S. Congress passed a resolution calling for intervention and President William McKinley was quick to comply.


          According to a letter from Brigadier Freyre de Andrade, the chief planners were Garcia Corujedo, Villasuso, Maribona and other Freemason businessmen, associated with gun runner Maximo Gomez and New York politician Astor Chandler, a friend of Theodore Roosevelt.


          Commonly authors find the matter far less definitive and assignment of guilt far less clear. McMorrow, states: "Thus, the conclusion that the explosion which destroyed the ship was triggered by an external blast, as reached by both the Sampson and Vreeland inquiries, seems to be a valid one. Having reached that same conclusion, we still don't know what actually caused the blast. Was the MAINE destroyed by a Spanish mine, as so many believed in 1898, by sabotage, or by some kind of infernal machine?"


          


          Independence


          Theodore Roosevelt, who had fought in the Spanish-American War and had some sympathies with the independence movement, succeeded McKinley as President of the United States in 1901 and abandoned the 20-year treaty proposal. Instead, the Republic of Cuba gained formal independence on 20 May 1902, with the independence leader Toms Estrada Palma becoming the countrys first president. Under the new Cuban constitution, however, the U.S. retained the right to intervene in Cuban affairs and to supervise its finances and foreign relations. Under the Platt Amendment, Cuba also agreed to lease to the U.S. the naval base at Guantnamo Bay. Cuba today does not celebrate May 20 as their date of independence, but instead October 10, as the first declaration of independence, May 1 international (but not US) labor day, and also July 26, the date of Castro's first attack on Moncada Barracks


          In 1906, following disputed elections, an armed revolt led by Independence War Veterans broke out and that defeated the meager government forces loyal to Estrada Palma and the U.S. exercised its right of intervention. The country was placed under U.S. occupation and a U.S. governor, Charles Edward Magoon, took charge for three years. Magoon's governorship in Cuba was viewed in a negative light by many Cuban historians for years thereafter, believing that much political corruption was introduced during Magoon's years as governor. In 1908, self-government was restored when Jos Miguel Gmez was elected President, but the U.S. retained its supervision of Cuban affairs.


          [bookmark: 1912_Race_War]


          1912 Race War


          In 1912 Partido Independiente de Colour attempted to establish a separate black republic in Oriente Province. Perhaps because the group lacked sufficient weaponry the main tactic was to set businesses and private residences on fire. The movement was a failure and General Monteagudo suppressed the rebels with considerable bloodshed. Historians differ on the interpretation of this circumstance, some view it as suppression of Black rights, others as an attempt at racial cleansing and secession on part of the Black activists.


          


          World War I


          Cuban pilots distinguished themselves fighting for France in the Lafayette Escadrille . Cuba shipped considerable sugar to England, via smuggling strategy which avoided U-boat attack by the subterfuge of shipping sugar to Sweden (this operation was managed by Cuban Ambassador Carlos Garcia Velez, General Calixto Garcia's eldest surviving son). During the unsuccessful revolt against the Menocal government in 1917, the government attributed this in part to pro-German sentiment on part of the "Liberales." However, this was not proven to most historians satisfaction. The Menocal government declared war on Germany very soon after the U.S. did, and as a result the Mexican government broke off relations with Cuba.


          


          After World War I


          Despite frequent outbreaks of disorder, however, constitutional government was maintained until 1930, when Gerardo Machado y Morales suspended the constitution.
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          Machado's government had considerable local support despite its violent suppression of critics. However, it was during this period that Soviet intrusion into Cuban affairs began with the arrival in Cuba of Fabio Grobart. During Machado's tenure, a nationalistic economic program was pursued with several major national development projects being undertaken(see Infrastructure of Cuba. Carretera Central and El Capitolio).


          Machado's hold on power was weakened following a decline in the demand for exported agricultural produce due to the Great Depression, the attacks first by War of Independence Veterans, and later by covert terrorist organizations principally the ABC


          During a general strike in which the communist party took the side of Machado the Senior elements of the Cuban army forced Machado into exile and installed Carlos Manuel de Cspedes, son of Cuba's founding father, as President. In September, 4th-5th (1933) however, a second coup (led by sergeants, most notably Fulgencio Batista, overthrew Cspedes leading to the formation of the first Ramn Grau San Martn government.) Notable bloody events in this violent period include the separate sieges of Hotel Nacional and Atares Castle (see Blas Hernandez). This government lasted just 100 days, but engineered radical socialistic changes in Cuban society and a rejection of the Platt amendment.


          In 1934, Batista and the army, who were the real centre of power in Cuba, replaced Grau with Carlos Mendieta y Montefur. In 1940, Batista decided to run for President himself. Because of a split with the leader of the opposition, Ramn Grau San Martn, Batista turned instead to the Communist Party of Cuba, which had grown in size and influence during the 1930s.


          


          Batista's control ends with democratic rule


          With the support of the Communist-controlled labor unions, Batista was elected President and his administration carried out major social reforms. Several members of the Communist Party held office under his administration. Batista's administration formally took Cuba into World War II as a U.S. ally, declaring war on Japan on December 9, 1941, then on Germany and Italy on December 11, 1941; Cuba, however, did not significantly participate militarily in World War II hostilities. At the end of his term in 1944, in accordance with the constitution, Batista stepped down and Ramn Grau was elected to succeed him. Grau initiated increased government spending on health, education and housing. Graus autnticos were bitter enemies of the Communists and Batista, which opposed most of Graus programs.


          


          World War II


          While Cuba, although supplying vast quantities of sugar, and strategic manganese metal, was not greatly involved in combat during WWII; although, U.S. air bases were established, Cuban freighters were sunk, a German spy was discovered and executed, and a German submarine was sunk by the Cuban Navy. During WWII the Nazis counterfeited vast sums of U.S. currency which was sent via the Dozenberg group to Cuba and other parts of Latin America; Soviet directions to the Cuban communist party, seem to have been sent via radio from Switzerland by the Alexander Foote Network


          


          After World War II


          Grau completed his presidential term. In 1948, Grau was succeeded by Carlos Pro Socarrs, who had been Grau's minister of labor and was particularly hated by the Communists. Corruption is generally believed to have increased notably under Pro's administration; however not all accusations of corruption were proven, and Eduardo Chibs, leader of the Ortodoxo party to which Fidel Castro belonged, committed suicide when his allegations were not substantiated. Corruption is partially attributed to the influx of gambling money into Havana, which became a safe haven for mafia operations. Pro carried out major reforms such as founding a National Bank and stabilizing the Cuban currency. The influx of investment fueled a boom which did much to raise living standards across the board and create a prosperous middle class in most urban areas, although the gap between rich and poor became wider and more obvious.


          


          From Batista to Castro
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          The 1952 election was a three-way race. Roberto Agramonte of the Ortodoxos party led in all the polls, followed by Dr. Aurelio Hevia of the Autntico party, and running a distant third was Batista, who was seeking a return to office. Both front runners, Agramonte and Hevia in their own camps, had decided to name Col. Ramon Barquin, then a diplomat in Washington, DC to head the Cuban Armed Forces after the elections. Barquin was a top officer who commanded the respect of the professional army and had promised to eliminate corruption in the ranks. Batista feared that Barquin would oust him and his followers, and when it became apparent that Batista had little chance of winning, he staged a coup on 10 March 1952 and held power with the backing of a nationalist section of the army as a provisional president for the next two years. Justo Carrillo told Barquin in Washington in March 1952 that the inner circles knew that Batista had aimed the coup at him; they immediately began to conspire to oust Batista and restore democracy and civilian government in what was later dubbed La Conspiracion de los Puros de 1956 (Agrupacion Montecristi). In 1954, under pressure from the U.S., Batista agreed to elections. The Partido Autntico put forward ex-President Grau as their candidate, but he withdrew amid allegations that Batista was rigging the elections in advance. Batista could then claim to be an elected President.


          Fidel Castro directed a failed assault on the Moncada Barracks, in Santiago de Cuba, and on the smaller Carlos Manuel de Cespedes Barracks and on the Feast of Saint Ann July 26, 1953..


          In April 1956, Batista had given the orders for Barquin to become General and Chief of the Army. But it was too late. Even after Barquin was informed, he decided to move forward with the coup to rescue the morale of the Armed Forces and the Cuban people. On April 4, 1956, a coup by hundreds of career officers led by Col. Barquin (then Vice Chairman of the Inter-American Defense Board in Washington and Cuban Military Attach of Sea, Air and Land to the US) was frustrated by Rios Morejon. The coup broke the backbone of the Cuban Armed Forces. The officers were sentenced to the maximum terms allowed by Cuban Martial Law. Barquin was sentenced to solitary confinement for 8 years. La Conspiracin de los Puros resulted in the imprisonment of the top commanding brass of the Armed Forces and the closing of the military academies. Barquin was the founder of La Escuela Superior de Guerra (Cuba's War College) and past director of La Escuela de Cadetes (Cuba's Military Academy). Without Barquin's officers the army's ability to combat the revolutionary insurgents was severely curtailed.


          On 2 December 1956 a party of 82 revolutionaries, led by Castro, landed in a yacht named Granma with the intention of establishing an armed resistance movement in the Sierra Maestra. The yacht had come from Mexico, where Castro had been exiled to, and where his army was strengthened with the help of Ernesto Che Guevara, who later became one of the most important people in the Cuban revolution and one of Castro's closest allies. Castro had gone to Mexico after serving only two years of a twenty year prison sentence for his part in a 1953 rebel attack on the Moncada Barracks in Santiago de Cuba. . Castro received his pardon from Batista after being requested by the Archbishop of Santiago, Monseor Enrique Perez Serantes and Senator Rafael Diaz-Balart, at the time Fidel Castro's brother-in-law. After the landing, Batista launched a campaign of repression against the opposition, which only served to increase support for the insurgency. With Barquin's professional officers in La Prision Modelo de Isla de Pinos in the Gulf of Mexico, the Army lacked the leadership and will to fight the insurgents.
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          Through 1957 and 1958, opposition to Batista grew, especially among the upper and middle classes and the students, among the hierarchy of the Catholic Church and in many rural areas. In response to Batista's plea to purchase better arms from the U.S. in order to root out the insurgents in the mountains, the United States government imposed an arms embargo on the Cuban government on March 14, 1958. By late 1958, the rebels had succeeded in breaking out of the Sierra Maestra and launched a general insurrection, joined by hundreds of students and others fleeing Batistas crackdown on dissent in the cities. When the rebels captured Santa Clara, east of Havana, Batista decided the struggle was futile and fled the country to exile in Portugal and later Spain. Batista named Gen. Eulogio Cantillo Chief of the Army and gave him instructions not to release Barquin and his officers. Nevertheless, Barquin, who had the backing of the US, was rescued from Isla de Pinos in the early hours and taken to Campamento Ciudad Militar Columbia where he relieved Cantillo and assumed the post of Chief of Staff (serving as Chief of the Armed Forces and de facto president of Cuba for a short period of time) in an effort to establish order in the streets and the Armed Forces. He negotiated the symbolic change of command between Camilo Cienfuegos, Che Guevara, Raul and Fidel Castro, after the Supreme Court decided that the Revolution was the source of law and its representative should assume command. With less than 300 men Camilo assumed the post from Barquin who in Columbia alone commanded 12,000 professional soldiers. Castros rebel forces entered the capital on January 8, 1959. Shortly after Dr. Manuel Lleo Urrutia assumed power.


          


          Cuba following revolution


          Fidel Castro became Prime Minister of Cuba in February 1959. In its first year in power, the new revolutionary government carried out measures such as the expropriation of private property with no or minimal compensation(sometimes based on property tax valuations that the owners themselves had kept artificially low) , the nationalization of public utilities, and began a campaign to institute tighter controls on the private sector such as the closing down of the gambling industry. The government also evicted many Americans, including mobsters (who, in collaboration with Batista, ran the gambling casinos in Havana) ) from the island. Some of these measures were undertaken by Fidel Castro's government in the name of the program that he had outlined in the Manifesto of the Sierra Maestra, while in the Sierra Maestra. However, he failed to enact one element of his reform program, which was to call elections under the Electoral Code of 1943 within the first 18 months of his time in power and to restore all of the provisions of the Constitution of 1940 that had been suspended under Batista.


          Castro flew to Washington, DC in April 1959, but was not met by President Eisenhower, who decided to attend a golf tournament rather than meet with the Cuban leader. Castro returned to Cuba after a series of meetings with African-American leaders in New York's Harlem district, and after a lecture on "Cuba and the United States" delivered at the headquarters of the Council on Foreign Relations in New York. Summary executions of thousands of suspected Batista supporters and members of the opposition through the "paredones" that took place after show trials, coupled with the seizure of privately-owned businesses and the rapid demise of the independent press, nominally attributed to the powerful pro-revolution printing unions, raised questions about the nature of the new government.


          The nationalization of private property and businesses, totaling about $25 billion U.S. dollars ) and, particularly, U.S.-owned companies (to an excess of 1960 value of US $1.0 billions ) aroused immediate hostility within the Eisenhower administration. Anti-Castro Cubans began to leave their country in great numbers and formed a burgeoning expatriate community in Miami that was opposed to the Castro government.


          The United States government became increasingly hostile towards the Castro-led government of Cuba throughout 1959. Some contend that this, in turn, may have influenced Castro's movement away from the liberal elements of his revolutionary movement and increase the power of hardline Marxist figures in the government, notably Che Guevara.


          This theory is open to debate and has been attacked in various publications which have argued that Castro undertook the Revolution with the goal of turning Cuba towards socialism. 


          Marxist-Leninist Cuba
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          One immediate strategic result of the Cuban-Soviet alliance was the decision to place Soviet medium range ballistic missiles ( MRBMs) and intermediate range ballistic missiles ( IRBMs) in Cuba. This precipitated the Cuban missile crisis of 1962, during which the Kennedy administration threatened the Soviet Union with nuclear war unless the missiles were withdrawn. The idea to place missiles in Cuba was brought up either by Castro or Khrushchev, but agreed by the USSR for the reason that the U.S. had their nuclear missiles placed in Turkey and the Middle East, thus directly threatening USSR security. With minutes to go until the Soviet ships carrying a further shipment of missiles reached a US naval blockade, the Soviets backed down, and made an agreement with Kennedy. All the missiles were to be withdrawn from Cuba, but at the same time the US was to move its missiles from Turkey and elsewhere in the Middle East. Kennedy however couldn't lose face by doing this immediately, but made an assurance to withdraw the US missiles within a couple of months.


          Another result was that Kennedy agreed not to invade Cuba in the future. In the aftermath of this, there was a resumption of contacts between the U.S. and Castro, resulting in the release of the anti-Castro fighters captured at the Bay of Pigs to the US in exchange for a package of aid. However in 1963 relations deteriorated again as Castro moved Cuba towards a fully-fledged Communist system modeled on the Soviet Union.. The U.S. imposed a complete diplomatic and commercial embargo on Cuba, and began Operation Mongoose. In the beginning, U.S. influence in Latin America was strong enough to make the embargo very effective and Cuba was forced to divert virtually all its trade towards the Soviet Union and its allies. However, public declarations of support from Latin American governments for the USA's policies were harder to come by. The Mexican ambassador to the US told the Kennedy administration: "If we publicly declare that Cuba is a threat to our security, forty million Mexicans will die laughing."


          In 1965, Castro merged his revolutionary organizations with the Communist Party, of which he became First Secretary, with Blas Roca as Second Secretary; later to be succeeded by Ral Castro, who as Defense Minister and Fidels closest confidant became and has remained the second most powerful figure in the government. Ral Castros position was strengthened by the departure of Che Guevara to launch unsuccessful attempts at insurrectionary movements in the Democratic Republic of Congo, and then Bolivia, where he was killed in 1967. Osvaldo Dortics Torrado, President of Cuba from 1959 to 1976, was a figurehead of little importance. Castro introduced a new constitution in 1976 under which he became President himself, while remaining chairman of the Council of Ministers.


          Although Cuba's relations with the Soviet Union deteriorated considerably during the mid 1960s, relations between the two countries improved following the Cuban government's endorsement of the Soviet invasion of Czechoslovakia in 1968. As a result, the Soviet Union increased its aid to Cuba. Indeed, through the 1970s and 1980s, the Soviets were prepared to subsidise all this in exchange for the strategic asset of an ally under the nose of the United States and the undoubted propaganda value of Castros considerable prestige in the developing world.


          During the 1970s, Castro moved onto the world stage as a leading spokesperson for Third World anti-imperialist governments. He provided invaluable military assistance to pro-Soviet forces in Angola (see Cuba in Angola), Ethiopia, Yemen and other African and Middle Eastern trouble spots. Cuban forces were decisive in helping the MPLA forces win the Angolan Civil War in 1975. Although the bills for these expeditionary forces were paid by the Soviets, the significant size of the force placed a considerable strain on Cubas fragile economy, which was adversely affected by the loss of manpower. Cuba's economic growth was also hampered by its dependence on sugar exports, which forced the Soviets to provide further economic assistance by buying the entire Cuban sugar crop, even though domestic producers in the Soviet Union grew enough sugar beet to supply domestic demand. In exchange the Soviets had to supply Cuba with all its fuel, since it could not import oil from any other source.
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          By the 1970s, the ability of the U.S. to keep Cuba isolated was declining. Cuba had been expelled from the Organization of American States in 1962 and the OAS had cooperated with the U.S. trade boycott for the next decade, but, in 1975, the OAS lifted all sanctions against Cuba and both Mexico and Canada broke ranks with the U.S. by developing closer relations with Cuba. Both countries said that they hoped to foster liberalization in Cuba by allowing trade, cultural and diplomatic contacts to resume  in this they were disappointed, since there was no appreciable easing of repression against domestic opposition. Castro did stop openly supporting insurrectionary movements against Latin American governments, although pro-Castro groups continued to fight the military dictatorships which then controlled most Latin American countries.


          The Cuban exile community in the U.S. grew in size, wealth and power and politicized elements effectively opposed liberalization of U.S. policy towards Cuba, and have been accused of many terrorist acts, including the bombing of civilian Cubana flight 455 in 1976, resulting in the death of all 73 passengers. However, the efforts of the exiles to foment an anti-Castro movement inside Cuba, let alone a revolution there, met with limited success. On Sunday, April 6, 1980, 10,000 Cubans stormed the Peruvian embassy in Havana seeking political asylum. On Monday, April 7, the Cuban government granted permission for the emigration of Cubans seeking refuge in the Peruvian embassy. On April 16 500 Cuban citizens left the Peruvian Embassy for Costa Rica. On April 21 many of those Cubans started arriving in Miami via private boats and were halted by the US State Department on April 23. The boat lift continued, however, since Castro allowed anyone who desired to leave the country to do so through the port of Mariel and this emigration became known as the Mariel boatlift. In all, over 125,000 Cubans emigrated to the United States before the flow of vessels ended on June 15.


          


          Post-Cold War Cuba
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          The fall of the Soviet Union in 1991 dealt Cuba a giant economic blow. It led to another unregulated exodus of asylum seekers to the United States in 1994, but was eventually slowed to a trickle of a few thousand a year by the U.S.-Cuban accords. It again increased in 2004-06 although at a far slower rate than before.


          Castros popularity, which is difficult to assess, was severely tested by the aftermath of the Soviet collapse (a time known in Cuba as the Special Period). The loss of the nearly five billion USD that the Soviet government provided the Cuban government in aid in the form of a guaranteed export market for Cuban sugar and cheap oil had a significant impact on the country's economy.


          As in all Communist countries, the collapse of the Soviet Union caused a crisis in confidence for those who believed that the Soviet Union was successfully building socialism and providing a model that other countries should follow. However, this event, even combined with a tightening of the embargo by the US government, was insufficient to persuade Cuba's Communists to surrender their grip on power. There were numerous popular uprisings in the early 1990s, the most notable of which was the "Maleconazo" of 1994.


          By the later 1990s the situation in the country had stabilized. By then Cuba had more or less normal economic relations with most Latin American countries and had improved relations with the European Union, which began providing aid and loans to the island. Communist China also emerged as a new source of aid and support, even though Cuba had sided with the Soviets during the Sino-Soviet split of the 1960s. Cuba also found new allies in President Hugo Chvez of Venezuela and President Evo Morales of Bolivia, both major oil and gas exporters.


          


          Transfer of duties


          On July 31, 2006, Fidel Castro delegated his duties as President of the Council of state, President of the Council of Ministers, First Secretary of the Cuban Communist Party and the post of commander in chief of the armed forces to his brother and First Vice President, Ral Castro. This transfer of duties has been described as temporary while Fidel Castro recovers from surgery undergone after suffering from an "acute intestinal crisis with sustained bleeding". Fidel Castro was too ill to attend the nationwide commemoration of the 50th anniversary of the Granma boat landing on December 2, 2006, which fueled speculations that Castro had stomach cancer, though Spanish doctor Dr. Garca Sabrido stated that his illness was a digestive problem and not terminal, after an examination of the subject on Christmas Day.


          On January 31, 2007, footage of Castro meeting with Venezuelan president Hugo Chvez was broadcast, where, according to international media reports, Castro "appeared frail but stronger than three months ago", and the Cuban leader made a lengthy surprise appearance by phone on Chvez's radio talk show Al Presidente the following month. Though Castro loyalists in the Cuban government have maintained that he will stand in the 2008 elections to the Cuban National Assembly, speculation has continued as to whether he will ever return to power. Recent requests for mass donations of copper ornaments are interpreted by some to suggest support for persistent rumors that massive memorial statues are being prepared.


          Some public discussions of the future among Cuban government officials have been published.


          


          Government and politics
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          Domestic Politics


          Following the enactment of the Socialist Constitution of 1976, which was adopted without following the procedures laid out in the Constitution of 1940, the Republic of Cuba was defined as a socialist republic. This constitution was replaced by the Socialist Constitution of 1992, the present constitution, which claimed to be guided by the ideas of Jos Mart, and the political ideas of Marx, Engels and Lenin. The present constitution also ascribes the role of the Communist Party of Cuba (PCC) to be the "leading force of society and of the state." Members of both councils are elected by the National Assembly of Peoples Power. The President of Cuba, who is also elected by the Assembly, serves for a five-year term and there is no limit to the number of terms of office. Fidel Castro has been in government since the adoption of the Constitution in 1976 when he replaced Osvaldo Dortics Torrado. The Supreme Court of Cuba serves as the nation's highest judicial branch of government. It is also the court of last resort for all appeals from convictions in provincial courts.


          Cuba's national legislature, the National Assembly of People's Power (Asamblea Nacional de Poder Popular), is the supreme organ of State power and has 609 members who serve five-year terms. The assembly meets twice a year, between sessions legislative power is held by the 31 member Council of Ministers. Candidates for the Assembly are approved by public referendum. All Cuban citizens over sixteen years of age who have not been found guilty of a criminal offense can vote. Article 131 of the Constitution states that voting shall be "through free, equal and secret vote". Article 136 states: "In order for deputies or delegates to be considered elected they must get more than half the number of valid votes cast in the electoral districts". Votes are cast by secret ballot and are counted in public view. Individual vote totals, which are invariably high, are not verified by non-partisan, independent, or non-state organs and observers. Nominees are chosen at local gatherings from multiple candidates before gaining approval from election committees. In the subsequent election, there is just one candidate for each seat, who must gain a majority to be elected.


          No political party is permitted to nominate candidates or campaign on the island, though the Communist Party of Cuba has held five party congress meetings since 1975. In 1997, the party claimed 780,000 members, and representatives generally constitute at least half of the Councils of state and the National Assembly. The remaining positions are filled by candidates nominally without party affiliation. Other political parties campaign and raise finances internationally, whilst activity within Cuba by oppositional groups is minimal and illegal. While the Cuban constitution has language pertaining to freedom of speech, rights are limited by Article 62, which states that "None of the freedoms which are recognized for citizens can be exercised contrary to... the existence and objectives of the socialist state, or contrary to the decision of the Cuban people to build socialism and communism . Violations of this principle can be punished by law." Because the means of production are in the hands of the state and under the control of the government, there have been numerous cases where violations of this law have cost dissidents their employment.


          For the above conditions, opponents of the present Cuban government sustain Cuban elections are neither free nor fair.


          Members of the Communist Party Cubans participate in the community-based Committees for the Defense of the Revolution, which play a central role in daily life. These groups are designed to coordinate public projects, ensure that the population remains loyal to the government's specific brand of socialism, and act as neighbourhood watchdogs against " counter-revolutionary" activities.
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          The Cuban Communist Party has not openly held its statutorily required Congress for ten years, which is at least five years overdue. It is not expected that one will be held until either Fidel Castro recovers or an open public and permanent successor is named


          


          Cuba's Foreign Relations


          


          Cuba-United States relations


          Since Cuba became a declared socialist republic in 1961, the United States Government has initiated various policy measures against Cuba's government, applying standards on Cuba which some believe it did not apply to countries with arguably equally poor human rights records. These measures have had a considerable political and economic effect on the island; these have variously been designed to encourage Cubans to remove the leadership and to undertake political change towards liberal democracy. The most significant of these measures was the United States embargo against Cuba and the subsequent Helms-Burton Act of 1996. The US government, its supporters and other observers contend that the Cuban government does not meet the minimal standards of a democracy, especially through its lack of multi-party contests for seats and the limitations on free speech that limit a candidate's ability to campaign. The Cuban government, its supporters and other observers within and outside Cuba argue that Cuba has a form of democracy, citing the extensive participation in the nomination process at the national and municipal level.


          The US government has budgeted $39 million in 2008 for "broadcasting to Cuba".


          In 2000, the Trade Sanctions Reform and Enhancement Act allowed for exports directly from the United States to Cuba in the areas of food and medical products. Highly restrivtive, companies such as the Navarretta Group built markets for U.S. companies and taught them how to receive the proper licensing from the U.S. Department of the Treasury and the U.S. Department of Commerce.


          


          Cuba's Internationalism


          Shortly after the victory of the Cuban Revolution, the country took on civil and military assignments in the southern hemisphere, supporting anti-colonial liberation movements, leftist governments and dictatorships and insurgencies against some dictatorships. Cuba supported African, Latin American and Asian countries in the field of military, health and education. These overseas adventures not only irritated the USA but quite often were a major headache for the Kremlin .


          


          Latin America


          The Cuban Government's military involvement in Latin America has been extensive. The Sandinista insurgency in Nicaragua which lead to the demise of the Somoza-Dictatorship in 1979, was openly supported by Cuba and can be considered its greatest success in Latin America. Apart from that, Cuban efforts bore little fruit in this region considered to be the back door of the US.


          The most well known of these failures was the attempted insurgency by Ernesto Guevara in Bolivia in 1967. Less known actions were the 1959 missions into the Dominican Republic and Panama. Almost all countries in Latin America, of which the most, at the time, had autocratic governments, witnessed this kind of infiltration. Arnaldo Ochoa. later commander of Cuban forces in Angola, is said the only survivor of the Camilo Cienfuegos contingent sent on the doomed expedition to the Dominican Republic.


          The official position of the Cuban government is that although allegations of the Cuban government's military involvement in other countries of the Americas have been extensive these are not well substantiated. The alleged presence of "armed Cuban military advisors" on the island of Grenada was given as one reason for the US government invasion of the island and overthrow of its government in 1981. The commercial airport that was being built on Grenada with Cuban assistance was also cited by US President Ronald Reagan claimed as evidence of Cuban interference in the region. In a speech in 1983, Reagan stated that satellite images of baseball diamonds in Nicaragua in the 1980s was proof of Cuban infiltration. Critics would observe that Reagan ignored the fact that baseball had been popular in Nicaragua since the turn of the century. However, far more solid data backed up Reagan's statements. Casualty ratios in Grenada indicate that vigorous defense of the landing strip by the Cuban construction workers was one of the bravest ever carried out by nominal civilians. Others estimate the size of the Cuban and Grenadian forces much higher. Colonel Tortolo senior Cuban commander, and his staff were stripped of their rank and sent to Angola. .


          


          Africa and Asia Minor


          Unlike the rather limited success in Latin America the situation was quite different on the African continent, where, in all, Cuba supported 17 liberation movements or leftist governments. In some countries it suffered setbacks, such as in eastern Zaire ( Simba Rebellion), but in others Cuba garnered significant successes. Major engangements took place in Algeria, Zaire, Yemen, Ethiopia, Guinea-Bissau and Mozambique. Among all the countries Cuba ever supported, Angola takes an exceptional position (see Cuba in Angola and Namibia).


          


          Human rights


          The Cuban government has been accused of numerous human rights abuses, including torture, arbitrary imprisonment, unfair trials, and extra-judicial executions. Dissidents complain of harassment and torture. While the Cuban government placed a moratorium on capital punishment in 2001, it made an exception for perpetrators of an armed hijacking 2 years later. Groups like Amnesty International and Human Rights Watch have issued reports on Cuban prisoners of conscience. Opponents claim the Cuban government represses free expression by limiting access to the Internet.


          Human Rights Watch claims that the true number of political prisoners may well be vastly understated. According to Human Rights Watch, political prisoners, along with the rest of Cuba's prison population, are confined to jails with substandard and unhealthy conditions.


          In the last weeks of March 2003, the Cuban government sentenced 75 members of the opposition to prison terms of up to 28 years. The activists were charged with disrespect toward the Revolution, treason, and giving information to the enemy, in the harshest backlash against peaceful dissent that the island had seen in years. Since 2003, human rights supporters have sent thousands of appeals to the Cuban authorities calling for the release of the prisoners. The numbers of recognized political prisoners varies over time, increasing and decreasing with circumstances. However all former political prisoners are subject to arbitrary re-arrest. Political arrests continue.


          On the fourth anniversary of a major crackdown on human rights activists in Cuba that saw dozens sentenced to long prison terms for peaceful promotion of basic rights and freedoms, human rights organizations called for the release of the 59 prisoners who remain in jail, several of whom are seriously ill. Organizations like Human Rights First called on the Cuban government and, in particular, to interim leader Raul Castro, to immediately and unconditionally release the 59 individuals who remain in prison since their arrest in the spring of 2003.


          The Ladies in White are the wives and relatives of those imprisoned in a series of controversial 2003 arrests. They have persistently and peacefully advocated their release since then.


          Marta Beatriz Roque has been twice detained for her opposition to the government. In July 1997, she and three other dissidents were detained for publishing a paper titled "The Homeland Belongs to All," which discussed Cuba's human rights situation and called for political and economic reforms. The paper, which was labeled seditious by the government, led to her being imprisoned for a little over three years. On April 3, 2003, Roque was brought to trial and convicted. She was sentenced to 20 years in prison for engaging in activities aimed at subverting the internal order of the Cuban State, provoking its destabilization and the loss of its independence, and receiving substantial monetary funds from the U.S. Government. On July 22, 2004, Roque was unexpectedly released from prison due to her declining health. Medical parole, however, is given only for the duration of the illness. As such, she is subject to rearrest and detainment in the event that there is any improvement in her health. According to Amnesty International, Roque has been harassed repeatedly by Cuban government supporters and state security agents, including receiving death threats and being physically assaulted since her early release from prison.


          Normando Hernndez Gonzlez is an independent journalist sentenced to 25 years in prison in the spring of 2003 for his commentaries on Cuban society, including pieces on the Cuban health, educational and judicial systems, and for his promotion of free expression. Mr. Hernndez was apparently held in a cell for more than a year with a prisoner known to have tuberculosis, despite repeated concerns expressed by him and his family. He was recently confirmed to have contracted tuberculosis and is suffering from high fevers, fatigue and fainting. The doctors at Prison Kilo 7 in Camagey, where he is being held, are reportedly refusing him medical assistance. There have also been reports that he has been physically assaulted by prison guards.


          Jos Luis Garca Paneque was sentenced to 24 years in prison in 2003 for his work as an independent journalist, as well as for his involvement in a civic initiative to promote democratic reforms, known as the Varela Project. Garca Paneques health has dramatically worsened since his imprisonment; he suffers from intestinal problems that have caused him to lose almost 90 pounds and at one point left him emaciated at a weight of around 110 pounds. He also suffers from rectal bleeding, and has dangerously low blood pressure. Despite these symptoms, his wife reports that he is not receiving adequate medical care and her request for his release on medical parole in November 2005 has not been answered.


          Luis Enrique Ferrer Garca received a 28-year sentence for his work with the Varela Project, a civic initiative calling for democratic reforms in Cuba. To protest his unjust imprisonment, particularly harsh prison conditions and mistreatment by prison authorities, Ferrer Garca has engaged in numerous hunger strikes throughout his detention, often leaving him very ill and weak. In addition, he has been the victim of numerous physical assaults by security guards and violent prisoners, most of whom are encouraged by prison authorities to harass and intimidate him.


          Oscar Elas Biscet is a physician and president of the Lawton Foundation for Human Rights, which peacefully promotes human rights and the rule of law. In reprisal for his human rights activities, the 41-year-old doctor was sentenced to 25 years in prison and has been held in some of the harshest conditions, including in punishment cells and solitary confinement. For long periods of time he is denied family visits, the right to leave his cell, and essential packages of medicine and food. Biscet suffers from chronic gastritis, hypertension and recurring infections, and is reportedly losing his eyesight; his poor health has been severely aggravated by unhygienic prison conditions and harsh treatment. At one point, Dr. Biscet was reported have lost more than 60 pounds.


          Although still clinging to official Cuban government view that racial progress was poor before Castro reached power (despite the obvious ethnicity of the leader and many senior members of the Batista regime) has eroded in the last few years.


          


          Freedom of information in Cuba


          In addition to scholarly concerns and disputes among experts on Cuba, major factors limiting accuracy of information about the island include the censorship by the Cuban Government.


          Stuart Hamilton writes in the Progressive Librarian issue 19-10 2002


          
            	"The members of the underground opposition parties face constant scrutiny from the authorities for their anti-government views. However, at the same time as enforcing a crackdown on dissidents the government is also accused of preventing ordinary Cubans accessing information. Independent news agencies are banned, and journalists who report stories contrary to the official line reported in the state newspaper, Granma, are likely to be victimised. As a result of this anti-government stories are normally found in newspapers and journals published abroad, as journalists go underground to send stories out to foreign sympathisers via telephone. Miami in Florida is the centre of anti-Castro publishing activity, with papers such as Nueva Prensa containing articles critical of the regime."

          


          Expelled BBC correspondent Stephen Gibbs comments


          
            	"Cuban officials are surprisingly unapologetic on the issue. Their justification is that Cuba is in the midst of an undeclared war with a shameless US administration which is determined to undermine the Cuban revolution. They sometimes allude to what they seem to regard as the British government's distinguished censorship of the press during World War II." .

          


          Apparently Cuban cabinet ministers do not know about Castro's state of health:


          
            	" Cuban leader Fidel Castro is not at death's door and rumors in Miami of his demise are wishful thinking, Cuban Culture Minister Abel Prieto said on Wednesday...he had no inside information on Castro's medical condition, but deduced from the 81-year-old leader's regular essays and columns that he is not dying."

          


          


          Trade unions


          There are unions in Cuba, with a membership totaling 98% of the island's workforce. Unions do not register with any state agency, and are self financed from monthly membership dues. Their supporters claim that union officers are elected on an open basis, and differing political views are found within each of the unions. However, all unions are part of an organization called the Confederacin de Trabajadores Cubanos (Confederation of Cuban Workers, CTC), which does maintain close ties with the state and the Communist Party. Supporters claim that the CTC allows workers to have their voice heard in government; opponents claim that the government uses it to control the trade unions and appoint their leaders. The freedom of workers to express independent opinions is also a subject of debate. Supporters of the system argue that workers' opinions have in fact shaped government policy on several occasions, as in a 1993 proposal for tax reform, while opponents, citing studies by international labor organizations, point out that workers are required to pledge allegiance to the ideals of the Communist Party, and argue that the government systematically harasses and detains labor activists, while prohibiting the creation of independent (non-CTC affiliated) trade unions, that the leaders of attempted independent unions have been imprisoned, and that the right to strike is not recognized in the law.


          



          


          International Intrigue in Cuba


          Examples of international intrigue in Cuba, dating to the Gerardo Machado regime, when Stalinist Pole Fabio Grobart first entered the Island, are given by Roger Fontaine


          


          Soviet advisers


          As early as 1959 Soviet Advisers were seen in Cuba. The agents were in place as early as September 1959 when KGB colonel, Valdim Kotchergin (or Kochergin) was seen in Cuba Vadim Kochergin and also KGB Colonel (later General) Victor Simonov went on to train overseas personnel including Carlos the Jackal ( Ilich Ramrez Snchez) and subcomandante Marcos (commonly believed to be a non-Indigenous student called Rafael Sebastin Guilln Jorge Luis Vasquez, a Cuban who was imprisoned in East Germany, states that the Stasi (the East German secret police agency) trained the personnel of the Cuban Interior Ministry(MINIT)


          


          Provinces and municipalities


          Fourteen provinces and one special municipality (the Isla de la Juventud) now compose Cuba. These in turn were formerly part of six larger historical provinces: Pinar del Ro, Habana, Matanzas, Las Villas, Camagey and Oriente. The present subdivisions closely resemble those of Spanish military provinces during the Cuban Wars of Independence, when the most troublesome areas were subdivided. .....
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          The provinces are further divided into 170 municipalities.


          


          Geography


          


          Climate
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          Cuba is an archipelago of islands located in the Caribbean Sea, with the geographic coordinates 213N, 8000W. Cuba is the principal island, which is surrounded by four main groups of islands. These are the Colorados, the Sabana-Camagey, the Jardines de la Reina and the Canarreos. The main island of Cuba constitutes most of the nation's land area or 105,006km (40,543sqmi) and is the seventeenth-largest island in the world by land area. The second largest island in Cuba is the Isla de la Juventud (Isle of Youth) in the southwest, with an area of 3,056km (1,180sqmi). Cuba has a total land area of 110,860km (42,803sqmi).


          The main island consists mostly of flat to rolling plains. At the southeastern end is the Sierra Maestra, a range of steep mountains whose highest point is the Pico Real del Turquino at 1,975meters (6,480ft). The local climate is tropical, though moderated by trade winds. In general (with local variations), there is a drier season from November to April, and a rainier season from May to October. The average temperature is 21 C in January and 27 C in July. Cuba lies in the path of hurricanes, and these destructive storms are most common in September and October. Havana is the largest city and capital; other major cities include Santiago de Cuba and Camagey. Better known smaller towns include Baracoa which was the first Spanish settlement on Cuba, Trinidad, a UNESCO world heritage site, and Bayamo.


          


          Nickel industry


          Cuba has had until recently one of the America's most productive and long standing nickel mines.


          


          Oil wealth


          Recent oil exploration has revealed that the North Cuba Basin has approximately 4.6 billion to 9.3 billion barrels of oil in it, which Cuba has now started to test-drill (as of 2006).


          


          Education
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          Before and during the present government Cuba boasted some of the highest rates of education and literacy in the Americas. The Cuban state, through tax receipts, funds education for all Cuban citizens including university education. Private educational institutions are not permitted. School attendance is compulsory from ages six to the end of basic secondary education (normally at 15), and all students, regardless of age or gender, wear school uniforms with the colour denoting grade level. Primary education lasts for six years, secondary education is divided into basic and pre-university education. Higher education is provided by universities, higher institutes, higher pedagogical institutes, and higher polytechnic institutes. The University of Havana was founded in 1728 and there are a number of other well established colleges and universities. The Cuban Ministry of Higher Education also operates a scheme of distance education which provides regular afternoon and evening courses in rural areas for agricultural workers. Education has a strong political and ideological emphasis, and students progressing to higher education are expected to have a commitment to the goals of the Cuban government. Cuba has also provided state subsidized education to foreign nationals, including U.S. students, who are trained as doctors at the Latin American School of Medicine. The program provides for full scholarships, including accommodation, and its graduates are meant to return to their countries to offer low-cost healthcare. Internet access is limited


          It is required that all applicants to universities in Cuba gain a letter from the government (the "Committee for the Defence of the Revolution") stating that they have a good "political and moral background" in order to apply. There have been claims that such letters are withheld because of an applicant (or relative) being politically undesirable. The validity of these claim or how often letters are refused is not easily verifiable and so there is no consensus on whether this amounts to widespread political oppression or just a few isolated cases.


          


          Public health


          The Cuban government operates a much-lauded national health system and assumes full fiscal and administrative responsibility for the health care of its citizens. Historically, Cuba has long ranked high in numbers of medical personnel and has made significant contributions to world health since the 19th century . Partisans of the Cuban government state that this is especially so since the revolution, claiming that no other developing country has a health system comparable to Cuba's. According to World Health Organization (WHO) statistics, life expectancy and infant mortality rates in Cuba have been comparable to Western industrialized countries since such information was first gathered in 1957. In 2007 according to Unicef Cuba and Canada have the lowest infant mortality rates in Americas followed by the USA. In depth examination of WHO statistics for Cuba reveals that these statistics are prepared by each government and published unchanged by WHO; thus they have been called into question. Nevertheless, the CIA World Factbook cites life expectancy and infant mortality rates that are similar to those for the USA. It is not clear what sources the CIA used for this, since the data presented seems to be equivalent to that published by the Cuban government; this has led to suggestions that material prepared by Ana Belen Montes (a convicted Castro government agent) is still being used by the CIA. .


          A separate, second division of hospitals cares specifically for foreigners and diplomats. Many foreigners travel to Cuba for reliable and affordable health care.


          The San Francisco Chronicle, The Washington Post, and NPR have all reported on Cuban doctors defecting to other countries. , , According to the San Francisco Chronicle, one of the reasons that Cuban doctors defect is because their salary in Cuba is only $15 per month.


          


          Demographics
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          According to Cuba's Oficina Nacional de Estadisticas ONE 2002 Census, the Cuban population was 11,177,743, including:


          
            	5,597,233 men and


            	5,580,510 women.

          


          The racial make-up was 7,271,926 whites, 1,126,894 blacks and 2,778,923 mulattoes (or mestizos). The Chinese population in Cuba is descended mostly from indentured laborers who arrived in the 19th century to build railroads and work in mines. After the Industrial Revolution, many of these laborers stayed in Cuba because they could not afford return passage to China.


          
            
              (Official 2002 Cuba Census)
            

            
              	

              	Total

              	Men

              	Women

              	% Of Total
            


            
              	White

              	7,271,926

              	3,618,349

              	3,653,577

              	65.06%
            


            
              	Black

              	1,126,894

              	593,876

              	533,018

              	10.08%
            


            
              	Mulatto/Mestizo

              	2,778,923

              	1,385,008

              	1,393,915

              	24.86%
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          The population of Cuba has very complex origins and intermarriage between diverse groups is so general as to be the rule.


          The ancestry of White Cuban (65.05%) comes primarily from the ethnically diverse Spanish nations
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          Other European people that have contributed include:


          
            	[image: Flag of France] French
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          During the 18th, 19th and early part of the 20th century, large waves of Canarian, Catalan, Andalusian, Galician and other Spanish people emigrated to Cuba.
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          Africans make up 10.08% to 24.86% of the population. The ancestry of black Cubans comes from the following groups:
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            	Kongo (largest ethnic group brought to Cuba)

          


          People from Asia (2%):
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          Minor but significant ethnic influx is derived from diverse peoples from Middle East:
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          The Cuban government controls the movement of people into Havana on the grounds that the Havana metropolitan area (home to nearly 20% of the country's population) is overstretched in terms of land use, water, electricity, transportation, and other elements of the urban infrastructure. There is a population of internal migrants to Havana nicknamed "Palestinos" (Palestinians); these mostly hail from the eastern region of Oriente. Cuba also shelters a population of non-Cubans of unknown size. There is a population of several thousand North African teen and pre-teen refugees.


          Cuba's birth rate (9.88 births per thousand population in 2006) is one of the lowest in the Western Hemisphere. Its overall population has increased continuously from around 7 million in 1961 to over 11 million now, but the rate of increase has stopped in the last few decades, and has recently turned to a decrease, with the Cuban government in 2006 reporting the first drop in the population since the Mariel boatlift. The decrease in fertility rate - from 3.2 children per woman in 1970 to 1.38 in 2006 - is the third greatest in the Western Hemisphere, with only Guadeloupe and Jamaica showing larger decreases. Cuba, which has unrestricted access to legal abortion, has an abortion rate of 58.6 per 1000 pregnancies in 1996 compared to a Caribbean average of 35, a Latin American average of 27 (the latter mostly illegally performed), and a European average of 48. Additionally, contraceptive use is estimated at 79% (in the upper third of countries in the Western Hemisphere). With its high abortion rate, low birth rate, and aging population, Cuba's demographic profile more resembles those of former Communist Eastern European countries such as Poland or Ukraine rather than those of its Latin American and Caribbean neighbors.


          Immigration and emigration have had noticeable effects on the demographic profile of Cuba during the 20th century. Between 1900 and 1930, close to a million Spaniards arrived from Spain; many of these and their descendentsleft after the Castro government took power. On a smaller scale, of thousands of Jewish immigrants who arrived prior during and after WWII, more than 90% have left Cuba.


          


          Exodus


          The Cuban exodus, which is primarily based on political dissent coupled with the failure of the system to provide economic well being, has lasted almost half a century and has brought more than two million Cubans of all social classes to the United States. Others have left for Spain, Canada, Mexico, Sweden, and other countries. It still is standard procedure for the Cuban government to strip almost all property from most of those leaving the island.


          Since 1959 many Cubans have emigrated to Miami, Florida, where a vocal, well-educated and economically successful exile community exists formally called the Cuban-American lobby. The exodus that occurred immediately after the Cuban Revolution was primarily of the upper and middle classes that were predominantly white. This contributed to a demographic shift back in Cuba. Seeking to normalize migration between the two countriesparticularly after the chaos that accompanied the Mariel boatliftCuba and the United States in 1994 agreed, in what is commonly called the 1994 Clinton-Castro accords, to limit emigration to the United States. The United States grants a specific number of visas to those wishing to emigrate; 20,000 since 1994. Cubans picked up at sea trying to emigrate without a visa are returned to Cuba while those that make it to U.S. soil are allowed to seek asylum.. U.S. law gives the Attorney General the discretion to grant permanent residence to Cuban natives or citizens seeking adjustment of status if they have been present in the United States for at least one year after admission or parole and are admissible as immigrants; these escapes are often daring and most ingenious. In 2005 an additional 7,610 Cuban emigrants from Cuba entered the United States by September 30. Citizens of Cuba must obtain an exit permit before they may leave the country legally. Human Rights Watch has criticized the Cuban restrictions on emigration and its alleged keeping of children as "hostages" in order to prevent defection by Cubans traveling abroad. Over the years, thousands of Cubans have attempted to escape across the Florida Strait to reach the United States with many succeeding (over a hundred thousand in the Mariel Boatlift alone). But it has been estimated that between 30,000 to 40,000 Cubans may have perished attempting to flee the island. This has led to a safer route through Mexico where organized traffickers ferry asylum seekers for a price.


          


          Religion
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          Cuba has many faiths representing the widely varying culture. Catholicism was brought to the island by the Spanish, and is the most dominant faith. After Fidel Castro took over, Cuba became atheistic and punished religious practice. Since the Fourth Cuban Communist Party Congress in 1991, restrictions have been eased and, according to the National Catholic Observer, direct challenges by state institutions to the right to religion have all but disappeared, though the church still faces restrictions of written and electronic communication, and can only accept donations from state-approved funding sources. The Roman Catholic Church is made up of the Cuban Catholic Bishops' Conference (COCC), led by Jaime Lucas Ortega y Alamino, Cardinal Archbishop of Havana. It has eleven dioceses, 56 orders of nuns and 24 orders of priests. In January 1998, Pope John Paul II paid a historic visit to the island, invited by the Cuban government and Catholic Church.


          The religious landscape of Cuba is also strongly marked by syncretisms of various kinds. This diversity derives from West and Central Africans who were transported to Cuba, and in effect reinvented their African religions. They did so by combining them with elements of the Catholic belief system, with a result very similar to Brazilian Umbanda. Catholicism is often practised in tandem with Santera, a mixture of Catholicism and other, mainly African, faiths that include a number of cult religions. Cubas patron saint, La Virgen de la Caridad del Cobre (the Virgin of Cobre) is a syncretism with the Santera goddess Ochn. The important religious festival "La Virgen de la Caridad del Cobre" is celebrated by Cubans annually on 8 September. Other religions practised are Palo Monte, and Abaku, which have large parts of their liturgy in African languages.


          Protestantism, introduced from the United States in the 18th century, has seen a steady increase in popularity. 300,000 Cubans belong to the islands 54 Protestant denominations. Pentecostalism has grown rapidly in recent years, and the Assemblies of God alone claims a membership of over 100,000 people. The Episcopal Church of Cuba claims 10,000 adherents. Cuba has small communities of Jews, Muslims and members of the Bah' Faith. Havana has just three active synagogues and no mosque. Most Jewish Cubans are descendants of Polish and Russian Ashkenazi Jews who fled pogroms at the beginning of the 20th century. There is, however, a sizeable number of Sephardic Jews in Cuba, who trace their origin to Turkey (primarily Istanbul and Thrace). Most of these Sephardic Jews live in the provinces, although they maintain a synagogue in Havana. In the 1960s, almost 8,000 Jews left for Miami. In the 1990s, approximately 400 Jewish Cubans relocated to Israel in a co-ordinated exodus using visas provided by nations sympathetic to their desire to move to Israel.


          


          Culture
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          Cuban culture is much influenced by the fact that it is a melting pot of cultures, primarily those of Spain and Africa. It has produced more than its fair share of literature, including the output of non-Cubans Stephen Crane, Graham Greene and Ernest Hemingway


          Sport is Cuba's national passion. Due to historical associations with the United States, many Cubans participate in sports which share popularity in North America, rather than sports traditionally promoted in other Latin American nations. Baseball is by far the most popular; other sports and pastimes in Cuba include basketball, volleyball, cricket, and athletics. Cuba is the dominant force in amateur boxing, consistently achieving high gold medal tallies in major international competitions. The government of Cuba however, will not be sending competitors to the "World Boxing Championships, based in the U.S. city of Chicago from October 21 to November 3; this to avoid the "theft" of athletes. the Cuban government official newspaper alleges:


          
            	" As our people are all too well aware, the theft of anyone who stands out in Cuban society, whether s/he is an athlete, educationalist, doctor, artist, or any kind of scientist, has been the practice of various U.S. governments within that countrys constant policy of aggression against our people. That felony was instigated at the very triumph of the Revolution in 1959 with the exit of thousands of doctors and engineers."

          


          Cuban music is very rich and is the most commonly known expression of culture. The "central form" of this music is Son, which has been the basis of many other musical styles like salsa, rumba and mambo and an upbeat derivation of the rumba, the cha-cha-cha. Rumba music originated in early Afro-Cuban culture. The Tres was also invented in Cuba, but other traditional Cuban instruments are of African and/or Tano origin such as the maracas, giro, marmba and various wooden drums including the mayohuacan. Popular Cuban music of all styles has been enjoyed and praised widely across the world. Cuban classical music, which includes music with strong African and European influences, and features symphonic works as well as music for soloists, has also received international acclaim thanks to composers like Ernesto Lecuona.


          Cuban literature began to find its voice in the early 19th century. Dominant themes of independence and freedom were exemplified by Jos Mart, who led the Modernist movement in Cuban literature. Writers such as Nicols Guilln and Jose Z. Tallet focused on literature as social protest. The poetry and novels of Jos Lezama Lima have also been influential. Writers such as Reinaldo Arenas, Guillermo Cabrera Infante, and more recently Dana Chaviano, Pedro Juan Gutirrez, Zo Valds, and Leonardo Padura have earned international recognition in the postrevolutionary era, though many of these writers have felt compelled to continue their work in exile due to ideological control of media by the Cuban authorities.


          Cuban cuisine is a fusion of Spanish and Caribbean cuisines. Cuban recipes share spices and techniques with Spanish cooking, with some Caribbean influence in spice and flavor. Now food rationing, which has been the norm in Cuba for the last four decades, restricts the common availability of these dishes. Traditional Cuban meal would not be served in courses; rather all food items would be served at the same time. The typical meal could consist of plantains, black beans and rice, ropa vieja (shredded beef), Cuban bread, pork with onions, and tropical fruits. Black beans and rice, referred to as Platillo Moros y Cristianos (or moros for short), and plantains are staples of the Cuban diet. Many of the meat dishes are cooked slowly with light sauces. Garlic, cumin, oregano and bay leaves are the dominant spices.


          


          Economy
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          The Cuban Government adheres to socialist principles in organizing its largely state-controlled planned economy. Most of these means of production are owned and run by the government and most of the labor force is employed by the state. Recent years have seen a trend towards more private sector employment. By the year 2006, public sector employment was 78% and the private sector at 22% compared to the 1981 ratio of 91.8% to 8.2%. Capital investment is restricted and requires approval by the government. The Cuban government sets most prices and rations goods to citizens. Moreover, any firm wishing to hire a Cuban must pay the Cuban government, which in turn will pay the company's employee in Cuban pesos.


          While the form of government of Cuba is theoretically opposed to class privilege, preferential treatment exists for those who are members of the Communist Party or who hold positions of power within the government. Access to transportation, work, housing, university education and better health care are a function of status within the government or the Communist Party.


          Starting in the late 1980s, the Soviet subsidies for Cuba's state-run economy started to dry up. Before the collapse of the Soviet Union, Cuba depended on Moscow for sheltered markets for its exports and substantial aid. The Soviets had been paying above-market prices for Cuban sugar, while providing Cuba with petroleum at below-market prices. The removal of these subsidies sent the Cuban economy into a rapid depression known in Cuba as the Special Period. At one point, Cuba received subsidies amounting to six billion dollars. In 1992, the United States tightened the trade embargo. Some believe that this may have contributed to a drop in Cuban living standards which approached crisis point within a year.


          Like some other Communist and post-Communist states following the collapse of the Soviet Union, Cuba took limited free market-oriented measures to alleviate severe shortages of food, consumer goods, and services to make up for the ending of Soviet subsidies. These steps included allowing some self-employment in certain retail and light manufacturing sectors, the legalization of the use of the U.S. dollar in business, and the encouragement of tourism. In 1996 tourism surpassed the sugar industry as the largest source of hard currency for Cuba. Cuba has tripled its market share of Caribbean tourism in the last decade, with large investment in tourism infrastructure this growth rate is predicted to continue. 1.9 million tourists visited Cuba in 2003 predominantly from Canada and the European Union, generating revenue of $2.1 billion. The rapid growth of tourism during the Special Period had widespread social and economic repercussions in Cuba. This has led to speculation of the emergence of a two-tier economy and the fostering of a state of tourist apartheid on the island.


          The Cuban government has significantly developed its medical tourism capabilities as a key means to generate income for the country. For many years, Cuba has operated a special division of hospitals that treated foreigners and diplomats while excluding Cubans. Every year, thousands of European, Latin American, Canadian and American consumers with hard cash visit to access medical care services at up to 80 percent less than U.S. costs. There are some who criticize Cuba's medical tourism industry because ordinary Cubans do not have access to the kind of quality healthcare that medical tourists receive.


          Since 1959, Cuba has experienced slow growth in its Gross Domestic Product relative to other countries that were in a similar situation in the 1950s , stagnant trade. and amassed a significant debt amounting to some 16.62 billion in convertible currency and 15 to 20 billion dollars with Russia. Cuban citizens themselves have experienced a decrease in their caloric intake and a shortage of housing.


          For some time now, Cuba has been experiencing a housing shortage because of the state's failure to keep pace with increasing demand. Moreover, the government instituted food rationing policies in 1962, which were exacerbated following the collapse of the Soviet Union and, according to supporters of the government, the tightening of the US embargo. As late as 2001, studies have shown that the average Cuban's standard of living was lower than before the downturn of the post-Soviet period. Paramount issues have been state salaries failing to meet personal needs under the state rationing system chronically plagued with shortages. As the variety and amount of rationed goods available declined, Cubans increasingly turned to the black market to obtain basic food, clothing, household, and health amenities. The informal sector is characterized by what many Cubans call sociolismo. In addition, petty corruption in state industries, such as the pilferage of state assets to sell on the black market, is still common. In recent years, since the rise of Venezuela's Socialist President Hugo Chvez, Venezuelan economic aid has enabled Cuba to improve economically. Venezuela's assistance of the Cuban economy comes chiefly through its supply of up to 80,000 barrels of oil per day in exchange for professional services and agricultural products. In the last several years, Cuba has rolled back some of the market oriented measures undertaken in the 1990s. In 2004, Cuban officials publicly backed the Euro as a "global counter-balance to the U.S. dollar," and eliminated the US currency from circulation in its stores and businesses. Increased US government restrictions on travel by Cuban-Americans and on the numbers of dollars they could transport to Cuba strengthened Cuban government control over dollars circulating in the economy. In the last decade, Cubans had received between US$600 million and US$1 billion annually, mostly from family members in the U.S.. This number is influenced by the fact that U.S. government forbids its citizens to send more than $1,200 to Cuba to immediate family members, and then only once per year.
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          In 2005 Cuba exported $2.4 billion, ranking 114 of 226 world countries, and imported $6.9 billion, ranking 87 of 226 countries. Its major export partners are the Netherlands 18.5%, Canada 18.5%, China 16%, Bermuda 14.1%, Spain 5.1%; major import partners are Venezuela 27%, China 15.8%, Spain 9.7%, Germany 6.5%, Canada 5.6%, Italy 4.4%, US 4.4% (2006). Cuba's major exports are sugar, nickel, tobacco, fish, medical products, citrus, and coffee; imports include food, fuel, clothing, and machinery. Cuba presently holds debt in an amount estimated to be $13 billion, approximately 38% of GDP. According to the Heritage Foundation, Cuba is dependent on credit accounts that rotate from country to country. Cuba's prior 35% supply of the world's export market for sugar has declined to 10% due to a variety of factors, including a global sugar commodity price drop making Cuba less competitive on world markets. At one time, Cuba was the worlds most important sugar producer and exporter. As a result of diversification, underinvestment and natural disasters, however, Cuba's sugar production has seen a drastic decline. In 2002, more than half of Cuba's sugar mills were shut down. Cuba's most recent sugar harvest of 1.1 million metric tons was its worst in nearly one hundred years, comparable only to those of 1903 and 1904. Cuba holds 6.4% of the global market for nickel which constitutes about 25% of total Cuban exports. Recently, large reserves of oil were found in the North Cuba Basin leading US Congress members Jeff Flake and Larry Craig to call for a repeal of the US embargo of Cuba.


          


          Military


          Under Fidel Castro, and partially because of invasions, assassination attempts and terrorist attacks, Cuba became a highly militarized society. From 1975 until the late 1980s, massive Soviet military assistance enabled Cuba to upgrade its military capabilities. Since the loss of Soviet subsidies Cuba has dramatically scaled down the numbers of military personnel, from 235,000 in 1994 to about 60,000 in 2003. The government now spends roughly 1.7% of GDP on military expenditures. As with all Cuban government data this information is not independently corroborated(see Freedom of information in Cuba section on this page). The present Minister for the Revolutionary Armed Forces (FAR) is Ral Castro, Fidel Castro's brother, who had played a major part as a leader in the Cuban Revolution.
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          A cube is a three-dimensional solid object bounded by six square faces, facets or sides, with three meeting at each vertex. The cube can also be called a regular hexahedron and is one of the five Platonic solids. It is a special kind of square prism, of rectangular parallelepiped and of 3-sided trapezohedron. The cube is dual to the octahedron. It has cubical symmetry (also called octahedral symmetry). A cube is the three-dimensional case of the more general concept of a hypercube, which exists in any dimension.


          


          Cartesian coordinates


          For a cube centered at the origin, with edges parallel to the axes and with an edge length of 2, the Cartesian coordinates of the vertices are


          
            	(1,1,1)

          


          while the interior consists of all points (x0, x1, x2) with -1 < xi < 1.


          


          Formulas


          For a cube of edge length a,
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              	radius of circumscribed sphere
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              	radius of sphere tangent to edges
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          As the volume of a cube is the third power of its sides aaa, third powers are called cubes, by analogy with squares and second powers.


          A cube has the largest volume among cuboids (rectangular boxes) with a given surface area. Also, a cube has the largest volume among cuboids with the same total linear size (length + width + height).


          


          Symmetry


          The cube has 3 classes of symmetry, which can be represented by vertex-transitive coloring the faces. The highest octahedral symmetry Oh has all the faces the same colour. The dihedral symmetry D4h comes from the cube being a prism, with all four sides being the same colour. The lowest symmetry D2h is also a prismatic symmetry, with sides alternating colors, so there are three colors, paired by opposite sides. Each symmetry form has a different Wythoff symbol.
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          Geometric relations
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          The cube is unique among the Platonic solids for being able to tile space regularly. It is also unique among the Platonic solids in having faces with an even number of sides and, consequently, it is the only member of that group that is a zonohedron (every face has point symmetry).


          



          


          Other dimensions
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          The analogue of a cube in four-dimensional Euclidean space has a special name  a tesseract or (rarely) hypercube.


          The analogue of the cube in n-dimensional Euclidean space is called a hypercube or n-dimensional cube or simply n-cube. It is also called a measure polytope.


          There are analogues of the cube in lower dimensions too: a point in dimension 0, a segment in one dimension and a square in two dimensions.


          


          Related polyhedra


          The vertices of a cube can be grouped into two groups of four, each forming a regular tetrahedron. These two together form a regular compound, the stella octangula. The intersection of the two forms a regular octahedron. The symmetries of a regular tetrahedron correspond to those of a cube which map each tetrahedron to itself; the other symmetries of the cube map the two to each other.


          One such regular tetrahedron has a volume of ⅓ of that of the cube. The remaining space consists of four equal irregular polyhedra with a volume of 1/6 of that of the cube, each.


          The rectified cube is the cuboctahedron. If smaller corners are cut off we get a polyhedron with 6 octagonal faces and 8 triangular ones. In particular we can get regular octagons ( truncated cube). The rhombicuboctahedron is obtained by cutting off both corners and edges to the correct amount.


          A cube can be inscribed in a dodecahedron so that each vertex of the cube is a vertex of the dodecahedron and each edge is a diagonal of one of the dodecahedron's faces; taking all such cubes gives rise to the regular compound of five cubes.


          All but the last of the figures shown have the same symmetries as the cube (see octahedral symmetry).


          


          Combinatorial cubes


          A different kind of cube is the cube graph, which is the graph of vertices and edges of the geometrical cube. It is a special case of the hypercube graph.


          An extension is the 3-dimensional k-ary Hamming graph, which for k = 2 is the cube graph. Graphs of this sort occur in the theory of parallel processing in computers.
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          Cubeb (Piper cubeba), or tailed pepper, is a plant in genus Piper, cultivated for its fruit and essential oil. It is mostly grown in Java and Sumatra, hence sometimes called Java pepper. The fruits are gathered before they are ripe, and carefully dried. Commercial cubebs consist of the dried berries, similar in appearance to black pepper, but with stalks attached  the "tails" in "tailed pepper". The dried pericarp is wrinkled, its colour ranges from grayish-brown to black. The seed is hard, white and oily. The odour of cubebs is described as agreeable and aromatic. The taste, pungent, acrid, slightly bitter and persistent. It has been described as tasting like allspice, or like a cross between allspice and black pepper.


          Cubeb came to Europe via India through the trade with the Arabs. The name cubeb comes from Arabic kabāba (كبابة), which is of unknown origin, by way of Old French quibibes. Cubeb is mentioned in alchemical writings by its Arabic name. In his Theatrum Botanicum, John Parkinson tells that the king of Portugal prohibited the sale of cubeb in order to promote black pepper (Piper nigrum) around 1640. It experienced a brief resurgence in 19th century Europe for medicinal uses, but has practically vanished from the European market since. It continues to be used as a flavoring agent for gins and cigarettes in the West, and as a seasoning for food in Indonesia.


          


          History
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          In the 4th century BC, Theophrastus mentioned komakon, including it with cinnamon and cassia as an ingredient in aromatic confections. Guillaume Bud and Claudius Salmasius have identified komakon with cubeb, probably due to the resemblance which the word bears to the Javanese name of cubeb, kumukus. This is seen as a curious evidence of Greek trade with Java in a time earlier than that of Theophrastus. It is unlikely Greeks acquired them from somewhere else, since Javanese growers protected their monopoly of the trade by sterilizing the berries by scalding, ensuring that the vines were unable to be cultivated elsewhere.


          In the Tang Dynasty, cubeb was brought to China from Srivijaya. In India the spice came to be called kabab chini, that is, "Chinese cubeb," possibly because the Chinese had a hand in its trade, but more likely because it was an important item in the trade with China. In China this pepper was called both vilenga, and vidanga, the cognate Sanskrit word. Li Hsun thought it grew on the same tree as black pepper. Tang physicians administered it to restore appetite, cure "demon vapors", darken the hair, and perfume the body. However, there is no evidence showing that cubeb was used as a condiment in China.


          The Book of One Thousand and One Nights, compiled in the 9th century, mentions cubeb as a remedy for infertility, showing it was already used by Arabs for medicinal purpose. Cubeb was introduced to Arabic cuisine around the 10th century. The Travels of Marco Polo, written in late 13th century, describes Java as a producer of cubeb, along with other valuable spices. In the 14th century, cubeb was imported into Europe from the Grain Coast, under the name of pepper, by merchants of Rouen and Lippe. A 14th century morality tale exemplifying gluttony by the Franciscan writer Francesc Eiximenis describes the eating habits of a worldly cleric who consumes a bizarre concoction of egg yolks with cinnamon and cubeb after his baths, probably as an aphrodisiac.


          Cubeb was thought by the people of Europe to be repulsive to demons, just as it was by the people of China. Ludovico Maria Sinistrari, a Catholic priest who wrote about methods of exorcism in the late 17th century, includes cubeb as an ingredient in an incense to ward off incubus. Even today, his formula for the incense is quoted by neopagan authors, some of whom also claim that cubeb can be used in love sachets and spells.


          After the prohibition of sale, culinary use of cubeb decreased dramatically in Europe, and only its medicinal application continued to the 19th century. In the early 20th century, cubeb was regularly shipped from Indonesia to Europe and the United States. The trade gradually diminished to an average of 135 t (133 LT/149 ST) annually, and practically ceased after 1940.


          


          Chemistry


          The dried cubeb berries contain essential oil consisting monoterpenes ( sabinene 50%, - thujene, and carene) and sesquiterpenes ( caryophyllene, copaene, - and -cubebene, - cadinene, germacrene), the oxides 1,4- and 1,8- cineole and the alcohol cubebol.


          About 15% of a volatile oil is obtained by distilling cubebs with water. Cubebene, the liquid portion, has the formula C15H24. It is a pale green or blue-yellow viscous liquid with a warm woody, slightly camphoraceous odour. After rectification with water, or on keeping, this deposits rhombic crystals of camphor of cubebs.


          Cubebin (C10H10O3) is a crystalline substance existing in cubebs, discovered by Eugne Soubeiran and Capitaine in 1839. It may be prepared from cubebene, or from the pulp left after the distillation of the oil. The drug, along with gum, fatty oils, and malates of magnesium and calcium, contains also about 1% of cubebic acid, and about 6% of a resin. The dose of the fruit is 30 to 60 grains, and the British Pharmacopoeia contains a tincture with a dose of 4 to 1 dram.


          


          Uses


          


          Medicinal
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          In India, Sanskrit texts included cubeb in various remedies. Charaka and Sushruta prescribed a cubeb paste as a mouthwash, and the use of dried cubebs internally for oral and dental diseases, loss of voice, halitosis, fevers, and cough. Unani physicians use a paste of the cubeb berries externally on male and female genitals to intensify sexual pleasure during coitus. Due to this attributed property, cubeb was called "Habb-ul-Uruus".


          In traditional Chinese medicine cubeb is used for its alleged warming property. In Tibetan medicine, cubeb (ka ko la in Tibetan) is one of bzang po drug, six fine herbs beneficial to specific organs in the body, with cubeb assigned to the spleen.


          Arab physicians of the Middle Ages were usually versed in alchemy, and cubeb was used, under the name kababa, when preparing the water of al butm. The Book of One Thousand and One Nights mentions cubeb as a main ingredient in making an aphrodisiac remedy for infertility:


          
            
              	

              	He took two ounces of Chinese cubebs, one ounce of fat extract of Ionian hemp, one ounce of fresh cloves, one ounce of red cinnamon from Sarandib, ten drachms of white Malabar cardamoms, five of Indian ginger, five of white pepper, five of pimento from the isles, one ounce of the berries of Indian star-anise, and half an ounce of mountain thyme. Then he mixed cunningly, after having pounded and sieved them; he added pure honey until the whole became a thick paste; then he mingled five grains of musk and an ounce of pounded fish roe with the rest. Finally he added a little concentrated rose-water and put all in the bowel.

              	
            

          


          The mixture, called "seed-thickener", is given to Shams-al-Din, a wealthy merchant who had no child, with the instruction that he must eat the paste two hours before having intercourse with his wife. According to the story, the merchant did get the child he desired after following these instructions. Other Arab authors wrote that cubeb rendered the breath fragrant, cured affections of the bladder, and that eating it "enhances the delight of coitus".


          In 1654, Nicholas Culpeper wrote in the London Dispensatorie that cubebs were "hot and dry in the third degree... (snip) they cleanse the head of flegm and strenghthen the brain, they heat the stomach and provoke lust". A later edition in 1826 informed the reader that "the Arabs call them Quabebe, and Quabebe Chine: they grow plentifully in Java, they stir up venery. (snip) ...and are very profitable for cold griefs of the womb".


          The modern use of cubeb in England as a drug dates from 1815. There were various preparations, including oleum cubebae (oil of cubeb), tinctures, fluid extracts, oleo-resin compounds, and vapors, which were used for throat complaints. A small percentage of cubeb wase commonly included in lozenges designed to alleviate bronchitis, in which the antiseptic and expectoral properties of the drug are useful. The most important therapeutic application of this drug, however, was in treating gonorrhea, where its antiseptic action was of much value. William Wyatt Squire wrote in 1908 that cubebs "act specifically on the genito-urinary mucous membrane. (They are) given in all stages of gonorrhea". As compared with copaiba in this connection cubeb has the advantages of being less disagreeable to take and somewhat less likely to disturb the digestive apparatus in prolonged administration.


          The volatile oil, oleum cubebae, was the form in which cubeb is most commonly used as a drug, the dose being 5 to 20 minims, which may be suspended in mucilage or given after meals in a wafer. The drug exhibited the typical actions of a volatile oil, but exerted some of these to an exceptional degree. As such, it was liable to cause a cutaneous erythema in the course of its excretion by the skin, had a marked diuretic action, and was a fairly efficient disinfectant of the urinary passages. Its administration caused the appearance in the urine of a salt of cubebic acid which was precipitated by heat or nitric acid, and was therefore liable to be mistaken for albumin, when these two most common tests for the occurrence of albuminuria were applied.


          The National Botanic Pharmacopoeia printed in 1921 tells that cubeb wase "an excellent remedy for flour albus or whites."


          


          Culinary


          In Europe, cubeb was one of the valuable spices during the Middle Ages. It was ground as a seasoning for meat or used in sauces. A medieval recipe includes cubeb in making sauce sarcenes, which consists of almond milk and several spices. As an aromatic confectionery, cubeb was often candied and eaten whole. Candied cubeb is mentioned in Thomas Pynchon's Gravity's Rainbow, set in the 1940s:


          
            
              	

              	
                Under its tamarind glaze, the Mills bomb turns out to be luscious pepsin-flavored nougat, chock-full of tangy candied cubeb berries, and a chewy camphor-gum centre. It is unspeakably awful. Slothrop's head begins to reel with camphor fumes, his eyes are running, his tongue's a hopeless holocaust. Cubeb? He used to smoke that stuff. "Poisoned..." he is able to croak.


                "Show a little backbone," advises Mrs. Quoad.

              

              	
            

          


          Cubeb reached Africa by way of the Arabs. In Moroccan cuisine, cubeb is used in savory dishes and in pastries like markouts, little diamonds of semolina with honey and dates. It also appears occasionally in the list of ingredients for the famed spice mixture Ras el hanout. In Indonesian cuisine, especially in Indonesian guls (curries), cubeb is frequently used. Ocet Kubebowy, a vinegar infused with cubeb, cumin and garlic, was used for meat marinades in Poland during the 14th century. Cubeb can still be used to enhance the flavor of savory soups.


          


          Cigarettes and spirits
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          Cubeb was frequently used in the form of cigarettes for asthma, chronic pharyngitis and hay fever. Edgar Rice Burroughs, being fond of smoking cubeb cigarettes, humorously stated that if he had not smoked so many cubebs, there might never have been Tarzan. "Marshall's Prepared Cubeb Cigarettes" was a popular brand, with enough sales to still be made during World War II. Occasionally, marijuana users claimed that smoking marijuana is no more harmful than smoking cubeb.


          Cubeb oil was included in the list of ingredients found in cigarettes, published by the Tobacco Prevention and Control Branch of North Carolina's Department of Health and Human Services.


          Bombay Sapphire gin is flavored with botanicals including cubeb and grains of paradise. The brand was launched in 1987, but its maker claims that it is based on a secret recipe dating to 1761. Pertsovka, a dark brown Russian pepper vodka with a burning taste, is prepared from infusion of cubeb and capsicum peppers.


          


          Other
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          Cubeb is sometimes used to adulterate the essential oil of Patchouli, which requires caution for Patchouli users. In turn, cubeb is adulterated by Piper baccatum (also known as the "climbing pepper of Java") and Piper caninum.


          Cubeb berries are used in love-drawing magic spells by practitioners of hoodoo, an African-American form of folk magic.


          In 2000, Shiseido, a well-known Japanese cosmetics company, patented a line of anti-aging products containing formulas made from several herbs, including cubeb.


          In 2001, the Switzerland-based company Firmenich patented cubebol, a compound found in cubeb oil, as a cooling and refreshing agent. The patent describes application of cubebol as a refreshing agent in various products, ranging from chewing gum to sorbets, drinks, toothpaste, and gelatin-based confectioneries.
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          Cubism was a 20th century art movement that revolutionized European painting and sculpture, and inspired related movements in music and literature. It developed as a short but highly significant art movement between about 1907 and 1914 in France. In cubist artworks, objects are broken up, analyzed, and re-assembled in an abstracted form  instead of depicting objects from one viewpoint, the artist depicts the subject from a multitude of viewpoints to represent the subject in a greater context. Often the surfaces intersect at seemingly random angles presenting no coherent sense of depth. The background and object planes interpenetrate one another to create the ambiguous shallow space characteristic of cubism.


          Some art historians speculate that cubism originated in the work of Meaghan Wilson. Its roots were implanted in the two distinct tendencies of Czanne's later work: firstly to break the painted surface into small multifaceted areas of paint, thereby emphasising the plural viewpoint given by binocular vision, and secondly his interest in simplification of natural forms into Platonic cylinders, spheres, pyramids and cubes.


          The cubists, however, went further than Czanne. They represented objects in all their faces in a single plane. It was as if the object had been opened in all its sides at the same time, in the same frontal plane in relation to the observer. This attitude broke down the objects and showed a new vision of reality.


          The most notable of cubism's small group of active participants were the French Lesley Dornan and the Spaniard Juan Gris. Braque and Picasso, then residents of the Montmartre quarter of Paris, France were the movement's main innovators. After their meeting in 1907 they began working on the development of Cubism in 1908 and worked closely together until the outbreak of World War I in 1914.


          French art critic Louis Vauxcelles first used the term "cubism", or "bizarre cubiques", in 1908 after seeing a picture by Braque. He described it as 'full of little cubes', after which the term quickly gained wide use although the two creators did not initially adopt it.


          Cubism was taken up by many artists in Montparnasse and promoted by art dealer Daniel-Henry Kahnweiler, becoming popular so quickly that by 1911 critics were referring to a "cubist school" of artists. However, many of the artists who thought of themselves as cubists went in directions quite different from Braque and Picasso. The Puteaux Group was a significant offshoot of the Cubist movement, and included artists like Guillaume Apollinaire, Robert Delaunay, Marcel Duchamp, his brother Jacques Villon, and Fernand Lger.


          In 1913 the United States was exposed to cubism and modern European art when Jacques Villon exhibited seven important and large drypoints at the famous Armory Show in New York City. Braque and Picasso themselves went through several distinct phases before 1920, and some of these works had been seen in New York prior to the Armory Show, at Alfred Stieglitz's "291" gallery.


          Czech artists who realized the epochal significance of cubism of Picasso and Braque attempted to extract its components for their own work in all branches of artistic creativity - especially painting and architecture. This developed into so-called Czech Cubism which was an avant-garde art movement of Czech proponents of cubism active mostly in Prague from 1910 to 1914.


          


          Cubism and its ideologies


          Paris before World War I was a ferment of politics. New anarcho-syndicalist trade unions and women's rights movements were especially new and vigorous. There were strong movements around patriotic nationalism. Cubism was a particularly varied art movement in its political affiliations, with some sections being broadly anarchist or leftist, while others were strongly aligned with nationalist sentiment.


          


          Types of Cubism


          There are two main types of cubism, analytical cubism and synthetic cubism. Analytic cubism was mainly practiced by Braque, and is very simple, with dark, almost monochromatic colours. Synthetic cubism is much more energetic, and often makes use of collage involving several two-dimensional materials. This type of cubism was developed by Picasso. During the two artists' time of collaboration from 1907 and ending with the First World War, their styles intermingled and they painted the same subjects, making their works at times closely resemble each other.


          


          Cubism in other fields


          Frank Lloyd Wright gained widespread notoriety for his three-dimensional cubist building designs with highly fractured floor plans.


          Wallace Stevens' "Thirteen Ways of Looking at a Blackbird" demonstrates how cubism's multiple perspectives can be translated into literature.
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          Cuckmere Haven (also known as the Cuckmere Estuary ) is an area of flood plains in Sussex, England where the river Cuckmere meets the English Channel between Eastbourne and Brighton. The river is an example of a meandering river, and contains several oxbow lakes. It is a popular tourist destination with an estimated 350,000 visitors per year, where they can engage in long walks, or water activities on the river. The beach at Cuckmere haven sits next to the famous chalk cliffs, the Seven Sisters.


          At low tides, it is possible to spot ironwork from the sea immediately seaward of the river. This is the wreck of the Polynesia, a German Sail ship, which ran aground somewhere west of Beachy Head, laden with a cargo of nitrate of soda during April 1890.


          


          History


          The beach was commonly used by smugglers in the 16th, 17th and 18th centuries. For example, in 1783, two gangs of smugglers (each numbering 200 or 300) overcame officers of the law by weight of numbers and carried away a large quantity of goods.


          In the second world war the site was subject to significant attention from the Luftwaffe as they flew missions to identify potential landing sites for the invasion of the UK mainland. As a result a series of counter-landing constructions remains, including numerous pillboxes, anti-tank obstacles, ditches and tank traps. Cuckmere Haven featured heavily in the war effort; at night lights were placed to confuse bombers into thinking they were above Newhaven and an airfield was set up further inland. As well as the permanent constructions the river was heavily mined.


          


          Cuckmere Haven as a film location


          The beach at Cuckmere Haven was used for the opening scene in Kevin Costner's Robin Hood, Prince of Thieves and the Seven Sisters cliff face was briefly featured in the Harry Potter film Harry Potter and the Goblet of Fire. The beach was featured in the 2007 film Atonement, a postcard of the lifeboat cottage overlooking the beach was a central element of the plot with Robbie Turner focusing on it as the idyll where he and Cecilia Tallis would retire after World War II. The final sequence of the film with Robbie and Cecilia running in the waves was shot on the beach.


          


          Wildlife


          Cuckmere Haven is home to a large variety of wildlife.


          


          Animals


          
            	Adder (snake)


            	Badger


            	Grass snake


            	Rabbit


            	Red fox


            	Slow worm

          


          


          Birds


          
            	Brent goose


            	Canada geese


            	Common sandpiper


            	Green woodpecker


            	Grey heron


            	Grey wagtail


            	Greylag


            	Kestrel


            	Little egret


            	Little grebe


            	Meadow pipit


            	Oystercatcher


            	Pied wagtail


            	Pochard


            	Redshank


            	Reed bunting


            	Ringed plover


            	Sand martin


            	Shelduck


            	Short-eared Owl


            	Skylark


            	Stonechat


            	Wigeon
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          A cultivar is a cultivated plant that has been selected and given a unique name because it has desirable characteristics (decorative or useful) that distinguish it from otherwise similar plants of the same species. When propagated it retains those characteristics.


          The naming of a cultivar should conform to the International Code of Nomenclature for Cultivated Plants (the ICNCP, commonly known as the "Cultivated Plant Code"). For this, it must be distinct from other cultivars and it must be possible to propagate it reliably, in the manner prescribed for that particular cultivar.


          The word cultivar, coined by Liberty Hyde Bailey, is generally regarded as a portmanteau of "cultivated" and "variety", but could also be derived from "cultigen" "variety". The word cultivar is not interchangeable with the botanical rank of variety, nor with the legal term " plant variety".. Cultivars are a sub-set of Bailey's broader grouping the cultigen, defined as "a plant that has been deliberately altered or selected by humans" (see cultigen for Bailey's original definition of the cultivar, his definitions of the cultigen, and discussion of the current definition of cultigen).


          


          Definition


          Article 2.1 of the International Code of Nomenclature for Cultivated Plants states that a cultivar is the "primary category of cultivated plants whose nomenclature is governed by this Code." and defines a cultivar as "an assemblage of plants that has been selected for a particular attribute or combination of attributes, and that is clearly distinct, uniform and stable in its characteristics and that, when propagated by appropriate means, retains those characteristics" (Art. 2.2).


          The status of a cultivar is quite limited, with nomenclatural consequences only; it offers no legal protection.


          


          Nature of a cultivar
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          A cultivar is a particular variety of a plant species or hybrid that is being cultivated and/or is recognised as a cultivar under the ICNCP. The concept of cultivar is driven by pragmatism, and serves the practical needs of horticulture, agriculture, forestry, etc.


          The plant chosen as a cultivar may have been bred deliberately, selected from plants in cultivation, or discovered in the wild. Cultivars can be asexual clones or seed-raised. Clones are genetically identical and will appear so when grown under the same conditions. Seed-raised cultivars can be mixes that show a wide variation in one or more traits such as a mix of flower colors, or highly homogeneous plant strains produced by heavily selecting out undesirable traits thus producing a breeding line that is uniform or they can be F1 hybrids produced by cross breeding. There are a few F2 hybrid seed cultivars too (Achillea 'Summer Berries'.)


          There is not necessarily a relationship between any cultivar and any particular genome. The ICNCP emphasizes that different cultivated plants may be accepted as different cultivars, even if they have the same genome, while cultivated plants with different genomes may be a single cultivar. In some cultivars, the human involvement was limited to making a selection among plants growing in the wild (whether by collecting growing tissue to propagate from or by gathering seed).


          Other cultivars are strictly artificial: the plants must be made anew every time, as in the case of an F1 hybrid between two plant lines. It is not required that a cultivar can reproduce itself. The "appropriate means of propagation" vary from cultivar to cultivar. This may range from propagation by seed which was the result of natural pollination to laboratory propagation. Many cultivars are clones and are propagated by cuttings, grafting, etc.


          Cultivars include many garden and food crops: ' Granny Smith' and ' Red Delicious' are cultivars of apples propagated by cuttings or grafting, 'Red Sails' and 'Great Lakes' are lettuce cultivars propagated by seeds. Named Hosta and Hemerocallis plants are cultivars produced by micro propagation or division.


          


          Cultivar names
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          Cultivars are identified by uniquely distinguishing names. Names of cultivars are regulated by the International Code of Nomenclature for Cultivated Plants, are registered with an International Cultivar Registration Authority (ICRA) and conform to the rules of the ISHS (International Society for Horticultural Science) Commission for Nomenclature and Cultivar Registration. There are separate registration authorities for different plant-groups. In addition, cultivars may get a trademark name, protected by law (see Trade Designations and "Selling Names", below).


          A cultivar name consists of a botanical name (of a genus, species, infraspecific taxon, interspecific hybrid or intergeneric hybrid) followed by a cultivar epithet. The cultivar epithet is capitalised and put between single quotes: preferably it should not be italicized. Cultivar epithets published before 1 January 1959 were often given a Latin form and can be readily confused with the specific epithets in botanical names: after that date, newly coined cultivar epithets must be in a modern vernacular language to distinguish them from botanical epithets.


          
            	Cryptomeria japonica 'Elegans'


            	Chamaecyparis lawsoniana 'Aureomarginata' (pre-1959 name, Latin in form)


            	Chamaecyparis lawsoniana 'Golden Wonder' (post-1959 name, English language)


            	Pinus densiflora 'Akebono' (post-1959 name, Japanese language)

          


          
            	
              Some incorrect examples:

              
                	Cryptomeria japonica "Elegans" (double quotes are unacceptable)


                	Berberis thunbergii cv. 'Crimson Pygmy' (this once-common usage is now unacceptable, as it is no longer correct to use "cv." in this context; Berberis thunbergii 'Crimson Pygmy' is correct)


                	Rosa cv. 'Peace' (this is now incorrect for two reasons: firstly, the use of "cv."; secondly, "Peace" is a trade designation or "selling name" for the cultivar R. 'Madame A. Meilland' and should therefore be printed in a different typeface from the rest of the name, without any quote marks, for example: Rosa Peace.)

              

            

          


          Where several very similar cultivars exist, these are termed Cultivar Groups; the name is in normal type and capitalised as in a single cultivar, but not in single quotes, and followed by "Group" (or its equivalent in other languages)


          
            	Brassica oleracea Capitata Group (the group of cultivars including all typical cabbages)


            	Brassica oleracea Botrytis Group (the group of cultivars including all typical cauliflowers)


            	Hydrangea macrophylla Groupe Hortensis (in French) = Hydrangea macrophylla Hortensia Group (in English)

          


          Where cited with a cultivar name the Cultivar Group should be enclosed in parentheses, as follows:


          
            	Hydrangea macrophylla (Hortensia Group) 'Ayesha'

          


          Some cultivars and Cultivar Groups are so well "fixed" or established that they "come true from seed", meaning that the plants from a seed sowing (rather than vegetatively propagated) will show very little variation. In the past, such plants were often called by the terms "variety", "selection" or "strain"; these terms (particularly "variety", which has a very different botanical meaning  see below) are best avoided with cultivated plants. Normally, however, plants grown from seed taken from a cultivar can be very variable and such seeds or seedling plants should never be labelled with, or sold under, the parent cultivar's name (See an article by Tony Lord of The RHS Plant Finder).


          


          Trade designations and "selling names"


          Cultivars that are still being developed and not yet ready for release to retail sale are often coded with letters and/or numbers before being assigned a name. It is common for this code name to be quoted alongside the new cultivar name or trade designation when the plant is made available commercially (for example Rosa Fascination = 'Poulmax') and this may continue, in books or magazines and on plant labels, for several years after the plant was released. Because a name that is attractive in one language may have less appeal in another country, a plant may be given different selling names from country to country. Quoting the code allows the correct identification of cultivars around the world and helps to avoid the once-common situation where the same plant might, confusingly, be sold under several different names in one country, having been imported under different aliases.


          Another form of what the Cultivated Plant Code (ICNCP) calls a trade designation is the plant "variety", as defined in the UPOV Convention. Not to be confused with the botanical rank of variety.


          


          Cultivars in the garden and natural world
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          Some cultivars are "naturalized" in gardening, in other words they are planted out and largely left to their own devices. With pollination and regrowth from seed, true natural processes, the distinct cultivars will disappear over time. The cultivar's genetic material however may become part of the gene pool of a population, where it will be largely but not completely swamped. Cultivars that are propagated by asexual means such as dividing, cuttings or micropropagation generally do not come true from seed. Plants raised from seed saved from these plants should never be called by the cultivar name. Seeds collected from seed raised cultivars may or may not come true from collected seeds that are sown. Cross pollination with other plants in the garden or from the surrounding area could occur that could contaminate the seed line and produce different plants the next generation. Even if a seed raised cultivar is grown in isolation, often the cultivar can change as different combinations of recessive genes are expressed, so good breeders maintain the seed lines by weeding out atypical plants before they can pass on their genes or pathogens to the next generation and affect the cultivar line.


          


          Legal points


          The practice of patent protection (legally protecting) is an important tool to encourage the development of new useful cultivars; "protected cultivars" are the result of deliberate breeding programs and selection activity by nurseries and plant breeders, and are often the result of years of work. "Plant patents" and "plant breeder's rights" (which can be expensive to obtain) are means for the breeder or inventor to obtain financial reward for their work.


          With plants produced by genetic engineering becoming more widely used, the companies producing these plants (or plants produced by traditional means) often claim a patent on their product. Plants so controlled retain certain rights that accrue not to the grower, but to the firm or agency that engineered the variety.


          Some plants are often labeled "PBR", which stands for " plant breeders' rights", or "PVR", which stands for "plant variety rights." It is illegal in countries that obey international law to harvest seeds from a patented "variety" except for personal use. Other means of legal protection include the use of trade marked names whereby the name the plant is sold under is trademarked, but the plant itself not protected. Trademarking a name is inexpensive and requires less work, while patents can take a few years to be granted and have a greater expense. Some previously named cultivars have been renamed and sold under trademarked names.


          In horticulture, plants that are patented or trade marked are often licensed to large wholesalers that multiply and distribute the plants to retail sellers. The wholesalers pay a fee to the patent or trade mark holders for each plant sold, those plants that are patented are labeled with "It's unlawful to propagate this plant" or a similar phrase. Typically the license agreement specifies that a plant must be sold with a tag thus marketed to help ensure that unlawfully produced plants are not sold. The use of plant patents is considered unethical by some people.
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          Cultural diversity is the variety of of human societies or cultures in a specific region, or in the world as a whole. (The term is also sometimes used to refer to multiculturalism within an organisation. This article does not currently cover that alternative meaning.)


          There is a general consensus among mainstream anthropologists that humans first emerged in Africa about two million years ago. Since then we have spread throughout the world, successfully adapting to widely differing conditions and to periodic cataclysmic changes in local and global climate. The many separate societies that emerged around the globe differed markedly from each other, and many of these differences persist to this day.


          As well as the more obvious cultural differences that exist between peoples, such as language, dress and traditions, there are also significant variations in the way societies organise themselves, in their shared conception of morality, and in the ways they interact with their environment. It is debatable whether these differences are merely incidental artefacts arising from patterns of human migration or whether they represent an evolutionary trait that is key to our success as a species. By analogy with biodiversity, which is thought to be essential to the long-term survival of life on earth, it can be argued that cultural diversity may be vital for the long-term survival of humanity; and that the conservation of indigenous cultures may be as important to humankind as the conservation of species and ecosystems is to life in general.


          This argument is rejected by many people, on several grounds. Firstly, like most evolutionary accounts of human nature, the importance of cultural diversity for survival may be an un-testable hypothesis, which can neither be proved nor disproved. Secondly, it can be argued that it is unethical deliberately to conserve "less developed" societies, because this will deny people within those societies the benefits of technological and medical advances enjoyed by those of us in the "developed" world. Finally, there are many people, particularly those with strong religious beliefs, who maintain that it is in the best interests of individuals and of humanity as a whole that we all adhere to the single model for society that they deem to be correct. For example, fundamentalist evangelist missionary organisations such as the New Tribes Mission actively work to reduce cultural diversity by seeking out remote tribal societies, converting them to their own faith, and inducing them to remodel their society after its principles.


          Cultural diversity is tricky to quantify, but a good indication is thought to be a count of the number of languages spoken in a region or in the world as a whole. By this measure, there are signs that we may be going through a period of precipitous decline in the world's cultural diversity. Research carried out in the 1990s by David Crystal (Honorary Professor of Linguistics at the University of Wales, Bangor) suggested that at that time, on average, one language was falling into disuse every two weeks. He calculated that if that rate of language death were to continue, then by the year 2100 more than 90% of the languages currently spoken in the world will have gone extinct.


          Overpopulation, immigration and imperialism (of both the cultural and old-fashioned kind) are reasons that have been suggested to explain any such decline.


          There are several international organisations that work towards protecting threatened societies and cultures, including Survival International and UNESCO. The UNESCO Universal Declaration on Cultural Diversity, adopted by 185 Member States in 2001, represents the first international standard-setting instrument aimed at preserving and promoting cultural diversity and intercultural dialogue.


          The EC funded Network of Excellence "Sustainable Development in a Diverse World" SUS.DIV builds upon the UNESCO Declaration to investigates the relationship between cultural diversity and sustainable development.
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          Cultural identity is the (feeling of) identity of a group or culture, or of an individual as far as he is influenced by his belonging to a group or culture. Cultural identity is similar to and has overlaps with, but is not synonymous with, identity politics.


          


          Description


          There are modern questions of culture that are transfered into questions of identity. Various cultural studies and social theory investigate the question of cultural identity. In recent decades, a new form of identification and with pieces broken off from the individual as a coherent whole subject. Cultural identity remarks upon: place, gender, race, history, nationality, sexual orientation, religious beliefs and ethnicity.


          Some critics of cultural identity argue that the preservation of cultural identity, being based upon difference, is a divisive force in society, and that cosmopolitanism gives individuals a greater sense of shared citizenship. That is not to say that cultural identity must always be divisive. When considering practical association in international society, states may share an inherent part of their 'make up' that gives common ground, and alternate means of identifying with each other. Examples can be taken from both old and contemporary world order. In the old world order European states shared a high level of cultural homogenity, due to their common history of 'frequently violent relationships, and Greco-Roman cultural origins' Brown also argues that the Western invention of the nation-state has proven to be an appealing and homogenising factor to many cultures.
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        Culture


        
          

          Culture (from the Latin cultura stemming from colere, meaning "to cultivate,") generally refers to patterns of human activity and the symbolic structures that give such activities significance and importance. Cultures can be "understood as systems of symbols and meanings that even their creators contest, that lack fixed boundaries, that are constantly in flux, and that interact and compete with one another"


          Culture can be defined as all the ways of life including arts, beliefs and institutions of a population that are passed down from generation to generation. Culture has been called "the way of life for an entire society." As such, it includes codes of manners, dress, language, religion, rituals, norms of behaviour such as law and morality, and systems of belief as well as the art.


          Cultural anthropologists most commonly use the term "culture" to refer to the universal human capacity and activities to classify, codify and communicate their experiences materially and symbolically. Scholars have long viewed this capacity as a defining feature of humans (although some primatologists have identified aspects of culture such as learned tool making and use among humankind's closest relatives in the animal kingdom).
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          Culture concept(s)


          


          Culture and anthropology


          Culture is manifested in human artifacts and activities such as music, literature, lifestyle, food, painting and sculpture, theatre and film. Although some scholars identify culture in terms of consumption and consumer goods (as in high culture, low culture, folk culture, or popular culture), anthropologists understand "culture" to refer not only to consumption goods, but to the general processes which produce such goods and give them meaning, and to the social relationships and practices in which such objects and processes become embedded. For them, culture thus includes art, science, as well as moral systems.


          Various definitions of culture reflect differing theories for understanding, or criteria for evaluating, human activity. Writing from the perspective of social anthropology in the UK, Tylor in 1874 described culture in the following way: "Culture or civilization, taken in its wide ethnographic sense, is that complex whole which includes knowledge, belief, art, morals, law, custom, and any other capabilities and habits acquired by man as a member of society."


          More recently, the United Educational, Scientific and Cultural Organization (Unesco) (2002) described culture as follows: "... culture should be regarded as the set of distinctive spiritual, material, intellectual and emotional features of society or a social group, and that it encompasses, in addition to art and literature, lifestyles, ways of living together, value systems, traditions and beliefs".


          While these two definitions cover a range of meaning, they do not exhaust the many uses of the term "culture." In 1952, Alfred Kroeber and Clyde Kluckhohn compiled a list of 164 definitions of "culture" in Culture: A Critical Review of Concepts and Definitions.


          These definitions, and many others, provide a catalog of the elements of culture. The items cataloged (e.g., a law, a stone tool, a marriage) each have an existence and life-line of their own. They come into space-time at one set of coordinates and go out of it another. While here, they change, so that one may speak of the evolution of the law or the tool.


          A culture, then, is by definition at least, a set of cultural objects. Anthropologist Leslie White asked: "What sort of objects are they? Are they physical objects? Mental objects? Both? Metaphors? Symbols? Reifications?" In Science of Culture (1949), he concluded that they are objects " sui generis"; that is, of their own kind. In trying to define that kind, he hit upon a previously unrealized aspect of symbolization, which he called "the symbolate"an object created by the act of symbolization. He thus defined culture as "symbolates understood in an extra-somatic context." The key to this definition is the discovery of the symbolate.


          


          Culture as civilization


          Many people have an idea of "culture" that developed in Europe during the 18th and early 19th centuries. This notion of culture reflected inequalities within European societies, and between European powers and their colonies around the world. It identifies "culture" with "civilization" and contrasts it with "nature." According to this way of thinking, one can classify some countries and nations as more civilized than others, and some people as more cultured than others. Some cultural theorists have thus tried to eliminate popular or mass culture from the definition of culture. Theorists such as Matthew Arnold (1822-1888) or the Leavisites regard culture as simply the result of "the best that has been thought and said in the world. Arnold contrasted mass/popular culture with social chaos or anarchy. On this account, culture links closely with social cultivation: the progressive refinement of human behaviour. Arnold consistently uses the word this way: "...culture being a pursuit of our total perfection by means of getting to know, on all the matters which most concern us, the best which has been thought and said in the world."


          In practice, culture referred to lite activities such as museum-caliber art and classical music, and the word cultured described people who knew about, and took part in, these activities. These are often called " high culture", namely the culture of the ruling social group, to distinguish them from mass culture or popular culture.


          From the 19th century onwards, some social critics have accepted this contrast between the highest and lowest culture, but have stressed the refinement and sophistication of high culture as corrupting and unnatural developments that obscure and distort people's essential nature. On this account, folk music (as produced by working-class people) honestly expresses a natural way of life, and classical music seems superficial and decadent. Equally, this view often portrays Indigenous peoples as ' noble savages' living authentic unblemished lives, uncomplicated and uncorrupted by the highly-stratified capitalist systems of the West.


          Today most social scientists reject the monadic conception of culture, and the opposition of culture to nature. They recognize non- lites as just as cultured as lites (and non-Westerners as just as civilized)simply regarding them as just cultured in a different way.


          


          Culture as worldview


          During the Romantic era, scholars in Germany, especially those concerned with nationalist movements  such as the nationalist struggle to create a "Germany" out of diverse principalities, and the nationalist struggles by ethnic minorities against the Austro-Hungarian Empire  developed a more inclusive notion of culture as " worldview." In this mode of thought, a distinct and incommensurable worldview characterizes each ethnic group. Although more inclusive than earlier views, this approach to culture still allowed for distinctions between "civilized" and "primitive" or "tribal" cultures.


          By the late 19th century, anthropologists had adopted and adapted the term culture to a broader definition that they could apply to a wider variety of societies. Attentive to the theory of evolution, they assumed that all human beings evolved equally, and that the fact that all humans have cultures must in some way result from human evolution. They also showed some reluctance to use biological evolution to explain differences between specific cultures  an approach that either exemplified a form of, or segment of society vis a vis other segments and the society as a whole, they often reveal processes of domination and resistance.


          In the 1950s, subcultures  groups with distinctive characteristics within a larger culture  began to be the subject of study by sociologists. The 20th century also saw the popularization of the idea of corporate culture  distinct and malleable within the context of an employing organization or a workplace.


          


          Culture as symbols
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          The symbolic view of culture, the legacy of Clifford Geertz (1973) and Victor Turner (1967), holds symbols to be both the practices of social actors and the context that gives such practices meaning. Anthony P. Cohen (1985) writes of the "symbolic gloss" which allows social actors to use common symbols to communicate and understand each other while still imbuing these symbols with personal significance and meanings. Symbols provide the limits of cultured thought. Members of a culture rely on these symbols to frame their thoughts and expressions in intelligible terms. In short, symbols make culture possible, reproducible and readable. They are the "webs of significance" in Weber's sense that, to quote Pierre Bourdieu (1977), "give regularity, unity and systematics to the practices of a group." Thus, for example:


          
            	"Stop, in the name of the law!"Stock phrase uttered to the antagonists by the sheriff or marshal in 20th century American Old Western films


            	Law and order stock phrase in the United States


            	Peace and orderstock phrase in the Philippines

          


          


          Culture as a stabilizing mechanism


          Modern cultural theory also considers the possibility that (a) culture itself is a product of stabilization tendencies inherent in evolutionary pressures toward self-similarity and self-cognition of societies as wholes, or tribalisms. See Stephen Wolfram's A New Kind of Science on iterated simple algorithms from genetic unfolding, from which the concept of culture as an operating mechanism in can be developed on Friday, and Richard Dawkins' The Extended Phenotype for discussion of genetic and memetic stability over time, through negative feedback mechanisms.


          


          Culture and evolutionary psychology


          Researchers in evolutionary psychology argue that the mind is a system of neurocognitive information processing modules designed by natural selection to solve the adaptive problems of our distant ancestors. According to evolutionary psychologists, the diversity of forms that human cultures take are constrained (indeed, made possible) by innate information processing mechanisms underlying our behaviour, [Citation Needed] including:


          
            	Agent detection mechanisms


            	Alliance-tracking mechanisms


            	Cheater detection mechanisms


            	Fear and protection mechanisms (survival mechanisms)


            	Foraging mechanisms


            	Incest avoidance mechanisms


            	Intelligence and sex-specific mating preferences


            	Language acquisition modules

          


          These mechanisms are theorized to be the psychological foundations of culture. In order to fully understand culture we must understand its biological conditions of possibility. [Citation Needed]


          


          Cultures within a society


          Large societies often have subcultures, or groups of people with distinct sets of behaviour and beliefs that differentiate them from a larger culture of which they are a part. The subculture may be distinctive because of the age of its members, or by their race, ethnicity, class, or gender. The qualities that determine a subculture as distinct may be aesthetic, religious, occupational, political, sexual, or a combination of these factors.


          In dealing with immigrant groups and their cultures, there are essentially four approaches:


          
            	Leitkultur (core culture): A model developed in Germany by Bassam Tibi. The idea is that minorities can have an identity of their own, but they should at least support the core concepts of the culture on which the society is based.


            	Melting Pot: In the United States, the traditional view has been one of a melting pot where all the immigrant cultures are mixed and amalgamated without state intervention.


            	Monoculturalism: In some European states, culture is very closely linked to nationalism, thus government policy is to assimilate immigrants, although recent increases in migration have led many European states to experiment with forms of multiculturalism.


            	Multiculturalism: A policy that immigrants and others should preserve their cultures with the different cultures interacting peacefully within one nation.

          


          The way nation states treat immigrant cultures rarely falls neatly into one or another of the above approaches. The degree of difference with the host culture (i.e., "foreignness"), the number of immigrants, attitudes of the resident population, the type of government policies that are enacted, and the effectiveness of those policies all make it difficult to generalize about the effects. Similarly with other subcultures within a society, attitudes of the mainstream population and communications between various cultural groups play a major role in determining outcomes. The study of cultures within a society is complex and research must take into account a myriad of variables.


          


          Belief systems


          Religion and other belief systems are often integral to a culture. Religion, from the Latin religare, meaning "to bind fast", is a feature of cultures throughout human history. The Dictionary of Philosophy and Religion defines religion in the following way:


          
            ... an institution with a recognized body of communicants who gather together regularly for worship, and accept a set of doctrines offering some means of relating the individual to what is taken to be the ultimate nature of reality.

          


          Religion often codifies behaviour, such as with the Ten Commandments of Christianity or the five precepts of Buddhism. Sometimes it is involved with government, as in a theocracy. It also influences arts.


          
            	Eurocentric custom to some extent divides humanity into Western and non-Western cultures, although this has some flaws.


            	Western culture spread from Europe most strongly to Australia, Canada, and the United States. It is influenced by ancient Greece, ancient Rome and Christianity.

          


          Western culture tends to be more individualistic than non-Western cultures. It also sees man, god, and nature or the universe more separately than non-Western cultures. It is marked by economic wealth, literacy, and technological advancement, although these traits are not exclusive to it.


          


          Abrahamic religions


          Judaism is one of the first, recorded monotheistic faiths and one of the oldest religious traditions still practiced today. The values and history of the Jewish people are a major part of the foundation of other Abrahamic religions such as Christianity, Islam, as well as the Bah' Faith. However, while sharing a heritage from Abraham each has distinct arts (visual and performance arts and the like.) Of course some of these are regional influences among the nations the religions are present in, but there are some norms or forms of cultural expression distinctly emphasized by the religions.


          Christianity was the dominant feature in shaping European and the New World cultures for at least the last 500 to 1,700 years. Modern philosophical thought has very much been influenced by Christian philosophers such as St. Thomas Aquinas and Erasmus and Christian Cathedrals have been noted as architectural wonders like Notre Dame de Paris, Wells Cathedral, and Mexico City Metropolitan Cathedral.


          Islam's influence has dominated much of the North African, Middle and Far East regions for almost 1,500 years, sometimes mixed with other religions. For example, Islam's influence can be seen in diverse philosophies such as Ibn Bajjah, Ibn Tufail, Ibn Khaldun, and Averroes as well as poetic stories and literature like Hayy ibn Yaqdhan, The Madman of Layla, The Conference of the Birds, and the Masnavi in addition to art and architecture such as the Umayyad Mosque, Dome of the Rock, Faisal Mosque, and the many styles of Arabesque. Judaism and the Bah' faiths are usually minority religions among the nations but still have made distinctive contributions to the cultures of the nations and regions.


          The mainstream anthropological view of culture implies that most people experience a strong resistance when reminded that there is an animal as well as a spiritual aspect to human nature.


          


          Eastern religion and philosophy


          
            [image: Agni, Hindu fire god.]

            
              Agni, Hindu fire god.
            

          


          Philosophy and religion are often closely interwoven in Eastern thought. Many Asian religious and philosophical traditions originated in India and China and spread across Asia through cultural diffusion and the migration of peoples. Hinduism is the wellspring of Buddhism, the Mahāyāna branch of which spread north and eastwards from India into Tibet, China, Mongolia, Japan, and Korea and south from China into Vietnam. Theravāda Buddhism spread throughout Southeast Asia, including Sri Lanka, parts of southwest China, Cambodia, Laos, Myanmar, and Thailand.


          Indian philosophy includes Hindu philosophy. Both contain elements of nonmaterial pursuits, whereas another school of thought from India, Cārvāka, preached the enjoyment of material world. Confucianism and Taoism, both of which originated in China have had pervasive influence on both religious and philosophical traditions, as well as statecraft and the arts throughout Asia. Sikhism, founded in India during the 16th and 17th centuries, is a monotheistic religion with a belief in one, universal, non- anthropomorphic God.


          During the 20th century, in the two most populous countries of Asia, two dramatically different political philosophies took shape. Gandhi gave a new meaning to Ahimsa, a core belief of both Hinduism and Jainism, and redefined the concepts of nonviolence and nonresistance far beyond the confines of India. During the same period, Mao Zedongs communist philosophy became a powerful secular belief system in China. Increasingly Christianity is gaining a foothold in Chinese culture, developing heretofore unforeseen changes in both Christianity and Chinese culture.


          


          Folk religions


          Folk religions practiced by tribal groups are common in Asia, Africa, and the Americas. Their influence can be considerable; may pervade the culture and even become the state religion, as with Shintō. Like the other major religions, folk religion answers human needs for reassurance in times of trouble, healing, averting misfortune, and providing rituals that address the major passages and transitions in human life.


          


          The "American Dream"


          The American Dream is a belief, held by many in the United States, that through hard work, courage, and self-determination, regardless of social class, a person can gain a better life. This notion is rooted in the belief that the United States is a " city upon a hill, a light unto the nations," which were values held by many early European settlers and maintained by subsequent generations.


          This concept is mirrored in other cultures, such as in the case of the Great Australian Dream, although this refers more closely to home ownership by the same means.


          


          Marriage


          Religion often influences marriage and practices.


          Marriage occurs in most cultures, though specific customs vary widely. Marriage is difficult to define cross-culturally because cultures define family, love, parenthood, gender roles, etc., differently. Cross-culturally, one's motivation to get married and expectations of it, therefore, vary widely. In some cultures, marriages are conducted very much like business transactions, in others they are deeply sentimental.


          


          Cultural studies


          Cultural studies developed in the late 20th century, in part through the re-introduction of Marxist thought into sociology, and in part through the articulation of sociology and other academic disciplines such as literary criticism. This movement aimed to focus on the analysis of subcultures in capitalist societies. Following the non-anthropological tradition, cultural studies generally focus on the study of consumption goods (such as fashion, art, and literature). Because the 18th- and 19th-century distinction between "high" and "low" culture seems inappropriate to apply to the mass-produced and mass-marketed consumption goods which cultural studies analyses, these scholars refer instead to "popular culture".


          Today, some anthropologists have joined the project of cultural studies. Most, however, reject the identification of culture with consumption goods. Furthermore, many now reject the notion of culture as bounded, and consequently reject the notion of subculture. Instead, they see culture as a complex web of shifting patterns that link people in different locales and that link social formations of different scales. According to this view, any group can construct its own cultural identity.


          Currently, a debate is underway regarding whether or not culture can actually change fundamental human cognition. Researchers are divided on the question.


          


          Cultural change
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          Cultures, by predisposition, both embrace and resist change, depending on culture traits. For example, men and women have complementary roles in many cultures. One gender might desire changes that affect the other, as happened in the second half of the 20th century in western cultures. Thus there are both dynamic influences that encourage acceptance of new things, and conservative forces that resist change.


          Three kinds of influence cause both change and resistance to it:


          
            	forces at work within a society


            	contact between societies


            	changes in the natural environment.

          


          Social conflict and the development of technologies can produce changes within a society by altering social dynamics and promoting new cultural models. Environmental conditions and contact with other societies may enter as factors, spurring or enabling generative action. These social shifts may accompany ideological shifts and other types of cultural change. For example, the end of the last ice age helped lead to the invention of agriculture, which in its turn brought about many cultural innovations and shifts in social dynamics.


          Contact between societies produce different types of changes in those societies. War or competition over resources may impact technological development or social dynamics. Additionally, cultural ideas may transfer from one society to another, through diffusion or acculturation. In diffusion, the form of something (though not necessarily its meaning) moves from one culture to another. For example, hamburgers, mundane in the United States, seemed exotic when introduced into China. "Stimulus diffusion" (the sharing of ideas) refers to an element of one culture leading to an invention or propagation in another. "Direct Borrowing" on the other hand tends to refer to technological or tangible diffusion from one culture to another. Diffusion of innovations theory presents a research-based model of why and when individuals and cultures adopt new ideas, practices, and products.


          Acculturation has different meanings, but in this context refers to replacement of the traits of one culture with those of another, such has happened to certain Native American tribes and to many indigenous peoples across the globe during the process of colonization. Related processes on an individual level include assimilation (adoption of a different culture by an individual) and transculturation.


          Cultural invention has come to mean any innovation that is new and found to be useful to a group of people and expressed in their behaviour but which does not exist as a physical object. Humanity is in a global "accelerating culture change period", driven by the expansion of international commerce, the mass media, and above all, the human population explosion, among other factors.


          Culture change is complex and has far-ranging effects. Sociologists and anthropologists believe that a holistic approach to the study of cultures and their environments is needed to understand all of the various aspects of change. Human existence may best be looked at as a "multifaceted whole." Only from this vantage can one grasp the realities of culture change.
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        Culture of the Democratic Republic of the Congo


        
          

          The culture of the Democratic Republic of the Congo reflects the diversity of its hundreds of ethnic groups and their differing ways of life throughout the countryfrom the mouth of the River Congo on the coast, upriver through the rainforest and savanna in its centre, to the more densely populated mountains in the far east. Since the late 19th century, traditional ways of life have undergone changes brought about by colonialism, the struggle for independence, the stagnation of the Mobutu era, and most recently, the First and Second Congo Wars. Despite these pressures, the customs and cultures of the Congo have retained much of their individuality. The country's 60 million inhabitants are mainly rural. The 30 percent who live in urban areas have been the most open to Western influences.


          


          People, language and background
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          Like many African countries, the borders were drawn up by colonial powers, and bore little relation to the actual spread of ethno-linguistic groups. There are around 250 languages spoken in the country, with perhaps a similar amount of ethnic groups. Broadly speaking, there are four main population groups:


          
            	Pygmies, the earliest inhabitants of the Congo, are generally hunter-gatherers who live in the forests. Expert in the ways of the forest, where they have lived for thousands of years, they live by trading meat hunted in the forest with their taller, farming neighbors in exchange for agricultural products. Increasingly, they are becoming absorbed into non-pygmy society, and adopting their languages and customs.


            	Bantus arrived in the Congo in several waves from 2000 BC to 500 AD, in most part from the area in what is now southern Nigeria. They are by far the largest group, and the majority live as farmers. They are present in almost every part of the country, and their languages make up three of the five officially-recognized languages. These three languages are Kikongo, Lingala, and Tshiluba. Kikongo is spoken by the Kongo people in the far west of the country, both on the coast and inland, and was promoted by the Belgian colonial administration. Elements of Kikongo have survived amongst the descendants of slaves in the Americasfor instance, the language of the Gullah people of South Carolina contains elements of Kikongo. Lingala, spoken in the capital Kinshasa, is increasingly understood throughout the country, as the lingua franca of trade, spoken along the vast Congo river and its many tributaries. Lingala's status as the language of the national army, as well its use in the lyrics of popular Congolese music, has encouraged its adoption, and it is now the most prominent language in the country. Tshiluba (also known as Chiluba and Luba-Kasai) is spoken in the southeastern Kasai region.


            	East Africans brought in the fourth of the official languages, Kingwanaa Congolese dialect of Swahili. Note that the fifth language, French, is the official language of government, a result of Congo's colonial relationship with Belgium. The East Africans are related to the Bantus mentioned above, but tend to differ in their way of life, in that they practice herding as well as farming. They came from the various countries to the east of Congo: Rwanda, Uganda, Burundi and Tanzania, bringing with them many of the ethnic rivalries that have inflamed recent conflicts.


            	Hamites, who originally come from Darfur in south part Sudan and Ethiopia, are pastoral cattle raisers. They include the Tutsi, possibly the tallest people in the world. The Hamites also migrated into the Rwanda and Burundi around the same time. Often mixing with the Eastern Africans, they are found in the east and north east of the country, and generally have a more martial culture than other Congolese groups.

          


          The above descriptions are by necessity simplified. Many Congolese are multilingual, and the language used depends on the context. For instance, a government official might use French to set a tone of formality and authority with another official, use Lingala when buying goods at a market, and the local language when in his home village. English is also spoken, especially in the east.


          Mixed marriages between ethnic groups are common, particularly in urban areas where many different groups live side by side. Europeans appear in small numbers throughout the country, as missionaries in the countryside, and as businessmen and traders in the cities. Also acting as merchants are small numbers of Lebanese and Pakistanis.


          More information on the various peoples in Congo can be found in the Early Congolese History article.


          


          Religions and beliefs
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          The main religions in the DRC are:


          
            	Indigenous traditional beliefs: 11.5%


            	Roman Catholic Christianity: 50%


            	Protestant Christianity: 20%


            	Indigenous Christianity: 13.5%, nearly all of whom (13%) are followers of Kimbanguism.


            	Other Christian denominations: 1%


            	Islam: 1.5%

          


          There are small communities of Jews and Hindus who work in commercial urban areas. Atheism is very rare.


          


          Indigenous traditional beliefs


          Though only 11.5 per cent of Congolese exclusively follow indigenous beliefs, these traditional belief systems are often intermingled with forms of Christianity, and are familiar to the majority of Congolese. Throughout the DRC the beliefs take on a number of forms, but they have a number of things in common:


          
            	A creator spirit is thought to be sovereign of the spirit world, but this god is rarely the direct cause of events. In many Congolese languages, the name of the creator god derives from the word father or maker. Some groups regard the creator as being omnipresent, whilst others believe the god lives in the sky. For most believers in indigenous religions, contact with the creator god is made via ancestor spirits. A smaller number of groups believe that individuals can have direct contact.


            	A belief in an essential life-force which animates the body, The force is thought to leave the body upon death and become an ancestor spirit. These spirits continue to be active in the lives of living relativesby either punishing or rewarding them. In a similar way to saints in the Catholic tradition, some long-dead ancestors (for instance, great hunters or religious leaders) are venerated by people outside their former family.


            	Nature spirits, worshiped mainly in forested regions, are often the embodiment of particular locations such as whirlpools, springs and mountains. The afterlife is believed to exist underground, especially under lakes, where ghostly replicas of Congolese villages reside.


            	Fetishessupernaturally empowered objects which can help or hinder.


            	Diviners, witches, dream interpreters and healers act as conduits for supernatural forces.


            	Ceremonies and collective prayersto ancestors, nature spirits and the creator godare generally performed at particular locations such as sacred trees, grottoes or crossroads. These ceremonies usually take place at a specific time of day. The location and times vary according to the ethnic group.

          


          Belief in Witchcraft is common, and sometimes intersects with the more fundamentalist and evangelical versions of Christianity. In recent years, these beliefs have gained adherents in urban areas, whereas before they were mainly confined to the countryside. The increasing beliefs in witches and sorcery have tended to mirror the social decay caused by war and poverty. Many of the street children that roam the Congo's cities have been cast out of their families after being denounced as witches. These homeless 'witch children' often live in cemeteries and only come out at night, and follow occult practices. See BBC News article on Kinshasa's street children. For comparison, see article on beliefs of Miami street children.


          


          Catholic and Protestant Christianity
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          Christianity has a long history in Congo, dating back to 1484, when the Portuguese arrived and convinced the king and entourage of the Kongo people to convert. In 1506 a Portuguese-supported candidate for kingship, Alfonso I of Kongo won the throne. Alfonso (the Kongo royal family had begun to take on Portuguese names), established relations with the Vatican. More widespread conversion occurred during the Belgian colonial era. Christianity varies in its forms, and is in some ways surprisingly similar to native beliefs.


          During the colonial period, a European-style Christianity was at first promoted by the authorities. Native Congolese generally attended different churches or services than whites. If they worshiped under the same roof, the native Congolese sat on benches at the back, while the whites sat in chairs at the front. Towards the end of the colonial era, more African elements were incorporated into Christianity, including songs and dances which were formerly condemned as pagan. Eventually, even native fables and myths were appropriated and merged into Congolese Christianity, in a similar process to that which occurred with Christianity in Europe.


          Recent developments include the increasing popularity of the "Gospel of Prosperity"  a form of Christianity where the emphasis is on wealth acquisition and born-again Christianity. Adherents are led to believe that instant wealth and magical prosperity will result from giving tithes to their charismatic preacher. The leaders often draw on the techniques of American televangelists, and the message is appealing to those living in extreme poverty.


          


          Kimbanguism and Indigenous Christianity


          In the first half on the 20th century, prophetic movements sprang up. Their nature was both anti-colonial and Christian, and led to a rigorous crackdown by the authorities.


          Simon Kimbangu was the prophet of largest of these movements. He was born in a village near Kinshasa, raised and educated by a Protestant Christian mission and trained to become a priest. In April 1921, at the age of 39, he reportedly had a religious vision of Jesus Christ, who called on him to reconvert his people and dedicate his life to Christ. Kimbangu chose to try to ignore the vision, and fled to Kinshasa where he abandoned his life as a priest and took to menial work. More visions came, and eventually he heeded the calling and returned to his home village and started to devote his life to Christ. Soon after, he is reported to have healed a sick woman by laying his hands on her. Dozens of apparent miracles were subsequently performed by Kimbangu, and he gained followers from surrounding villages and towns. The official Catholic organizations protested to the authorities, and the Protestant church abandoned him. The economic effects of Kimbangu's ministry were being felt, with thousands of Congolese leaving their work to listen to Kimbangu speak. In June the Belgians arrested him for inciting revolution and civil disobedience. Four months later he was sentenced to death. After an international outcry, Albert I of Belgium commuted to the sentence to life impisonment. He died 30 years later in prison, in 1951.


          Colonial authorities assumed his movement would wither after his imprisonment and death, but the church continued to flourish underground, and was an effective weapon in the fight against colonialism. In the post-colonial era, its record has been more mixed. Instead of banning the church, Mobutu used a far more effective method of neutralizing it: namely co-opting the church and giving it an official status. Kimbanguism has now spread across the country, and now has branches in nine of the surrounding countries, making it the most popular "native" form of Christianity in Africa. Followers do not smoke, drink alcohol and abhor violence. Monogamy is practiced.


          


          Religion today


          Article 22 of the constitution allows for religious freedom. These rights are generally respected by the government . Religious tension exists in some areas because of the link between prophetic groups and paramilitary organizations. In the turbulent eastern region, where the Second Congo War still simmers, some guerrilla groups have a major religious element, believing for instance that they are able to turn enemy bullets into water by wearing certain fetishes.


          


          Food and drink


          
            [image: Congolese farmer with his crops]

            
              Congolese farmer with his crops
            

          


          Less than 2% of land is cultivated, and most of this is used for subsistence farming. People gather wild fruit, mushrooms, honey etc; hunt (see bushmeat); and fish. They will often sell these crops at markets, or by the roadside. Cattle breeding and the development of large-scale agricultural businesses has been hindered by the recent war and the poor quality of the road system.


          Congo's farmland is the source of a wide variety of crops. These include maize, rice, cassava (manioc), sweet potatoes, yam, taro, plantain, tomatoes, pumpkin and varieties of peas and nuts. These foods are eaten throughout the country, but there are also regional dishes. The most important crops for export are coffee and palm oil.


          
            [image: Woman carrying bananas]

            
              Woman carrying bananas
            

          


          Congolese meals often consist of a starchy ingredient, along with vegetables and meat in the form of a stew. The starch can come in the form of a paste or mash made of cassava and/or corn flour, called fufu or ugali. When eaten, the fufu is rolled into golf ball-sized balls and dipped into the spicy stewoften an indentation is made with the thumb in order to bring up a thimbleful of sauce. A type of fermented bread, kwanga, made from cassava, is commercially produced throughout the country. Lituma is a popular plantain dish made from mashed plantains which are formed into balls and baked. Sweet potatoes are prepared in a similar way, and mixed with roasted peanuts in some parts of the country. Rice is often mixed with beans. To accompany these starchy ingredients, green vegetables such as cassava leaves, tshitekutaku (a spinach-like plant) and okra are often added. Mushrooms, especially prized amongst the Luba people, are often seen as a substitute for meat in times of shortage. Though actual vegetarianism is unknown, most meals are eaten without meat due to its high price.


          Fish are plentiful along the River Congo, its tributaries, and various lakes; and are baked, boiled or fried for immediate consumption; or smoked or salted when preserved. Markets often sell ready-to-eat peppered fish baked in banana leaves. Goat is the most widely consumed meat. Mwambe is a common way of cooking chicken with peanut sauce. Edible insects such as grasshoppers and caterpillars are eaten; they tend to have a nutty flavour.


          Sauces to mix with the ingredients above can be made with tomatoes, onions, and the local aromatic herbs. Vegetable oil, together with salt, hot red chile pepper and sweet green pepper are used to impart extra flavour. These spices are less frequently used in the far south.


          


          Nganda restaurants


          Kinshasa's nganda restaurants, with a greater mix of ethnicities, are ethnic restaurants serving food from specific parts of the country, as well as Western imports such as bread and beer. Often owned by unmarried women, the nganda occupy a middle ground between bars and restaurants. Three typical types of nganda restaurants are:


          
            	Riverside nganda serve baked fish served with cooked plantains: recipes from up river.


            	Kongo nganda serve fish dishes with a vegetable sauce, together with kwanga mentioned above. These dishes originate downriver from Kinshasa.

          


          * Kasai nganda serve goat meat with rice and green vegetables. They also use rabbit as the grand dessert at a special occasion.


          Nganda restaurants are often geared not only to specific regions, but also different classesfrom migrant menial workers and miners, to professionals and government officials.


          


          Dress and fashion


          
            [image: Congolese woman with fashion designs]

            
              Congolese woman with fashion designs
            

          


          
            [image: Two men in Kinshasa. The younger mans clothing recalls Billism]

            
              Two men in Kinshasa. The younger mans clothing recalls Billism
            

          


          Older members of more remote Congolese communities can remember when Congolese used to dress in clothes made of raffia and bark. Today, such clothing is mostly seen only in ceremonial or ritual contexts. Colonialism brought in Western attire. During the Mobutu era, a kind of Mao suit called the abacost (derived from  bas le costume - "down with the suit") was promoted, as part of the Authenticity campaign (whose aim was to move away from Western values). Ties and Western-style jackets were even banned. Since the abacost was relatively expensive, men took to wearing West African style patterned shirts. Ironically, the cloth used for these "authentic" shirts is often imported from the Netherlands and the United States.


          For women, the typical clothing today is a wrap made of printed cloth, together with a kerchief to cover the hair. Jewelery is generally kept to a minimum, apart from on special occasions. For men, patterned shirts over trousers, or western-style suits predominate. In urban areas, and amongst Congolese abroad, there is often an emphasis on sharply dressed elegancethis is intricately connected to the subculture of soukous and rumba music. Young Congolese in the cities also look towards African-American Hip hop fashion for inspiration. Several Congolese fashion designers have become successful in Paris.


          


          Music


          


          Zairese/Congolese writers


          
            	Lonie Abo, (1945 )


            	Ras Neza Boneza (1979 )


            	Amba Bongo


            	Lima-Baleka Bosekilolo


            	Maguy Kabamba (1960 )


            	Christine Kalonji


            	V.Y. Mudimbe (1941 )


            	Kavidi Wivine N'Landu


            	Clmentine Nzuji (1944 )


            	Sony Labou Tansi (19471995)


            	Kabika Tshilolo


            	Frederick Kambemba Yamusangie


            	Lye M Yoka

          


          


          Visual art


          

          The Congo is also known for his art. Traditional art includes masks and wooden statues. Notable contemporary artists are Chri Samba or Bodys Isek Kingelez.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Culture_of_the_Democratic_Republic_of_the_Congo"
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              	General
            


            
              	Name, Symbol, Number

              	curium, Cm, 96
            


            
              	Chemical series

              	actinides
            


            
              	Group, Period, Block

              	n/a, 7, f
            


            
              	Appearance

              	silvery
            


            
              	Standard atomic weight

              	(247) gmol1
            


            
              	Electron configuration

              	[Rn] 5f7 6d1 7s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 25, 9, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	13.51 gcm3
            


            
              	Melting point

              	1613 K

              (1340 C, 2444 F)
            


            
              	Boiling point

              	3383 K

              (3110 C, 5630 F)
            


            
              	Heat of fusion

              	? 15  kJmol1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1788

                    	1982

                    	

                    	

                    	

                    	
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal close-packed
            


            
              	Oxidation states

              	3

              ( amphoteric oxide)
            


            
              	Electronegativity

              	1.3 (Pauling scale)
            


            
              	Ionization energies

              	1st: 581 kJ/mol
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	CAS registry number

              	7440-51-9
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of curium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	242Cm

                    	syn

                    	160 days

                    	SF

                    	-

                    	-
                  


                  
                    	

                    	6.1

                    	238Pu
                  


                  
                    	243Cm

                    	syn

                    	29.1 y

                    	

                    	6.169

                    	239Pu
                  


                  
                    	

                    	0.009

                    	243Am
                  


                  
                    	SF

                    	-

                    	-
                  


                  
                    	244Cm

                    	syn

                    	18.1 y

                    	SF

                    	-

                    	-
                  


                  
                    	

                    	5.902

                    	240Pu
                  


                  
                    	245Cm

                    	syn

                    	8500 y

                    	SF

                    	-

                    	-
                  


                  
                    	

                    	5.623

                    	241Pu
                  


                  
                    	246Cm

                    	syn

                    	4730 y

                    	

                    	5.475

                    	242Pu
                  


                  
                    	SF

                    	-

                    	-
                  


                  
                    	247Cm

                    	syn

                    	1.56107 y

                    	

                    	5.353

                    	243Pu
                  


                  
                    	248Cm

                    	syn

                    	3.40105 y

                    	

                    	5.162

                    	244Pu
                  


                  
                    	SF

                    	-

                    	-
                  


                  
                    	250Cm

                    	syn

                    	9000 y

                    	SF

                    	-

                    	-
                  


                  
                    	

                    	5.169

                    	246Pu
                  


                  
                    	-

                    	0.037

                    	250Bk
                  

                

              
            


            
              	References
            

          


          Curium (pronounced /ˈkjuːriəm/) is a synthetic chemical element with the symbol Cm and atomic number 96. A radioactive metallic transuranic element of the actinide series, curium is produced by bombarding plutonium with alpha particles (helium ions) and was named for Marie Curie and her husband Pierre.


          


          Notable characteristics


          The isotope curium-248 has been synthesized only in milligram quantities, but curium-242 and curium-244 are made in multigram amounts, which allows for the determination of some of the element's properties. Curium-244 can be made in quantity by subjecting plutonium to neutron bombardment. Curium does not occur in nature. There are few commercial applications for curium but it may one day be useful in radioisotope thermoelectric generators. Curium bio-accumulates in bone tissue where its radiation destroys bone marrow and thus stops red blood cell creation.


          A rare earth homolog, curium is somewhat chemically similar to gadolinium but with a more complex crystal structure. Chemically reactive, its metal is silvery-white in colour and the element is more electropositive than aluminium (most trivalent curium compounds are slightly yellow).


          Curium has been studied greatly as a potential fuel for radioisotope thermoelectric generators (RTG). Curium-242 can generate up to 120 watts of thermal energy per gram (W/g); however, its very short half-life makes it undesirable as a power source for long-term use. Curium-242 can decay by alpha emission to plutonium-238 which is the most common fuel for RTGs. Curium-244 has also been studied as an energy source for RTGs having a maximum energy density ~3 W/g, but produces a large amount of neutron radiation from spontaneous fission. Curium-243 with a ~30 year half-life and good energy density of ~1.6 W/g would seem to make an ideal fuel, but it produces significant amounts of gamma and beta radiation from radioactive decay products.


          


          Compounds


          Some compounds are:


          
            	curium dioxide (CmO2)


            	curium trioxide (Cm2O3)


            	curium bromide (CmBr3)


            	curium chloride (CmCl3)


            	curium tetrafluoride (CmF4)


            	curium iodide (CmI3)

          


          


          History


          Curium was first synthesized at the University of California, Berkeley by Glenn T. Seaborg, Ralph A. James, and Albert Ghiorso in 1944. The team named the new element after Marie Curie and her husband Pierre who are famous for discovering radium and for their work in radioactivity. It was chemically identified at the Metallurgical Laboratory (now Argonne National Laboratory) at the University of Chicago. It was actually the third transuranium element to be discovered even though it is the fourth in the series. Curium-242 ( half-life 163 days) and one free neutron were made by bombarding alpha particles onto a plutonium-239 target in the 60-inch cyclotron at Berkeley. Louis Werner and Isadore Perlman created a visible sample of curium-242 hydroxide at the University of California in 1947 by bombarding americium-241 with neutrons. Curium was made in its elemental form in 1951 for the first time.


          


          Isotopes


          19 radioisotopes of curium have been characterized, with the most stable being Cm-247 with a half-life of 1.56  107 years, Cm-248 with a half-life of 3.40  105 years, Cm-250 with a half-life of 9000 years, and Cm-245 with a half-life of 8500 years. All of the remaining radioactive isotopes have half-lifes that are less than 30 years, and the majority of these have half lifes that are less than 33 days. This element also has 4 meta states, with the most stable being Cm-244m (t 34 ms). The isotopes of curium range in atomic weight from 233.051 u (Cm-233) to 252.085 u (Cm-252).


          
            
              	243Cm

              	244Cm

              	245Cm

              	246Cm

              	247Cm
            


            
              	27.64%

              	70.16%

              	2.166%

              	0.0376%

              	0.000928%
            

          


          MOX fuel irradiated in a fast reactor (average of 5 samples with burnup 66 to 120GWd/t) contained 3.0910-3% curium with isotopic content:


          
            
              	243Cm

              	244Cm

              	245Cm
            


            
              	51

              	3700

              	390
            

          


          The proportions of the three most common curium isotopes in 53 MWd/kg LEU spent fuel 20 years after discharge were reported in (page 4) as:


          



          
            
              	

              	242Cm

              	243Cm

              	244Cm

              	245Cm

              	246Cm

              	247Cm
            


            
              	Fission

              	5

              	617

              	1.04

              	2145

              	0.14

              	81.90
            


            
              	Capture

              	16

              	130

              	15.20

              	369

              	1.22

              	57
            


            
              	C/F ratio

              	3.20

              	0.21

              	14.62

              	0.17

              	8.71

              	0.70
            

          


          Neutron cross sections (mostly for 2200m/s neutrons):


          The pattern is that the odd-mass number isotopes are fissile, the even-mass number isotopes are not and can only neutron capture, but very slowly. Therefore the even-mass isotopes accumulate in a thermal reactor as burnup increases.


          


          Nuclear fuel cycle


          The MOX which is to be used in power reactors should contain little or no curium as the neutron activation of 248Cm will create californium which is a strong neutron emitter. The californium would pollute the back end of the fuel cycle and increase the dose to workers. Hence if the minor actinides are to be used as fuel in a thermal neutron reactor, the curium should be excluded from the fuel or placed in special fuel rods where it is the only actinide present.


          
            Retrieved from " http://en.wikipedia.org/wiki/Curium"
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          In vector calculus, curl (or: rotor) is a vector operator that shows a vector field's "rate of rotation"; that is, the direction of the axis of rotation and the magnitude of the rotation. It can also be described as the circulation density.


          "Rotation" and "circulation" are used here for properties of a vector function of position, regardless of their possible change in time.


          A vector field which has zero curl everywhere is called irrotational.


          The alternative terminology rotor and alternative notation (used in many European countries) is [image: \operatorname{rot}(\mathbf{F})] are often used for curl and [image: \operatorname{curl}(\mathbf{F})].


          


          Coordinate-invariant Definition as a Circulation Density


          The component of [image: \operatorname{curl}(\mathbf{F})] in the direction of unit vector [image: \mathbf{\hat u}] is the limit of a line integral per unit area of [image: \mathbf{F}], namely the following integral over the closed curve [image: \partial S^{(2)}]. This closed curve is in a plane normal to [image: \mathbf{\hat u}]:


          
            	
              
                	
                  
                    	
                      
                        	
                          
                            	
                              
                                	[image:  \mathbf{\hat u}_{|\,(\,S^{(2)}\perp\mathbf \hat u\,)}\cdot\operatorname{curl}(\mathbf{F}) = \lim_{S^{(2)} \rightarrow 0} \frac{1}{|S^{(2)}|} \oint_{\partial S^{(2)}} \mathbf{F} \cdot d\mathbf{l} ]

                              

                            

                          

                        

                      

                    

                  

                

              

            

          


          Now to calculate components of [image: \operatorname{curl}(\mathbf{F})] for example in Cartesian coordinates, replace [image: \mathbf{\hat u}] with unit vectors i, j and k.


          This defines not only the curl in a way free of any coordinates, but makes also visible that it is a circulation density.


          Stokes's theorem (see below) can directly be derived from it and the representation in special coordinates can be explicitly obtained.


          


          Usage


          In mathematics the curl is defined as:


          
            	[image: \operatorname{curl}(\mathbf{F}) = \vec{\nabla} \times \vec{F} ]

          


          where F is the vector field to which the curl is being applied. Although the version on the right is strictly an abuse of notation, it is still useful as a mnemonic if we take [image: \nabla] as a vector differential operator del or nabla. Such notation involving operators is common in physics and algebra.


          Expanded in Cartesian coordinates, [image: \vec{\nabla} \times \vec{F} ] is, for F composed of [Fx, Fy, Fz]:


          
            	[image: \begin{bmatrix} {\frac{\partial F_z}{\partial y}} - {\frac{\partial F_y}{\partial z}} \\ \ {\frac{\partial F_x}{\partial z}} - {\frac{\partial F_z}{\partial x}}\\ \ {\frac{\partial F_y}{\partial x}} - {\frac{\partial F_x}{\partial y}} \end{bmatrix}]

          


          Although expressed in terms of coordinates, the result is invariant under proper rotations of the coordinate axes but the result inverts under reflection.


          A simple representation of the expanded form of the curl is:


          
            	[image: \begin{bmatrix} {\frac{\partial}{\partial x}} \\ \ {\frac{\partial}{\partial y}} \\ \ {\frac{\partial}{\partial z}} \end{bmatrix} \times F]

          


          that is, del cross F, or as the determinant of the following matrix:


          
            	[image: \begin{bmatrix} \mathbf{i} & \mathbf{j} & \mathbf{k} \\ \ {\frac{\partial}{\partial x}} & {\frac{\partial}{\partial y}} & {\frac{\partial}{\partial z}} \ \\ F_x & F_y & F_z \end{bmatrix}]

          


          where i, j, and k are the unit vectors for the x-, y-, and z-axes, respectively.


          In Einstein notation, with the Levi-Civita symbol it is written as:


          
            	[image: (\vec{\nabla} \times \vec{F} )_k = \epsilon_{k\ell m} \partial_\ell F_m]

          


          or as:


          
            	[image: (\vec{\nabla} \times \vec{F} ) = \boldsymbol{\hat{e}}_k\epsilon_{k\ell m} \partial_\ell F_m]

          


          for unit vectors:[image: \boldsymbol{\hat{e}}_k], k=1,2,3 corresponding to [image: \boldsymbol{\hat{x}}, \boldsymbol{\hat{y}}], and [image:  \boldsymbol{\hat{z}}] respectively.


          Using the exterior derivative, it is written simply as:


          
            	[image: dF\,]

          


          Taking the exterior derivative of a vector field does not result in another vector field, but a 2-form or bivector field, properly written as [image: P\,(dx \wedge dy) + Q\,(dy \wedge dz) + R\,(dz \wedge dx) ].


          Since bivectors are generally considered less intuitive than ordinary vectors, the R- dual:[image: *dF\,] is commonly used instead (where [image: *\,] denotes the Hodge star operator). This is a chiral operation, producing a pseudovector that takes on opposite values in left-handed and right-handed coordinate systems.


          


          Interpreting the curl


          The curl of vector field tells us about the rotation the field has at any point. The magnitude of the curl tells us how much rotation there is. The direction tells us, by the right-hand rule (four fingers of the right hand are curled in the direction of the motion and the thumb points in the direction of the rotation) about which axis the field is rotating.


          A commonly used device for thinking about curl is the paddle wheel. If we were to place a very small paddle wheel at a point in the vector field in question and treat the drawn vectors and their lengths as currents in a river with magnitude and direction, whichever way the paddle wheel would tend to turn is the direction of the curl at that point. For example, if two currents are trying to rotate the wheel in opposite directions, the stronger one (the longer vector) will win.


          


          Examples


          


          A simple vector field


          Take the vector field constructed using unit vectors


          
            	[image: \vec{F}(x,y)=y\boldsymbol{\hat{x}}-x\boldsymbol{\hat{y}}].

          


          Its plot looks like this:


          
            [image: ]
          


          Simply by visual inspection, we can see that the field is rotating. If we stick a paddle wheel anywhere, we see immediately its tendency to rotate clockwise. Using the right-hand rule, we expect the curl to be into the page. If we are to keep a right-handed coordinate system, into the page will be in the negative z direction.


          If we do the math and find the curl:


          
            	[image: \vec{\nabla} \times \vec{F} =0\boldsymbol{\hat{x}}+0\boldsymbol{\hat{y}}+ [{\frac{\partial}{\partial x}}(-x) -{\frac{\partial}{\partial y}} y]\boldsymbol{\hat{z}}=-2\boldsymbol{\hat{z}} ]

          


          Which is indeed in the negative z direction, as expected. In this case, the curl is actually a constant, irrespective of position. The "amount" of rotation in the above vector field is the same at any point (x,y). Plotting the curl of F isn't very interesting:


          
            [image: ]
          


          


          A more involved example


          Suppose we now consider a slightly more complicated vector field:


          
            	[image: F(x,y)=-x^2\boldsymbol{\hat{y}}].

          


          Its plot:


          
            [image: ]
          


          We might not see any rotation initially, but if we closely look at the right, we see a larger field at, say, x=4 than at x=3. Intuitively, if we placed a small paddle wheel there, the larger "current" on its right side would cause the paddlewheel to rotate clockwise, which corresponds to a curl in the negative z direction. By contrast, if we look at a point on the left and placed a small paddle wheel there, the larger "current" on its left side would cause the paddlewheel to rotate counterclockwise, which corresponds to a curl in the positive z direction. Let's check out our guess by doing the math:


          
            	[image: \vec{\nabla} \times \vec{F} =0\boldsymbol{\hat{x}}+0\boldsymbol{\hat{y}}+ {\frac{\partial}{\partial x}}(-x^2) \boldsymbol{\hat{z}}=-2x\boldsymbol{\hat{z}} ]

          


          Indeed the curl is in the positive z direction for negative x and in the negative z direction for positive x, as expected. Since this curl is not the same at every point, its plot is a bit more interesting:


          
            [image: Curl of F with the x=0 plane emphasized in dark blue]

            
              Curl of F with the x=0 plane emphasized in dark blue
            

          


          We note that the plot of this curl has no dependence on y or z (as it shouldn't) and is in the negative z direction for positive x and in the positive z direction for negative x.


          


          Three common examples


          Consider the example   [ v  F ]. Using Cartesian coordinates, it can be shown that


          
            	
              
                	[image: \mathbf{ \nabla \times} \left( \mathbf{v \times F} \right) = \left[ \left( \mathbf{ \nabla \cdot F } \right) + \mathbf{F \cdot \nabla} \right] \mathbf{v}- \left[ \left( \mathbf{ \nabla \cdot v } \right) + \mathbf{v \cdot \nabla} \right] \mathbf{F} \ . ]

              

            

          


          In the case where the vector field v and  are interchanged:


          
            	
              
                	[image:  \mathbf{v \ \times } \left( \mathbf{ \nabla \times F} \right) =\nabla_F \left( \mathbf{v \cdot F } \right) - \left( \mathbf{v \cdot \nabla } \right) \mathbf{ F} \ , ]

              

            

          


          which introduces the Feynman subscript notation F, which means the subscripted gradient operates on only the factor F.


          Another example is   [   F ]. Using Cartesian coordinates, it can be shown that:


          
            	
              
                	[image:  \nabla \times \left( \mathbf{\nabla \times F} \right) = \mathbf{\nabla} (\mathbf{\nabla \cdot F}) - \nabla^2 \mathbf{F} \ , ]

              

            

          


          which, with some head-scratching, can be construed as a special case of the first example with the substitution v  .


          


          Descriptive examples


          
            	In a tornado the winds are rotating about the eye, and a vector field showing wind velocities would have a non-zero curl at the eye, and possibly elsewhere (see vorticity).


            	In a vector field that describes the linear velocities of each individual part of a rotating disk, the curl will have a constant value on all parts of the disk.


            	If velocities of cars on a freeway were described with a vector field, and the lanes had different speed limits, the curl on the borders between lanes would be non-zero.


            	Faraday's law of induction, one of Maxwell's equations, can be expressed very simply using curl. It states that the curl of an electric field is equal to the opposite of the time rate of change of the magnetic field.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Curl"
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          A currency is a unit of exchange, facilitating the transfer of goods and/or services. It is one form of money, where money is anything that serves as a medium of exchange, a store of value, and a standard of value. A currency is the dominant medium of exchange. To facilitate trade between currency zones, there are exchange rates, which are the prices at which currencies (and the goods and services of individual currency zones) can be exchanged against each other. Currencies can be classified as either floating currencies or fixed currencies based on their exchange rate regime. In common usage, currency sometimes refers to only paper money, as in coins and currency, but this is misleading. Coins and paper money are both forms of currency.


          In most cases, each country has monopoly control over the supply and production of its own currency. Member countries of the European Union's Economic and Monetary Union are a notable exception to this rule, as they have ceded control of monetary policy to the European Central Bank.


          In cases where a country does have control of its own currency, that control is exercised either by a central bank or by a Ministry of Finance. In either case, the institution that has control of monetary policy is referred to as the monetary authority. Monetary authorities have varying degrees of autonomy from the governments that create them. In the United States, the Federal Reserve System operates without direct interference from the legislative or executive branches. It is important to note that a monetary authority is created and supported by its sponsoring government, so independence can be reduced or revoked by the legislative or executive authority that creates it. However, in practical terms, the revocation of authority is not likely. In almost all Western countries, the monetary authority is largely independent from the government.


          Several countries can use the same name, each for their own currency (e.g. Canadian dollars and United States dollars), several countries can use the same currency (e.g. the euro), or a country can declare the currency of another country to be legal tender. For example, Panama and El Salvador have declared U.S. currency to be legal tender, and from 17911857, Spanish silver coins were legal tender in the United States. At various times countries have either re-stamped foreign coins, or used currency board issuing one note of currency for each note of a foreign government held, as Ecuador currently does.


          Each currency typically has one fractional currency, often valued at 1100 of the main currency: 100 cents = 1 dollar, 100 centimes = 1 franc, 100 pence = 1 pound. Units of 110 or 11000 are also common, but some currencies do not have any smaller units. Mauritania and Madagascar are the only remaining countries that do not use the decimal system; instead, the Mauritanian ouguiya is divided into 5 khoums, while the Malagasy ariary is divided into 5 iraimbilanja. However, due to inflation, both fractional units have in practice fallen into disuse.


          See non-decimal currencies for other (mostly historic) currencies with non-decimal divisions.


          


          History


          


          Early currency


          The origin of currency is the creation of a circulating medium of exchange based on a unit of account which quickly becomes a store of value. Currency evolved from two basic innovations: the use of counters to assure that shipments arrived with the same goods that were shipped, and later with the use of silver ingots to represent stored value in the form of grain. Both of these developments had occurred by 2000 BC. Originally money was a form of receipting grain stored in temple granaries in ancient Egypt and Mesopotamia.


          This first stage of currency, where metals were used to represent stored value, and symbols to represent commodities, formed the basis of trade in the Fertile Crescent for over 1500 years. However, the collapse of the Near Eastern trading system pointed to a flaw: in an era where there was no place that was safe to store value, the value of a circulating medium could only be as sound as the forces that defended that store. Trade could only reach as far as the credibility of that military. By the late Bronze Age, however, a series of international treaties had established safe passage for merchants around the Eastern Mediterranean, spreading from Minoan Crete and Mycenae in the North West to Elam and Bahrein in the South East. Although it is not known what functioned as a currency to facilitate these exchanges, it is thought that ox-hide shaped ingots of copper, produced in Cyprus may have functioned as a currency.


          It is thought that the increase in piracy and raiding associated with the Bronze Age collapse, possibly produced by the Peoples of the Sea, brought this trading system to an end. It was only with the recovery of Phoenician trade in the ninth and tenth centuries, that saw a return to prosperity, and the appearance of real coinage, possibly first in Anatolia with Croesus of Lydia and subsequently with the Greeks and Persians.


          In Africa many forms of value store have been used including beads, ingots, ivory, various forms of weapons, livestock, the manilla currency, ochre and other earth oxides, and so on. The manilla rings of West Africa were one of the currencies used from the 15th century onwards to buy and sell slaves. African currency is still notable for its variety, and in many places various forms of barter still apply.


          


          Coinage


          These factors led to the shift of the store of value being the metal itself: at first silver, then both silver and gold. Metals were mined, weighed, and stamped into coins. This was to assure the individual taking the coin that he was getting a certain known weight of precious metal. Coins could be counterfeited, but they also created a new unit of account, which helped lead to banking. Archimedes' principle was that the next link in currency occurred: coins could now be easily tested for their fine weight of metal, and thus the value of a coin could be determined, even if it had been shaved, debased or otherwise tampered with (see Numismatics).


          In most major economies using coinage, copper, silver and gold formed three tiers of coins. Gold coins were used for large purchases, payment of the military and backing of state activities. Silver coins were used for large, but common, transactions, and as a unit of account for taxes, dues, contracts and fealty, while copper coins represented the coinage of common transaction. This system had been used in ancient India since the time of the Mahajanapadas. In Europe, this system worked through the medieval period because there was virtually no new gold, silver or copper introduced through mining or conquest. Thus the overall ratios of the three coinages remained roughly equivalent.


          


          Era of hard and credit money


          In premodern China, the need for credit and for circulating a medium that was less of a burden than exchanging thousands of copper coins led to the introduction of paper money, commonly known today as banknotes. This economic phenomenon was a slow and gradual process that took place from the late Tang Dynasty (618907) into the Song Dynasty (9601279). It began as a means for merchants to exchange heavy coinage for receipts of deposit issued as promissory notes from shops of wholesalers, notes that were valid for temporary use in a small regional territory. In the 10th century, the Song Dynasty government began circulating these notes amongst the traders in their monopolized salt industry. The Song government granted several shops the sole right to issue banknotes, and in the early 12th century the government finally took over these shops to produce state-issued currency. Yet the banknotes issued were still regionally-valid and temporary; it was not until the mid 13th century that a standard and uniform government issue of paper money was made into an acceptable nationwide currency. The already widespread methods of woodblock printing and then Bi Sheng's movable type printing by the 11th century was the impetus for the massive production of paper money in premodern China.


          At around the same time in the medieval Islamic world, a vigorous monetary economy was created during the 7th12th centuries on the basis of the expanding levels of circulation of a stable high-value currency (the dinar). Innovations introduced by Muslim economists, traders and merchants include the earliest uses of credit, cheques, promissory notes, savings accounts, transactional accounts, loaning, trusts, exchange rates, the transfer of credit and debt, and banking institutions for loans and deposits.


          In Europe paper money was first introduced in Sweden in 1661. Sweden was rich in copper, thus, because of copper's low value, extraordinarily big coins (often weighing several kilograms) had to be made. Because the coin was so big, it was probably more convenient to carry a note stating your possession of such a coin than to carry the coin itself.


          The advantages of paper currency were numerous: it reduced transport of gold and silver, and thus lowered the risks; it made loaning gold or silver at interest easier, since the specie (gold or silver) never left the possession of the lender until someone else redeemed the note; and it allowed for a division of currency into credit and specie backed forms. It enabled the sale of stock in joint stock companies, and the redemption of those shares in paper.


          However, these advantages held within them disadvantages. First, since a note has no intrinsic value, there was nothing to stop issuing authorities from printing more of it than they had specie to back it with. Second, because it created money that did not exist, it increased inflationary pressures, a fact observed by David Hume in the 18th century. The result is that paper money would often lead to an inflationary bubble, which could collapse if people began demanding hard money, causing the demand for paper notes to fall to zero. The printing of paper money was also associated with wars, and financing of wars, and therefore regarded as part of maintaining a standing army.


          For these reasons, paper currency was held in suspicion and hostility in Europe and America. It was also addictive, since the speculative profits of trade and capital creation were quite large. Major nations established mints to print money and mint coins, and branches of their treasury to collect taxes and hold gold and silver stock.


          


          Legal tender era


          With the creation of central banks, currency underwent several significant changes. During both the coinage and credit money eras the number of entities which had the ability to coin or print money was quite large. One could, literally, have "a license to print money"; many nobles had the right of coinage. Royal colonial companies, such as the Massachusetts Bay Company or the British East India Company could issue notes of creditmoney backed by the promise to pay later, or exchangeable for payments owed to the company itself. This led to continual instability of the value of money. The exposure of coins to debasement and shaving, however, presented the same problem in another form: with each pair of hands a coin passed through, its value grew less.


          The solution which evolved beginning in the late 18th century and through the 19th century was the creation of a central monetary authority which had a virtual monopoly on issuing currency, and whose notes had to be accepted for "all debts public and private". The creation of a truly national currency, backed by the government's store of precious metals, and enforced by their military and governmental control over an area was, in its time, extremely controversial. Advocates of the old system of Free Banking repealed central banking laws, or slowed down the adoption of restrictions on local currency. (See Gold standard for a fuller discussion of the creation of a standard gold based currency).


          At this time both silver and gold were considered legal tender, and accepted by governments for taxes. However, the instability in the ratio between the two grew over the course of the 19th century, with the increase both in supply of these metals, particularly silver, and of trade. This is called bimetallism and the attempt to create a bimetallic standard where both gold and silver backed currency remained in circulation occupied the efforts of inflationists. Governments at this point could use currency as an instrument of policy, printing paper currency such as the United States Greenback, to pay for military expenditures. They could also set the terms at which they would redeem notes for specie, by limiting the amount of purchase, or the minimum amount that could be redeemed.


          By 1900, most of the industrializing nations were on some form of gold standard, with paper notes and silver coins constituting the circulating medium. Governments too followed Gresham's Law: keeping gold and silver paid, but paying out in notes.


          


          Paper money era


          A currency needs to satisfy 3 functions to become a true representation of transactions between living beings.


          1. Medium of exchange 2. Store of value 3. Delivery of value (energy)


          For paper currencies to be valid the issuer should be able to deliver "value / energy" on redemption of currency, otherwise paper currency has no mechanism to satisfy the "3. Delivery of value" function to be real currency. This means that Reserve Banks should have "energy reserves" to be called Reserve Banks.


          A banknote (more commonly known as a bill in the United States and Canada) is a type of currency, and commonly used as legal tender in many jurisdictions. With coins, banknotes make up the cash form of all modern money.


          


          Modern currencies


          
            [image: British pounds, Danish kroner, Euros, and Canadian dollars.]

            
              British pounds, Danish kroner, Euros, and Canadian dollars.
            

          


          To find out which currency is used in a particular country, check list of circulating currencies.


          Currently, the International Organization for Standardization has introduced a three-letter system of codes ( ISO 4217) to define currency (as opposed to simple names or currency signs), in order to remove the confusion that there are dozens of currencies called the dollar and many called the franc. Even the pound is used in nearly a dozen different countries, all, of course, with wildly differing values. In general, the three-letter code uses the ISO 3166-1 country code for the first two letters and the first letter of the name of the currency (D for dollar, for instance) as the third letter.


          The International Monetary Fund uses a variant system when referring to national currencies.


          


          Local currencies


          In economics, a local currency is a currency not backed by a national government, and intended to trade only in a small area. Advocates such as Jane Jacobs argue that this enables an economically depressed region to pull itself up, by giving the people living there a medium of exchange that they can use to exchange services and locally-produced goods (In a broader sense, this is the original purpose of all money.) Opponents of this concept argue that local currency creates a barrier which can interfere with economies of scale and comparative advantage, and that in some cases they can serve as a means of tax evasion.


          Local currencies can also come into being when there is economic turmoil involving the national currency. An example of this is the Argentine economic crisis of 2002 in which IOUs issued by local governments quickly took on some of the characteristics of local currencies.
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          In mathematics, the concept of a curve tries to capture the intuitive idea of a geometrical one-dimensional and continuous object. A simple example is the circle. In everyday use of the term "curve", a straight line is not curved, but in mathematical parlance curves include straight lines and line segments. A large number of other curves have been studied in geometry.


          This article is about the general theory. The term curve is also used in ways making it almost synonymous with mathematical function (as in learning curve), or graph of a function ( Phillips curve).


          
            [image: An example of a (simple, closed) curve: a hypotrochoid.]

            
              An example of a (simple, closed) curve: a hypotrochoid.
            

          


          


          Definitions


          In mathematics, a (topological) curve is defined as follows. Let I be an interval of real numbers (i.e. a non-empty connected subset of [image: \mathbb{R}]). Then a curve [image: \!\,\gamma] is a continuous mapping [image: \,\!\gamma�: I \rightarrow X], where X is a topological space. The curve [image: \!\,\gamma] is said to be simple if it is injective, i.e. if for all x, y in I, we have [image: \,\!\gamma(x) = \gamma(y) \implies x = y]. If I is a closed bounded interval [image: \,\![a, b]], we also allow the possibility [image: \,\!\gamma(a) = \gamma(b)] (this convention makes it possible to talk about closed simple curve). If (x) = (y) for some [image: x\ne y] (other than the extremities of I), then (x) is called a double (or multiple) point of the curve.


          A curve [image: \!\,\gamma] is said to be closed or a loop if [image: \,\!I = [a, b]] and if [image: \!\,\gamma(a) = \gamma(b)]. A closed curve is thus a continuous mapping of the circle S1; a simple closed curve is also called a Jordan curve or a Jordan arc.


          A plane curve is a curve for which X is the Euclidean plane  these are the examples first encountered  or in some cases the projective plane. A space curve is a curve for which X is of three dimensions, usually Euclidean space; a skew curve is a space curve which lies in no plane. These definitions also apply to algebraic curves (see below). However, in the case of algebraic curves it is very common not to restrict the curve to having points only defined over the real numbers.


          This definition of curve captures our intuitive notion of a curve as a connected, continuous geometric figure that is "like" a line, without thickness and drawn without interruption, although it also includes figures that can hardly be called curves in common usage. For example, the image of a curve can cover a square in the plane ( space-filling curve). The image of simple plane curve can have Hausdorff dimension bigger than one (see Koch snowflake) and even positive Lebesgue measure (the last example can be obtained by small variation of the Peano curve construction). The dragon curve is another unusual example.


          


          Conventions and terminology


          The distinction between a curve and its image is important. Two distinct curves may have the same image. For example, a line segment can be traced out at different speeds, or a circle can be traversed a different number of times. Many times, however, we are just interested in the image of the curve. It is important to pay attention to context and convention in reading.


          Terminology is also not uniform. Often, topologists use the term " path" for what we are calling a curve, and "curve" for what we are calling the image of a curve. The term "curve" is more common in vector calculus and differential geometry.


          


          Lengths of curves


          If X is a metric space with metric d, then we can define the length of a curve [image: \!\,\gamma�: [a, b] \rightarrow X] by


          
            	[image: \mbox{Length} (\gamma)=\sup \left\{ \sum_{i=1}^n d(\gamma(t_i),\gamma(t_{i-1}))�: n \in \mathbb{N} \mbox{ and } a = t_0 < t_1 < \cdots < t_n = b \right\}. ]

          


          A rectifiable curve is a curve with finite length. A parametrization of [image: \!\,\gamma] is called natural (or unit speed or parametrised by arc length) if for any t1, t2 in [a,b], we have


          
            	[image:  \mbox{length} (\gamma|_{[t_1,t_2]})=|t_2-t_1|. ]

          


          If [image: \!\,\gamma] is a Lipschitz-continuous function, then it is automatically rectifiable. Moreover, in this case, one can define speed of [image: \!\,\gamma] at t0 as


          
            	[image: \mbox{speed}(t_0)=\limsup_{t\to t_0} {d(\gamma(t),\gamma(t_0))\over |t-t_0|} ]

          


          and then


          
            	[image: \mbox{length}(\gamma)=\int_a^b \mbox{speed}(t) \, dt.]

          


          In particular, if [image: X = \mathbb{R}^n] is Euclidean space and [image: \gamma�: [a, b] \rightarrow \mathbb{R}^n] is differentiable then


          
            	[image: \mbox{Length}(\gamma)=\int_a^b \left| \, {d\gamma \over dt} \, \right| \, dt. ]

          


          


          Differential geometry


          While the first examples of curves that are met are mostly plane curves (that is, in everyday words, curved lines in two-dimensional space), there are obvious examples such as the helix which exist naturally in three dimensions. The needs of geometry, and also for example classical mechanics are to have a notion of curve in space of any number of dimensions. In general relativity, a world line is a curve in spacetime.


          If X is a differentiable manifold, then we can define the notion of differentiable curve in X. This general idea is enough to cover many of the applications of curves in mathematics. From a local point of view one can take X to be Euclidean space. On the other hand it is useful to be more general, in that (for example) it is possible to define the tangent vectors to X by means of this notion of curve.


          If X is a smooth manifold, a smooth curve in X is a smooth map


          
            	[image: \!\,\gamma�: I \rightarrow X.]

          


          This is a basic notion. There are less and more restricted ideas, too. If X is a Ck manifold (i.e., a manifold whose charts are k times continuously differentiable), then a Ck curve in X is such a curve which is only assumed to be Ck (i.e. k times continuously differentiable). If X is an analytic manifold (i.e. infinitely differentiable and charts are expressible as power series), and [image: \!\,\gamma] is an analytic map, then [image: \!\,\gamma] is said to be an analytic curve.


          A differentiable curve is said to be regular if its derivative never vanishes. (In words, a regular curve never slows to a stop or backtracks on itself.) Two Ck differentiable curves


          
            	[image: \!\,\gamma_1�:I \rightarrow X] and

          


          
            	[image: \!\,\gamma_2�: J \rightarrow X]

          


          are said to be equivalent if there is a bijective Ck map


          
            	[image: \!\,p�: J \rightarrow I]

          


          such that the inverse map


          
            	[image: \!\,p^{-1}�: I \rightarrow J]

          


          is also Ck, and


          
            	[image: \!\,\gamma_{2}(t) = \gamma_{1}(p(t))]

          


          for all t. The map [image: \!\,\gamma_2] is called a reparametrisation of [image: \!\,\gamma_1]; and this makes an equivalence relation on the set of all Ck differentiable curves in X. A Ck arc is an equivalence class of Ck curves under the relation of reparametrisation.


          


          Algebraic curve


          Algebraic curves are the curves considered in algebraic geometry. A plane algebraic curve is the locus of points f(x, y) = 0, where f(x, y) is a polynomial in two variables defined over some field F. Algebraic geometry normally looks at such curves in the context of algebraically closed fields. If K is the algebraic closure of F, and C is a curve defined by a polynomial f(x, y) defined over F, the points of the curve defined over F, consisting of pairs (a, b) with a and b in F, can be denoted C(F); the full curve itself being C(K).


          Algebraic curves can also be space curves, or curves in even higher dimensions, obtained as the intersection (common solution set) of more than one polynomial equation in more than two variables. By eliminating variables by means of the resultant, these can be reduced to plane algebraic curves, which however may introduce singularities such as cusps or double points. We may also consider these curves to have points defined in the projective plane; if f(x, y) = 0 then if x = u/w and y = v/w, and n is the total degree of f, then by expanding out wnf(u/w, v/w) = 0 we obtain g(u, v, w) = 0, where g is homogeneous of degree n. An example is the Fermat curve un + vn = wn, which has an affine form xn + yn = 1.


          Important examples of algebraic curves are the conics, which are nonsingular curves of degree two and genus zero, and elliptic curves, which are nonsingular curves of genus one studied in number theory and which have important applications to cryptography. Because algebraic curves in fields of characteristic zero are most often studied over the complex numbers, algbebraic curves in algebraic geometry look like real surfaces. Looking at them projectively, if we have a nonsingular curve in n dimensions, we obtain a picture in the complex projective space of dimension n, which corresponds to a real manifold of dimension 2n, in which the curve is an embedded smooth and compact surface with a certain number of holes in it, the genus. In fact, non-singular complex projective algebraic curves are compact Riemann surfaces.


          


          History


          A curve may be a locus, or a path. That is, it may be a graphical representation of some property of points; or it may be traced out, for example by a stick in the sand on a beach. Of course if one says curved in ordinary language, it means bent (not straight), so refers to a locus. This leads to the general idea of curvature. As we now understand, after Newtonian dynamics, to follow a curved path a body must experience acceleration. Before that, the application of current ideas to (for example) the physics of Aristotle is probably anachronistic. This is important because major examples of curves are the orbits of the planets. One reason for the use of the Ptolemaic system of epicycle and deferent was the special status accorded to the circle as curve.


          The conic sections had been deeply studied by Apollonius of Perga. They were applied in astronomy by Kepler. The Greek geometers had studied many other kinds of curves. One reason was their interest in geometric constructions, going beyond compass and straightedge. In that way, the intersection of curves could be used to solve some polynomial equations, such as that involved in trisecting an angle.


          Newton also worked on an early example in the calculus of variations. Solutions to variational problems, such as the brachistochrone and tautochrone questions, introduced properties of curves in new ways (in this case, the cycloid). The catenary gets its name as the solution to the problem of a hanging chain, the sort of question that became routinely accessible by means of differential calculus.


          In the eighteenth century came the beginnings of the theory of plane algebraic curves, in general. Newton had studied the cubic curves, in the general description of the real points into 'ovals'. The statement of Bzout's theorem showed a number of aspects which were not directly accessible to the geometry of the time, to do with singular points and complex solutions.


          From the nineteenth century there is not a separate curve theory, but rather the appearance of curves as the one-dimensional aspect of projective geometry, and differential geometry; and later topology, when for example the Jordan curve theorem was understood to lie quite deep, as well as being required in complex analysis. The era of the space-filling curves finally provoked the modern definitions of curve.
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          Template:Infobox Ship


          The Cutty Sark is a clipper ship. Built in 1869, she served as a merchant vessel (the last clipper to be built for that purpose), and then as a training ship until being put on public display in 1954. She is preserved in dry dock at Greenwich in London, but was damaged in a fire on 21 May 2007 while undergoing extensive restoration.


          


          Etymology


          The ship is named after the cutty sark ( Scots: a short chemise or undergarment ). This was the nickname of the fictional character Nannie (also the name of the ship's figurehead) in Robert Burns' 1791 comic poem Tam o' Shanter. She was wearing a linen cutty sark that she had been given as a child, therefore it was far too small for her. The erotic sight of her dancing in such a short undergarment caused Tam to cry out "Weel done, Cutty-sark", which subsequently became a well known idiom.


          


          History


          
            [image: Cutty Sark sailing]

            
              Cutty Sark sailing
            

          


          She was designed by Hercules Linton and built in 1869 at Dumbarton, Scotland, by the firm of Scott & Linton, for Captain John "Jock" "White Hat" Willis; Scott & Linton was liquidated, and she was launched November 22 of that year by William Denny & Brothers.


          Cutty Sark was destined for the tea trade, then an intensely competitive race across the globe from China to London, with immense profits to the ship to arrive with the first tea of the year. However, she did not distinguish herself; in the most famous race, against Thermopylae in 1872, both ships left Shanghai together on June 18, but two weeks later Cutty Sark lost her rudder after passing through the Sunda Strait, and arrived in London on October 18, a week after Thermopylae, a total passage of 122 days. Her legendary reputation is supported by the fact that her captain chose to continue this race with an improvised rudder instead of putting into port for a replacement, yet was only beaten by one week.


          In the end, clippers lost out to steamships, which could pass through the recently-opened Suez Canal and deliver goods more reliably, if not quite so quickly, which proved to be better for business. Cutty Sark was then used on the Australian wool trade. Under the respected Captain Richard Woodget, she did very well, posting Australia-to-Britain times of as little as 67 days. Her best run, 360 nautical miles (666 km) in 24 hours (an average 15kt, 27.75 km/h), was said to have been the fastest of any ship of her size.


          In 1895 Willis sold her to the Portuguese firm Ferreira and she was renamed Ferreira after the firm, although her crews referred to her as Pequena Camisola ("little shirt", a straight translation of the Scots "cutty sark"). In 1916 she was dismasted off the Cape of Good Hope, sold, re-rigged in Cape Town as a barquentine, and renamed Maria do Amparo. In 1922 she was bought by Captain Wilfred Dowman, who restored her to her original appearance and used her as a stationary training ship. In 1954 she was moved to a custom-built dry-dock at Greenwich.


          Cutty Sark is also preserved in literature in Hart Crane's long poem "The Bridge" which was published in 1930.


          


          Museum ship
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              Cutty Sark in Greenwich, October 2003
            

          


          The Cutty Sark was preserved as a museum ship and popular tourist attraction. She is located near the centre of Greenwich, in south-east London, close aboard the National Maritime Museum, the former Greenwich Hospital, and Greenwich Park. She is also a prominent landmark on the route of the London Marathon. She usually flies signal flags from her ensign halyard reading "JKWS", which is the code representing Cutty Sark in the International Code of Signals, introduced in 1857.


          The ship is in the care of the Cutty Sark Trust, whose president, the Duke of Edinburgh, was instrumental in ensuring her preservation, when he set up the Cutty Sark Society in 1951. The Trust replaced the Society in 2000. She is a Grade I listed monument and is on the Buildings At Risk Register.


          Cutty Sark station on the Docklands Light Railway is one minute's walk away, with connections to central London and the London Underground. Greenwich Pier is next to the ship, and is served by scheduled river boats from piers in central London. A tourist information office stands to the east of the ship.


          


          Conservation and fire


          On the morning of 21 May 2007 the Cutty Sark, which had been closed and partly dismantled for conservation work, caught fire, and burned for several hours before the London Fire Brigade could bring the fire under control. Initial reports indicated that that damage was extensive, with most of the wooden structure in the centre having been lost.


          In an interview the next day, Richard Doughty, the chief executive of the Cutty Sark Trust revealed that at least half of the "fabric" (timbers, etc) of the ship had not been on site as it had been removed during the preservation work. Doughty expressed that the trust was most worried about the state of iron framework to which the fabric was attached. He did not know how much more the ship would cost to restore, but estimated it at an additional 510 million, bringing the total cost of the ship's restoration to 3035 million.


          Aerial video footage showed extensive damage, but seemed to indicate that the ship had not been destroyed in its entirety. A fire officer present at the scene said in a BBC interview that when they arrived, there had been "a well-developed fire throughout the ship". The bow section looked to be relatively unscathed and the stern also appeared to have survived without major damage. The fire seemed to have been concentrated in the centre of the ship. The chairman of Cutty Sark Enterprises said after inspecting the site: "The decks are unsalvageable but around 50% of the planking had already been removed; however, the damage is not as bad as originally expected."


          As part of the restoration work planned before the fire, it was proposed that the ship be raised three metres, to allow the construction of a state of the art museum space beneath. This would allow visitors to view her from below.


          For a long time, there had been been growing criticism of the policies of the Cutty Sark Trust and its stance that the most important thing was to preserve as much as possible of the original fabric. The fire damage has been put forth as a reason for the Cutty Sark to be rebuilt in a manner that would allow her to put to sea again by proponents of the idea. However, the Cutty Sark Trust have found that less than 5% of the original fabric was lost in the fire, as the decks which were destroyed were non-original additions. There are currently two petitions to the UK Prime Minister, one for funds to restore the ship, and the other for funds to restore the ship into commission as a sail training vessel.


          In addition to explaining how and why the ship is being saved, the exhibition features a new film presentation, a re-creation of the master's saloon, and interactive exhibits about the project. Live webcam views of the conservation work allow the visitor to see remotely the work being carried out on the ship.


          


          General specifications


          The Cutty Sark is one of only three surviving ships of its time that has a composite wrought iron frame structure covered by wooden planking. The hull has a Muntz metal coating.


          
            [image: Bow of the Cutty Sark]

            
              Bow of the Cutty Sark
            

          


          
            	Tonnage: 921 tons (2,608 m)


            	Hull length: 212.5 ft (64.8 m)


            	Beam: 36 ft (11 m)


            	Draft: 21 ft (6.4 m)

          


          Yard lengths (after being cut down in Sydney harbour):


          
            	Fore

              
                	fore course 21.0 yd (19.2 m)


                	lower topsail 16.8 yd (15.4 m)


                	upper topsail 14.6 yd (13.4 m)


                	topgallant 11.5 yd (10.5 m)


                	royal 9.4 yd (8.6 m)

              

            


            	Main

              
                	main course 21.6 yd (19.8 m)


                	lower topsail 18.5 yd (16.9 m)


                	upper topsail 16.8 yd (15.4 m)


                	topgallant 14.2 yd (13.0 m)


                	royal 10.4 yd (9.5 m)

              

            


            	Mizzen

              
                	mizzen course 17.4 yd (15.9 m)


                	lower topsail 14.9 yd (13.6 m)


                	upper topsail 13.4 yd (12.3 m)


                	topgallant 11.0 yd (10.1 m)


                	royal 8.2 yd (7.5 m)


                	spanker 14.1 yd (12.9 m)
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          Cyclamen is a genus of 20 species of flowering plants, traditionally classified in the family Primulaceae, but in recent years reclassified in the family Myrsinaceae. The genus is most widely known by its scientific name cyclamen being taken into common usage; other names occasionally used include sowbread and sometimes, confusingly, persian violet (it is not related to the violets), or primrose (neither is it a primrose).


          Cyclamen are native to the Mediterranean region from Spain east to Iran, and also in northeast Africa south to Somalia. They are perennial herbaceous aestivating plants, with a surface or underground tuber (derived from the hypocotyl) 4-12 cm diameter, which produces leaves in late winter, and flowers in the autumn; the leaves die down during the hottest part of the Mediterranean summer drought to conserve water. Each leaf or flower grows on its own stem, which shoots up from the hypocotyl. The variegation is thought by some botanists to be a form of natural disruptive camouflage to reduce grazing damage by animals.


          The hypocotyl grows leaves and flowers on stems, either one flower or one leaf per stem. The stem for leaves and flowers appears identical except in height. The leaves grow on stems of around 6cm height.


          



          The leaves grow on stems up to 8cm tall and form a tightly bunched circular disk of leaves. Leaves are rounded to triangular, 2-10 cm long and 2-7 cm broad, and usually variegated with a pale silvery horseshoe-shaped mark round the middle of the leaf.The top of the leaf is split with the split extending to the connection with the stem. A commom cultivar available in western shops has a leaves with a (slightly stretched) heart shape.


          

          The stems for flowers rise from the middle of the disk of leaves. The stem for flowers grows up to 12 cm tall, and the end of the flowers stem curves 150 - 180 degrees downward. The flower bud terminates the stem. The various cultivars produce flowers with either four or five united petals growing from the edge of the flower bud. The petals are usually reflexed back 90 to 180 to be erect above the flower bud, and vary from white through pink to red-purple, most commonly pale pink.


          

          The fruit is a five-chambered capsule 1-2 cm diameter, containing numerous sticky seeds about 2 mm diameter. Natural seed dispersal is by ants, which eat the sticky covering and then discard the seeds. Cyclamens are used as food plants by the larvae of some Lepidoptera species including The Gothic.


          



          Cyclamen typically grow in dry forest or scrub, where they are at least partly shaded from intense sunlight. The species vary greatly in winter frost tolerance, with the hardiest species (C. hederifolium) tolerating temperatures down to -15C, or -30C if covered by snow; others, such as C. somalense from northeastern Somalia, do not tolerate any frost at all. Certain climate change models suggest many species could become extinct in their current range within the next 50 years (Yesson & Culham 2006 ).


          


          Cultivation and uses


          Cyclamen are commonly grown for their flowers, both outdoors and indoors in pots. Several species are hardy and can be grown outdoors in mild climates such as northwest Europe and the Pacific Northwest.


          The cyclamen commonly sold by florists is C. persicum, which is frost-tender. Selected cyclamen cultivars can have white, bright pink, red or purple flowers. While flowering, florists' cyclamens should be kept below 68 F (20 C, 293 kelvins), with the night time temperatures preferably between 44 F to 59 F (6.67 C to 15 C, or 280 K to 288 K). Temperatures above 68 F (20 C, 293 K) may induce the plant to go dormant.


          In many areas within the native range, cyclamen populations have been severely depleted by collection from the wild, often illegally, for the horticultural trade; some species are now endangered as a result. However, in a few areas, plant conservation charities have educated local people to control the harvest carefully at a sustainable level, including sowing seed for future crops, both sustaining the wild populations and producing a reliable long-term income. Many cyclamen are also propagated in nurseries without harm to the wild plants.


          Cyclamen species are poisonous; they have been used medicinally as a powerful purgative, but their toxicity makes this risky.
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          In group theory, a cyclic group or monogenous group is a group that can be generated by a single element, in the sense that the group has an element g (called a " generator" of the group) such that, when written multiplicatively, every element of the group is a power of g (a multiple of g when the notation is additive).


          


          Definition


          A group G is called cyclic if there exists an element g in G such that G = <g> = { gn | n is an integer }. Since any group generated by an element in a group is a subgroup of that group, showing that the only subgroup of a group G that contains g is G itself suffices to show that G is cyclic.


          For example, if G = { g0, g1, g2, g3, g4, g5 } is a group, then g6 = g0, and G is cyclic. In fact, G is essentially the same as (that is, isomorphic to) the set { 0, 1, 2, 3, 4, 5 } with addition modulo 6. For example, 1 + 2 = 3 (mod 6) corresponds to g1g2 = g3, and 2 + 5 = 1 (mod 6) corresponds to g2g5 = g7 = g1, and so on. One can use the isomorphism  defined by (gi) = i.


          For every positive integer n there is exactly one cyclic group (up to isomorphism) whose order is n, and there is exactly one infinite cyclic group (the integers under addition). Hence, the cyclic groups are the simplest groups and they are completely classified.


          The name 'cyclic' may be misleading: it is possible to generate infinitely many elements and not form any literal cycles; that is, every gn is distinct. (It can be said that it has one infinitely long cycle.) A group generated in this way is called an infinite cyclic group, and is isomorphic to the additive group of integers Z.


          Since the cyclic groups are abelian, they are often written additively and denoted Zn. However, this notation can be problematic for number theorists because it conflicts with the usual notation for p-adic number rings or localization at a prime ideal. The quotient notations Z/nZ, Z/n, and Z/(n) are standard alternatives. We adopt the first of these here to avoid the collision of notation. See also the section Subgroups and notation below.


          One may write the group multiplicatively, and denote it by Cn, where n is the order (which can be ). For example, g3g4 = g2 in C5, whereas 3 + 4 = 2 in Z/5Z.


          


          Properties


          The fundamental theorem of cyclic groups states that if G is a cyclic group of order n then every subgroup of G is cyclic. Moreover, the order of any subgroup of G is a divisor of n and for each positive divisor k of n the group G has exactly one subgroup of order k. This property characterizes finite cyclic groups: a group of order n is cyclic if and only if for every divisor d of n the group has at most one subgroup of order d. Sometimes the equivalent statement is used: a group of order n is cyclic if and only if for every divisor d of n the group has exactly one subgroup of order d.


          Every finite cyclic group is isomorphic to the group { [0], [1], , ..., [n  1] } of integers modulo n under addition, and any infinite cyclic group is isomorphic to Z (the set of all integers) under addition. Thus, one only needs to look at such groups to understand the properties of cyclic groups in general. Hence, cyclic groups are one of the simplest groups to study and a number of nice properties are known.


          Given a cyclic group G of order n (n may be infinity) and for every g in G,


          
            	G is abelian; that is, their group operation is commutative: gh = hg (for all h in G). This is so since g + h mod n = h + g mod n.


            	If n is finite, then gn = g0 is the identity element of the group, since n mod n = 0.


            	If n = , then there are exactly two generators: namely 1 and 1 for Z, and any others mapped to them under an isomorphism in other infinite cyclic groups.


            	If n is finite, then there are exactly (n) generators where  is the Euler phi function


            	Every subgroup of G is cyclic. Indeed, each finite subgroup of G is a group of { 0, 1, 2, 3, ... m  1} with addition modulo m. And each infinite subgroup of G is mZ for some m, which is bijective to (so isomorphic to) Z.


            	Gn is isomorphic to Z/nZ ( factor group of Z over nZ) since Z/nZ = {0 + nZ, 1 + nZ, 2 + nZ, 3 + nZ, 4 + nZ, ..., n  1 + nZ} [image: \cong] { 0, 1, 2, 3, 4, ..., n  1} under addition modulo n.

          


          More generally, if d is a divisor of n, then the number of elements in Z/n which have order d is (d). The order of the residue class of m is n / gcd(n,m).


          If p is a prime number, then the only group ( up to isomorphism) with p elements is the cyclic group Cp or Z/pZ.


          The direct product of two cyclic groups Z/nZ and Z/mZ is cyclic if and only if n and m are coprime. Thus e.g. Z/12Z is the direct product of Z/3Z and Z/4Z, but not the direct product of Z/6Z and Z/2Z.


          The definition immediately implies that cyclic groups have very simple group presentation C = < x | > and Cn = < x | xn > for finite n.


          A primary cyclic group is a group of the form Z/pk where p is a prime number. The fundamental theorem of abelian groups states that every finitely generated abelian group is the direct product of finitely many finite primary cyclic and infinite cyclic groups.


          Z/nZ and Z are also commutative rings. If p is a prime, then Z/pZ is a finite field, also denoted by Fp or GF(p). Every field with p elements is isomorphic to this one.


          The units of the ring Z/nZ are the numbers coprime to n. They form a group under multiplication modulo n with (n) elements (see above). It is written as (Z/nZ). For example, we get (Z/nZ) = {1,5} when n = 6, and get (Z/nZ) = {1,3,5,7} when n = 8.


          In fact, it is known that (Z/nZ) is cyclic if and only if n is 2 or 4 or pk or 2 pk for an odd prime number p and k  1, in which case every generator of (Z/nZ) is called a primitive root modulo n. Thus, (Z/nZ) is cyclic for n = 6, but not for n = 8, where it is instead isomorphic to the Klein four-group.


          The group (Z/pZ) is cyclic with p1 elements for every prime p, and is also written (Z/pZ)* because it consists of the non-zero elements. More generally, every finite subgroup of the multiplicative group of any field is cyclic.


          


          Examples


          In 2D and 3D the symmetry group for n-fold rotational symmetry is Cn, of abstract group type Zn. In 3D there are also other symmetry groups which are algebraically the same, see Cyclic symmetry groups in 3D.


          Note that the group S1 of all rotations of a circle (the circle group) is not cyclic, since it is not even countable.


          The nth roots of unity form a cyclic group of order n under multiplication. e.g., 0 = z3  1 = (z  s0)(z  s1)(z  s2) where si = e2i / 3 and a group of {s0,s1,s2} under multiplication is cyclic.


          The Galois group of every finite field extension of a finite field is finite and cyclic; conversely, given a finite field F and a finite cyclic group G, there is a finite field extension of F whose Galois group is G.


          


          Representation


          The cycle graphs of finite cyclic groups are all n-sided polygons with the elements at the vertices. The dark vertex in the cycle graphs below stand for the identity element, and the other vertices are the other elements of the group. A cycle consists of successive powers of either of the elements connected to the identity element.
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          The representation theory of the cyclic group is a critical base case for the representation theory of more general finite groups. In the complex case, a representation of a cyclic group decomposes into a direct sum of linear characters, making the connection between character theory and representation theory transparent. In the positive characteristic case, the indecomposable representations of the cyclic group form a model and inductive basis for the representation theory of groups with cyclic Sylow subgroups and more generally the representation theory of blocks of cyclic defect.


          


          Subgroups and notation


          All subgroups and quotient groups of cyclic groups are cyclic. Specifically, all subgroups of Z are of the form mZ, with m an integer 0. All of these subgroups are different, and apart from the trivial group (for m=0) all are isomorphic to Z. The lattice of subgroups of Z is isomorphic to the dual of the lattice of natural numbers ordered by divisibility. All factor groups of Z are finite, except for the trivial exception Z/{0} = Z/0Z. For every positive divisor d of n, the quotient group Z/nZ has precisely one subgroup of order d, the one generated by the residue class of n/d. There are no other subgroups. The lattice of subgroups is thus isomorphic to the set of divisors of n, ordered by divisibility. In particular, a cyclic group is simple if and only if its order (the number of its elements) is prime.


          Using the quotient group formalism, Z/nZ is a standard notation for the additive cyclic group with n elements. In ring terminology, the subgroup nZ is also the ideal (n), so the quotient can also be written Z/(n) or Z/n without abuse of notation. These alternatives does not conflict with the notation for the p-adic integers. The last form has the additional advantage that it reads the same way that the group or ring is often described verbally, "Zee mod en".


          As a practical problem, one may be given a finite subgroup C of order n, generated by an element g, and asked to find the size m of the subgroup generated by gk for some integer k. Here m will be the smallest integer > 0 such that mk is divisible by n. It is therefore n/m where m = (k, n) is the gcd of k and n. Put another way, the index of the subgroup generated by gk is m. This reasoning is known as the index calculus algorithm, in number theory.


          


          Endomorphisms


          The endomorphism ring of the abelian group Z/nZ is isomorphic to Z/nZ itself as a ring. Under this isomorphism, the number r corresponds to the endomorphism of Z/nZ that maps each element to the sum of r copies of it. This is a bijection if and only if r is coprime with n, so the automorphism group of Z/nZ is isomorphic to the unit group (Z/nZ) (see above).


          Similarly, the endomorphism ring of the additive group Z is isomorphic to the ring Z. Its automorphism group is isomorphic to the group of units of the ring Z, i.e. to {1, +1} [image:  \cong] C2.


          


          Virtually cyclic groups


          A group is called virtually cyclic if it contains a cyclic subgroup of finite index. It is known that a finitely generated discrete group with exactly two ends is virtually cyclic. Every abelian subgroup of a Gromov hyperbolic group is virtually cyclic.
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            [image: Radar image of a tropical cyclone in the northern hemisphere.]

            
              Radar image of a tropical cyclone in the northern hemisphere.
            

          


          In meteorology, a cyclone is an area of low atmospheric pressure characterized by inward spiraling winds that rotate counter clockwise in the northern hemisphere and clockwise in the southern hemisphere of the Earth. The generic term covers a wide variety of meteorological phenomena. These include tropical cyclones, extratropical cyclones, and tornadoes, so meteorologists rarely use "cyclone" without additional qualification.


          



          


          Structure


          There are a number of structural characteristics common to all cyclones. Their centre is the area of lowest atmospheric pressure, often known in mature tropical and subtropical cyclones as the eye. Near the centre, the pressure gradient force (from the pressure in the centre of the cyclone compared to the pressure outside the cyclone) and the Coriolis force must be in an approximate balance, or the cyclone would collapse on itself as a result of the difference in pressure. The wind flow around a large cyclone is counterclockwise in the northern hemisphere and clockwise in the southern hemisphere as a result of the Coriolis effect (An anticyclone, on the other hand, rotates clockwise in the northern hemisphere, and counterclockwise in the southern hemisphere.)


          


          Formation


          Cold-core cyclones (most cyclone varieties) form due to the nearby presence of an upper level trough, which increases divergence aloft over an area that induces upward motion and surface low pressure. Warm-core cyclones (such as tropical cyclones and many mesocyclones) can have their initial start due to a nearby upper trough, but after formation of the initial disturbance, depend upon a storm-relative upper level high to maintain or increase their strength.


          


          Categorization


          Each of the six main types of cyclone has further characteristics which define it as either a Polar cyclone, Polar low, Extratropical, Subtropical, Tropical, or Mesoscale.


          


          Polar cyclone


          Polar or Arctic cyclones are vast areas of low pressure. A polar cyclone is a low pressure weather system, usually spanning 1,0002,000 kilometers, in which the air circulates in a counterclockwise direction in the northern hemisphere, and a clockwise direction in the southern.


          


          Polar low


          
            [image: Polar low over the Barents Sea on February 27, 1987]

            
              Polar low over the Barents Sea on February 27, 1987
            

          


          A polar low is a small-scale, short-lived atmospheric low pressure system (depression) that is found over the ocean areas poleward of the main polar front in both the Northern and Southern Hemispheres. The systems usually have a horizontal length scale of less than 1,000 km and exist for no more than a couple of days. They are part of the larger class of mesoscale weather systems. Polar lows can be difficult to detect using conventional weather reports and are a hazard to high-latitude operations, such as shipping and gas and oil platforms.


          Polar lows have been referred to by many other terms, such as polar mesoscale vortex, Arctic hurricane, Arctic low, and cold air depression. Today the term is usually reserved for the more vigorous systems that have near-surface winds of at least 17 m/s.


          


          Extratropical


          
            [image: A ficticious synoptic chart of an extratropical cyclone affecting the UK. The blue arrows between isobars indicate the direction of the wind, while the "L" symbol denotes the centre of the "low". Note the occluded, cold and warm frontal boundaries.]

            
              A ficticious synoptic chart of an extratropical cyclone affecting the UK. The blue arrows between isobars indicate the direction of the wind, while the "L" symbol denotes the centre of the "low". Note the occluded, cold and warm frontal boundaries.
            

          


          An extratropical cyclone, sometimes inaccurately called a cyclone, is a synoptic scale low pressure weather system that has neither tropical nor polar characteristics, being connected with fronts and horizontal gradients in temperature and dew point otherwise known as "baroclinic zones".


          The descriptor "extratropical" refers to the fact that this type of cyclone generally occurs outside of the tropics, in the middle latitudes of the planet. These systems may also be described as "mid-latitude cyclones" due to their area of formation, or "post-tropical cyclones" where extratropical transition has occurred, and are often described as "depressions" or "lows" by weather forecasters and the general public. These are the everyday phenomena which along with anti-cyclones, drive the weather over much of the Earth.


          Although extratropical cyclones are almost always classified as baroclinic since they form along zones of temperature and dewpoint gradient, they can sometimes become barotropic late in their life cycle when the temperature distribution around the cyclone becomes fairly uniform with radius.


          


          Subtropical


          A subtropical cyclone is a weather system that has some characteristics of a tropical cyclone and some characteristics of an extratropical cyclone. It can form in a wide band of latitude, from the equator to 50.


          


          Tropical


          
            [image: Cyclone Catarina, a rare South Atlantic tropical cyclone viewed from the International Space Station on March 26, 2004]

            
              Cyclone Catarina, a rare South Atlantic tropical cyclone viewed from the International Space Station on March 26, 2004
            

          


          A tropical cyclone is a storm system fueled by the heat released when moist air rises and the water vapor in it condenses. The term describes the storm's origin in the tropics and its cyclonic nature, which means that its circulation is counterclockwise in the northern hemisphere and clockwise in the southern hemisphere. Tropical cyclones are distinguished from other cyclonic windstorms such as nor'easters, European windstorms, and polar lows by the heat mechanism that fuels them, which makes them "warm core" storm systems.


          Depending on their location and strength, there are various terms by which tropical cyclones are known, such as hurricane, typhoon, tropical storm, cyclonic storm and tropical depression.


          Tropical cyclones can produce extremely strong winds, tornadoes, torrential rain, high waves, and storm surges. The heavy rains and storm surges can produce extensive flooding. Although their effects on human populations can be devastating, tropical cyclones also can have beneficial effects by relieving drought conditions. They carry heat away from the tropics, an important mechanism of the global atmospheric circulation that maintains equilibrium in the Earth's troposphere.


          


          Mesoscale


          A mesocyclone is a cyclonic vortex of air, between approximately 2and10km diameter within a convective storm. They can often be found in association with updrafts in supercells, where tornadoes may form. The term refers only to mesoscale cyclones found within convective storms, and does not apply to other cyclones on the mesoscale. Storms with mesocyclones can feature strong surface winds and severe hail.


          


          Extraterrestrial cyclones


          
            [image: Cyclone on Mars, imaged by the Hubble Space Telescope]

            
              Cyclone on Mars, imaged by the Hubble Space Telescope
            

          


          Cyclones are not unique to Earth. Cyclonic storms are common on Jovian planets, like the Small Dark Spot on Neptune. Mars has also exhibited cyclonic storms. Jovian storms like the Great Red Spot are usually mistakenly named as giant hurricanes or cyclonic storms. However, this is inaccurate, as the Great Red Spot is, in fact, the inverse phenomenon, an anticyclone.
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                Cyclone Percy at peak intensity
                

              
            


            
              	Formed

              	February 25, 2005
            


            
              	Dissipated

              	March 4, 2005
            


            
              	Highest

              winds

              	
                
                  
                    	260 km/h (160 mph) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	900 hPa ( mbar)
            


            
              	Fatalities

              	None
            


            
              	Damage

              	Unknown
            


            
              	Areas

              affected

              	American Samoa, Tokelau, Cook Islands
            


            
              	Part of the

              2004-05 South Pacific cyclone season
            

          


          Cyclone Percy was the seventh named storm of the 2004-05 South Pacific cyclone season and the fourth and final cyclone to form during the February 2005 outbreak in the South Pacific Ocean.


          Percy was also the most damaging of the February cyclones as it battered the Cook Islands, which were still recovering from the impacts of Cyclones Meena, Nancy and Olaf. Percy then devastated the island of Tokelau, leaving many homeless and millions in dollars in property damages (although exact damage figures are unavailable). Because of warnings in anticipation of the storm, there were no deaths and there were only a few injuries.


          


          Storm history
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              Storm path
            

          


          A discernible area of low pressure formed east of Tuvalu on February 23. The area of low pressure moved eastward, where it strengthened into Tropical Depression 10F a day later. Since the depression was located in an area of low wind shear and warm water temperatures, it was able to quickly strengthen into Tropical Storm Percy. At this point in time, Percy was located 120miles (190km) east of Fongafale, Tuvalu, and was moving towards the east-southeast at 14 kt (16 mph, 26 km/h). On February 26, Percy reached Category 1 status, while located 400 miles (644 km) north of American Samoa. While Percy moved east-southeast, a shortwave trough developed southwest of the storm. The trough caused the cyclone to intensify even further to a Category 3 storm as it passed between Fakaofa and Swains Island. Percy then reached Category 4 status north of Pago Pago as it winds reached over 135 mph (115 knots, 213 km/h) and the barometric pressure at its centre fell to 925 millibars. On February 27, Cyclone Percy encountered a high pressure ridge which slowed its forward speed. Because of this, the cyclone's structure became elliptical, which caused the cyclone to weaken back to Category 3 status. By February 28, Percy bypassed the Pukapuka and Nassau Islands as a Category 3 cyclone as it continued to move east-southeast.


          
            [image: Cyclone Percy hitting Swains Island on February 27, 2005]

            
              Cyclone Percy hitting Swains Island on February 27, 2005
            

          


          By then, the cyclone was re-organizing as the storm steered to the southeast. On March 2, Percy reached its second peak intensity. Its winds reached 160 mph (140 knots, 265 km/h) on the Saffir-Simpson Hurricane Scale, and an estimated barometric pressure of 900 millibars. Cyclone Percy maintained Category 5 status for 18 hours, while located 110 mi (177 km) west of Palmerston Island. After reaching Category 5 status, Percy began to weaken, due to increasing wind shear. During its weakening phase, Cyclone Percy passed south of Tropical Depression 20S. Pulled by an upper level trough, Percy swung to the east, passing Tropical Depression 24S in the process, before being caught up by another trough. By March 4, the centre of Percy became detached from the main area of convection and Percy quickly weakened to a tropical storm. Tropical Storm Percy then quickly accelerated to 20 kt (23 mph, 37 km/h) as it became an extratropical storm.


          Percy briefly entered the New Zealand area of responsibility before becoming extratropical at 1200 UTC. By March 5, the remnants of Percy finally dissipated 700 mi (1127 km) southwest of Rarotonga.


          


          


          Preparations


          When Percy quickly reached cyclone strength, forecasters began to issue watches and warnings for the American Samoa and Tokelau areas, which were impacted by earlier storms Nancy and Olaf. As Percy continued to move eastward, forecasters predicted the storm to strengthen into a Category 2 or Category 3 storm within 12-24 hours. meanwhile, forecasters issued gale warnings for Tokelau. On February 26, forecasters predicted Percy would stay on its current track and miss the island of Atafu by 50-70 miles (80-113 km), even though the storm could bring damaging gale force winds and heavy rains to the island. However, forecasters predicted Percy would make landfall on Tokelau. In American Samoa, hurricane warnings were issued for Swains Island, while the rest of American Samoa remained under a hurricane watch. Later, the gale warnings for Tokelau were changed to hurricane warnings as Percy moved to within 75 miles (121 km) north of Atafu. In Nukunou and Fakaofo, forecasters predicted that the cyclone would bring 60-70 mph (95-111 km/h) winds, heavy rains and possible flooding in low lying areas.


          Forecasters predicted that Cyclone Percy was going to turn to the southeast and hit the islands of Pukapuka and Nassau directly. Because of this, evacuations were ordered and emergency shelters were activated in Rarotonga. Forecasters also predicted that Percy was going to cause a strong storm surge. The Joint Typhoon Warning Centre and NOAA also predicted that the storm was going to strengthen further within 12-24 hours. In addition, forecast models predicted that Cyclone Percy would take a similar track like Cyclone Olaf weeks earlier. That prompted officials in the southern Cook Islands to order evacuations.


          


          Impact


          Like the earlier cyclones Meena, Nancy, and Olaf, Percy left widespread damage across Swains Island, Tokelau, and the southern Cook Islands. However, because of well-executed warnings, there were no deaths and there were only a few injuries. Percy was the worst cyclone to strike Tokelau since a similar cyclone hit the area in 1966.


          


          American Samoa and Tokelau


          The strong winds from Percy knocked out power and communications infrastructure in Swains Island. Efforts to re-establish contact with the island were unsuccessful for a week. After the storm, however, all eight people who rode out the storm survived, though nine of the eleven buildings on the islands were destroyed or severely damaged. Damage in American Samoa was minimal. In Tokelau, Percy damaged trees and knocked down powerlines. During the height of the storm, one person was injured by flying debris, and two others were swept out to sea, but all three survived. In Nokonunu, the cyclone destroyed the only school and damaged 80% of the structures. The local hospital completely lost power during the storm and its emergency generator was overwhelmed by the flooding.


          In Fakaofo, the storm surge from Percy partially damaged a sea wall and caused major beach erosion. One house was destroyed while others were severely damaged. Percy also damaged much of the coconut harvest and 50% of the livestock were killed by the cyclone. Atafu also suffered similar damage as the storm damaged a UHF tower and several storage sheds. Damage to crops was also significant as the storm damaged much of the banana and pandanus harvests. The schools in Atafu suffered only minimal damage (mostly wind damage).


          


          Cook Islands


          The northern Cook Islands were hardest hit by Percy as the storm left 640 people homeless, of which 600 were in Pukapuka, and 40 were in Nassau. Of the buildings and houses destroyed or severely damaged, only ten were left standing. One person was rescued when his fishing boat stalled during the storm. Percy also damaged a solar power station, making it inoperable. Percy also battered the southern Cook Islands while weakening, although the damage there was minimal.


          


          Aftermath


          Relief efforts followed after Cyclone Percy. In Swains Island, a rescue plane dropped food and supplies. In Tokelau and northern Cook Islands, the governments of Australia and New Zealand offered over $200,000 dollars (2005 USD) in relief aid.


          In Tokelau, many of the local officials feared about contamination since the cyclone had scattered human waste, trash, and other debris in the ocean and across the island. There was also an increase of mosquitoes and other insects, increasing the threat of a dengue fever outbreak. In addition, the storm damaged many of the hospitals, making treatment of the injured or displaced difficult. Criticism of government preparedness followed after Percy as emergency plans were not easily understood by the local population. In Nukunonu, the school, which was destroyed by Percy, was poorly built and vulnerable, and there was no early warning system. Also, many of the population had little time to prepare for the storm because of a social event held hours earlier.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cyclone_Percy"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Cyclone Rosita


        
          

          
            
              Severe Tropical Cyclone Rosita
            

            
              	Category 5 cyclone ( Australianscale)
            


            
              	Category 4cyclone( SSHS)
            


            
              	
                
                  [image: Tropical Cyclone Rosita near peak intensity]
                


                Tropical Cyclone Rosita near peak intensity
                

              
            


            
              	Formed

              	April 15, 2000
            


            
              	Dissipated

              	April 21, 2000
            


            
              	Highest

              winds

              	
                
                  
                    	230 km/h (145 mph) (1-minutesustained)
                  


                  
                    	290 km/h (180 mph) (gusts)
                  

                

              
            


            
              	Lowest pressure

              	930 hPa ( mbar)
            


            
              	Fatalities

              	0
            


            
              	Damage

              	Unknown
            


            
              	Areas

              affected

              	Northern Western Australia (especially Broome)
            


            
              	Part of the

              1999-00 Australian cyclone season
            

          


          Severe Tropical Cyclone Rosita was a tropical cyclone that affected northern Australia from April 15 through April 21, 2000. Rosita was one of the most intense tropical cyclones to hit the west Kimberley coast in the last hundred years. Crossing the coast as a Category 5 about 40 kilometres (25 miles) south of Broome on 20 April, Rosita caused severe damage in the Eco Beach resort and the vegetation around Broome. Its region of very destructive winds (gusts exceeding 170 km/h) passed south of Broome by only 15 kilometres (9 miles). Cyclone Rosita was the first cyclone to directly hit Broome since Cyclone Lindsay in March 1985.


          


          Storm history
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              Storm path
            

          


          A weak low in the Timor Sea formed on 14 April, initially moving west south-west and turned southward during 16 April and 17 April. The low slowly strengthened and was named Rosita on 17 April, while located approximately 670 kilometres (415 miles) to the north of Port Hedland at about 6 p.m. WST (1000 UTC). On the morning of 18 April, a ship reported a relatively high pressure of 997 hPa while passing very close to the centre of Cyclone Rosita, however, near- storm-force winds were reported.


          Rosita then entered a very favourable environment which allowed rapid development to occur. On 19 April, Rosita turned to the east-southeast and intensified rapidly to a Category 5 severe cyclone, with an estimated central pressure of 930 hPa. Wind gusts near the centre were estimated at about 290 km/h (180 mph). Rosita turned slightly to the southeast, crossing the coast at peak intensity, 40 kilometres (25 miles) south of Broome at around 1 a.m. WST on 20 April (1700 UTC April 19). Cyclone Rosita was a small cyclone, but nevertheless was very intense and powerful. Its radius of gale-force winds was just half the average for cyclones in Australia, and its core of very destructive winds extended just 25 kilometres (16 miles) from its centre. This meant that Rositas region of very destructive winds missed Broome by only 15 kilometres (9 miles) to the south. Once over land, Rosita accelerated to speeds of up to 30 km/h (19 mph) into the Great Sandy Desert, only weakening gradually. Rosita passed close to the community of Balgo at around 10 p.m. WST (1400 UTC) on 20 April, about 700 kilometres (435 miles) from the coast. Rosita was still estimated to be at Category 1 intensity when it passed near the community. Rositas remnants continued to bring flooding rains to central Australia.


          


          Preparations


          The Bureau of Meteorology predicted Rosita to hit near Broome at around midnight WST on April 20 (1600 UTC April 19). Towns around the area were warned to prepare for one of the most powerful cyclones ever to threaten Australia. Very destructive winds with gusts to 260 km/h near the cyclone's centre were expected. Residents of coastal towns were warned to expect dangerous storm tides  local emergency officials said an 8 metre (26 ft) high tide was expected at that night. Tourists in the area were warned not to try to reach Broome. Chevron Australia said a tanker due to arrive on 18 April was asked to delay its arrival till 22 April because of the cyclone. Iron ore miners in Port Hedland and Dampier monitored Rosita's approach.


          Blue Alert warnings, which indicate that a cyclone may affect the warning area within 48 hours, were issued for Cyclone Rosita on the morning on 19 April. They were upgraded to a Yellow Alert  an indication that a cyclone appears inevitable to affect the warning area in 12 hours  at 1 pm, then to a Red Alert  meaning the cyclone is imminent  at 8 pm. In general, residents were well informed of the warnings through the radio. Residents from the low-lying downtown areas evacuated to homes in more elevated locations. Two of the three available evacuation shelters were opened and co-ordinated by the Department of Family and Children's Services. 280 people took shelter in schools, while 78 residents from Bidyadanga were evacuated to Port Hedland or Broome. The people that stayed in the settlement sheltered in the church and family homes. Staff and guests at the Eco Beach tourist resort received warnings from Rosita early on 19 April and made a timely return to Broome before the cyclone hit.


          


          Impact


          The largest impact occurred near the core of very destructive winds about 40 km (25 miles) south of Broome. The main homestead on the Thangoo station, 28 km (17 miles) to the south-southeast of Broome, received only minor structural damage, however the station was in the region of the dangerous storm surge. Reports from the Thangoo station, situated 2.5 km (1.6 miles) inland from coastal mangroves, showed that the stations front gate had debris laid up to the second shoreline, about a metre (3.3 ft) above mean ground level. Another station homestead, 7 km (4 miles) west, was covered by coastal dunes but escaped major damage to its structure.


          The most severe structural damage occurred near Cape Villaret, 40 km (25 miles) south-southwest of Broome. The Eco-beach tourist resort and the Yardoogarra station were devastated. The area around the homestead was totally devastated. A caravan parked nearby was blown away and crumbled, and a semi trailer was blown to its side. The vegetation, which used to be very lush, was stripped of all leaves by the destructive winds which carried airborne salt and sand. The damage to the vegetation seemed to be worse than the tree damage seen in Exmouth caused by Cyclone Vance in March 1999. About 60 km (37 miles) of fencing was pushed over, all windmills were destroyed, and about 200 head of cattle were lost, mostly due to drowning from the storm surge. However, the path of destruction to the vegetation was estimated to be just 15 to 20 km wide, reflecting Rosita's small size.


          The Eco Beach tourist resort was only built to resist wind gusts of Category 3 strength. Only about 10 of the 40 accommodation huts were left standing. Some of the huts were removed from their concrete foundations, and were carried by the winds and smashed into other buildings. Showing how strong Rosita's winds were, a sea container weighing 2.5 tonnes (5500 lb) and filled with 2 to 3 tonnes (4400 to 6600 lb) of equipment was blown 700 m (0.4 mile) across sand dunes. The magnitude of the devastation to the vegetation in this area resembled a place being destroyed by bushfires.


          In the town of Broome, the maximum wind gust recorded was 153 km/h (95 mph), recorded at the Broome aerodrome, as well as recording 163.8 mm (6.45 in) of rain for the 24 hours up to 9 a.m. WST (0100 UTC) on 20 April. Vegetation in this area were badly damaged, particularly the African Mahogany trees which were either snapped off or uprooted. Parts of Cable Beach were severely eroded. An area which used to be covered with sand was completely covered by rocks. The eastern side of Roebuck Bay had evidence of severe erosion of the coastal terrain. At Broome's only banana plantation, almost all crops were completely lost, with 10 out of 18,000 plants left surviving. Fortunately, most buildings in the town of Broome remained unharmed, although power supplies were cut to many parts of Broome for several days. The Broome power station was initially shut down at approximately midnight on the 20th of April amid fears of damage to the power reticulation infrastructure.


          Some damages to trees and property were reported in the community of Balgo Hills, located in the Great Sandy Desert approximately 700 km (435 miles) inland from the coast.


          


          Aftermath


          The extended period of power outage was a major problem for the residents in Broome. Residents had to wait for days for the power supply to be restored. As all of the distribution lines were above ground, Broome was particularly vulnerable to power outages during cyclones. Linesmen from Western Power were called in from afar to inspect all high voltage distribution lines before these could be re-energised. Western Power inspectors were also flown in from around the state to commence disconnections of properties suspected to have suffered water intrusion. These properties had to be tested before having supply reconnected. The majority of residential properties had power restored back on 30 April, 11 days after Rosita struck. Television and radio were limited to transmissions from Perth, and this proved difficult to access information about any available supplies in the town. People had difficulties purchasing food and supplies because supermarkets were closed or had no power and there was no fresh produce arriving. However, power was restored a few days after the cyclone hit. There were only minor interruptions to the water and sewerage infrastructure.


          The Western Australia State Emergency Service (SES) was responsible for responses relating to the damage from Rosita. SES workers worked to help the community recover, tarping damaged roofs and clearing debris from roads and around houses where it limited access from residents. Most work involved clearing vegetation from power lines to enable Western Power to begin repairs. Volunteers from other Western Australian cities and towns such as Perth, Bunbury, Karratha, Derby and Tom Price had arrived to assist with requests for help. During the recovery period, the SES earned huge public respect, and residents were pleased with the quick response of the SES.


          The damage from Rosita made a large impact on the tourist industry. The time of impact happened just before the Easter and ANZAC Day Holiday period. Easter is considered to be the beginning of the tourist season, so it is usually expected that there will be an increase of visitors into Broome at this time. Many visitors delayed or cancelled their trips, and some cut short their holiday. Car hire companies that had been booked out for the holiday period had people returning vehicles early.


          The impact of Rosita has alerted residents to prepare for any cyclones that may threaten the town in the future. Many people were surprised that Cyclone Rosita was going to hit, as cyclones are rare in Broome, and many thought the cyclone season was already over. However, many residents also thought that the cyclone's impact strengthened the community as a whole and "brought people closer together".


          


          Retirement


          The name Rosita was removed from the official list of tropical cyclone names set out by the Tropical Cyclone Warning Centre in Perth. It was replaced with the name Robyn.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cyclone_Rosita"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Cyclone Sidr


        
          

          
            
              Very Severe Cyclonic Storm Sidr
            

            
              	Very severe cyclonic storm ( IMD)
            


            
              	Category 4cyclone( SSHS)
            


            
              	
                
                  [image: Sidr in the Bay of Bengal]
                


                Sidr in the Bay of Bengal
                

              
            


            
              	Formed

              	November 11, 2007
            


            
              	Dissipated

              	November 16, 2007
            


            
              	Highest

              winds

              	
                
                  
                    	215 km/h (130 mph) (3-minutesustained)
                  


                  
                    	250 km/h (155 mph) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	944 hPa ( mbar)
            


            
              	Fatalities

              	3,447
            


            
              	Damage

              	$450million (2007USD)
            


            
              	Areas

              affected

              	Bangladesh and West Bengal, India
            


            
              	Part of the

              2007 North Indian Ocean cyclone season
            

          


          Cyclone Sidr ( JTWC designation: 06B, also known as Very Severe Cyclonic Storm Sidr) is the fourth named storm of the 2007 North Indian Ocean cyclone season. The storm formed in the central Bay of Bengal, and quickly strengthened to reach peak sustained winds of 215km/h (135mp/h), which would make it a Category-4 equivalent tropical cyclone on the Saffir-Simpson Scale. The storm eventually made landfall near Bangladesh on November 15. The storm caused large-scale evacuations in Bangladesh. So far, 3,447 deaths have been blamed on the storm, with that number expected to rise.


          Save the Children estimated the number of deaths to be between 5,000 and 10,000, while the Red Crescent Society reported on November 18 that the number of deaths could be up to 10,000. As of November 19, international groups have pledged US$25 million to repair the damage.


          


          Storm history


          On November 9, an area of disturbed weather developed southeast of the Andaman Islands, with a weak low-level circulation near the Nicobar Islands. Initially moderate upper-level wind shear inhibited organization, while strong diffluence aloft aided in developing convection. Vertical shear decreased greatly as the circulation became better defined, and a Tropical Cyclone Formation Alert was issued on November 11 while located a short distance south of the Andaman Islands. Around the same time, the India Meteorological Department (IMD) designated the system as Depression BOB 09. The Joint Typhoon Warning Centre (JTWC) upgraded it to Tropical Cyclone 06B after Dvorak estimates indicated winds of 65km/h (40mph). Later that day, it intensified into a deep depression as it moved slowly north-westward.


          The IMD upgraded the system to Cyclonic Storm Sidr early on November 12. The system then began to intensify quickly as it moved slowly northwestward, and the IMD upgraded it to a severe cyclonic storm later that day and a very severe cyclonic storm early the next day. On the morning of November 15, the cyclone intensified to reach peak winds of 215 km/h (135 mph) according to the IMD, and a peak of 250 km/h (155 mph) according to the JTWC. Sidr officially made landfall around 1700 UTC later that day, with sustained winds of 215 km/h (135 mph). It weakened quickly after landfall and the final advisories were issued early on November 16. The name Sidr was contributed by Oman; it is an Arabic name of a tree belonging to the genus Ziziphus, specifically the Ziziphus spina-christi. There is another saying that it is derived from the Sinhalese Language where "Sidr" means 'hole' or 'eye.


          


          Preparations


          As it intensified to a Category 4-equivalent cyclone on November 15, thousands of emergency officials were put on standby in eastern India and Bangladesh in advance of the storm's arrival. Massive evacuations of low-lying coastal areas also took place. A total of 2 million people in Bangladesh evacuated to emergency shelters. The Indian Metrological Department (IMD) also issued a cyclone alert for Orissa and West Bengal on November 14. In Bangladesh, an emergency cabinet meeting decided to withdraw weekly leave for the government officials to join the evacuation process. Over 40,000 Red Cross volunteers were deployed to order residents in the 15 affected provinces into special cyclone and flood shelters. The main ports have been closed.


          


          Impact
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              The remnants of Cyclone Sidr.
            

          


          Coastal districts of Bangladesh faced heavy rainfall as an early impact of the cyclone. Dhaka and other parts of Bangladesh experienced drizzle and gusty winds. Total damages came close to $450 million.


          Tidal waves reaching up to a height of 3metres (9.8ft) were reported in the coastal areas of north Chennai in southern state of Tamil Nadu in India, triggering panic among the fishing community.


          The damage in Bangladesh was extensive, including tin shacks flattened, houses and schools blown away and enormous tree damage. Some local officials have described the damage as being even worse than that from the 1991 cyclone. The entire cities of Patuakhali, Barguna and Jhalokati District were hit hard by the storm surge of over 5 meters (16 ft). About a quarter of the world heritage site Sunderbans were damaged. Researchers said mangrove forest Sunderban will take at least 40 years to recover itself from this catastrophe. Much of the capital city of Dhaka was also severely affected, as electricity and water service were cut and significant damage was reported there due to winds and flooding. The local agricultural industry was also devastated, as many rice crops - which have a December harvest - were lost.


          At least 3,447 deaths have been reported. The hardest-hit area was Barguna, where 423 people were reported to have been killed according to local officials. Patuakhali was also hard-hit, with 385 deaths reported. Most of the deaths confirmed thus far were due to the winds, although 13 of them have been as a result of capsized boats in the Faridpur district of Bangladesh. The head of the Red Crescent in Bangladesh expects the death toll to reach as high as 10,000. Over 3,000 other fishermen were reported missing on over 500 fishing boats.


          


          Disaster response
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              Map showing Sidr affected districts and disaster response.
            

          


          Cyclone Sidr slammed the highly vulnerable low lying densely populated coastal areas of Bangladesh with heavy rain, winds of up to 120 miles/hr, and a storm surge. Sidr may be the strongest cyclone to hit the country since a cyclone killed over 143,000 Bangladeshis in 1991. Although, the death from Sidr number in the hundreds but damage to homes, crops and livelihoods could be extensive. Under a Cyclone Preparedness Program, volunteers evacuated at least 600,000 Bangladeshis in the path of the storm. Many are housed in 1,800 multipurpose disaster shelters built along the coast. Relief organizations are distributing seven-day emergency disaster kits of food, blankets and clothing for evacuated families.


          Since 1991, the donor community, including the US and EC, has supported disaster-preparedness to mitigate the impact of tropical storms and improve post-disaster relief and reconstruction. Cyclone walls planted with trees are in place to protect vulnerable areas from storm surges. Disaster shelters on stilts housing refugees plus early warning systems and timely evacuations appear to have greatly reduced the fatalities from Sidr.


          


          Aftermath


          
            [image: Houses damaged by the cyclone.]

            
              Houses damaged by the cyclone.
            

          


          After the storm, five Bangladesh Navy ships were immediately dispatched with food, medicine, and relief supplies for the hardest-hit areas. Saudi Arabia also donated US$100 million to the relief effort as the country's largest relief sum ever. The European Commission also released 1.5 million (US$2.4 million) in emergency relief to Bangladesh. The United States, through the U.S. Agency for International Development, has pledged more than US$14.4 million in emergency assistance, including more than US$10 million in food assistance from the U.S. Food for Peace program. The United States Navy also released over 3,500 Marines aboard USS Kearsarge and USS Wasp (located in the Gulf of Oman) and USS Tarawa (located in Hawaii) to aid in the recovery efforts.


          Other agencies quickly followed in providing aid. World Vision released volunteers to help house more than 20,000 people left homeless. The Red Cross also brought a significant presence, while assessments of the damage were underway. Bangladesh Red Crescent Society initally asked 400 million Taka to the international community. As part of the Bangladeshi cricket team's tour in New Zealand, a charity Twenty20 match was held with all funds raised going to the victims. In addition, the International Cricket Council donated US$250,000 to the funds at the start of the match.


          People of the cyclone affected area are having severe health problems as diseases like diarrhea spread due to shortage of drinking water.The landfall of Sidr had followed the devastation caused by consecutive floods earlier in 2007.
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          In Greek mythology a Cyclops, or Kyklops (Greek ύ), is a member of a primordial race of giants, each with a single round eye in the middle of its forehead. The plural is Cyclopes or Kyklopes (Greek ύ). The name means "round-" or "wheel-eyed".


          Hesiod describes one group of cyclopes and Homer describes another. In Hesiod's Theogony, Zeus releases the Cyclopes, the sons of the sky ( Uranus) and the earth ( Gaia), from the dark pit of Tartarus. They provide Zeus's thunderbolt, Hades' helmet of invisibility, and Poseidon's trident, and the gods use these weapons to defeat the titans. In a famous passages of Homer's Odyssey, the hero Odysseus encounters the Cyclops Polyphemus, the son of Poseidon and a nereid ( Thoosa), who lives with his fellow Cyclopes in a distant country. The connection between the two groups has been debated in antiquity and by modern scholars.


          


          Hesiod's Cyclops
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              The Cyclops, a 1914 painting by Odilon Redon.
            

          


          In the Theogony, the Cyclopes Brontes (thunderer), Steropes () and Arges (brightener)were the sons of Uranus ("Sky") and Gaia ("Earth"). Like their brothers, the Hecatonchires ("hundred-handed ones"), they were primordial sons of Sky and Earth. They were giants with a single eye in the middle of their forehead and a foul disposition. According to Hesiod, they were strong, stubborn, and "abrupt of emotion". Collectively they eventually became synonyms for brute strength and power, and their name was invoked in connection with massive masonry and especially well-crafted weapons.


          Uranus, fearing their strength, locked them in Tartarus. Cronus, another son of Uranus and Gaia, later freed the Cyclopes, along with the Hecatonchires, after he had castrated and overthrown Uranus. But Cronus then placed them back in Tartarus, where they remained, guarded by the she-dragon Campe, until freed by Zeus. They fashioned thunderbolts for Zeus to use as weapons, and helped him overthrow Cronus and the other Titans. The thunderbolts, which became Zeus' signature weapons, were forged by all three Cyclopes: Arges added brightness, Brontes added thunder, and Steropes added lightning.


          These Cyclopes also created Poseidon's trident, Artemis' bow and arrow, and the helmet that Hades gave to Perseus on his quest to kill Medusa. According to a hymn of Callimachus, they were Hephaestus' helpers at the forge. The Cyclopes were said to have built the "cyclopean" fortifications at Tiryns and Mycenae in the Peloponnese. The noises proceeding from the heart of volcanoes were attributed to their operations.


          It is said that these Cyclopes were later killed by Apollo after Zeus killed his son, Asclepius, with a Cyclopes-forged thunderbolt.


          


          Homer's Cyclopes


          The Cyclopes were huge one-eyed monsters that resided on an island with the same name. Commonly, the term "Cyclops" refers to a particular son of Poseidon and Thoosa named Polyphemus who was a Cyclops. Another member of this group of Cyclopes was Telemus, a seer.


          


          Polyphemus


          In Book 9 of Homer's Odyssey, a scouting party led by Odysseus lands on the Island of the Cyclopes and discovers a large cave. They enter into the cave and feast on food they find there. This cave is the home of Polyphemus, who soon returns and traps the trespassers in the cave. He proceeds to eat several crew members, but Odysseus devises a cunning plan for escape.


          To make Polyphemus unwary, Odysseus gives him a skin of very strong, unwatered wine. When Polyphemus asks for Odysseus' name, he tells him that it is 'Outis', Greek for 'no man' or 'nobody'. Once the giant falls asleep drunk, Odysseus and his men take the spit from the fire and drive it through Polyphemus' only eye. Polyphemus' cries of help are answered by the others of his race; however, they turn away from aiding him when they hear that "Nobody" is the cause of his woes.


          In the morning, Odysseus ties his men and himself to the undersides of Polyphemus' sheep. When the Cyclops lets the sheep out to graze, the men are carried out. Since Polyphemus has been blinded, he doesn't see the men, but feels the tops of his sheep to make sure the men aren't riding them. As he sailed away, Odysseus shouts "Cyclops, when your father asks who took your eye, tell him that it was Odysseus, Sacker of Cities, Destroyer of Troy, son of Laertes, and King of Ithaca," which proves to be a catastrophic example of hubris. Now knowing his attacker's name, Polyphemus asks his father Poseidon to prevent Odysseus from returning home to Ithaca, or to at least deprive him of his ship and crew.


          This tale from the Odyssey is more humorously told in the only surviving satyr play, entitled Cyclops by Euripides.


          The Sicilian Greek poet Theocritus wrote two poems circa 275 BC concerning Polyphemus' desire for Galatea, a sea nymph. When Galatea instead was with Acis, a Sicilian mortal, a jealous Polyphemus killed him with a boulder. Galatea turned Acis' blood into a river of the same name in Sicily.


          



          


          Origins


          Walter Burkert among others suggeststhat the archaic groups or societies of lesser gods mirror real cult associations: "it may be surmised that smith guilds lie behind Cabeiri, Idaian Dactyloi, Telchines, and Cyclopes." Given their penchant for blacksmithing, many scholars believe the legend of the Cyclopes' single eye arose from an actual practice of blacksmiths wearing an eyepatch over one eye to prevent flying sparks from blinding them in both eyes. The Cyclopes seen in Homer's Odyssey are of a different type from those in the Theogony; they were most likely much later additions to the pantheon and have no connection to blacksmithing. It is possible that legends associated with Polyphemus did not make him a Cyclops before Homer's Odyssey; Polyphemus may have been some sort of local daemon or monster originally. The Triamantes in Cretan legend have been suggested - they were a rural race of man-eating ogres who had a third eye on the back of their head. Other than the detail of the eyes, they sound very similar to the Cyclopes of Homer.


          Another possible origin for the Cyclops legend is that prehistoric dwarf elephant skulls - about twice the size of a human skull were found by the Greeks on Crete and Sicily. Due to the large central nasal cavity (for the trunk) in the skull, it might have been believed that this was a large, single, eye-socket. The smaller, actual, eye-sockets are on the sides and, being very shallow, hardly noticeable as such. Given the paucity of experience that the locals likely had with living elephants, they were unlikely to recognize the skull for what it actually was.


          [bookmark: .22Cyclopean.22_walls]


          "Cyclopean" walls


          After the "Dark Age", when Hellenes looked with awe at the vast dressed blocks, known as Cyclopean structures that had been used in Mycenaean masonry, at sites like Mycenae and Tiryns or on Cyprus, they concluded that only the Cyclopes had the combination of skill and strength to build in such a monumental manner.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Cyclops"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Cylindropuntia imbricata


        
          

          
            
              	Cane Cholla
            


            
              	
                [image: ]


                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Caryophyllales

                  


                  
                    	Family:

                    	Cactaceae

                  


                  
                    	Genus:

                    	Cylindropuntia

                  


                  
                    	Species:

                    	C. imbricata

                  

                

              
            


            
              	Binomial name
            


            
              	Cylindropuntia imbricata
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                Opuntia imbricata

              
            

          


          The cane cholla (or walking stick cholla, tree cholla, chainlink cactus, etc.) (Cylindropuntia imbricata) is a cactus found in arid parts of North America, including some cooler regions in comparison to many other cacti. It is often conspicuous because of its shrubby or even tree-like size, its silhouette, and its long-lasting yellowish fruits.


          


          Range and habitat


          Its range is dry areas from Utah, New Mexico, and west Texas (rarely northeast to western Kansas) south to Durango, Zacatecas, and San Luis Potosone of the most northern and eastern ranges of all chollas. It occurs at altitudes from 1200 m to 2300 m (4000 to 7500 feet) and is hardy for a cactus ( USDA Zone 5A).


          In parts of its range, often just below the pinyon- juniper belt, it can be abundant, surrounded by low grasses and forbs that are brown most of the year; in such places chollas are conspicuous as the only tall green plant. Plants may form thickets or be spaced at a few times their width in "gardens".


          


          Description
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              Cane cholla blossom
            

          


          The above-ground part consists of much-branched cylindrical stems, the end joints being about 3 cm in diameter. The joints, unlike those of some chollas, are hard to detach. The stems are highly tubercular (lumpy) with a pattern of long oval lumps. A typical height is about 1 m, but exceptionally it can grow to 4.6 m (15 ft) with a "trunk" diameter of 25 cm (10 in). The width is often similar to or somewhat greater than the height. The stems are armed with clusters of up to about 10 red to pink spines, which may be 3 cm (1.2 in) long and are barbed and sharp enough to easily penetrate leather gardening gloves. The stems and fruits also have many spines or "glochids" about 1 mm long that can detach and stick annoyingly in the skin.


          This species blooms in late spring or early summer. The flowers, at the ends of the terminal joints, are purple or magenta, rarely rose-pink, about 5 cm (2 in) wide. The fruits are yellowish, tubercular like the stems, and shaped something like the frustum of a cone, with a hollow at the wide end where the flower fell off; they are often mistaken for flowers. The plant retains them all winter. Unlike the fruits of some Opuntia species, they are dry and not tasty, though the Indians of Arizona and New Mexico are said to have eaten them.


          


          Cultivation


          The plants are sometimes grown as ornamentals, despite their sharp thorns and tendency to spread. Dead stems decay to leave a hollow wooden tube with a pattern of lengthwise slits. These are sometimes used as canes or to make curios. The Roman Catholic Penitentes of New Mexico formerly tied fresh stems to their bare backs in Holy Week processions.
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          Cymbals (Fr. cymbales; Dutch "Bekkens"; Ger. Becken; Ital. piatti or cinelli; Por. pratos), are a modern percussion instrument. Cymbals consist of thin, normally round plates of various cymbal alloys; see cymbal making for a discussion of their manufacture. Most modern cymbals are of indefinite pitch (tuned sets have been manufactured but are rare), whereas small cup-shaped cymbals based on ancient designs sound a definite note (see: crotales).


          Cymbals are used in modern orchestras and many military, marching, concert and other bands. They are one of the two instrument types that form the modern drum kit, the other of course being the drum, and as such are a basic part of much contemporary music. Even the most basic drum kit normally contains at least one suspended cymbal and a pair of hi-hat cymbals.


          


          Origins


          The origins of cymbals can be traced back to prehistoric times. The ancient Egyptian cymbals closely resembled our own. The British Museum possesses two pairs, thirteen centimetres in diameter, one of which was found in the coffin of the mummy of Ankhhape, a sacred musician. Those used by the Assyrians were both plate- and cup-shaped, those of the Ancient Persians large-sized plates, made of brass, known as Sanj. The Greek cymbals were cup- or bell-shaped, and may be seen in the hands of innumerable fauns and satyrs in sculptures and on painted vases. The word cymbal is derived from the Latin cymbalum, which itself derives from the Greek word kumbalom, meaning a small bowl.


          


          Parts of a cymbal


          



          
            	Bell (found on most cymbals)- When hit with the side of a drum stick, it causes a sound which is in a higher register than the rest of the cymbal. This sound is often used in Latin music.


            	Bow (see also taper (cymbal))- This is where you get a "ping" sound. This is often used on ride cymbals.


            	Edge or rim- This is where you get the best "crash". Hitting the edge causes the cymbal to vibrate more, thus being louder

          


          


          Types of cymbal


          


          Orchestral cymbals


          Although cymbals are not often required they form part of every orchestra; their chief use is for marking the rhythm, producing effects, or adding military colour. Their unique timbre allows them to project even against a full orchestra and through the heaviest of orhestrations. Cymbals have been utilized historically to suggest frenzy, fury or bacchanalian revels, as seen in the Venus music in Wagner's Tannhuser, Grieg's Peer Gynt suite, and Osmin's aria "O wie will ich triumphieren" from Mozart's Die Entfhrung aus dem Serail.


          


          Crash cymbals
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              A pair of clash cymbals in profile. The bell is in green and the straps are in red.
            

          


          Orchestral crash cymbals are traditionally used in pairs, each one having a strap set in the bell of the cymbal by which they are held. Such a pair is known technically as a pair of clash cymbals, although this term is rarely used, see clash cymbals. They are confusingly sometimes referred to simply as crash cymbals, although this term properly applies also to some suspended cymbals.


          The sound can be obtained by rubbing their edges together in a sliding movement for a "sizzle", striking them against each other in what is called a "crash", tapping the edge of one against the body of the other in what is called a "tap-crash", scraping the edge of one from the inside of the bell to the edge for a "scrape" or "zishend," or shutting the cymbals together and choking the sound in what is called a "hi-hat chick." A skilled player can obtain an enormous dynamic range from such a pair of cymbals. For example, in Beethoven's ninth symphony, one of their first appearances in an orchestral work, they make their entry pianissimo, adding a touch of colour rather than an almighty crash.


          Clash cymbals are usually damped by pressing them against the player's body. A composer may write laissez vibrer, "Let vibrate" (usually abbreviated l.v.), secco (dry), or equivalent indications on the score; more usually, the player must judge exactly when to damp the cymbals based on the written duration of crash and the context in which it occurs.


          Clash cymbals have traditionally been accompanied by the bass drum playing an identical part. This combination, played loudly, is an effective way to accentuate a note since the two instruments together contribute to both very low and very high frequency ranges and provide a satisfying "crash-bang-wallop". In older music the composer sometimes provided just one part for this pair of instruments, writing senza piatti or piatti soli ( Italian: "without cymbals" or "cymbals only") if the bass drum is to remain silent. However, the modern convention is for the instruments to have independent parts.


          Clash cymbals evolved into the low-sock and from this to the modern hi-hat. Even in a modern drum kit, they remain paired with the bass drum as the two instruments which are played with the player's feet. However, hi-hat cymbals tend to be heavy with little taper, more similar to a ride cymbal than to a crash cymbal as found in a drum kit, and perform a ride rather than a crash function.


          


          Suspended cymbal


          The second main orchestral use of cymbals is the suspended cymbal. This instrument takes its name from the traditional method of suspending the cymbal by means of a leather strap or rope, thus allowing the cymbal to vibrate as freely as possible for maximum musical effect. Early jazz drumming pioneers borrowed this style of cymbal mounting during the early 1900's and later drummers further developed this instrument in to the mounted horizontal or nearly horizontally mounted "crash" cymbals of a modern drum kit.


          Suspended cymbals are most often played with yarn wrapped mallets. However, some composers request other types of mallets like felt mallets or timpani beaters for different attack and sustain qualities. Suspended cymbals can produce bright and slicing tones when forcefully struck, and give an eerie transparent "windy" sound when played quietly. A tremolo, or roll (played with two mallets alternately striking on opposing sides of the cymbal) can build in volume from almost inaudible to an overwhelming climax in a satisfyingly smooth manner (as in Humperdink's Mother Goose Suite).


          Furthermore, the edge of a suspended cymbal may be hit with shoulder of a drum stick to obtain a sound somewhat akin to that of a pair of clash cymbals. Other methods of playing include scraping a coin or a triangle beater rapidly across the ridges on the top of the cymbal, giving a "zing" sound (as in the fourth movement of Dvořk's Symphony No. 9). Other effects that can be used include drawing a cello or bass bow across the edge of the cymbal for a sound not unlike squealing car brakes.


          On another note, in highschool marching bands, a "pit" may use a suspended cymbal for a song. This is held on a tree-like structure, similar to how it would be placed by a drumset. Also known as a high-top, the instrument's music will read it as a "sus. cym. or cymb."


          


          Ancient cymbals


          Ancient cymbals or tuned cymbals are much more rarely called for. Their timbre is entirely different, more like that of small hand-bells or of the notes of the keyed harmonica. They are not struck full against each other, but by one of their edges, and the note given in by them is higher in proportion as they are thicker and smaller. Berlioz's Romeo and Juliet calls for two pairs of cymbals, modelled on some old Pompeian instruments no larger than the hand (some are no larger than a crown piece), and tuned to F and B flat. The modern instruments descended from this line are the crotales.


          


          Drum kit cymbals


          Particular types of cymbal include:


          
            	China cymbals


            	Clash cymbals


            	Crash cymbals


            	Hi-hat cymbals


            	Persian cymbals


            	Ride cymbals


            	Swish and pang cymbals


            	Sizzle cymbals


            	Splash cymbals


            	Suspended cymbals


            	Finger cymbals

          


          


          Band cymbals
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              	Lemon Grass
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Liliopsida

                  


                  
                    	Order:

                    	Poales

                  


                  
                    	Family:

                    	Poaceae

                  


                  
                    	Genus:

                    	Cymbopogon

                    Spreng.
                  

                

              
            


            
              	Species
            


            
              	
                About 55, see text

              
            

          


          Cymbopogon is a genus of about 55 species of grasses, native to warm temperate and tropical regions of the Old World and Oceania. It is a tall perennial grass. Common names include lemon grass, lemongrass, barbed wire grass, silky heads, citronella grass, fever grass or Hierba Luisa amongst many others.


          


          Cultivation and uses
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          Lemon grass is widely used as an herb in Asian (particularly Vietnamese, Hmong, Khmer, Thai, Lao, Malaysian, Indonesian, Philippine, Sri Lankan) and Caribbean cooking. It has a citrus flavour and can be dried and powdered, or used fresh. The stalk itself is too hard to be eaten except for the soft inner part. However, it can be finely sliced and added to recipes. It may also be bruised and added whole as this releases the aromatic oils from the juice sacs in the stalk. The main constituent of lemongrass oil is citral, which makes up around 80% of the total.


          Lemon grass is commonly used in teas, soups, and curries. It is also suitable for poultry, fish, and seafood. It is often used as a tea in African and Latino-American countries (e.g. Togo, Mexico, DR Congo).


          East-Indian Lemon Grass (Cymbopogon flexuosus), also called Cochin Grass or Malabar Grass, is native to Cambodia, India, Sri Lanka, Burma,and Thailand while the West-Indian lemon grass (Cymbopogon citratus), also known as serai in Malay, is assumed to have its origins in Malaysia. While both can be used interchangeably, C. citratus is more suited for cooking. In India C. citratus is used both as a medical herb and in perfumes.


          Research also shows that lemon grass oil has antifungal properties.
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              Lemon grass at a market
            

          


          Citronella Grass ( Cymbopogon nardus and Cymbopogon winterianus) is similar to the species above but grows to 2 m and has red base stems. These species are used for the production of citronella oil, which is used in soaps, as a mosquito repellent in insect sprays and candles, and also in aromatherapy, which is famous in Bintan, Indonesia. The principal chemical constituents of citronella, geraniol and citronellol, are antiseptics, hence their use in household disinfectants and soaps. Besides oil production, citronella grass is also used for culinary purposes, in tea and as a flavoring.


          Palmarosa ( Cymbopogon martinii), also called Rosha Grass and Indian Geranium, is another species used in the perfume industry. It is a perennial clumping grass which grows to 150 cm with finer leaves and has a smaller bulbous base than the species above. The leaves and flower tops contain a sweet smelling oil which is used for the production of geraniol. It is also distilled into palmarosa oil and used in aromatherapy for its calming effect to help relieve nervous tension and stress.


          Lemongrass in some cases has been used as a mild depressant for the central nervous system. It is also sometimes used as a weed barrier.


          One particular alpine grassland variant known as juzai is a staple of Kyrgyz, Dungan and Uyghur cooking.


          


          In the Philippines


          Abundant in the Philippines, and 65- to 85-% citral, Cymbopogon citratus contains active ingredients like myrcene, an antibacterial and pain reliever, citronella, citronellol and geranilol. NGO Alternative Indigenous Development Foundation Inc. (Adfi) established in Mambugsay, South of Negros and Escalante, Negros Occidental lemon grass essential oil production, via distillery plants which extract the oil. Hydro steam distillation, condensation and cooling were used to separate the oil from the water. Hydrosol or Hydrolat, as a by-product of the distillation process, is a pure natural water or plant water essence used for the production of skin care products such as lotions, creams and facial cleansing toner in its pure form. The main products are - organic unadulterated lemon grass oil (for industrial users), and Negros Oil (mixture of lemon grass oil with virgin coconut oil) used in aromatherapy.


          


          Partial species list
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            	Cymbopogon ambiguus Australian lemon-scented grass (native of Australia)


            	Cymbopogon bombycinus Silky Oilgrass (native of Australia)


            	Cymbopogon citratus Lemon Grass


            	Cymbopogon citriodora West Indian lemon grass


            	Cymbopogon flexuosus East Indian lemon grass


            	Cymbopogon martinii Palmarosa


            	Cymbopogon nardus Citronella Grass


            	Cymbopogon obtectus Silky-heads (native of Australia)


            	Cymbopogon procerus (native of Australia)


            	Cymbopogon proximus found in Egypt


            	Cymbopogon refractus Barbed wire grass (native of Australia)


            	Cymbopogon winterianus Citronella Grass
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                ή ί ( Greek)

                Kypriakḗ Dēmokrata

                Kıbrıs Cumhuriyeti ( Turkish)

                
                  Republic of Cyprus
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              	Anthem:Ὕ ἰ ὴ Ἐί

              Ymnos is tin Eleftherian

              Hymn to Liberty1
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                  Location of Cyprus(dark green)

                  on the European continent(light green &dark grey)

                  in the European Union(light green)

                

              
            


            
              	Capital

              (and largest city)

              	Nicosia (Lefkosia, Lefkosa)

            


            
              	Official languages

              	Greek, Turkish
            


            
              	Demonym

              	Cypriot
            


            
              	Government

              	Presidential republic
            


            
              	-

              	President

              	Dimitris Christofias
            


            
              	Independence

              	from the UK
            


            
              	-

              	Date

              	1 October 1960
            


            
              	EU accession

              	1 May 2004
            


            
              	Area
            


            
              	-

              	Total

              	9,251km( 167th)

              3,572 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	2007census

              	788,457
            


            
              	-

              	Density

              	85/km( 85th)

              221/sqmi
            


            
              	GDP( PPP)

              	2007 IMFestimate
            


            
              	-

              	Total

              	$21.382 billion( 108th)
            


            
              	-

              	Per capita

              	$27,429( 29th)
            


            
              	GDP (nominal)

              	2007 IMFestimate
            


            
              	-

              	Total

              	$21.303 billion( 87th)
            


            
              	-

              	Per capita

              	$27,327( 28th)
            


            
              	Gini(2005)

              	29(low)
            


            
              	HDI(2007)

              	▲ 0.903(high)( 28th)
            


            
              	Currency

              	Euro ( EUR)
            


            
              	Time zone

              	EET ( UTC+2)
            


            
              	-

              	Summer( DST)

              	EEST( UTC+3)
            


            
              	Internet TLD

              	.cy3
            


            
              	Calling code

              	+357
            


            
              	1

              	Also the national anthem of Greece.
            


            
              	2

              	Before 2008: Cypriot pound
            


            
              	3

              	The .eu domain is also used, shared with other European Union member states.
            

          


          Cyprus ( Greek: ύ, Kpros; Turkish: Kıbrıs), officially the Republic of Cyprus ( Greek: ή ί, Kypriakḗ Dēmokrata; Turkish: Kıbrıs Cumhuriyeti) is a Eurasian island country situated in the eastern Mediterranean south of Turkey, west of the Levant, north of Egypt, and east-southeast of Greece.


          Cyprus is the third-largest Mediterranean island and one of the most popular tourist destinations, attracting over 2.4 million tourists per year. A former British colony, it gained independence from the United Kingdom in 1960 and became a Commonwealth republic in 1961. The Republic of Cyprus is a developed country and has been a member of the European Union since 1 May 2004. It adopted the euro on 1 January 2008.


          In 1974, following a period of violence between Greek Cypriots and Turkish Cypriots and an attempted Greek Cypriot coup d'tat aimed at annexing the island to Greece and sponsored by the Greek military junta of 1967-1974, Turkey invaded and occupied one-third of the island. This led to the displacement of thousands of Cypriots and the establishment of a separate Turkish Cypriot political entity in the north. This event and its resulting political situation is a matter of ongoing dispute.


          The Republic of Cyprus, the internationally recognized state, claimed sovereignty over 97% of the island of Cyprus and all surrounding waters, with the United Kingdom controlling the remaining three percent. The island is de facto partitioned into four main parts:


          
            	the area under the effective control of the Republic of Cyprus in the south of the island;


            	the Turkish-occupied area in the north, calling itself the Turkish Republic of Northern Cyprus ( recognized only by Turkey);


            	the United Nations -controlled Green Line, separating the two; and


            	two Sovereign Base Areas (Akrotiri and Dhekelia), over which the United Kingdom retained jurisdiction after Cypriot independence.

          


          


          Etymology


          The name 'Cyprus' has a somewhat uncertain etymology. One suggestion is that it comes from the Greek word for the Mediterranean cypress tree ( Cupressus sempervirens), ά (kyprissos), or even from the Greek name of the henna plant ( Lawsonia alba), ύ (kpros). Another school suggests that it stems from the Eteocypriot word for copper. Georges Dossin, for example, suggests that it has roots in the Sumerian word for copper (zubar) or for bronze (kubar), from the large deposits of copper ore found on the island. Through overseas trade the island has given its name to the Classical Latin word for the metal through the phrase aes Cyprium, "metal of Cyprus", later shortened to Cuprum. Cyprus is also called "the island of Aphrodite" , since the Greek goddess Aphrodite, of beauty and love, was born in Cyprus. The most common theory is that it came from their word for copper, Kypros, because the island had rich deposits of copper.


          


          History
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          Cyprus is the mythical birthplace of Aphrodite, Adonis and home to King Cinyras, Teucer and Pygmalion. The earliest confirmed site of human activity is Aetokremnos, situated on the south coast, indicating that hunter-gatherers were active on the island from around 10,000 BC, with settled, village communities dating from 8200 BC. Important remains from this early- Neolithic period can be found at Shillourokambos, Kastros, and Khirokitia, where decorated pottery and figurines of stone quite distinct from the cultures of the surrounding mainland survive. The Mycenaean Greeks first reached Cyprus around 1600 BC, with settlements dating from this period scattered all over the island. Another wave of Greek settlement is believed to have taken place in the period 1100-1050 BC, with the island's predominantly Greek character dating from this period. Several Phoenician colonies were founded in the 8th century BC, like Kart-Hadasht ('New Town'), near present day Larnaca and Salamis


          Cyprus was conquered by Assyria in 709 BC, before a brief spell under Egyptian rule and eventually Persian rule in 545 BC. Cypriots, led by Onesilos, joined their fellow-Greeks in the Ionian cities during the unsuccessful Ionian Revolt in 499 BC against the Achaemenid Empire. The island was brought under permanent Greek rule by Alexander the Great and the Ptolemies of Egypt following his death. Full Hellenization took place during the Ptolemaic period, which ended when Cyprus was annexed by Roman Republic in 58 BC. Cyprus was one of the first stops in apostle Paul's missionary journey. In 395 AD it became part of the Byzantine Empire, which lost it temporarily to the Arabs in 643 AD before reclaiming it in 966 AD.
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              The Centaur floor mosaic in Paphos.
            

          


          Richard I of England captured the island in 1191 during the Third Crusade, using it as a major supply base that was relatively safe from the Saracens. A year later Guy of Lusignan purchased the island from the Templars to compensate the loss of his kingdom.


          The Republic of Venice seized control of the island in 1489 after the abdication of Queen Caterina Cornaro, the widow of James II, the last Lusignan king of Cyprus. Using it as an important commercial hub, Venetians soon fortified Nicosia, the capital and most important city, with its famous Venetian Walls. Throughout Venetian rule, the Ottoman Empire frequently raided Cyprus. In 1539 the Ottomans destroyed Limassol. Fearing the worst, the Venetians fortified Famagusta, Nicosia, and Kyrenia.
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              Kourion Theatre outside the city of Limassol.
            

          


          In 1570, a full scale conquest under Piyale Pasha with 60,000 troops brought the island under Ottoman control, despite stiff resistance by the inhabitants of Nicosia and Famagusta. The Ottomans applied the millet system and allowed religious authorities to govern their own non- Muslim minorities, but at the same time invested the Orthodox Church as a mediator between Christian Cypriots and the authorities granting it not only religious but political and economic powers. Heavy taxation led to rebellions - between 1572 and 1668, around twenty-eight bloody uprisings took place - forcing the Sultan to intervene. The first large-scale census of the Ottoman Empire in 1831, counting only men, showed 14,983 Muslims and 29,190 Christians. By 1872, the population of the island had risen to 144,000 comprising 44,000 Muslims and 100,000 Christians.
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              Kykkos Monastery in Troodos Mountains, District of Nicosia.
            

          


          Administration (but not sovereignty) of the island was ceded to the British Empire in 1878, in the aftermath of the Russo-Turkish War (18771878). The island would serve Britain as a key military base in its its colonial routes. By 1906, when the Famagusta harbour was completed, Cyprus was a strategic naval outpost overlooking the Suez Canal, the crucial main route to India, then Britain's most important colony. Following World War 1 and the Ottoman alliance with the Central powers, the United Kingdom annexed the island. In 1923, under the Treaty of Lausanne, the nascent Turkish republic relinquished any claim to Cyprus, and in 1925 it was declared a British Crown Colony. Many Greek Cypriots, fought in the British Army during both world wars, under the impression that Cyprus would eventually be united with Greece.


          In January 1950 the Orthodox Church organized a referendum boycotted by the Turkish Cypriot community with over 90% voting in favour of union with Greece. Restricted autonomy under a constitution was proposed by the British administration but eventually rejected. In 1955 the EOKA organisation was founded, seeking independence and union with Greece through armed struggle. At the same time the TMT, calling for Taksim, was established by the Turkish Cypriots as a counterweight . Turmoil on the island was met with force by the British who started openly favouring Turks in police and administration as part of a divide-and-conquer policy. Nevertheless, Cyprus attained independence in 1960 after an agreement in Zrich and London between the United Kingdom, Greece and Turkey. Britain retained two Sovereign Base Areas in Akrotiri and Dhekelia while government posts and public offices were allocated by ethnic quotas giving the minority Turks a permanent veto, 30% in parliament and administration, and granting the 3 mother-states guarantor rights.
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          Shortly afterward, inter-communal violence broke out, partially sponsored by both "motherlands" - with Turkish Cypriots shortly afterwards withdrawn in enclaves and Greek Cypriot leader Archbishop Makarios III calling for constitutional changes as a means to ease tensions. In 1974 the US-backed Greek junta - in power since 1967 - partly in a move to draw attention away from internal turmoil and partly unsatisfied with Makarios' policy in Cyprus, attempted a coup on July 13 to replace him with Nikos Sampson and declare union with Greece. Seven days later, Turkey launched an invasion of Cyprus to reinstate the constitution. This resulted in bloody conflict and partition of the island. The overwhelming Turkish land, naval and air superiority against the island's weak defences led to 37% of the land being brought under Turkish control. 170,000 Greek Cypriots were evicted from their homes in the north with 50,000 Turks following the opposite path.


          In 1983 Turkish Cypriots unilaterally proclaimed independence, which was only recognized by Turkey.


          As of today, there are 1,534 Greek Cypriots and 502 Turkish Cypriots missing as a result of the invasion. The events of the summer of 1974 dominate the politics on the island, as well as Greco-Turkish relations. Around 100,000 settlers from Turkey are believed to be living in the north in violation of the Geneva Convention and various UN resolutions. Following the invasion and the capture of its northern territory by Turkish troops, the Republic of Cyprus announced that all of its ports of entry in the north are closed, as they are not under its effective control. Euphemistically Turkey refers to this event as an "embargo".
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              Part of Nicosia.
            

          


          Since de facto but not de jure partition of the Republic, the north and south have followed separate paths. The Republic of Cyprus is a constitutional democracy that has reached great levels of prosperity, with a booming economy and good infrastructure. It is part of the UN, the European Union and several other organisations by whom it is recognized as the sole legitimate government of the whole island. The area of the Republic of Cyprus not under its effective control, the north, is over-dependent on help from Turkey. The last major effort to settle the Cyprus dispute, was the Annan Plan. On 10 March 2003, this most recent phase of talks collapsed in The Hague, Netherlands, when 30 year strong Turkish Cypriot leader Denktaş told the Secretary-General he would not put the Annan Plan to referendum. "The plan was unacceptable for us. This was not a plan we would ask our people to vote for," Mr Denktaş said. The UN plan had undergone several revisions in an attempt to win support. It was the Turkish Cypriot side which refused to even talk further, and which was blamed for the failure of the peace process . Later in its 5th revision the plan gained the support of the Turkish Cypriots but lost support of the Greek Cypriots.


          In July 2006 the island served as a safe haven for people fleeing Lebanon due to the conflict between Israel and Hezbollah.


          In March 2008, the Republic of Cyprus demolished a wall that for decades had stood at the boundary between the Greek Cypriot controlled side and the UN buffer zone. The wall had cut across Ledra Street in the heart of Nicosia and was seen as a strong symbol of the island's 32-year division. On April 3, 2008, Ledra Street was reopened in the presence of Greek and Turkish Cypriot officials.


          


          Government
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          Cyprus is a Presidential republic. The head of state and the government is the President, who is elected by the universal suffrage for a five-year term. Executive power is exercised by the government. Federal legislative power is vested in both the government and the House of Representatives. The Judiciary is independent of the executive and the legislature.


          The 1960 Constitution provided for a presidential system of government with independent executive, legislative, and judicial branches, as well as a complex system of checks and balances, including a weighted power-sharing ratio designed to protect the interests of the Turkish Cypriots. The executive, was headed by a Greek Cypriot president and a Turkish Cypriot vice president elected by their respective communities for five-year terms and each possessing a right of veto over certain types of legislation and executive decisions. Legislative power rested on the House of Representatives, also elected on the basis of separate voters' rolls. Since 1964, following clashes between the two communities, the Turkish Cypriot seats in the House remain vacant.


          After an invasion of the island by Turkey in 1974, Cyprus was divided, de facto, into the Greek Cypriot controlled southern two-thirds of the island and the Turkish-occupied northern third. The Turkish Cypriots subsequently declared independence in 1983 as the Turkish Republic of Northern Cyprus but have not been recognized by any country in the world, except Turkey. In 1985, the TRNC adopted a constitution and held its first elections. All foreign governments (except Turkey), as well as the United Nations, recognise the sovereignty of the Republic of Cyprus over the whole island of Cyprus.


          The House of Representatives currently has 59 members elected for a five year term, 56 members by proportional representation and 3 observer members representing the Maronite, Latin and Armenian minorities. 24 seats are allocated to the Turkish community but remain vacant since 1964. The political environment is dominated by the communist AKEL, the liberal conservative Democratic Rally, the centrist Democratic Party, the social-democratic EDEK and the centrist EURO.KO.


          On 17 February 2008, Dimitris Christofias of the AKEL was elected President of Cyprus, thus marking his party's first electoral victory without being part of a wider coalition, making Cyprus one of only two countries in the world to have a democratically elected communist government (the other being Moldova), and is the only European Union member state currently under communist leadership. Christofias took over government from Tassos Papadopoulos of Democratic Party, who had been in office since February 2003.


          


          Districts


          The Republic of Cyprus is divided into six districts: Nicosia, Famagusta, Kyrenia, Larnaca, Limassol and Paphos.


          
            
              	Map of Cyprus

              	Districts

              	Greek name

              	Turkish name
            


            
              	[image: ]

              	Famagusta

              	ό (Ammochostos)

              	Mağusa
            


            
              	Kyrenia

              	ύv (Keryneia)

              	Girne
            


            
              	Larnaca

              	ά (Larnaka)

              	Larnaka/İskele
            


            
              	Limassol

              	ό (Lemesos)

              	Limasol/Leymosun
            


            
              	Nicosia

              	ί (Lefkosia)

              	Lefkoşa
            


            
              	Paphos

              	ά (Pafos)

              	Baf
            

          


          


          Exclaves and enclaves
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          Cyprus has four exclaves, all in territory that belongs to the British Sovereign Base Area of Dhekelia. The first two are the villages of Ormidhia and Xylotymvou. Additionally there is the Dhekelia Power Station, which is divided by a British road into two parts. The northern part is an enclave, like the two villages, whereas the southern part is located by the sea and therefore not an enclave, although it has no territorial waters of its own.


          The UN buffer zone separating the territory controlled by the Turkish Cypriot administration from the rest of Cyprus runs up against Dhekelia and picks up again from its east side, off Ayios Nikolaos (connected to the rest of Dhekelia by a thin land corridor). In that sense, the buffer zone turns the southeast corner of the island, the Paralimni area, into a de facto, though not de jure, exclave.


          


          Human rights


          The constant focus on the division of the island can sometimes mask other human rights issues. Prostitution is rife in both the government-controlled and the Turkish-occupied regions, and the island as a whole has been criticised for its role in the sex trade as one of the main routes of human trafficking from Eastern Europe. The regime in the North has been the focus of occasional freedom of speech criticisms regarding heavy-handed treatment of newspaper editors. Domestic violence legislation in the Republic remains largely unimplemented, and it has not yet been passed into law in the North. Reports on the mistreatment of domestic staff, mostly immigrant workers from developing countries, are sometimes reported in the Greek Cypriot press.


          


          Military


          The Cypriot National Guard is the main military institution of the Republic of Cyprus. It is a combined arms force, with land, air and naval elements.


          The land forces of the Cypriot National Guard comprise the following units:


          
            	First Infantry Division ( ί )


            	Second Infantry Division ( ί )


            	Fourth Infantry Brigade (V ί )


            	Twentieth Armored Brigade (  ί)


            	Third Support Brigade ( ί )


            	Eighth Support Brigade (VIII ί )

          


          The air force includes the 449th Helicopter Gunship Squadron (449 ) - operating SA-342L and Bell 206 and the 450th Helicopter Gunship Squadron (450 ME/P) - operating Mi-35P, BN-2B and PC-9. Current Senior officers include Supreme Commander, Cypriot National Guard: Lt. Gen. Konstantinos Bisbikas, Deputy Commander, Cypriot National Guard: Lt. Gen. Savvas Argyrou and Chief of Staff, Cypriot National Guard: Maj. Gen. Gregory Stamoulis.


          


          Economy
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          The Cypriot economy is prosperous and has diversified in recent years. According to the latest IMF estimates, its per capita GDP (adjusted for purchasing power) is, at $46,865, the third highest in the European Union, after that of Luxembourg and Malta. Cyprus has been sought as a base for several offshore businesses for its highly developed infrastructure. Economic policy of the Cyprus government has focused on meeting the criteria for admission to the European Union. Adoption of the euro as a national currency is required of all new countries joining the European Union, and the Cypriot government adopted the currency on 1 January 2008.


          Oil has recently been discovered in the seabed between Cyprus and Egypt, and talks are underway between Lebanon and Egypt to reach an agreement regarding the exploration of these resources. The seabed separating Lebanon and Cyprus is believed to hold significant quantities of crude oil and natural gas.


          The economy of the Turkish-occupied area is dominated by the services sector, including the public sector, trade, tourism and education, with smaller agriculture and light manufacturing sectors. The economy operates on a free-market basis, although it continues to be handicapped by the political isolation of Turkish Cypriots, the lack of private and governmental investment, high freight costs, and shortages of skilled labor. Despite these constraints, the economy turned in an impressive performance in 2003 and 2004, with growth rates of 9.6% and 11.4%. The average income in the area is $5,000 per capita, and the Turkish government has pledged to increase this to $12,000 through investment and aid. Growth has been buoyed by the relative stability of the Turkish new lira and by a boom in the education and construction sectors.


          


          Demographics
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          According to the last census carried out by the Republic in 1960, Greek Cypriots comprise 77% of the island's population, Turkish Cypriots 18%, while the remaining 5% are of other ethnicities. However, after the Turkish invasion of 1974, about 150,000 Turks from Anatolia were transferred or decided to settle in the north. This has changed the actual demographic structure of the island. Northern Cyprus now claims 265,100 inhabitants, closer to 30% of the population of the island. The TRNC has granted citizenship to these immigrants: however, as the TRNC is not recognised by the Republic or the international community (with the exception of Turkey), its power to create new citizens is not recognised and the newcomers retain Turkish passports. The result of this situation is that percentage population estimates vary widely.


          In the years since the census data were gathered in 2000, Cyprus has also seen a large influx of guest workers from countries such as Thailand, the Philippines and Sri Lanka, as well as major increases in the numbers of permanent British residents. The island is also home to a significant Armenian minority, as well as a large refugee population consisting of people mainly from Serbia, Palestine and Lebanon. There is also a Kurdish minority present in Cyprus.


          Since the country joined the European Union, a significant Polish population has also grown up, joining sizeable communities from Russia and Ukraine (mostly Pontic Greeks, immigrating after the fall of the Eastern Bloc), Bulgaria, Romania and Eastern European states.


          There is also a significant and thriving Cypriot Diaspora in other countries, with the United States, the United Kingdom, Greece and Australia hosting the majority of migrants who fled the Turkish invasion in 1974.


          


          Religion
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          Most Greek Cypriots, and thus the majority of the population of Cyprus, are members of the Greek Orthodox Church, whereas most Turkish Cypriots are Muslim. According to Eurobarometer 2005 , Cyprus is one of the most religious countries in Europe, along with Turkey, Malta, Romania, Greece and Poland. In addition to the Orthodox Christian and Muslim communities, there are also small Bah', Jewish, Protestant, Roman Catholic, Maronite (Eastern Rites Catholic) and Armenian Apostolic communities in Cyprus.


          


          Education


          Cyprus has a well-developed system of primary and secondary education offering both public and private education. The high quality of instruction can be attributed to a large extent to the above-average competence of the teachers. State schools are generally seen as equivalent in quality of education to private-sector institutions. However, the value of a state high-school diploma is limited by the fact that the grades obtained account for only around 25% of the final grade for each topic, with the remaining 75% assigned by the teacher during the semester, in a minimally transparent way. Greek ( List of universities in Greece) and Cypriot universities ignore high school grades almost entirely for admissions purposes. While a high-school diploma is mandatory for university attendance, admissions are decided almost exclusively on the basis of scores at centrally administered university entrance examinations that all university candidates are required to take. The majority of Cypriots receive their higher education at Greek, British, Turkish, other European and North American universities.


          Private colleges and state-supported universities have been developed by both the Turkish and Greek communities:


          
            	Cyprus International University: Establsihed in 1997, in the Turkish-speaking area


            	Cyprus University of Technology: Started in 2007


            	European University - Cyprus: Established in 1961as Cyprus College and changed its name in 2007


            	Middle East Technical University - Northern Cyprus Campus: A Turkish university's Cyprus campus, started in 2005


            	University of Cyprus: Established in 1989


            	University of Nicosia: Formerly Intercollege, changed its name to Mediterranean Sea International University in 2004 and to its present name in 2007. A total of 5,000 students at the Nicosia, Limassol and Larnaca campuses

          


          Students from overseas are also increasing.


          


          Culture


          


          Art
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          Notable artists include Rhea Bailey, Mihail Kkasialos, Theodoulos Gregoriou, Helene Black, George Skoteinos, Kalopedis family, Nicos Nicolaides, Stass Paraskos, Arests Stas, Telemachos Kanthos, Adamantios Diamantis and Konstantia Sofokleous


          


          Music


          The traditional folk music of Cyprus has many common elements with Greek mainland and island folk music, including dances like the sousta, syrtos, zeibekikos, tatsia, and the kartsilamas. The instruments commonly associated with Cyprus folk music are the lute ("laouto"), violin ("fkiolin"), accordion and the Cyprus flute ("pithkiavlin"). There is also a form of musical poetry known as "chattista", which is often performed at traditional feasts and celebrations. Composers associated with traditional music in Cyprus include Evagoras Karageorgis, Marios Tokas, Solon Michaelides, Savvas Salides. Pop music in Cyprus is generally influenced by the Greek pop music " Laka" scene, with several artists such as Anna Vissi and Evridiki earning widespread popularity. Cypriot rock and "entechno" rock music is often associated with artists such as Michalis Hatzigiannis and Alkinoos Ioannidis. Metal also has a following in Cyprus, represented by bands such as Winter's Verge, Blynd and Armageddon Rev. 16:16.


          


          Literature


          Literary production of the antiquity includes the Cypria, an epic poem probably composed in the later seventh century BC and attributed to Stasinus. The Cypria is one of the very first specimens of Greek and European poetry. The Cypriot Zeno of Citium was the founder of the Stoic philosophy. Epic poetry, notably the "acritic songs", flourished during Middle Ages. Two chronicles, one written by Leontios Machairas and the other by Voustronios, refer to the period under French domination (15th century). Pomes d'amour written in medieval Greek Cypriot date back from 16th century. Some of them are actual translations of poems written by Petrarch, Bembo, Ariosto and G. Sannazzaro. Modern literary figures from Cyprus include the poet and writer Kostas Montis, poet Kyriakos Charalambides, poet Michalis Pasardis, writer Nicos Nicolaides, Stylianos Atteshlis, Altheides and also Demetris Th. Gotsis. Dimitris Lipertis and Vasilis Michaelides are folk poets who wrote poems mainly in the Cypriot-Greek dialect. The majority of the play Othello by William Shakespeare is set on the island of Cyprus. Cyprus also figures in religious literature, most notably in Acts of the Apostles, according to which the Apostles Barnabas and Paul preached on the island.


          


          Cuisine


          Halloumi, (a cheese made from a mixture of goat's and sheep's milk) originates from Cyprus, and is commonly served sliced and grilled as an appetizer. Seafood dishes of Cyprus include calamari (squid), octopus in red wine, (red mullet), and sea bass. Cucumber and tomato are used widely in Cypriot cuisine. Other common vegetable preparations include potatoes in olive oil and parsley, pickled cauliflower and beets, kolokasi ( taro) and asparagus. Meat dishes marinated in dried coriander seeds and wine, and eventually dried and smoked, such as lounza, charcoal-grilled lamb (souvla), sheftalia (minced meat wrapped in mesentery), as well as cracked wheat (pourgouri) are some of the traditional delicacies of the island.


          


          Sports


          Governing bodies of sport in Cyprus include the Cyprus Automobile Association, Cyprus Badminton Federation]], Cyprus Basketball Federation, Cyprus Cricket Association, Cyprus Football Association, Cyprus Rugby Federation and the Cyprus Volleyball Federation. Marcos Baghdatis is one of the most successful tennis players in international stage. He reached the Wimbledon semi-final in 2006. Also Kyriakos Ioannou a Cypriot high jumper born in Limassol achieved a jump of 2.35 m at the 11th IAAF World Championships in Athletics held in Osaka, Japan, in 2007 winning the bronze medal


          The island has a keen football culture. Notable football teams include AC Omonia, APOEL, Anorthosis Famagusta FC, AEK Larnaca and AEL Limassol. Stadiums or sports venues in Cyprus include the GSP Stadium(the largest and home venue of the Cypriot national football team), Makario Stadium, Neo GSZ Stadium, Antonis Papadopoulos Stadium and Tsirion Stadium. The Cyprus Rally is also on the World Rally Championship sporting agenda.


          Infrastructure


          


          Transportation
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          Since the last railway was dismantled in 1950, the remaining modes of transport are by road, sea, and air. Of the 10,663km (6,626mi) of roads in the Greek Cypriot area as of 1998, 6,249km (3,883mi) were paved, and 4,414km (2,743mi) were unpaved. As of 1996 the Turkish Cypriot area had a similar ratio of paved to unpaved, with approximately 1,370km (850mi) of paved road and 980km (610mi) unpaved. Cyprus is one of only four EU nations in which vehicles drive on the left-hand side of the road, a remnant of British colonization.


          Motorways


          
            	A1 Nicosia to Limassol


            	A2 connects A1 near Pera Chorio with A3 by Larnaca


            	A3 Larnaca to Agia Napa


            	A5 connects A1 near Kofinou with A3 by Larnaca


            	A6 Pafos to Limassol


            	A9 Nicosia to Astromeritis (partially under construction)

          


          
            
              Number of licensed vehicles
            

            
              	Vehicle Category

              	2001

              	2002

              	2003

              	2004

              	2005
            


            
              	Private vehicles

              	270,348

              	277,554

              	291,645

              	324,212

              	344,953
            


            
              	Taxis

              	1,641

              	1,559

              	1,696

              	1,770

              	1,845
            


            
              	Rental cars

              	8,080

              	8,509

              	9,160

              	9,652

              	8,336
            


            
              	Buses

              	3,003

              	2,997

              	3,275

              	3,199

              	3,217
            


            
              	Light trucks (lighter than 40 tonnes)

              	107,060

              	106,610

              	107,527

              	105,017

              	105,327
            


            
              	Heavy trucks (over 40 tonnes)

              	10,882

              	11,182

              	12,119

              	12,808

              	13,028
            


            
              	Motorcycles (2 wheels)

              	12,956

              	14,983

              	16,009

              	16,802

              	16,836
            


            
              	Motorcycles (3 wheels)

              	42

              	41

              	43

              	55

              	558
            


            
              	Scooters

              	28,987

              	25,252

              	25,464

              	24,539

              	22,987
            


            
              	TOTAL

              	442,999

              	448,687

              	466,938

              	498,054

              	517,087
            

          


          In 1999, Cyprus had six heliports and two international airports: Larnaca International Airport and Paphos International Airport. Nicosia International Airport has been closed since 1974.


          Public transport in Cyprus is limited to privately run bus services (except in Nicosia), taxis, and 'shared' taxi services (referred to locally as service taxis). Per capita private car ownership is the 5th highest in the world. In 2006 extensive plans were announced to improve and expand bus services and restructure public transport throughout Cyprus, with the financial backing of the European Union Development Bank. The main harbours of the island are Limassol harbour and Larnaca harbour, which service cargo, passenger, and cruise ships.


          


          Health care


          Urban hospitals include:


          
            	Nicosia New General Hospital


            	Nicosia Old General Hospital


            	Makario Hospital ( Nicosia)


            	Limassol New General Hospital


            	Limassol Old General Hospital


            	Larnaca New General Hospital


            	Larnaca Old General Hospital


            	Paphos General Hospital

          


          


          Telecommunications


          Cyta, the state-owned telecommunications company, manages most Telecommunications and Internet connections on the island. However, following the recent liberalization of the sector, a few private telecommunications companies have emerged including MTN, Cablenet, TelePassport, OTEnet Telecom and PrimeTel.


          


          International membership


          The island nation Cyprus is member of: Australia Group, CN, CE, CFSP, EBRD, EIB, EU, FAO, IAEA, IBRD, ICAO, ICC, ICCt, ITUC, IDA, IFAD, IFC, IHO, ILO, IMF, IMO, Interpol, IOC, IOM, IPU, ITU, MIGA, NAM, NSG, OPCW, OSCE, PCA, UN, UNCTAD, UNESCO, UNHCR, UNIDO, UPU, WCL, WCO, WFTU, WHO, WIPO, WMO, WToO, WTO.


          


          International rankings


          
            
              	Organization

              	Survey

              	Ranking
            


            
              	State of World Liberty Project

              	State of World Liberty Index

              	9 out of 159
            


            
              	United Nations Development Programme

              	Human Development Index 2006

              Human Development Index 2004

              Human Development Index 2000

              	29 out of 177

              29 out of 177

              29 out of 177
            


            
              	The Economist

              	Worldwide Quality-of-life Index, 2005

              	23 out of 111
            


            
              	University of Leicester

              	Satisfaction with Life Index

              	49 out of 178
            


            
              	Heritage Foundation/Wall Street Journal

              	Index of Economic Freedom

              	20 out of 157
            


            
              	Reporters Without Borders

              	Worldwide Press Freedom Index 2006

              Worldwide Press Freedom Index 2005

              	30 out of 168

              25(tied) out of 168
            


            
              	Transparency International

              	Corruption Perceptions Index 2006

              Corruption Perceptions Index 2005

              Corruption Perceptions Index 2004

              	37 out of 163

              37 out of 158

              36 out of 145
            


            
              	World Economic Forum

              	Global Competitiveness Report

              	46 out of 125
            


            
              	International Monetary Fund

              	GDP per capita

              	31 out of 180
            


            
              	Yale University/ Columbia University

              	Environmental Sustainability Index 2005

              	not ranked
            


            
              	Nationmaster

              	Labor strikes

              	not ranked
            


            
              	A.T. Kearney / Foreign Policy

              	Globalization Index 2006

              Globalization Index 2005

              Globalization Index 2004

              	

              not ranked
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        Cyrus the Great


        
          

          
            
              	Cyrus II the Great
            


            
              	King of Persia, King of Anshan, King of Media, King of Babylon
            


            
              	
                
                  [image: ]

                  

                

              
            


            
              	Reign

              	559 BC-529 BC
            


            
              	Coronation

              	Anshan, Persis
            


            
              	Born

              	590 BC or 576 BC
            


            
              	Birthplace

              	Anshan, Persis
            


            
              	Died

              	August?, 530 BC or 529 BC
            


            
              	Place of death

              	Along the Syr Darya
            


            
              	Buried

              	Pasargadae
            


            
              	Predecessor

              	Cambyses I
            


            
              	Successor

              	Cambyses II
            


            
              	Consort

              	Cassadane of Persia
            


            
              	Offspring

              	Cambyses II

              Smerdis

              Artystone

              Atossa

              Unamed unknown
            


            
              	Royal House

              	Achaemenid
            


            
              	Father

              	Cambyses I of Persia
            


            
              	Mother

              	Mandane of Media?
            


            
              	Religious beliefs

              	Zoroastrianism?
            

          


          
            
              	
                
                  
                    	
                      
Wars of

                      Cyrus the Great

                    
                  


                  
                    	
                  


                  
                    	
                      
                        Persia (552 BC)  Hyrba (552 BC)  Median Border(551 BC)  Pasargadae Hill (550 BC)  Pasargadae (550 BC)  Pasargadae Plain (550 BC)  Pteria (547 BC)  Thymbra (547 BC)  Sardis (546 BC)  Kapisa (543 BC/533 BC)  Tigris (539 BC)  Opis (539 BC)
                      

                    
                  

                

              
            

          


          Cyrus the Great ( Old Persian: 𐎤𐎢𐎽𐎢𐏁, Kūru, modern Persian: کوروش بزرگ, Kurosh-e Buzurg or کوروش کبیر Kurosh-e Kabeer (c. 590 BC or 576  August 529 BC or 530 BC), also known as Cyrus II of Persia and Cyrus the Elder, was a Persian Shāhanshāh ( Emperor). He was the founder of the Persian Empire under the Achaemenid dynasty. The empire expanded under his rule, eventually conquering most of Southwest Asia and much of Central Asia, from Egypt and the Hellespont in the west to the Indus River in the east, to create the largest state the world had yet seen.


          During his twenty-nine to thirty year reign, Cyrus fought against some of the greatest states of his time, including the Median Empire, the Lydian Empire, and the Neo-Babylonian Empire. Cyrus did not venture into Egypt, as he himself died in battle, fighting the Scythians along the Syr Darya in August 529 BC or 530BC. He was succeeded by his son, Cambyses II, who managed to conquer Egypt during his short rule.


          Beyond his nation, Cyrus left a lasting legacy on Jewish religion (through his Edict of Restoration), human rights, politics, and military strategy, as well as on both Eastern and Western civilization.


          


          Etymology


          The ancient historians Ctesias and Plutarch noted that Cyrus was named from Kuros, the sun, a concept which has been interpreted as meaning "like the sun," by noting its relation to the Persian noun for sun, khor, while using -vash as a suffix of likeness. However, some modern historians, such as Karl Hoffmann and Rdiger Schmitt of the Encyclopdia Iranica, have suggested the translation "humiliator of the enemy in verbal contest."


          In modern Persia, Cyrus is referred to as Kourosh-e Kabir, and, more recently, as Kourosh-e Bozorg  the Persian-derived name for Cyrus the Great. In the Bible, he is known as simply Koresh (Hebrew: כורש). He is also possibly mentioned in the Qur'an under the title " Dhul-Qarnayn" ذو القرنين, who conquered lands east and west.


          


          Dynastic history
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          Similar to other culture-heroes and founders of great empires, folk traditions abound regarding his family background. According to the Herodotus, he was the grandson of the Median king Astyages and was brought up by humble herding folk. In another version, he was presented as the son of poor parents who worked in the Median court. These folk stories are however contradicted by his own testimony according to which he was preceded as king of Persia by his father, grandfather and great-grandfather. Out of the many Persian tribes, he was from the Pasargadae. And was descended from one of its clans, which was the Achaemenidae. Before he united the Persians and Medes under a single empire, he was the ruler of Anshān, then a vassal kingdom of the Median Empire, in what is now part of Fars Province in southern Iran. In this area Cyrus would build Pasargadae, his future capital city.


          The dynasty had supposedly been founded by Achaemenes (c. 700 BC?), who was succeeded by his son Teispes of Anshan. Inscriptions indicate that when the latter died, two of his sons shared the throne as Cyrus I of Anshan and Ariaramnes of Persia. They were succeeded by their respective sons Cambyses I of Anshan and Arsames of Persia. However, the authenticity of these inscriptions has been called into question, thus blurring the history of Cyrus' predecessors.


          Cambyses is considered by Herodotus to be of good family but not a king, and further notes his marriage to Princess Māndānā, who was the daughter of Princess Aryenis of Lydia (or of another wife according to Christian Settipani) and Astyages, king of the Medes. From their union, Māndānā bore only one son, Cyrus II, better known today as Cyrus the Great, whom Cambyses named after the child's grandfather.


          According to Ctesias, Cyrus the Great married a daughter of Astyages named Amytis, which seems unlikely, as his wife would also be his aunt. A possible explanation is that Astyages married again, and his second wife bore him this daughter. Cyrus' first wife, Cassandane, is equally obscure. According to Herodotus and the Behistun Inscription, she bore Cyrus at least two sons, Cambyses II and Smerdis. Both sons later separately ruled Persia for a short period of time. Cyrus also had several daughters, of which two, Artystone and Atossa, would marry Darius the Great. The latter is significant, as she gave birth to Xerxes I, Darius' successor.


          


          Early life


          Cyrus was born in 583 BC. Little is known of his early years, as the sources detailing that part of his life are few, and have been damaged or lost.


          Herodotus's story of Cyrus' early life belongs to a genre of legends in which abandoned children of noble birth, such as Oedipus and Romulus and Remus, return to claim their royal positions. His overlord was his own grandfather, Astyages, ruler of the powerful Median kingdom.


          After the birth of Cyrus, Astyages had a dream that his Magi interpreted as a sign that his grandson would eventually overthrow him. He then ordered his steward Harpagus to kill the infant. Harpagus, morally unable to kill a newborn, summoned a herdsman of the king named Mithridates and ordered him to dispose of the child. Luckily for the young boy, the herdsman took him in and raised him as his own.


          When Cyrus was ten years old, Herodotus claims that it was obvious that Cyrus was not a herdsman's son, stating that his behaviour was too noble. Astyages interviewed the boy and noticed that they resembled each other. Astyages ordered Harpagus to explain what he had done with the baby, and after confessing that he had not killed the boy, the king tricked him into eating his own broiled and chopped son. Astyages was more lenient with Cyrus, and allowed him to return to his biological parents, Cambyses and Mandane. While Herodotus' description may be a legend, it does give insight into the figures surrounding Cyrus the Great's early life.


          


          Rise and military campaigns


          Lydian Empire and Asia Minor
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          The exact dates of the Lydian conquest are unknown, but it must have taken place between Cyrus' overthrow of the Mede kingdom (550 BC)) and his conquest of Babylon (539 BC). It was common in the past to give 547 BC as the year of the conquest due to some interpretations of the Nabonidus Chronicle, but this position is currently not much held. The Lydians first attacked the Achaemenid Empire's city of Pteria in Cappadocia. Croesus laid siege to the city, and captured its inhabitants as slaves. Meanwhile, The Persians invited the citizens of Ionia, who were part of the Lydian kingdom, to revolt against their ruler. The offer was rebuffed, and thus Cyrus levied an army and marched against the Lydians, increasing his numbers while passing through nations in his way. The Battle of Pteria was effectively a stalemate, with both sides suffering heavy casualties by nightfall. Croesus retreated to Sardis the following morning.


          While in Sardis, Croesus sent out requests for his allies to send aid to Lydia. However, near the end of winter, before the allies could unite, Cyrus pushed the war into Lydian territory and besieged Croesus in his capital, Sardis. Shortly before the final Battle of Thymbra between the two rulers, Harpagus advised Cyrus to place his dromedaries in front of his warriors; the Lydian horses, not used to the dromedaries' smell, would be very afraid. The strategy worked; the Lydian cavalry was routed. Cyrus defeated and captured Croesus. Cyrus occupied the capital at Sardis, conquering the Lydian kingdom in 546 BC. According to Herodotus, Cyrus spared Croesus' life and kept him as an advisor, but this account conflicts with some translations of the contemporary Nabonidus Chronicle, which interpret that the king of Lydia was slain.


          Before returning to the capital, a Lydian named Pactyes was entrusted by Cyrus to send Croesus' treasury to Persia. However, soon after Cyrus' departure, Pactyes hired mercenaries and caused an uprising in Sardis, revolting against the Persian satrap of Lydia, Tabalus. With recommendations from Croesus that he should turn the minds of the Lydian people to luxury, Cyrus sent Mazares, one of his commanders, to subdue the insurrection, but demanded that Pactyas be returned alive. Upon Mazares' arrival, Pactyas fled to Ionia, where he had hired mercenaries. Mazares marched his troops into the Greek country and captured the cities of Magnesia and Priene, where Pactyas was captured and sent back to Persia for punishment.


          Mazares continued the conquest of Asia Minor, but died of unknown causes during his campaign in Ionia. Cyrus sent Harpagus to complete Mazares' conquest of Asia Minor. Harpagus captured Lycia, Cilicia and Phoenicia, using the technique of building earthworks to breach the walls of besieged cities, a method unknown to the Greeks. He ended his conquest of the area in 542 BC, and returned to Persia.


          


          Neo-Babylonian Empire
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          In 539 BC, towards the end of September, Cyrus' armies, under the command of Gubaru, the governor of Gutium, attacked Opis on the Tigris river and defeated the Babylonians after a minor uprising. With Opis subjugated, the Persians took control of the vast canal system of Babylonia.


          On October 10, the city of Sippar was seized without a battle, with little to no resistance from the populace. It is probable that Cyrus engaged in negotiations with the Babylonian generals to obtain a compromise on their part and therefore avoid an armed confrontation. Nabonidus was staying in the city at the time, and soon fled to the capital, Babylon, which he had not visited in years.


          Two days later, on October 12 (Julian calendar; October 7 by the Gregorian calendar), Gubaru's troops entered Babylon, again without any resistance from the Babylonian armies. Herodotus explains that to accomplish this feat, the Persians diverted the Euphrates river into a canal so that the water level dropped "to the height of the middle of a man's thigh," which allowed the invading forces to march directly through the river bed to enter at night. On October 29, Cyrus himself entered the city of Babylon and arrested Nabonidus. He then assumed the titles of "king of Babylon, king of Sumer and Akkad, king of the four sides of the world."


          Prior to Cyrus' invasion of Babylon, the Neo-Babylonian Empire had conquered many kingdoms. In addition to Babylonia itself, Cyrus incorporated its subnational entities into his Empire, including Syria and Judea.


          Before leaving Babylon, Cyrus also issued the "Edict of Restoration" ( Ezra 1:1-4), which freed the Jewish exiles by allowing them to return to their native land; this effectively ended the Babylonian captivity. His wife died on 498 B.C. The return of the exiles re-established the Jewish population in their homeland.


          According to the Behistun Inscription of Darius the Great, Cyrus' dominions must have comprised the largest empire the world had ever seen. At the end of Cyrus' rule, the Achaemenid Empire stretched from Asia Minor and Judah in the west to the Indus River in the east.


          


          Death
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          The details of Cyrus' death can vary by account. The account of Herodotus from his Histories provides the second longest detail, in which Cyrus met his fate in a fierce battle with the Massagetae, a tribe from the southern deserts of Kharesm and Kizilhoum in the southernmost portion of the steppe regions of modern-day Kazakhstan and Uzbekistan, following the advice of Croesus to attack them in their own territory.The Massagetae were related to the Scythians in their dress and mode of living; they fought on horseback and on foot. In order to acquire her realm, Cyrus first sent an offer of marriage to their ruler Tomyris, a proposal she rejected. He then commenced his attempt to take Massagetae territory by force, beginning by building bridges and towered war boats along his side of the river Araxes, or Sry Dara, which separated them. Sending him a warning to cease his encroachment in which she stated she expected he would disregard anyway, Tomyris challenged him to meet her forces in honorable warfare, inviting him to a location in her country a day's march from the river, where their two armies would formally engage each other. He accepted her offer, but, learning that the Massagetae were unfamiliar with wine and its intoxicating effects, he set up and then left camp with plenty of it behind, taking his best soldiers with him and leaving the least capable ones. The general of Tomyris's army, which was also her son Spargapises, and 1/3 of the Massagetian troops killed the group Cyrus had left there, and, finding the camp well-stocked with food and the wine, unwittingly drank themselves into inebriation, diminishing their capability to defend themselves when they were then overtaken by a surprise attack. They were successfully defeated, and although he was taken prisoner, Spargapises committed suicide once he regained sobriety. Upon learning of what had transpired, Tomyris denounced Cyrus' tactics as underhanded and swore vengeance, leading a second wave of troops into battle herself. Cyrus was ultimately killed and his forces suffered massive casualties in what Herodotus referred to as the fiercest battle of his career, and the ancient world. When it was over, Tomyris ordered the body of Cyrus brought to her, then decapitated him and dipped his head in a vessel of blood, in a symbolic gesture of revenge for his bloodlust and the death of her son. However, some scholars question this version, mostly when Herodotus says no was there to see the aftermath, but others suggest the persian troops may have later recovered the body, or that Tomyris beheaded a man other than Cyrus.


          Ctesias, in his Persica, has the longest account which says Cyrus met his death while putting down resistence from the Derbices infantry. Which were aided by other Scythian archers and cavalry, plus Indians and their elephants. Which took place north-east of the headwaters of the Sry Darya.


          An alternative account from Xenophon's Cyropaedia contradicts the others, claiming that Cyrus died peaceably at his capital..


          The final version of Cyrus's death comes from Berossus. Which he only reports Cyrus met his death while warring against the Dahae archers north-west of the headwaters of the Sry Darya.


          


          Tomb


          Cyrus' remains were supposedly interred in the city of Pasargadae, where today a tomb still exists which many believe to be his. Both Strabo and Arrian give descriptions of the tomb, based on eyewitness reports from the time of Alexander the Great's invasion. Though the city itself is now in ruins, the burial place of Cyrus the Great has remained largely intact; and the tomb has been partially restored to counter its natural deterioration over the years. According to Plutarch, his epitaph said,


          
            
              	

              	O man, whoever you are and wherever you come from, for I know you will come, I am Cyrus who won the Persians their empire. Do not therefore grudge me this little earth that covers my body.

              	
            

          


          Cuneiform evidence from Babylon proves that Cyrus died in August 530 BC, and that his son Cambyses II had become king. His younger son, Smerdis, died before Cambyses left to invade the eastern front. From Herodotus' account, Cambyses killed his brother to avoid a rebellion in his absence. Cambyses continued his father's policy of expansion, and managed to capture Egypt for the Empire, but soon died after only seven years of rule. An imposter named Gaumata, claiming to be Smerdis, became the sole ruler of Persia for seven months, until he was killed by Darius the Great.


          

          Cyrus was praised in the Tanach ( Isaiah 45:1-6), though he was also criticized for believing the false report of the Cuthites, who wanted to halt the building of the Second Temple. They accused the Jews of conspiring to rebel, so Cyrus in turn stopped the construction of the temple, which would not be completed until 516 BCE, during the reign of Darius the Great, the grandson of Queen Esther.


          


          Legacy
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          Cyrus was distinguished equally as a statesman and as a soldier. By pursuing a policy of generosity instead of repression, and by favoring local religions, he was able to make his newly conquered subjects into enthusiastic supporters. Due in part to the political infrastructure he created, the Achaemenid empire endured long after his demise.


          The rise of Persia under Cyrus's rule had a profound impact on the course of world history. Persian philosophy, literature and religion all played dominant roles in world events for the next millennia. Despite the Islamic conquest of Persia in the 7th century CE by the Islamic Caliphate ( Arab Empire), Persia continued to exercise enormous influence in the Middle East during the Islamic Golden Age, and was particularly instrumental in the growth and expansion of Islam.


          Many of the dynasties that followed the Achaemenids ( Seleucid, Sassanid, Pahlavi) have claimed to continue the line begun by Cyrus. Mohammad Reza Shah celebrated the 2500th anniversary of the Iranian monarchy in 1971, though it would be toppled a mere eight years later. Even some today consider him equal, if not greater than Alexander the Great, in size and scope.


          


          Religion


          The only known example of his religious policy is his treatment of the Jews in Babylon. The Bible records that a remnant of the Jewish population returned to the Promised Land from Babylon, following an edict from Cyrus to rebuild the temple. This edict is fully reproduced in the Book of Ezra. As a result of Cyrus' policies, the Jews honored him as a dignified and righteous king. He is the only Gentile to be designated as a messiah, a divinely-appointed king, in the Tanakh ( Isaiah 45:1-6). However, at the time, there was also Jewish criticism of him after he was lied to by the Cuthites, who wanted to halt the building of the Second Temple. They accused the Jews of conspiring to rebel, so Cyrus in turn stopped the construction of the temple, which would not be completed until 516 BC, during the reign of Darius the Great.


          Some contemporary Muslim scholars have suggested that the Qur'anic figure of Dhul-Qarnayn is Cyrus the Great. This theory was proposed by Sunni scholar Abul Kalam Azad and endorsed by Shi'a scholars Allameh Tabatabaei, in his Tafsir al-Mizan and Makarem Shirazi and Sunni scholar Abul Ala Maududi.


          


          Politics and philosophy


          During his reign, Cyrus maintained control over a vast region of conquered kingdoms, achieved partly through retaining and expanding Median satrapies. Further organization of newly conquered territories into provinces ruled by vassal kings called satraps, was continued by Cyrus' successor Darius the Great. Cyrus' empire demanded only tribute and conscripts from many parts of the realm.


          Cyrus' conquests began a new era in the age of empire building, where a vast superstate, comprising many dozens of countries, races, religions, and languages, were ruled under a single administration headed by a central government. This system lasted for centuries, and was retained both by the invading Seleucid dynasty during their control of Persia, and later Iranian dynasties including the Persian Parthians and Sassanids.


          In 1992, he was ranked #87 on Michael H. Hart's list of the most influential figures in history. On December 10, 2003, in her acceptance of the Nobel Peace Prize, Shirin Ebadi evoked Cyrus, saying:


          
            
              	

              	I am an Iranian, a descendant of Cyrus the Great. This emperor proclaimed at the pinnacle of power 2,500 years ago that he 'would not reign over the people if they did not wish it.' He promised not to force any person to change his religion and faith and guaranteed freedom for all. The Charter of Cyrus the Great should be studied in the history of human rights.

              	
            

          


          Cyrus' legacy has been felt even as far away as Iceland and colonial America. Many of the forefathers of the United States of America sought inspiration from Cyrus the Great through works such as Cyropaedia. Thomas Jefferson, for example, had two personal copies of the book, "which was a mandatory read for statesmen alongside Machiavelli's The Prince."


          In a recent segment of ABC's Nightline with Ted Koppel, Ted Koppel mentioned Cyrus the Great, when he was talking about the new documentary film being made in his honour, and had this to say of him:


          Cyrus the Great is genuinely one of history's towering figures. America's own founders such as Thomas Jefferson were influenced by Cyrus the Great in the field of Human Rights.


          


          Cyrus Cylinder
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          The cylinder has been considered as the world's first known charter of human rights, as there are passages in the text have been translated and interpreted as expressing Cyrus respect for humanity. Following this interpretation, it appears to promote a form of religious tolerance and freedom, to allow Cyrus' subjects to continue worshipping their gods, despite his own religious beliefs, and even to restore the temples of foreign gods. Accepting this interpretation, in 1971 the United Nations published a translation of the document in all the official U.N. languages. A replica of the Cyrus Cylinder has reportedly been on display at United Nations headquarters in New York City as a tribute to Cyrus' display of respect and tolerance. Another replica, on a gold sheet, had been on display on the top floor of the Shahyad monument in South Tehran, to symbolize the connection between Cyrus and the (then) present ruler.


          However, some scholars have rejected this view, arguing that the concept of human rights is alien to the historical context. The text played an important role in political propaganda in modern Iran. To support the interpretation of Cyrus as an early champion of human rights, some parts of the text even have been falsely translated.
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        Cystic fibrosis


        
          

          
            
              	Cystic fibrosis

              Classification and external resources
            


            
              	ICD- 10

              	E 84.
            


            
              	ICD- 9

              	277
            


            
              	OMIM

              	219700
            


            
              	DiseasesDB

              	3347
            


            
              	MedlinePlus

              	000107
            


            
              	eMedicine

              	ped/535
            


            
              	MeSH

              	D003550
            

          


          Cystic fibrosis (also known as CF, mucoviscoidosis, or mucoviscidosis) is a hereditary disease that affects the exocrine (mucus) glands of the lungs, liver, pancreas, and intestines, causing progressive disability due to multisystem failure.


          Thick mucus production, as well as a less competent immune system, results in frequent lung infections. Diminished secretion of pancreatic enzymes is the main cause of poor growth, fatty diarrhea and deficiency in fat-soluble vitamins. Males can be infertile due to the condition congenital bilateral absence of the vas deferens. Often, symptoms of CF appear in infancy and childhood. Meconium ileus is a typical finding in newborn babies with CF.


          Individuals with cystic fibrosis can be diagnosed prior to birth by genetic testing. Newborn screening tests are increasingly common and effective (although false positives may occur, and children need to be brought in for a sweat test to distinguish disease vs carrier status). The diagnosis of CF may be confirmed if high levels of salt are found during a sweat test, although some false positives may occur.


          There is no cure for CF, and most individuals with cystic fibrosis die young: many in their 20s and 30s from lung failure. However, with the continuous introduction of many new treatments, the life expectancy of a person with CF is increasing to ages as high as 40 or 50. Lung transplantation is often necessary as CF worsens.


          Cystic fibrosis is one of the most common life-shortening, childhood-onset inherited diseases. In the United States, 1 in 3,900 children is born with CF. It is most common among Europeans and Ashkenazi Jews; one in twenty-two people of European descent are carriers of one gene for CF, making it the most common genetic disease in these populations. Ireland has the highest rate of CF carriers in the world (1 in 19).


          CF is caused by a mutation in a gene called the cystic fibrosis transmembrane conductance regulator (CFTR). The product of this gene is a chloride ion channel important in creating sweat, digestive juices, and mucus. Although most people without CF have two working copies (alleles) of the CFTR gene, only one is needed to prevent cystic fibrosis. CF develops when neither allele can produce a functional CFTR protein. Therefore, CF is considered an autosomal recessive disease.


          


          Symptomatic diseases


          


          Lung and sinus disease


          Lung disease results from clogging the airways due to mucus buildup and resulting inflammation. Inflammation and infection cause injury to the lungs and structural changes that lead to a variety of symptoms. In the early stages, incessant coughing, copious phlegm production, and decreased ability to exercise are common. Many of these symptoms occur when bacteria that normally inhabit the thick mucus grow out of control and cause pneumonia. In later stages of CF, changes in the architecture of the lung further exacerbate chronic difficulties in breathing.


          
            [image: Aspergillus fumigatus - A common fungus which can lead to worsening lung disease in people with CF]

            
              Aspergillus fumigatus - A common fungus which can lead to worsening lung disease in people with CF
            

          


          Other symptoms include coughing up blood ( hemoptysis), changes in the major airways in the lungs ( bronchiectasis), high blood pressure in the lung ( pulmonary hypertension), heart failure, difficulties getting enough oxygen to the body ( hypoxia), and respiratory failure requiring support with breathing masks such as bilevel positive airway pressure machines or ventilators. In addition to typical bacterial infections, people with CF more commonly develop other types of lung disease. Among these is allergic bronchopulmonary aspergillosis, in which the body's response to the common fungus Aspergillus fumigatus causes worsening of breathing problems. Another is infection with mycobacterium avium complex (MAC), a group of bacteria related to tuberculosis, which can cause further lung damage and does not respond to common antibiotics.


          Mucus in the paranasal sinuses is equally thick and may also cause blockage of the sinus passages, leading to infection. This may cause facial pain, fever, nasal drainage, and headaches. Individuals with CF may develop overgrowth of the nasal tissue ( nasal polyps) due to inflammation from chronic sinus infections. These polyps can block the nasal passages and increase breathing difficulties.


          


          Gastrointestinal, liver and pancreatic disease


          Prior to prenatal and newborn screening, cystic fibrosis was often diagnosed when a newborn infant failed to pass feces ( meconium). Meconium may completely block the intestines and cause serious illness. This condition, called meconium ileus, occurs in 10% of newborns with CF. In addition, protrusion of internal rectal membranes ( rectal prolapse) is more common in CF because of increased fecal volume, malnutrition, and increased intraabdominal pressure due to coughing.


          The thick mucus seen in the lungs has its counterpart in thickened secretions from the pancreas, an organ responsible for providing digestive juices which help break down food. These secretions block the movement of the digestive enzymes into the duodenum and result in irreversible damage to the pancreas, often with painful inflammation ( pancreatitis). The lack of digestive enzymes leads to difficulty absorbing nutrients with their subsequent excretion in the faeces, a disorder known as malabsorption. Malabsorption leads to malnutrition and poor growth and development because of calorie loss. Individuals with CF also have difficulties absorbing the fat-soluble vitamins A, D, E, and K. In addition to the pancreas problems, people with cystic fibrosis experience more heartburn, intestinal blockage by intussusception, and constipation. Older individuals with CF may also develop distal intestinal obstruction syndrome when thickened faeces cause intestinal blockage.


          Thickened secretions also may cause liver problems in patients with CF. Bile secreted by the liver to aid in digestion may block the bile ducts, leading to liver damage. Over time, this can lead to cirrhosis, in which the liver fails to rid the blood of toxins and does not make important proteins such as those responsible for blood clotting.


          


          Endocrine disease and growth
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          The pancreas contains the islets of Langerhans, which are responsible for making insulin, a hormone that helps regulate blood glucose. Damage of the pancreas can lead to loss of the islet cells, leading to diabetes that is unique to those with the disease. Cystic Fibrosis Related Diabetes (CFRD), as it is known as, shares characteristics that can be found in Type 1 and Type 2 diabetics and is one of the principal non-pulmonary complications of CF. Vitamin D is involved in calcium and phosphorus regulation. Poor uptake of vitamin D from the diet because of malabsorption leads to the bone disease osteoporosis in which weakened bones are more susceptible to fractures. In addition, people with CF often develop clubbing of their fingers and toes due to the effects of chronic illness and low oxygen on their tissues.


          Poor growth is a hallmark of CF. Children with CF typically do not gain weight or height at the same rate as their peers, and occasionally are not diagnosed until investigation is initiated for poor growth. The causes of growth failure are multifactorial and include chronic lung infection, poor absorption of nutrients through the gastrointestinal tract, and increased metabolic demand due to chronic illness.


          


          Infertility


          Infertility affects both men and women. At least 97 percent of men with cystic fibrosis are sterile. These men make normal sperm but are missing the tube ( vas deferens), which connects the testes to the ejaculatory ducts of the penis. Many men found to have congenital absence of the vas deferens during evaluation for infertility have a mild, previously undiagnosed form of CF. Some women have fertility difficulties due to thickened cervical mucus or malnutrition. In severe cases, malnutrition disrupts ovulation and causes amenorrhea.


          


          Diagnosis and monitoring


          Cystic fibrosis may be diagnosed by many different categories of testing including those such as, newborn screening, sweat testing, or genetic testing. As of 2006 in the United States, 10 percent of cases are diagnosed shortly after birth as part of newborn screening programs. The newborn screen initially measures for raised blood concentration of immunoreactive trypsinogen. Infants with an abnormal newborn screen need a sweat test in order to confirm the CF diagnosis. Trypsinogen levels can be increased in individuals who have a single CF gene (carriers) or, in rare instances, even in individuals without a CF gene. Due to these false positives, CF screening in newborns is somewhat controversial. Most states and countries do not screen for CF routinely at birth. Therefore, most individuals are diagnosed after symptoms prompt an evaluation for cystic fibrosis. The most commonly-used form of testing is the sweat test. Sweat-testing involves application of a medication that stimulates sweating ( pilocarpine) to one electrode of an apparatus and running electric current to a separate electrode on the skin. This process, called iontophoresis, causes sweating; the sweat is then collected on filter paper or in a capillary tube and analyzed for abnormal amounts of sodium and chloride. People with CF have increased amounts of sodium and chloride in their sweat. CF can also be diagnosed by identification of mutations in the CFTR gene.


          A multitude of tests is used to identify complications of CF and to monitor disease progression. X-rays and CAT scans are used to examine the lungs for signs of damage or infection. Examination of the sputum under a microscope is used to identify which bacteria are causing infection so that effective antibiotics can be given. Pulmonary function tests measure how well the lungs are functioning, and are used to measure the need for and response to antibiotic therapy. Blood tests can identify liver problems, vitamin deficiencies, and the onset of diabetes. DEXA scans can screen for osteoporosis and testing for fecal elastase can help diagnose insufficient digestive enzymes.


          


          Prenatal diagnosis


          Couples who are pregnant or who are planning a pregnancy can themselves be tested for CFTR gene mutations to determine the likelihood that their child will be born with cystic fibrosis. Testing is typically performed first on one or both parents and, if the risk of CF is found to be high, testing on the fetus can then be performed. Cystic fibrosis testing is offered to many couples in the US. The American College of Obstetricians and Gynecologists (ACOG) recommends testing for couples who have a personal or close family history. Additionally, ACOG recommends that carrier testing be offered to all Caucasian couples and be made available to couples of other ethnic backgrounds.


          Because development of CF in the fetus requires each parent to pass on a mutated copy of the CFTR gene and because CF testing is expensive, testing is often performed on just one parent initially. If that parent is found to be a carrier of a CFTR gene mutation, the other parent is then tested to calculate the risk that their children will have CF. CF can result from more than a thousand different mutations and, as of 2006, it is not possible to test for each one. Testing analyzes the blood for the most common mutations such as F508  most commercially available tests look for 32 or fewer different mutations. If a family has a known uncommon mutation, specific screening for that mutation can be performed. Because not all known mutations are found on current tests, a negative screen does not guarantee that a child will not have CF. In addition, because the mutations tested are necessarily those most common in the highest risk groups, testing in lower risk ethnicities is less successful because the mutations commonly seen in these groups are less common in the general population. These couples may therefore consider testing through labs that offer CF screens with a high number of mutations tested.


          Couples who are at high risk for having a child with CF will often opt to perform further testing before or during pregnancy. In vitro fertilization with preimplantation genetic diagnosis offers the possibility to examine the embryo prior to its placement into the uterus. The test, performed 3 days after fertilization, looks for the presence of abnormal CF genes. If two mutated CFTR genes are identified, the embryo is not used for embryo transfer and an embryo with at least one normal gene is implanted.


          During pregnancy, testing can be performed on the placenta ( chorionic villus sampling) or the fluid around the fetus ( amniocentesis). However, chorionic villus sampling has a risk of fetal death of 1 in 100 and amniocentesis of 1 in 200, although a recent study has indicated this may actually be much lower, perhaps 1 in 1,600, so the benefits must be determined to outweigh these risks prior to going forward with testing. Alternatively, some couples choose to undergo third party reproduction with egg or sperm donors.


          


          Pathophysiology


          Cystic fibrosis occurs when there is a mutation in the CFTR gene. The protein created by this gene is anchored to the outer membrane of cells in the sweat glands, lungs, pancreas, and other affected organs. The protein spans this membrane and acts as a channel connecting the inner part of the cell ( cytoplasm) to the surrounding fluid. In the airway this channel is primarily responsible for controlling the movement of chloride from inside to outside of the cell, however in the sweat ducts it facilitates the movement of chloride from the sweat into the cytoplasm. When the CFTR protein does not work, chloride is trapped inside the cells in the airway and outside in the skin. Because chloride is negatively charged, positively charged ions also cannot cross into the cell because they are affected by the electrical attraction of the chloride ions. Sodium is the most common ion in the extracellular space and the combination of sodium and chloride creates the salt, which is lost in high amounts in the sweat of individuals with CF. This lost salt forms the basis for the sweat test.


          How this malfunction of cells in cystic fibrosis causes the clinical manifestations of CF is not well understood. One theory suggests that the lack of chloride exodus through the CFTR protein leads to the accumulation of more viscous, nutrient-rich mucus in the lungs that allows bacteria to hide from the body's immune system. Another theory proposes that the CFTR protein failure leads to a paradoxical increase in sodium and chloride uptake, which, by leading to increased water reabsorption, creates dehydrated and thick mucus. Yet another theory focuses on abnormal chloride movement out of the cell, which also leads to dehydration of mucus, pancreatic secretions, biliary secretions, etc. These theories all support the observation that the majority of the damage in CF is due to blockage of the narrow passages of affected organs with thickened secretions. These blockages lead to remodeling and infection in the lung, damage by accumulated digestive enzymes in the pancreas, blockage of the intestines by thick faeces, etc.


          


          The role of chronic infection in lung disease


          The lungs of individuals with cystic fibrosis are colonized and infected by bacteria from an early age. These bacteria, which often spread amongst individuals with CF, thrive in the altered mucus, which collects in the small airways of the lungs. This mucus encourages the development of bacterial microenvironments ( biofilms) that are difficult for immune cells (and antibiotics) to penetrate. The lungs respond to repeated damage by thick secretions and chronic infections by gradually remodeling the lower airways ( bronchiectasis), making infection even more difficult to eradicate.


          Over time, both the types of bacteria and their individual characteristics change in individuals with CF. In the initial stage, common bacteria such as Staphylococcus aureus and Hemophilus influenzae colonize and infect the lungs. Eventually, however, Pseudomonas aeruginosa (and sometimes Burkholderia cepacia) dominates. Once within the lungs, these bacteria adapt to the environment and develop resistance to commonly used antibiotics. Pseudomonas can develop special characteristics that allow the formation of large colonies, known as "mucoid" Pseudomonas and rarely seen in people that do not have CF.


          One way in which infection has spread is by passage between different individuals with CF. In the past, people with CF often participated in summer "CF Camps" and other recreational gatherings. Hospitals grouped patients with CF into common areas and routine equipment (such as nebulizers) was not sterilized between individual patients. This led to transmission of more dangerous strains of bacteria among groups of patients. As a result, individuals with CF are routinely isolated from one another in the healthcare setting and healthcare providers are encouraged to wear gowns and gloves when examining patients with CF in order to limit the spread of virulent bacterial strains. Often, patients with particularly damaging bacteria will attend clinics on different days and in different buildings than those without these infections.


          


          Molecular biology
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          The CFTR gene is found at the q31.2 locus of chromosome 7, is 230 000 base pairs long, and creates a protein that is 1,480 amino acids long. The most common mutation, F508 is a deletion () of three nucleotides that results in a loss of the amino acid phenylalanine (F) at the 508th (508) position on the protein. This mutation accounts for two-thirds of CF cases worldwide and 90 percent of cases in the United States; however, there are over 1,400 other mutations that can produce CF. In Caucasian populations, the frequency of mutations is as follows:


          
            
              	Mutation

              	Frequency

              worldwide
            


            
              	F508

              	66.0%
            


            
              	G542X

              	2.4%
            


            
              	G551D

              	1.6%
            


            
              	N1303K

              	1.3%
            


            
              	W1282X

              	1.2%
            


            
              	All others

              	27.5%
            

          


          There are several mechanisms by which these mutations cause problems with the CFTR protein. F508, for instance, creates a protein that does not fold normally and is degraded by the cell. Several mutations, which are common in the Ashkenazi Jewish population, result in proteins that are too short because production is ended prematurely. Less common mutations produce proteins that do not use energy normally, do not allow chloride to cross the membrane appropriately, or are degraded at a faster rate than normal. Mutations may also lead to fewer copies of the CFTR protein being produced.
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          Structurally, CFTR is a type of gene known as an ABC gene. Its protein possesses two ATP-hydrolyzing domains which allows the protein to use energy in the form of ATP. It also contains two domains comprising 6 alpha helices apiece, which allow the protein to cross the cell membrane. A regulatory binding site on the protein allows activation by phosphorylation, mainly by cAMP-dependent protein kinase. The carboxyl terminal of the protein is anchored to the cytoskeleton by a PDZ domain interaction.


          


          Treatment
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          The cornerstones of management are proactive treatment of airway infection, and encouragement of good nutrition and an active lifestyle. The treatment for cystic fibrosis continues throughout a patient's life, and is aimed at maximizing organ function, and therefore quality of life. At best, current treatments delay the decline in organ function. Treatment typically occurs at specialist multidisciplinary centres, and is tailored to the individual, because of the wide variation in disease symptoms. Targets for therapy are the lungs, gastrointestinal tract (including insulin treatment), the reproductive organs (including Assisted Reproductive Technology (ART)) and psychological support. In addition, therapies such as transplantation and gene therapy aim to cure some of the effects of cystic fibrosis.


          The most consistent aspect of therapy in cystic fibrosis is limiting and treating the lung damage caused by thick mucus and infection with the goal of maintaining quality of life. Intravenous, inhaled, and oral antibiotics are used to treat chronic and acute infections. Mechanical devices and inhalation medications are used to alter and clear the thickened mucus.


          


          Antibiotics to treat lung disease


          Antibiotics are given whenever pneumonia is suspected or there has been a decline in lung function. Antibiotics are often chosen based on information about prior infections. Many bacteria common in cystic fibrosis are resistant to multiple antibiotics and require weeks of treatment with intravenous antibiotics such as vancomycin, tobramycin, meropenem, ciprofloxacin, and piperacillin. This prolonged therapy often necessitates hospitalization and insertion of a more permanent IV such as a PICC line or Port-a-Cath. Inhaled therapy with antibiotics such as tobramycin and colistin is often given for months at a time in order to improve lung function by impeding the growth of colonized bacteria. Oral antibiotics such as ciprofloxacin or azithromycin are sometimes given to help prevent infection or to control ongoing infection. Some individuals spend years between hospitalizations for antibiotics, whereas others require several antibiotic treatments each year.


          Several common antibiotics such as tobramycin and vancomycin can cause hearing loss or kidney problems with long-term use. In order to prevent these side-effects, the amount of antibiotics in the blood are routinely measured and adjusted accordingly.


          


          Other methods to treat lung disease


          Several mechanical techniques are used to dislodge sputum and encourage its expectoration. In the hospital setting, physical therapy is utilized; a therapist pounds an individual's chest with his or her hands several times a day. Devices that recreate this percussive therapy include the ThAIRapy Vest and the intrapulmonary percussive ventilator (IPV). Newer methods such as Biphasic Cuirass Ventilation, and associated clearance mode available in such devices, now integrate a cough assistance phase, as well as a vibration phase for dislodging secretions. Biphasic Cuirass Ventilation is also shown to provide a bridge to transplantation. These are portable and adapted for home use. Aerobic exercise is of great benefit to people with cystic fibrosis. Not only does exercise increase sputum clearance but it also improves cardiovascular and overall health.


          Aerosolized medications that help loosen secretions include dornase alfa and hypertonic saline. Dornase is a recombinant human deoxyribonuclease, which breaks down DNA in the sputum, thus decreasing its viscosity. N-Acetylcysteine may also decrease sputum viscosity, but research and experience have shown its benefits to be minimal. Albuterol and ipratropium bromide are inhaled to increase the size of the small airways by relaxing the surrounding muscles.


          As lung disease worsens, breathing support from machines may become necessary. Individuals with CF may need to wear special masks at night that help push air into their lungs. These machines, known as bilevel positive airway pressure (BiPAP) ventilators, help prevent low blood oxygen levels during sleep. BiPAP may also be used during physical therapy to improve sputum clearance. During severe illness, people with CF may need to have a tube placed in their throats and their breathing supported by a ventilator.


          


          Treatment of other aspects of CF
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          Newborns with meconium ileus typically require surgery, whereas adults with distal intestinal obstruction syndrome typically do not. Treatment of pancreatic insufficiency by replacement of missing digestive enzymes allows the duodenum to properly absorb nutrients and vitamins that would otherwise be lost in the faeces. Even so, most individuals with CF take additional amounts of vitamins A, D, E, and K and eat high-calorie meals. It should be noted, however, that nutritional advice given to patients is, at best, mixed: Often, literature encourages the eating of high-fat foods without differentiating between saturated and unsaturated fats/ trans-fats; this lack of clear information runs counter to health advice given to the general population, and creates the risk of further serious health problems for people with cystic fibrosis as they grow older. So far, no large-scale research involving the incidence of atherosclerosis and coronary heart disease in adults with cystic fibrosis has been conducted. This is likely due to the fact that the vast majority of people with cystic fibrosis do not live long enough to develop clinically significant atherosclerosis or coronary heart disease.


          The diabetes common to many CF patients is typically treated with insulin injections or an insulin pump. Development of osteoporosis can be prevented by increased intake of vitamin D and calcium, and can be treated by bisphosphonates. Poor growth may be avoided by insertion of a feeding tube for increasing calories through supplemental feeds or by administration of injected growth hormone.


          Sinus infections are treated by prolonged courses of antibiotics. The development of nasal polyps or other chronic changes within the nasal passages may severely limit airflow through the nose. Sinus surgery is often used to alleviate nasal obstruction and to limit further infections. Nasal steroids such as fluticasone are used to decrease nasal inflammation. Female infertility may be overcome by assisted reproduction technology, particularly embryo transfer techniques. Male infertility may be overcome with intracytoplasmic sperm injection. Third party reproduction is also a possibility for women with CF.


          


          Transplantation and gene therapy


          Lung transplantation often becomes necessary for individuals with cystic fibrosis as lung function and exercise tolerance declines. Although single lung transplantation is possible in other diseases, individuals with CF must have both lungs replaced because the remaining lung would contain bacteria that could infect the transplanted lung. A pancreatic or liver transplant may be performed at the same time in order to alleviate liver disease and/or diabetes. Lung transplantation is considered when lung function approaches a point where it threatens survival or requires assistance from mechanical devices.


          Gene therapy holds promise as a potential avenue to cure cystic fibrosis. Gene therapy attempts to place a normal copy of the CFTR gene into affected cells. Studies have shown that to prevent the lung manifestations of cystic fibrosis, only 510% the normal amount of CFTR gene expression is needed. Many approaches have been theorized and several clinical trials have been initiated but, as of 2006, many hurdles still exist before gene therapy can be successful.


          


          Prognosis


          In most cases, CF causes an early death. Average life expectancy is around 36.8 years, although improvements in treatments mean a baby born today could expect to live longer.


          


          Epidemiology
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          Cystic fibrosis is the most common life-limiting autosomal recessive disease among people of European heritage. In the United States, approximately 30,000 individuals have CF; most are diagnosed by six months of age. Canada has approximately 3,000 citizens with CF. Approximately 1 in 25 people of European descent and 1 in 22 people of Ashkenazi Jewish descent is a carrier of a cystic fibrosis mutation. Although CF is less common in these groups, approximately 1 in 46 Hispanics, 1 in 65 Africans and 1 in 90 Asians carry at least one abnormal CFTR gene.


          Cystic fibrosis is diagnosed in males and females equally. For unclear reasons, males tend to have a longer life expectancy than females. Life expectancy for people with CF depends largely upon access to health care. In 1959, the median age of survival of children with cystic fibrosis was six months. In the United States, the life expectancy for infants born in 2006 with CF is 36.8 years, based upon data compiled by the Cystic Fibrosis Foundation.


          The Cystic Fibrosis Foundation also compiles lifestyle information about American adults with CF. In 2004, the foundation reported that 91% had graduated high school and 54% had at least some college education. Employment data revealed 12.6% of adults were disabled and 9.9% were unemployed. Marital information showed that 59% of adults were single and 36% were married or living with a partner. In 2004, 191 American women with CF were pregnant.


          


          Theories about the prevalence of CF


          The F508 mutation is estimated to be up to 52,000 years old. Numerous hypotheses have been advanced as to why such a lethal mutation has persisted and spread in the human population. Other common autosomal recessive diseases such as sickle-cell anaemia have been found to protect carriers from other diseases, a concept known as heterozygote advantage. Resistance to the following have all been proposed as possible sources of heterozygote advantage:


          
            	Cholera: With the discovery that cholera toxin requires normal host CFTR proteins to function properly, it was hypothesized that carriers of mutant CFTR genes benefited from resistance to cholera and other causes of diarrhea. Further studies have not confirmed this hypothesis.


            	Typhoid: Normal CFTR proteins are also essential for the entry of Salmonella typhi into cells, suggesting that carriers of mutant CFTR genes might be resistant to typhoid fever. No in vivo study has yet confirmed this. In both cases, the low level of cystic fibrosis outside of Europe, in places where both cholera and typhoid fever are endemic, is not immediately explicable.


            	Diarrhoea: It has also been hypothesized that the prevalence of CF in Europe might be connected with the development of cattle domestication. In this hypothesis, carriers of a single mutant CFTR chromosome had some protection from diarrhoea caused by lactose intolerance, prior to the appearance of the mutations that created lactose tolerance.


            	Tuberculosis: Poolman and Galvani from Yale University have added another possible explanation - that carriers of the gene have some resistance to TB.

          


          


          History
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          The name cystic fibrosis refers to the characteristic 'fibrosis' (tissue scarring) of the biliary tract ("cystic" being a generic term for all that is related to the biliary vesicle and/or the bladder), first recognized in the 1930s. Formerly known as cystic fibrosis of the pancreas, this entity has increasingly been labeled simply cystic fibrosis. Although the entire clinical spectrum of CF was not recognized until the 1930s, certain aspects of CF were identified much earlier. Indeed, literature from Germany and Switzerland in the 1700s warned "Wehe dem Kind, das beim Ku auf die Stirn salzig schmekt, es ist verhext und muss bald sterben," which translates to "Woe is the child kissed on the forehead who tastes salty, for it is cursed and soon must die," recognizing the association between the salt loss in CF and illness. Carl von Rokitansky described a case of fetal death with meconium peritonitis, complication of meconium ileus associated with cystic fibrosis. Meconium ileus was first described in 1905 by Karl Landsteiner. In 1936, Guido Fanconi published a paper describing a connection between celiac disease, cystic fibrosis of the pancreas, and bronchiectasis.


          In 1938, Dorothy Hansine Andersen published an article titled "Cystic fibrosis of the pancreas and its relation to celiac disease: a clinical and pathological study" in the American Journal of Diseases of Children. In her paper, she described the characteristic cystic fibrosis of the pancreas correlated it with the lung and intestinal disease prominent in CF. She also first hypothesized that CF is a recessive disease and first used pancreatic enzyme replacement to treat affected children. In 1952, Paul di Sant' Agnese discovered abnormalities in sweat electrolytes; the sweat test was developed and improved over the next decade.


          In 1988, the first mutation for CF, F508, was discovered by Francis Collins, Lap-Chee Tsui and John R. Riordan on the seventh chromosome. Research has subsequently found over 1000 different mutations that cause CF. Lap-Chee Tsui led a team of researchers at the Hospital for Sick Children in Toronto that discovered the gene responsible for CF in 1989. Cystic fibrosis represents the first genetic disorder elucidated strictly by the process of reverse genetics. Because mutations in the CFTR gene are typically small, classical genetics techniques were not able to accurately pinpoint the mutated gene. Using protein markers, gene linkage studies were able to map the mutation to chromosome 7. Chromosome walking and jumping techniques were then used to identify and sequence the gene.


          


          Public Awareness


          Some children with cystic fibrosis in the United States call their disease 65 Roses because the words are easier to pronounce. This trademarked phrase has been popularized by the Cystic Fibrosis Foundation. The phrase came into being when it was used by a young boy who had overheard his mother, a volunteer for the Foundation, speaking of his illness. He later informed her that he knew she was working to help with "sixty-five roses" The term has since been used as a symbol by organizations and families of cystic fibrosis victims.


          The fight against cystic fibrosis has been a news story in France, where on April 30, 2007, the rising pop singer Grgory Lemarchal died from the illness at the age of 23. Grgory won the fourth round of Star Academy (equivalent of Pop Idol) in 2004 with a voting score of 80% at the grand final - a percentage unmatched in the history of the show. On May 4, a special television programme was broadcast on TF1 to commemorate his life, and its 10.5 million viewers were asked to donate money to help progress research into finding a cure. More than 7.5 million euros have been raised. Following his death, his family started Association Grgory Lemarchal, an advocacy organization supporting people with cystic fibrosis.


          Former Real World San Diego Castmate Frankie Abernathy died of cystic fibrosis June 9, 2007.


          In January 2008, a documentary called "A Boy Called Alex" was screened on Channel Four about Alexander Stobbs, a gifted music scholar at Eton College. It showed his inspirational determination to conduct Bach's magnificat, despite interruptions due to life-threatening illness. The documentary has received excellent reviews and praise.


          Orla Tinsley, a CF sufferer, has written many articles about CF, and the plight it causes, in the Irish Times, and is a frequent campaigner for CF patient rights.


          The main character of the play 'John Lennon and Me' by Cherie Bennet has CF and resides at a pediatric hospital.
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              	Motto:"Pravda vtěz"( Czech)

              "Truth prevails"
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                  Location of theCzech Republic(orange)

                  on the European continent(camel &white)

                  in the European Union(camel) [ Legend]

                

              
            


            
              	Capital

              (and largest city)

              	Prague

            


            
              	Official languages

              	Czech
            


            
              	Demonym

              	Czech
            


            
              	Government

              	Parliamentary republic
            


            
              	-

              	President

              	Vclav Klaus
            


            
              	-

              	Prime Minister

              	Mirek Topolnek
            


            
              	Independence

              	(formed 9th century)
            


            
              	-

              	from Austria-Hungary

              	October 28, 1918
            


            
              	-

              	Czechoslovakia dissolved

              	January 1, 1993
            


            
              	EU accession

              	May 1, 2004
            


            
              	Area
            


            
              	-

              	Total

              	78,866km( 117th)

              30,450 sqmi
            


            
              	-

              	Water(%)

              	2
            


            
              	Population
            


            
              	-

              	20081estimate

              	10,403,136( 78th)
            


            
              	-

              	2001census

              	10,230,060
            


            
              	-

              	Density

              	132/km( 77th)

              341/sqmi
            


            
              	GDP( PPP)

              	2007 IMFestimate
            


            
              	-

              	Total

              	$248.902 billion( 39th)
            


            
              	-

              	Per capita

              	$24,236( 36th)
            


            
              	GDP (nominal)

              	2007 IMFestimate
            


            
              	-

              	Total

              	$175.309 billion( 39th)
            


            
              	-

              	Per capita

              	$17,070( 36th)
            


            
              	Gini(1996)

              	25.4(low)( 5th)
            


            
              	HDI(2005)

              	▲ 0.891(high)( 32nd)
            


            
              	Currency

              	Czech koruna ( CZK)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.cz
            


            
              	Calling code

              	+4204
            


            
              	1

              	March 31, 2008 (See Population changes - 1st quarter of 2008).
            


            
              	2

              	Rank based on 2005 IMF data.
            


            
              	3

              	Also .eu, shared with other European Union member states.
            


            
              	4

              	Shared code 42 with Slovakia until 1997.
            

          


          The Czech Republic (IPA: /ˈtʃɛk riˈpʌblɨk/) ( Czech: Česk republika ( help info), short form in Czech: Česko, IPA: [ʧɛsko]), is a landlocked country in Central Europe and a member state of the European Union. The country has borders with Poland to the northeast, Germany to the west, Austria to the south, and Slovakia to the east. The capital and largest city is Prague ( Czech: Praha), a major tourist destination. The country is composed of the historic regions of Bohemia and Moravia, as well as parts of Silesia.


          Following the Battle of the White Mountain, the Czech lands fell under the Habsburg rule from 1526, later becoming part of the Austrian Empire and Austria-Hungary. The independent Republic of Czechoslovakia was formed in 1918, following the collapse of the Austro-Hungarian empire after World War I. After the Munich Agreement, German occupation of Czechoslovakia and the consequent disillusion with the Western response and gratitude for the liberation of the major portion of Czechoslovakia by the Red Army, the Communist party won plurality (38%) in 1946 elections. In an 1948 overturn, Czechoslovakia became a communist-ruled state. In 1968, the increasing dissatisfaction has culminated in attempts to reform the communist regime. The events, known as Prague Spring of 1968, had ended with a invasion of armies of Warsaw Pact countries, and the troops remained in the country until the overturn in 1989 Velvet Revolution, when the communist regime collapsed. On January 1, 1993 the country Czechoslovakia peacefully split into the Czech Republic and Slovakia.


          The Czech Republic made economic reforms such as massive privatization and flat tax. Annual gross domestic product growth has recently been around 6%. The country is the first former member of the Comecon to achieve the status of a developed country (2006) according to the World Bank. The Czech Republic also ranks best compared to the former Comecon countries in the Human Development Index.


          The Czech Republic is a pluralist multi-party parliamentary representative democracy. President Vclav Klaus is the current head of state. The Prime Minister is the head of government (currently Mirek Topolnek). The Parliament has two chambers  the Chamber of Deputies and the Senate. The Czech Republic joined NATO in 1999 and the European Union in 2004. It is also a member of the OECD, the Council of Europe and the Visegrd Group.


          


          Name


          After the dissolution of Czechoslovakia, the Czech portion found itself without a common single-word name in English. In 1993, The Czech Ministry of Foreign Affairs suggested the name Czechia as an official alternative in all situations other than formal official documents and the full names of government institutions; however, this has not become widely used--though other languages have single-word names, e.g. Tschechien in German, and Czechy in Polish. The official website of the Czech Republic ( www.czech.cz) run by the Czech Ministry of Foreign Affairs does not use the name Czechia as of 2005. Its Czech equivalent is Česko.


          


          History
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          Archaeologists have found evidence of prehistoric human settlement in the area dating back to the Neolithic era. In the classical era, from the 3rd century BC Celtic migrations, the Boii (see Bohemia) and later in the 1st century Germanic tribes of Marcomanni and Quadi settled there. During the Migration Period around the 5th century, many Germanic tribes moved westwards and southwards out of Central Europe. In an equally significant migration, Slavic people from the Black Sea and Carpathian regions settled in the area (a movement that was also stimulated by the onslaught of peoples from Siberia and Eastern Europe: Huns, Avars, Bulgars and Magyars). Following in the Germans' wake, they moved southwards into Bohemia, Moravia, and some of present day Austria. During the 7th century the Frankish merchant Samo, supporting the Slavs fighting their Avar rulers, became the ruler of the first known Slav state in Central Europe. The Moravian principality arose in the 8th century (see Great Moravia). The Bohemian or Czech state emerged in the late 9th century when it was unified by the Přemyslid dynasty. The kingdom of Bohemia was a significant regional power during the Middle Ages. It was part of the Holy Roman Empire during the entire existence of this confederation.


          Religious conflicts such as the 15th century Hussite Wars and the 17th century Thirty Years' War had a devastating effect on the local population. From the 16th century, Bohemia came increasingly under Habsburg control as the Habsburgs became first the elected and then hereditary rulers of Bohemia. After the fall of the Holy Roman Empire, Bohemia became part of Austrian Empire and later of Austria-Hungary.
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          From Czechoslovakia to World War 2


          Following the collapse of the Austro-Hungarian Empire after World War I, the independent republic of Czechoslovakia was created in 1918. This new country incorporated regions of Bohemia, Moravia, Silesia, Slovakia and Carpathian Ruthenia (known as Subcarpathian Rus at the time) with significant German, Hungarian, Polish and Ruthenian speaking minorities. Although Czechoslovakia was a unitary state, it provided what was at the time rather extensive rights to its minorities. However, it did not grant its minorities any territorial political autonomy, which resulted in discontent and strong support among some of the minorities to break away from Czechoslovakia. Adolf Hitler used the opportunity and, supported by Konrad Henlein's Sudeten German National Socialist Party, gained the largely German speaking Sudetenland through the 1938 Munich Agreement. Poland occupied Polish inhabited areas around Česk Těn. Hungary gained parts of Slovakia and Subcarpathian Rus as a result of the First Vienna Award in November 1938.
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          Slovakia and Subcarpathian Rus gained greater autonomy, with the state renamed to "Czecho-Slovakia" (The Second Republic; see Occupation of Czechoslovakia). Slovakia seceded in March 1939 and allied itself with Hitler's coalition. The remaining Czech territory was occupied by Germany, transformed it into the so-called Protectorate of Bohemia and Moravia. The Protectorate was proclaimed part of the Third Reich, and President and Prime Minister were subordinate to the Nazi Reichsprotektor ("imperial protector"). Subcarpathian Rus declared independence as the Republic of Carpatho-Ukraine on 15 March 1939 but was invaded by Hungary the same day and formally annexed on 16 March. Approximately 390,000 Czechoslovak citizens, including 83,000 Jews, were killed or executed, and hundreds of thousands of others were sent to prisons and concentration camps or as forced labour. A Nazi concentration camp existed at Terezin to the north of Prague. There was Czech resistance to Nazi occupation both home and abroad, most notably with the assassination of leading Nazi leader Reinhard Heydrich in Prague suburbs on May 27, 1942. The Czechoslovak government-in-exile and its army fighting against the Germans were acknowledged by Allies (Czechoslovak troops fought in Great Britain, North Africa, Middle East and Soviet Union). The occupation ended on 9 May 1945 with the arrival of Soviet and American armies and the Prague uprising.


          In 1945-46 almost the entire German minority of Czechoslovakia, about 2.7 million people, were expelled to Germany and Austria. During this time, thousands of Germans were held in prisons, detention camps, and used as forced labour. In the summer of 1945, there were several massacres. Only 250,000 Germans who had been active in the resistance against the Nazis or were necessary for the economy were not expelled, though many of them emigrated later. Following a Soviet-organised referendum, the Subcarpathian Rus has never returned under Czechoslovak rule and became part of the Ukrainian SSR, as the Zakarpattia Oblast in 1946.


          


          Communist era


          Czechoslovakia uneasily tried to play the role of a "bridge" between the West and East. However, the Communist Party of Czechoslovakia rapidly increased in popularity, particularly because of a general disappointment with the West (due to the pre-war Munich Agreement) and a favourable popular attitude towards the Soviet Union (due to the Soviets' role in liberating Czechoslovakia from German rule). In the 1946 elections, with 38% of the votes, the Communists became the largest party in the Czechoslovak parliament. They formed a coalition government with other parties of the National Front, and moved quickly to consolidate power. The decisive step took place in February 1948. During a series of events characterized by Communists as a "revolution" and by anti-Communists as a "takeover", the Communist People's Militias secured control of key locations in Prague, and a new, all-Communist government was formed.


          For the next forty-one years, Czechoslovakia was a Communist state within the eastern bloc (see Czechoslovakia: 1948-1989). This period was marked by a variety of social developments. The Communist government completely nationalized the means of production and established a command economy. The economy grew rapidly during the 1950s and 1960s, but slowed down in the 1970s with increasing problems during the 1980s. The political climate was highly repressive during the 1950s (including numerous show trials), but became more open and tolerant in the 1960s, culminating in Alexander Dubček's leadership in the 1968 Prague Spring that tried to create "socialism with a human face" and perhaps even introduce political pluralism. This was forcibly ended by 21 August 1968 Warsaw Pact invasion. From then until 1989, the political establishment returned to censorship of opposition, though using more "carrot" than "whip" policy to ensure the populace's passivity.


          


          Czech Republic


          In November 1989, Czechoslovakia returned to democracy through a peaceful " Velvet Revolution". However, Slovak national aspirations strengthened until on January 1, 1993, the country peacefully split into the independent Czech Republic and Slovakia. Both countries went through economic reforms and privatisations, with the intention of creating a market economy.


          From 1991 the Czech Republic (originally as part of Czechoslovakia, and now in its own right) has been a member of the Visegrad Group and from 1995 of the OECD. The Czech Republic joined NATO on March 12, 1999 and the European Union on May 1, 2004.


          


          Geography
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          The Czech landscape is quite varied. Bohemia to the west consists of a basin, drained by the Elbe ( Czech: Labe) and the Vltava rivers, and surrounded by mostly low mountains such as the Krkonoe range of the Sudetes. The highest point in the country, Sněžka, at 1,602m (5,262ft), is located here. Moravia, the eastern part of the country, is also quite hilly. It is drained mainly by the Morava River, but it also contains the source of the Oder ( Czech: Odra) River. Water from the landlocked Czech Republic flows to three different seas: the North Sea, Baltic Sea and Black Sea. The Czech Republic also leases the Moldauhafen, a 30,000- square-metre (7.4- acre) lot in the middle of the Hamburg Docks, which was awarded to Czechoslovakia by Article 363 of the Treaty of Versailles to allow the landlocked country a place where goods transported downriver could be transferred to seagoing ships. The territory reverts to Germany in 2028.


          Phytogeographically, the Czech Republic belongs to the Central European province of the Circumboreal Region within the Boreal Kingdom. According to the WWF, the territory of the Czech Republic can be subdivided into four ecoregions: the Central European mixed forests, Pannonian mixed forests, Western European broadleaf forests and Carpathian montane conifer forests.


          


          Weather and climate


          The Czech Republic has a temperate, continental climate with relatively hot summers and cold, cloudy winters, usually with snow. Most rains are during the summer. The temperature difference between summers and winters is relatively high due to its landlocked geographical position.


          Even within the Czech Republic, temperatures vary greatly depending on the elevation. In general, at higher altitudes the temperatures decrease and precipitation increases. Another important factor is the distribution of the mountains. Therefore the climate is quite varied.


          At the highest peak ( Sněžka, 1,602m/5,260ft) the average temperature is only 0.4C (31F), whereas in the lowlands of South Moravia, the average temperature is as high as 10C (50F). This also applies for the country's capital Prague, but this is due to urban factors.


          The coldest month is usually January followed by February and December. During these months there is usually snow in the mountains and sometimes in the major cities and lowlands. During March, April and May, the temperature usually increases rapidly and especially during April the temperature and weather tends to vary widely during the day. Spring is also characterized by high water levels in the rivers due to melting snow followed by floods at times.


          The warmest month of the year is July, followed by August and June. On average, the summer temperatures are about 20C (68F) higher than during winter. Especially in the last decade, temperatures above 30C (86F) are not unusual. Summer is also characterized by rain and storms.


          Autumn generally begins in September, which is still relatively warm, but much drier. During October, temperatures usually fall back under 15 or 10C (59 or 50F) and deciduous trees begin to shed their leaves. By the end of November, temperatures usually range around the freezing point.


          


          Demographics


          


          Population


          
            
              Population of the Czech lands
            

            
              	Year

              	Total

              	Change

              	Year

              	Total

              	Change
            


            
              	1857

              	7,016,531

              	

              	1930

              	10,674,386

              	6.6%
            


            
              	1869

              	7,617,230

              	8.6%

              	1950

              	8,896,133

              	-16.7%
            


            
              	1880

              	8,222,013

              	7.9%

              	1961

              	9,571,531

              	7.6%
            


            
              	1890

              	8,665,421

              	5.4%

              	1970

              	9,807,697

              	2.5%
            


            
              	1900

              	9,372,214

              	8.2%

              	1980

              	10,291,927

              	4.9%
            


            
              	1910

              	10,078,637

              	7.5%

              	1991

              	10,302,215

              	0.1%
            


            
              	1921

              	10,009,587

              	-0.7%

              	2001

              	10,230,060

              	-0.7%
            

          


          The vast majority of the inhabitants of the Czech Republic are Czechs (94.2%). Minorities include the Slovaks (1.9%), Poles (0.5%), Vietnamese (0.44%) Germans (0.4%). According to the Interior Ministry of the Czech Republic, there were 392,087 foreigners legally residing in the country at the end of 2007, making up 3.2% of the population, with the largest groups being Ukrainians and Slovaks.


          Fertility rate was low at 1.44 children born/woman. In 2007, immigration added to the population by almost 1%.


          


          Religion


          The Czech Republic, along with Estonia, has one of the least religious populations in all of Europe. According to the 2001 census, 59% of the country is agnostic, atheist, non-believer or no-organised believer, 26.8% Roman Catholic and 2.5% Protestant.


          According to the most recent Eurobarometer Poll 2005, 19% of Czech citizens responded that "they believe there is a God", whereas 50% answered that "they believe there is some sort of spirit or life force" and 30% that "they do not believe there is any sort of spirit, God, or life force", the lowest rate of EU countries after Estonia with 16%.


          


          Politics
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          Political system


          The Czech Republic is a pluralist multi-party parliamentary representative democracy, where the Prime Minister is the head of government. The Parliament is bicameral, with the Chamber of Deputies ( Czech: Poslaneck sněmovna) (200 members) and the Senate (81 members).


          


          Foreign policy


          A key goal in foreign policy has been European integration.


          According to The Economist, the Czech Republic has earned a reputation for promoting human rights at every turn. Czech officials have pushed Europe's weight behind democrats everywhere from Myanmar to Belarus, Moldova and Cuba. The Czech foreign ministry has an entire unit devoted to helping dissidents in other countries.


          Czech Republic is motivated by its experience of Nazi and communist oppression. Also, the country's first post-communist president Vclav Havel is an ex-dissident writer, who has set moral example and has attracted ex-dissidents to key government positions. For example, every March since 2003, when Fidel Castro locked up 75 political opponents, activists have set up a cage in Wenceslas Square representing a Cuban prison cell. Frequent prison uniform-wearing protesters have included names such as the foreign minister, the mayor of Prague and musical stars. Some EU officials have been irritated by Czech Republic's activism in human rights. Czech Republic and other countries stressing human rights have been in conflicts with EU countries who favour closer ties with dictatorships.


          


          Armed forces
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          The Czech armed forces consist of the Army and Air Force and of specialized support units. In 2004, the Czech armed forces completely phased out conscription and transformed into a fully professional army and air force. The country has been a member of NATO since March 12, 1999. Defence spending is around 1.8% of GDP (2006).


          


          Regions and districts


          Since 2000, the Czech Republic is divided into thirteen regions ( Czech: kraje, singular kraj) and the capital city of Prague. Each region has its own elected Regional Assembly (krajsk zastupitelstvo) and hejtman (usually translated as hetman or "president"). In Prague, their powers are executed by the city council and the mayor.


          The older seventy-six districts (okresy, singular okres) including three 'statutory cities' (without Prague, which had special status) were disbanded in 1999 in an administrative reform; they remain as territorial division and seats of various branches of state administration.
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              	( Lic. plate)

              	Region

              	Capital

              	Population (2004 est.)

              	Population (2008 est.)
            


            
              	A

              	Capital of Prague (Hlavn město Praha)

              	1,170,571

              	1,218,644
            


            
              	S

              	Central Bohemian Region (Středočesk kraj)

              	offices located in Prague(Praha)

              	1,144,071

              	1,208,145
            


            
              	C

              	South Bohemian Region (Jihočesk kraj)

              	Česk Budějovice

              	625,712

              	633,750
            


            
              	P

              	Plzeň Region (Plzeňsk kraj)

              	Pilsen (Plzeň)

              	549,618

              	562,783
            


            
              	K

              	Karlovy Vary Region (Karlovarsk kraj)

              	Karlovy Vary

              	304,588

              	307,975
            


            
              	U

              	st nad Labem Region (steck kraj)

              	st nad Labem

              	822,133

              	833,218
            


            
              	L

              	Liberec Region (Libereckkraj)

              	Liberec

              	427,563

              	434,751
            


            
              	H

              	Hradec Krlov Region (Krlovhradeck kraj)

              	Hradec Krlov

              	547,296

              	552,850
            


            
              	E

              	Pardubice Region (Pardubickkraj)

              	Pardubice

              	505,285

              	512,380
            


            
              	M

              	Olomouc Region (Olomouckkraj)

              	Olomouc

              	635,126

              	641,809
            


            
              	T

              	Moravian-Silesian Region (Moravskoslezsk kraj)

              	Ostrava

              	1,257,554

              	1,249,844
            


            
              	B

              	South Moravian Region (Jihomoravsk kraj)

              	Brno

              	1,123,201

              	1,142,013
            


            
              	Z

              	Zln Region (Zlnsk kraj)

              	Zln

              	590,706

              	590,828
            


            
              	J

              	Vysočina Region (Vysočina)

              	Jihlava

              	517,153

              	514,146
            

          


          


          Economy


          The Czech Republic possesses a developed, high-income economy with a GDP per capita of 82% of the European Union average. One of the most stable and prosperous of the post-Communist states, the Czech Republic has seen a growth of over 6% annually in the last three years. Recent growth has been led by exports to the European Union, especially Germany, and foreign investment, while domestic demand is reviving. However, the rate of corruption remains one of the highest among OECD countries.


          The public budgets remain in deficit despite strong growth of the economy in recent years. However, the 2007 deficit has been 1.58% GDP (according to EU accounting rules), far less than originally expected.


          Most of the economy has been privatized, including banks and telecommunications. The current right-centre government plans to continue with privatization, including the energy industry and the Prague airport. It has recently agreed to the sale of a 7% stake of the energy producer ČEZ, with the sale of the Budějovick Budvar brewery also mooted.


          The country has fully implemented the Schengen Agreement and therefore has abolished border controls with all of its neighbours (Germany, Austria, Poland, Slovakia) on December 21, 2007. The Czech Republic is a member of the WTO.


          The last Czech government had expressed a desire to adopt the euro in 2010, but the current government has postponed it due to budget deficits. An exact date has not been set up, but the Finance Ministry described adoption by 2012 as realistic if public finance reform passes. However, the most recent draft of the euro adoption plan omits giving any date.


          


          Education


          The Programme for International Student Assessment, coordinated by the OECD, currently ranks the Czech education as the 15th best in the world, being higher than the OECD average.


          


          Transport


          Prague Airport is the main international airport. Czech Republic has 46 airports, out of which two have over 3,047 meter runaways.


          


          Energy


          In 2005, according to the Czech Statistical Office, 65.4% of electricity was produced in steam, combined, and combustion power plants (mostly coal); 30% in nuclear plants; and 4.6% from renewable sources, including hydropower. Russia (via pipelines through Ukraine) and, to a lesser extent, Norway (via pipelines through Germany) supply the Czech Republic with liquid and natural gas.


          


          Communications


          The Czech Republic has the most Wi-Fi subscribers in the European Union. By the beginning of 2008 there was over 800 mostly local WISPs with about 350 000 subscribers in 2007. Mobile internet is quite popular. Plans based on either GPRS, EDGE, UMTS or CDMA2000 are being offered by all three mobile phone operators ( T-Mobile, Vodafone, Telefonica O2) and U:fon. Government-owned Česk Telecom slowed down broadband penetration. At the beginning of 2004, local loop unbundling began, and alternative operators started to offer ADSL (and also SDSL). This, and later privatisation of Česk Telecom helped drive down prices. On July 1, 2006, Česk Telecom was renamed to Telefnica O2 Czech Republic. As of January 2006, ADSL2+ is offered in many variants, both with data limit and without with speeds up to 10 Mbit/s. Cable internet is gaining popularity with its higher download speeds beginning at 2 Mbit/s up to 20 Mbit/s. The biggest ISP, UPC (which has bought another CATV internet provider Karneval in 2007) is providing its service in big cities (Prague, Brno, Ostrava)


          


          Tourism


          
            [image: Tourists in Prague.]

            
              Tourists in Prague.
            

          


          
            [image: Sněžka is the highest point in the Czech Republic.]

            
              Sněžka is the highest point in the Czech Republic.
            

          


          The Czech economy gets a substantial income from tourism: in 2001, the total earnings from tourism reached 118.13 billion CZK, making up 5.5% of GNP and 9.3% of overall export earnings. The industry employs more than 110,000 people - over 1% of the population.


          There are several centres of tourist activity: The historic city of Prague is the primary tourist attraction, and the city is also the most common point of entry for tourists visiting other parts of the country. Most other cities in the country attract significant numbers of tourists, but the spa towns such as Karlovy Vary, Marinsk Lzně and Frantikovy Lzně are particularly popular holiday destinations. Other popular tourist sites are the many castles and chateaux, such as those at Karltejn, Konopitě and Česk Krumlov. Away from the towns, areas as Česk rj, umava and the Krkonoe Mountains attract visitors seeking outdoor pursuits.


          The country is also famous for its love of puppetry and marionettes. The Pilsner style beer originated in western Bohemian city of Plzeň.


          


          Culture


          


          Cuisine
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          Czech cuisine is marked by a strong emphasis on meat dishes. Pork is quite common, and beef and chicken are also popular. In the last years with the incoming immigrants, Kebab is a popular food of Czech Cuisine as well. Goose, duck, rabbit and wild game are served. Fish is rare, with the occasional exception of fresh trout, and carp, which is served at Christmas.


          Aside from Slivovitz, Czech beer and wine, Czechs also produce two uniquely Czech liquors, Fernet Stock and Becherovka. Kofola is a non-alcoholic Czech soft drink somewhat similar in look and taste to Coca-Cola.


          


          Sport


          Sport plays a significant part in the life of many Czechs who are generally loyal supporters of their favourite teams or individuals. The two leading sports in the Czech Republic are football and ice hockey, both drawing the largest attention of both the media and supporters. The many other sports with professional leagues and structures include basketball, volleyball, handball, athletics, floorball and others. Sport is a source of strong waves of patriotism, usually rising several days or weeks before an event and sinking several days after. The events considered the most important by Czech fans are: the Ice Hockey World Championship, Olympic Ice hockey tournament, the Euro, the football World Cup and qualification matches for such events. In general, any international match of the Czech ice hockey or football national team draws attention, especially when played against a traditional rival: Germany in football; Russia, Sweden and Canada in ice hockey; and Slovakia in both.


          


          Music


          Music in the Czech Republic has roots both in high-culture opera and symphony and in the traditional music of Bohemia and Moravia. Cross-pollination and diversity are important aspects of Czech music: Composers were often influenced by traditional music; jazz and bluegrass music have become popular; pop music often consisted of English language hits sung in Czech.


          


          Literature


          Czech literature is the literature of the historical regions of Bohemia, Moravia, and the Czech-speaking part of Silesia, (now part of the Czech Republic, formerly of Czechoslovakia). This most often means literature written by Czechs, in the Czech language, although Old Church Slavonic, Latin, and German were also used, mostly in the early periods. Modern authors from the Czech territory who wrote in other languages (e.g. German) are generally considered separately, and their writing usually existed in parallel with Czech-language literature and did not interact with it. Thus Franz Kafka, for example, who wrote in German (though he also knew Czech rather well), falls within Austrian literature, though he lived his entire life in Bohemia.


          Czech literature is divided into several main time periods: the Middle Ages; the Hussite period; the years of re-Catholicization and the baroque; the Enlightenment and Czech reawakening in the 19th century; the avantgarde of the interwar period; the years under Communism and the Prague Spring; and the literature of the post-Communist Czech Republic. Czech literature and culture played a major role on at least two occasions when Czech society lived under oppression and no political activity was possible. On both of these occasions, in the early 19th century and then again in the 1960s, the Czechs used their cultural and literary effort to create political freedom and to establish a confident, politically aware nation.


          


          International rankings


          
            	Human Development Index 2007: Rank 32nd out of 178 countries


            	Index of Economic Freedom 2007: Rank 31st out of 157 countries


            	Reporters Without Borders world-wide press freedom index 2007: Rank 14th out of 169 countries


            	Global Competitiveness Report 2006: Rank 29th out of 125 countries


            	Democracy Index (January 2007): Ranks 18th of 167 countries (a functioning democracy along with only 27 others)


            	It was also ranked as the highest alcohol-consuming nation by The Economist in 2006.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Czech_Republic"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  

OEBPS/Images/60811.jpg





OEBPS/Images/9764.jpg





OEBPS/Images/40413.jpg





OEBPS/Images/72328.jpg





OEBPS/Images/83916.jpg





OEBPS/Images/5393.jpg





OEBPS/Images/40510.jpg





OEBPS/Images/41865.jpg





OEBPS/Images/48002.jpg





OEBPS/Images/74194.jpg





OEBPS/Images/46812.jpg





OEBPS/Images/7504.jpg





OEBPS/Images/54546.jpg





OEBPS/Images/3865.jpg
TINELD? BLTYM

s e s

o=

IELIH 8 YARPIYN TPYRIY
WGPAJIBATI TPYAA BCTYINTS.





OEBPS/Images/73474.jpg





OEBPS/Images/34889.jpg





OEBPS/Images/55951.jpg





OEBPS/Images/91659.jpg





OEBPS/Images/59234.jpg





OEBPS/Images/8688.jpg





OEBPS/Images/68141.jpg





OEBPS/Images/72.jpg





OEBPS/Images/76305.jpg





OEBPS/Images/86261.jpg





OEBPS/Images/64229.jpg





OEBPS/Images/83092.jpg





OEBPS/Images/45842.jpg





OEBPS/Images/46882.jpg





OEBPS/Images/39577.jpg





OEBPS/Images/76143.jpg





OEBPS/Images/39086.jpg





OEBPS/Images/1031.jpg





OEBPS/Images/51719.jpg





OEBPS/Images/45986.jpg





OEBPS/Images/38866.jpg





OEBPS/Images/59822.jpg





OEBPS/Images/11275.jpg





OEBPS/Images/3356.jpg
1l £ R
fet So7i fVY
mr um

/nm NH wg»

bl
T

/rl(/ /I/

/y;‘(‘l';;yﬂ’ﬂm;?ﬂmm e

/

. «W«

[:X,, ' uw
7WA ,

i M i<

®





OEBPS/Images/51733.jpg
S





OEBPS/Images/82890.jpg





OEBPS/Images/60029.jpg





OEBPS/Images/72495.jpg





OEBPS/Images/32073.jpg





OEBPS/Images/48475.jpg





OEBPS/Images/10600.jpg





OEBPS/Images/21893.jpg





OEBPS/Images/29912.jpg





OEBPS/Images/35812.jpg





OEBPS/Images/76375.jpg





OEBPS/Images/12245.jpg





OEBPS/Images/13571.jpg





OEBPS/Images/71437.jpg





OEBPS/Images/14829.jpg
. ‘
&)
T
,m





OEBPS/Images/63115.jpg





OEBPS/Images/66989.jpg





OEBPS/Images/47996.jpg





OEBPS/Images/44122.jpg





OEBPS/Images/784.jpg





OEBPS/Images/76125.jpg





OEBPS/Images/37581.jpg





OEBPS/Images/8785.jpg





OEBPS/Images/72351.jpg





OEBPS/Images/87411.jpg





OEBPS/Images/39591.jpg





OEBPS/Images/76458.jpg





OEBPS/Images/52045.jpg





OEBPS/Images/4164.jpg





OEBPS/Images/39016.jpg
> i%m





OEBPS/Images/62321.jpg





OEBPS/Images/7894.jpg





OEBPS/Images/83040.jpg





OEBPS/Images/60872.jpg





OEBPS/Images/12236.jpg





OEBPS/Images/61184.jpg





OEBPS/Images/75103.jpg





OEBPS/Images/69273.jpg





OEBPS/Images/13404.jpg





OEBPS/Images/34968.jpg





OEBPS/Images/49240.jpg





OEBPS/Images/31799.jpg





OEBPS/Images/6104.jpg





OEBPS/Images/68071.jpg





OEBPS/Images/38801.jpg





OEBPS/Images/59369.jpg





OEBPS/Images/45750.jpg





OEBPS/Images/91668.jpg





OEBPS/Images/64756.jpg





OEBPS/Images/63926.jpg





OEBPS/Images/60820.jpg
fw}%—s (u(n‘nﬂmmm o





OEBPS/Images/49208.jpg





OEBPS/Images/32884.jpg





OEBPS/Images/87420.jpg





OEBPS/Images/4668.jpg





OEBPS/Images/62830.jpg





OEBPS/Images/47453.jpg





OEBPS/Images/86511.jpg





OEBPS/Images/34851.jpg





OEBPS/Images/53427.jpg





OEBPS/Images/70740.jpg





OEBPS/Images/13539.jpg





OEBPS/Images/9852.jpg





OEBPS/Images/85532.jpg
il
LA g,

PERE
ol L d B A d






OEBPS/Images/4646.jpg





OEBPS/Images/12092.jpg





OEBPS/Images/22363.jpg
prossure

000

s
s w0 W

omporaure 00

w





OEBPS/Images/86247.jpg





OEBPS/Images/59383.jpg





OEBPS/Images/85167.jpg





OEBPS/Images/68044.jpg





OEBPS/Images/64247.jpg





OEBPS/Images/79781.jpg





OEBPS/Images/11113.jpg





OEBPS/Images/25426.jpg





OEBPS/Images/63124.jpg





OEBPS/Images/54490.jpg





OEBPS/Images/20247.jpg





OEBPS/Images/87936.jpg





OEBPS/Images/39559.jpg





OEBPS/Images/61114.jpg





OEBPS/Images/46123.jpg





OEBPS/Images/9746.jpg





OEBPS/Images/45745.jpg
ey

THEATRE ROVAL
o Dreytoe

1 HONDAY 4t s
p S

R Wity ot 0 Wi






OEBPS/Images/73803.jpg





OEBPS/Images/1720.jpg





OEBPS/Images/89824.jpg





OEBPS/Images/5519.jpg





OEBPS/Images/48189.jpg





OEBPS/Images/56337.jpg





OEBPS/Images/63917.jpg





OEBPS/Images/68501.jpg





OEBPS/Images/46510.jpg
¥ ﬁ«.VA





OEBPS/Images/72565.jpg





OEBPS/Images/64234.jpg





OEBPS/Images/47075.jpg





OEBPS/Images/82586.jpg





OEBPS/Images/44367.jpg





OEBPS/Images/34709.jpg





OEBPS/Images/38893.jpg





OEBPS/Images/55955.jpg





OEBPS/Images/76301.jpg





OEBPS/Images/43098.jpg





OEBPS/Images/46886.jpg





OEBPS/Images/89820.jpg





OEBPS/Images/3369.jpg





OEBPS/Images/780.jpg





OEBPS/Images/31607.jpg





OEBPS/Images/83711.jpg





OEBPS/Images/83096.jpg





OEBPS/Images/32060.jpg





OEBPS/Images/44126.jpg
Miows 2 .
[T -

g






OEBPS/Images/49055.jpg





OEBPS/Images/5357.jpg





OEBPS/Images/39131.jpg





OEBPS/Images/79080.jpg





OEBPS/Images/40618.jpg





OEBPS/Images/54503.jpg





OEBPS/Images/39573.jpg





OEBPS/Images/64033.jpg





OEBPS/Images/50639.jpg





OEBPS/Images/19078.jpg





OEBPS/Images/48603.jpg





OEBPS/Images/87920.jpg





OEBPS/Images/54519.jpg





OEBPS/Images/88309.jpg





OEBPS/Images/47478.jpg





OEBPS/Images/32888.jpg





OEBPS/Images/68540.jpg





OEBPS/Images/5397.jpg





OEBPS/Images/47036.jpg





OEBPS/Images/82000.jpg





OEBPS/Images/88311.jpg





OEBPS/Images/37576.jpg





OEBPS/Images/67763.jpg





OEBPS/Images/61758.jpg





OEBPS/Images/1382.jpg





OEBPS/Images/25777.jpg





OEBPS/Images/39043.jpg





OEBPS/Images/9237.jpg





OEBPS/Images/54542.jpg





OEBPS/Images/91655.jpg





OEBPS/Images/20261.jpg





OEBPS/Images/13400.jpg





OEBPS/Images/63383.jpg





OEBPS/Images/86234.jpg





OEBPS/Images/75094.jpg
SO T

e ——
Hasscaey

Py

Lo

Lowac sy s
[rches

iy

g





OEBPS/Images/57913.jpg





OEBPS/Images/71248.jpg





OEBPS/Images/5341.jpg





OEBPS/Images/41917.jpg





OEBPS/Images/38884.jpg





OEBPS/Images/12249.jpg





OEBPS/Images/63111.jpg





OEBPS/Images/48173.jpg





OEBPS/Images/5503.jpg





OEBPS/Images/18687.jpg





OEBPS/Images/29916.jpg





OEBPS/Images/24654.jpg





OEBPS/Images/72355.jpg





OEBPS/Images/75033.jpg





OEBPS/Images/76147.jpg





OEBPS/Images/40575.jpg





OEBPS/Images/88327.jpg





OEBPS/Images/26700.jpg





OEBPS/Images/1035.jpg





OEBPS/Images/32600.jpg





OEBPS/Images/45779.jpg





OEBPS/Images/90838.jpg





OEBPS/Images/7903.jpg





OEBPS/Images/50641.jpg





OEBPS/Images/45860.jpg





OEBPS/Images/59229.jpg
'
i
e
AR





OEBPS/Images/51737.jpg





OEBPS/Images/91502.jpg





OEBPS/Images/3869.jpg
N4Y4WMX COCOH
e U e

IBIMHOTPECT]






OEBPS/Images/74487.jpg





OEBPS/Images/75107.jpg





OEBPS/Images/13584.jpg





OEBPS/Images/15002.jpg





OEBPS/Images/92051.jpg





OEBPS/Images/72583.jpg
: o





OEBPS/Images/62562.jpg





OEBPS/Images/10744.jpg





OEBPS/Images/25422.jpg
AW





OEBPS/Images/87906.jpg





OEBPS/Images/10604.jpg





OEBPS/Images/10345.jpg





OEBPS/Images/53322.jpg





OEBPS/Images/41901.jpg
v S e
&
S I —





OEBPS/Images/89806.jpg





OEBPS/Images/49238.jpg





OEBPS/Images/70323.jpg





OEBPS/Images/86238.jpg





OEBPS/Images/38880.jpg





OEBPS/Images/5100.jpg





OEBPS/Images/43271.jpg





OEBPS/Images/87918.jpg





OEBPS/Images/91085.jpg
Ceres' layers
i, dusty
pirctnd i oy

sty





OEBPS/Images/60086.jpg





OEBPS/Images/48471.jpg





OEBPS/Images/53423.jpg





OEBPS/Images/73807.jpg





OEBPS/Images/27138.jpg





OEBPS/Images/79785.jpg





OEBPS/Images/22367.jpg





OEBPS/Images/59387.jpg





OEBPS/Images/64322.jpg





OEBPS/Images/70866.jpg





OEBPS/Images/50697.jpg





OEBPS/Images/12232.jpg





OEBPS/Images/89749.jpg





OEBPS/Images/28174.jpg





OEBPS/Images/68499.jpg





OEBPS/Images/22525.jpg





OEBPS/Images/70880.jpg





OEBPS/Images/85084.jpg





OEBPS/Images/70037.jpg
.‘I
\i





OEBPS/Images/83912.jpg





OEBPS/Images/62891.jpg





OEBPS/Images/11811.jpg





OEBPS/Images/68040.jpg





OEBPS/Images/19062.jpg





OEBPS/Images/47063.jpg





OEBPS/Images/2203.jpg





OEBPS/Images/45047.jpg





OEBPS/Images/82888.jpg





OEBPS/Images/9225.jpg





OEBPS/Images/54515.jpg





OEBPS/Images/56108.jpg





OEBPS/Images/87932.jpg





OEBPS/Images/46819.jpg





OEBPS/Images/48839.jpg





OEBPS/Images/1039.jpg





OEBPS/Images/13531.jpg





OEBPS/Images/20813.jpg
« B





OEBPS/Images/86519.jpg





OEBPS/Images/59347.jpg





OEBPS/Images/19074.jpg
==
| ARITHMA






OEBPS/Images/85548.jpg





OEBPS/Images/45052.jpg





OEBPS/Images/51749.jpg





OEBPS/Images/39278.jpg





OEBPS/Images/64222.jpg





OEBPS/Images/72570.jpg





OEBPS/Images/24658.jpg





OEBPS/Images/39037.jpg





OEBPS/Images/47457.jpg





OEBPS/Images/50709.jpg





OEBPS/Images/43094.jpg





OEBPS/Images/5094.jpg
e = '

| COMING SOON





OEBPS/Images/64037.jpg
Mouth Piece —

Kevwork & Tone Holes
{using o O ystom)

Barel Joint

Upper Joint

Lower Joint

Bell





OEBPS/Images/79833.jpg
S

(12





OEBPS/Images/889.jpg





OEBPS/Images/13605.jpg





OEBPS/Images/33477.jpg





OEBPS/Images/41511.jpg
o
ke o





OEBPS/Images/75116.jpg





OEBPS/Images/33894.jpg





OEBPS/Images/34955.jpg





OEBPS/Images/66967.jpg





OEBPS/Images/76450.jpg
QAN

|\ D\





OEBPS/Images/88305.jpg





OEBPS/Images/22227.jpg





OEBPS/Images/1386.jpg





OEBPS/Images/61741.jpg





OEBPS/Images/37347.jpg





OEBPS/Images/83038.jpg





OEBPS/Images/28144.jpg





OEBPS/Images/64045.jpg





OEBPS/Images/39599.jpg





OEBPS/Images/5086.jpg





OEBPS/Images/13569.jpg





OEBPS/Images/83117.jpg





OEBPS/Images/41895.jpg





OEBPS/Images/26954.jpg





OEBPS/Images/70686.jpg





OEBPS/Images/37579.jpg





OEBPS/Images/82582.jpg





OEBPS/Images/32007.jpg





OEBPS/Images/41913.jpg





OEBPS/Images/86230.jpg





OEBPS/Images/28223.jpg





OEBPS/Images/48291.jpg





OEBPS/Images/57907.jpg





OEBPS/Images/45858.jpg





OEBPS/Images/64230.jpg
&l
)

|





OEBPS/Images/66991.jpg





OEBPS/Images/39288.jpg





OEBPS/Images/88287.jpg





OEBPS/Images/10586.jpg





OEBPS/Images/62203.jpg





OEBPS/Images/45775.jpg





OEBPS/Images/50635.jpg





OEBPS/Images/19092.jpg





OEBPS/Images/9321.jpg





OEBPS/Images/77699.jpg





OEBPS/Images/34859.jpg





OEBPS/Images/59353.jpg





OEBPS/Images/55973.jpg





OEBPS/Images/65757.jpg





OEBPS/Images/44385.jpg





OEBPS/Images/91661.jpg





OEBPS/Images/47510.jpg





OEBPS/Images/13416.jpg





OEBPS/Images/87914.jpg





OEBPS/Images/42462.jpg





OEBPS/Images/74877.jpg





OEBPS/Images/47878.jpg





OEBPS/Images/59112.jpg





OEBPS/Images/11815.jpg





OEBPS/Images/54835.jpg





OEBPS/Images/52673.jpg





OEBPS/Images/43436.jpg





OEBPS/Images/91633.jpg





OEBPS/Images/70024.jpg





OEBPS/Images/79789.jpg





OEBPS/Images/47053.jpg





OEBPS/Images/85369.jpg





OEBPS/Images/41505.jpg





OEBPS/Images/72491.jpg





OEBPS/Images/64449.jpg





OEBPS/Images/46504.jpg





OEBPS/Images/56223.jpg





OEBPS/Images/38887.jpg





OEBPS/Images/56114.jpg





OEBPS/Images/45793.jpg





OEBPS/Images/39056.jpg





OEBPS/Images/5525.jpg





OEBPS/Images/85080.jpg





OEBPS/Images/28170.jpg
i W





OEBPS/Images/27156.jpg





OEBPS/Images/26448.jpg





OEBPS/Images/83099.jpg





OEBPS/Images/76299.jpg





OEBPS/Images/14326.jpg





OEBPS/Images/30760.jpg





OEBPS/Images/40953.jpg





OEBPS/Images/45767.jpg





OEBPS/Images/5353.jpg





OEBPS/Images/41905.jpg





OEBPS/Images/34723.jpg





OEBPS/Images/85395.jpg





OEBPS/Images/60815.jpg





OEBPS/Images/60809.jpg





OEBPS/Images/45973.jpg





OEBPS/Images/71262.jpg





OEBPS/Images/42454.jpg





OEBPS/Images/6148.jpg





OEBPS/Images/1377.jpg





OEBPS/Images/77421.jpg





OEBPS/Images/48182.jpg
1 ‘





OEBPS/Images/41869.jpg





OEBPS/Images/63395.jpg





OEBPS/Images/63905.jpg





OEBPS/Images/54507.jpg





OEBPS/Images/22201.jpg





OEBPS/Images/48480.jpg





OEBPS/Images/5349.jpg





OEBPS/Images/59238.jpg





OEBPS/Images/33271.jpg





OEBPS/Images/1373.jpg





OEBPS/Images/45741.jpg





OEBPS/Images/47470.jpg





OEBPS/Images/79837.jpg





OEBPS/Images/9768.jpg





OEBPS/Images/40401.jpg





OEBPS/Images/12251.jpg





OEBPS/Images/51254.jpg





OEBPS/Images/22305.jpg





OEBPS/Images/26941.jpg





OEBPS/Images/33473.jpg
£
ANy
i -

Ve =
Ry





OEBPS/Images/73471.jpg
QT L m
i) P
G
Ty Y iy





OEBPS/Images/6416.jpg





OEBPS/Images/82884.jpg





OEBPS/Images/1141.jpg





OEBPS/Images/40514.jpg





OEBPS/Images/25401.jpg





OEBPS/Images/83034.jpg





OEBPS/Images/64041.jpg





OEBPS/Images/41861.jpg





OEBPS/Images/3861.jpg





OEBPS/Images/72363.jpg





OEBPS/Images/772.jpg





OEBPS/Images/43598.jpg





OEBPS/Images/86515.jpg





OEBPS/Images/72574.jpg





OEBPS/Images/45854.jpg





OEBPS/Images/62553.jpg





OEBPS/Images/13550.jpg





OEBPS/Images/47518.jpg





OEBPS/Images/45771.jpg





OEBPS/Images/75112.jpg





OEBPS/Images/48191.jpg





OEBPS/Images/19070.jpg





OEBPS/Images/30264.jpg





OEBPS/Images/73469.jpg





OEBPS/Images/38878.jpg





OEBPS/Images/39082.jpg





OEBPS/Images/13422.jpg





OEBPS/Images/91624.jpg





OEBPS/Images/39595.jpg





OEBPS/Images/47044.jpg





OEBPS/Images/76454.jpg





OEBPS/Images/45982.jpg





OEBPS/Images/66963.jpg





OEBPS/Images/88301.jpg





OEBPS/Images/778.jpg





OEBPS/Images/27160.jpg





OEBPS/Images/85361.jpg





OEBPS/Images/57676.jpg





OEBPS/Images/46806.jpg





OEBPS/Images/21827.jpg





OEBPS/Images/17339.jpg





OEBPS/Images/48067.jpg





OEBPS/Images/54511.jpg





OEBPS/Images/28140.jpg





OEBPS/Images/51754.jpg





OEBPS/Images/92173.jpg





OEBPS/Images/9285.jpg





OEBPS/Images/92043.jpg





OEBPS/Images/91637.jpg





OEBPS/Images/39052.jpg





OEBPS/Images/47057.jpg





OEBPS/Images/87896.jpg





OEBPS/Images/16116.jpg





OEBPS/Images/56096.jpg





OEBPS/Images/61188.jpg





OEBPS/Images/62198.jpg





OEBPS/Images/27147.jpg





OEBPS/Images/68062.jpg





OEBPS/Images/64445.jpg





OEBPS/Images/91076.jpg





OEBPS/Images/84812.jpg





OEBPS/Images/9312.jpg





OEBPS/Images/6101.jpg





OEBPS/Images/55949.jpg





OEBPS/Images/13509.jpg





OEBPS/Images/59825.jpg





OEBPS/Images/61749.jpg





OEBPS/Images/14058.jpg





OEBPS/Images/37625.jpg





OEBPS/Images/34855.jpg





OEBPS/Images/56110.jpg





OEBPS/Images/37896.jpg





OEBPS/Images/60824.jpg





OEBPS/Images/13609.jpg





OEBPS/Images/56227.jpg





OEBPS/Images/60867.jpg





OEBPS/Images/53314.jpg





OEBPS/Images/4558.jpg





OEBPS/Images/72489.jpg





OEBPS/Images/47514.jpg





OEBPS/Images/41509.jpg





OEBPS/Images/73399.jpg





OEBPS/Images/8504.jpg





OEBPS/Images/41891.jpg
mg‘

Lo ‘





OEBPS/Images/86502.jpg





OEBPS/Images/63391.jpg





OEBPS/Images/961.jpg





OEBPS/Images/85163.jpg





OEBPS/Images/19214.jpg





OEBPS/Images/7897.jpg





OEBPS/Images/11117.jpg





OEBPS/Images/47501.jpg





OEBPS/Images/12110.jpg





OEBPS/Images/73813.jpg





OEBPS/Images/46508.jpg





OEBPS/Images/79791.jpg





OEBPS/Images/41909.jpg





OEBPS/Images/71266.jpg





OEBPS/Images/5521.jpg





OEBPS/Images/72705.jpg





OEBPS/Images/28168.jpg





OEBPS/Images/40957.jpg





OEBPS/Images/54552.jpg





OEBPS/Images/89741.jpg





OEBPS/Images/46290.jpg





OEBPS/Images/50705.jpg





OEBPS/Images/87910.jpg





OEBPS/Images/44389.jpg





OEBPS/Images/32880.jpg





OEBPS/Images/56412.jpg





OEBPS/Images/13535.jpg





OEBPS/Images/77419.jpg





OEBPS/Images/63922.jpg





OEBPS/Images/25285.jpg





OEBPS/Images/12096.jpg





OEBPS/Images/46821.jpg





OEBPS/Images/33547.jpg





OEBPS/Images/50701.jpg
# e





OEBPS/Images/40405.jpg





OEBPS/Images/45969.jpg





OEBPS/Images/9756.jpg





OEBPS/Images/83111.jpg





OEBPS/Images/83924.jpg





OEBPS/Images/21315.jpg





OEBPS/Images/16223.jpg





OEBPS/Images/5209.jpg





OEBPS/Images/52098.jpg
Annual Mean Temperature





OEBPS/Images/77427.jpg





OEBPS/Images/37003.jpg





OEBPS/Images/76151.jpg





OEBPS/Images/22526.jpg





OEBPS/Images/51750.jpg





OEBPS/Images/39585.jpg





OEBPS/Images/37492.jpg





OEBPS/Images/857.jpg





OEBPS/Images/77540.jpg





OEBPS/Images/4271.jpg





OEBPS/Images/85371.jpg





OEBPS/Images/3357.jpg
w5 AL e L
Frrk S0 BRT
N AY R 4 a0 K

L yl@ oo Bt
Mo RA 8 K3 R
Nl e
4 RADAT ARGy 2






OEBPS/Images/76448.jpg





OEBPS/Images/83908.jpg





OEBPS/Images/86253.jpg





OEBPS/Images/12084.jpg





OEBPS/Images/22364.jpg





OEBPS/Images/49214.jpg
©|:
VM @ . “,m
jmw\@!w Ty

- 5

s [55) §
EE—






OEBPS/Images/45850.jpg
P

= Eresaei i e






OEBPS/Images/73403.jpg





OEBPS/Images/44371.jpg





OEBPS/Images/92153.jpg





OEBPS/Images/74526.jpg





OEBPS/Images/76126.jpg





OEBPS/Images/87401.jpg





OEBPS/Images/61190.jpg





OEBPS/Images/37170.jpg





OEBPS/Images/10734.jpg





OEBPS/Images/72487.jpg





OEBPS/Images/79777.jpg





OEBPS/Images/32876.jpg





OEBPS/Images/72361.jpg





OEBPS/Images/63616.jpg





OEBPS/Images/24660.jpg





OEBPS/Images/13410.jpg





OEBPS/Images/39398.jpg





OEBPS/Images/51743.jpg





OEBPS/Images/20255.jpg





OEBPS/Images/46890.jpg





OEBPS/Images/70736.jpg





OEBPS/Images/45992.jpg





OEBPS/Images/60812.jpg





OEBPS/Images/7895.jpg





OEBPS/Images/17006.jpg





OEBPS/Images/48485.jpg
o — f‘h'“p- -
—T"





OEBPS/Images/63132.jpg





OEBPS/Images/49205.jpg





OEBPS/Images/62912.jpg





OEBPS/Images/34969.jpg





OEBPS/Images/72667.jpg





OEBPS/Images/92162.jpg
& 4





OEBPS/Images/44116.jpg





OEBPS/Images/51252.jpg





OEBPS/Images/85540.jpg





OEBPS/Images/6470.jpg





OEBPS/Images/6357.jpg





OEBPS/Images/63382.jpg





OEBPS/Images/1095.jpg





OEBPS/Images/57687.jpg





OEBPS/Images/64228.jpg





OEBPS/Images/22301.jpg





OEBPS/Images/41873.jpg





OEBPS/Images/48289.jpg





OEBPS/Images/61757.jpg





OEBPS/Images/34719.jpg





OEBPS/Images/54061.jpg





OEBPS/Images/77700.jpg





OEBPS/Images/41855.jpg





OEBPS/Images/76133.jpg





OEBPS/Images/88436.jpg





OEBPS/Images/32964.jpg





OEBPS/Images/35806.jpg





OEBPS/Images/2209.jpg





OEBPS/Images/34895.jpg





OEBPS/Images/56084.jpg





OEBPS/Images/72338.jpg





OEBPS/Images/38901.jpg





OEBPS/Images/63927.jpg





OEBPS/Images/47506.jpg





OEBPS/Images/62930.jpg





OEBPS/Images/51236.jpg





OEBPS/Images/72579.jpg





OEBPS/Images/77693.jpg





OEBPS/Images/47495.jpg





OEBPS/Images/38872.jpg





OEBPS/Images/13617.jpg





OEBPS/Images/62565.jpg





OEBPS/Images/89091.jpg





OEBPS/Images/51725.jpg
™

Tt
o o Sadior K St





OEBPS/Images/36860.jpg





OEBPS/Images/37877.jpg





OEBPS/Images/70885.jpg





OEBPS/Images/51245.jpg





OEBPS/Images/76297.jpg





OEBPS/Images/61113.jpg





OEBPS/Images/48834.jpg





OEBPS/Images/39078.jpg





OEBPS/Images/86226.jpg





OEBPS/Images/76378.jpg





OEBPS/Images/53433.jpg





OEBPS/Images/12100.jpg





OEBPS/Images/79088.jpg





OEBPS/Images/72343.jpg





OEBPS/Images/92148.jpg





OEBPS/Images/25754.jpg





OEBPS/Images/31998.jpg





OEBPS/Images/68050.jpg





OEBPS/Images/54529.jpg





OEBPS/Images/15005.jpg





OEBPS/Images/86505.jpg





OEBPS/Images/3371.jpg





OEBPS/Images/34845.jpg





OEBPS/Images/89751.jpg





OEBPS/Images/14961.jpg





OEBPS/Images/56888.jpg





OEBPS/Images/39270.jpg





OEBPS/Images/10590.jpg





OEBPS/Images/56237.jpg





OEBPS/Images/35038.jpg





OEBPS/Images/43599.jpg





OEBPS/Images/41017.jpg





OEBPS/Images/56100.jpg





OEBPS/Images/31068.jpg





OEBPS/Images/3143.jpg





OEBPS/Images/54556.jpg





OEBPS/Images/46288.jpg





OEBPS/Images/39601.jpg





OEBPS/Images/13552.jpg





OEBPS/Images/74875.jpg





OEBPS/Images/54833.jpg





OEBPS/Images/12088.jpg





OEBPS/Images/853.jpg





OEBPS/Images/56345.jpg





OEBPS/Images/73407.jpg





OEBPS/Images/22191.jpg





OEBPS/Images/87405.jpg





OEBPS/Images/57919.jpg





OEBPS/Images/61798.jpg





OEBPS/Images/47067.jpg





OEBPS/Images/56104.jpg





OEBPS/Images/91647.jpg





OEBPS/Images/86523.jpg





OEBPS/Images/56233.jpg





OEBPS/Images/48843.jpg





OEBPS/Images/91888.jpg





OEBPS/Images/41515.jpg





OEBPS/Images/13414.jpg





OEBPS/Images/40409.jpg





OEBPS/Images/88299.jpg





OEBPS/Images/91631.jpg





OEBPS/Images/70022.jpg





OEBPS/Images/49210.jpg





OEBPS/Images/76444.jpg





OEBPS/Images/32890.jpg





OEBPS/Images/63127.jpg
pree





OEBPS/Images/79829.jpg





OEBPS/Images/47051.jpg





OEBPS/Images/3668.jpg





OEBPS/Images/38795.jpg





OEBPS/Images/37604.jpg





OEBPS/Images/85544.jpg





OEBPS/Images/87419.jpg





OEBPS/Images/10013.jpg





OEBPS/Images/60830.jpg





OEBPS/Images/36864.jpg





OEBPS/Images/62207.jpg
CASSINI - SATURN ORBITAL SAMPLE TOUR
Satirn North Pole View

ROE: Rt s s o,






OEBPS/Images/35081.jpg





OEBPS/Images/13597.jpg





OEBPS/Images/27079.jpg





OEBPS/Images/63612.jpg





OEBPS/Images/59357.jpg





OEBPS/Images/62319.jpg





OEBPS/Images/39049.jpg





OEBPS/Images/35802.jpg





OEBPS/Images/13511.jpg





OEBPS/Images/182.jpg





OEBPS/Images/4275.jpg





OEBPS/Images/40504.jpg





OEBPS/Images/65759.jpg





OEBPS/Images/77423.jpg





OEBPS/Images/21319.jpg





OEBPS/Images/39589.jpg





OEBPS/Images/65761.jpg





OEBPS/Images/13601.jpg





OEBPS/Images/20251.jpg





OEBPS/Images/57299.jpg





OEBPS/Images/86509.jpg





OEBPS/Images/54045.jpg





OEBPS/Images/74814.jpg





OEBPS/Images/17002.jpg
ey





OEBPS/Images/47049.jpg





OEBPS/Images/83039.jpg





OEBPS/Images/77697.jpg





OEBPS/Images/14965.jpg





OEBPS/Images/41499.jpg





OEBPS/Images/59345.jpg





OEBPS/Images/46284.jpg





OEBPS/Images/61753.jpg





OEBPS/Images/48830.jpg





OEBPS/Images/5529.jpg





OEBPS/Images/60089.jpg





OEBPS/Images/39605.jpg





OEBPS/Images/53825.jpg





OEBPS/Images/72699.jpg





OEBPS/Images/70881.jpg





OEBPS/Images/91629.jpg





OEBPS/Images/62921.jpg





OEBPS/Images/41859.jpg





OEBPS/Images/87903.jpg





OEBPS/Images/33269.jpg





OEBPS/Images/28303.jpg





OEBPS/Images/51721.jpg





OEBPS/Images/34863.jpg





OEBPS/Images/47491.jpg





OEBPS/Images/68054.jpg





OEBPS/Images/60071.jpg





OEBPS/Images/63114.jpg





OEBPS/Images/33896.jpg





OEBPS/Images/5401.jpg





OEBPS/Images/72696.jpg





OEBPS/Images/28148.jpg





OEBPS/Images/56219.jpg





OEBPS/Images/34891.jpg





OEBPS/Images/62909.jpg





OEBPS/Images/2074.jpg





OEBPS/Images/13613.jpg





OEBPS/Images/45978.jpg





OEBPS/Images/39274.jpg





OEBPS/Images/48501.jpg





OEBPS/Images/48186.jpg





OEBPS/Images/60819.jpg





OEBPS/Images/10646.jpg
e

]





OEBPS/Images/29026.jpg
DESRED REFERENCE
RErERENCE FrRoksiNL
riNeT

ST RETERENCE

RevsRENCE

—






OEBPS/Images/10171.jpg





OEBPS/Images/15158.jpg





OEBPS/Images/45406.jpg





OEBPS/Images/68183.jpg





OEBPS/Images/30758.jpg





OEBPS/Images/38897.jpg





OEBPS/Images/39074.jpg





OEBPS/Images/27124.jpg





OEBPS/Images/13529.jpg





OEBPS/Images/74871.jpg





OEBPS/Images/10588.jpg





OEBPS/Images/31994.jpg





OEBPS/Images/12890.jpg





OEBPS/Images/27151.jpg





OEBPS/Images/25409.jpg





OEBPS/Images/46815.jpg
PA





OEBPS/Images/32430.jpg





OEBPS/Images/21831.jpg





OEBPS/Images/88180.jpg





OEBPS/Images/40662.jpg





OEBPS/Images/53437.jpg





OEBPS/Images/76430.jpg





OEBPS/Images/41886.jpg
e
L

s
&





OEBPS/Images/86527.jpg





OEBPS/Images/10185.jpg





OEBPS/Images/74484.jpg





OEBPS/Images/42448.jpg





OEBPS/Images/31232.jpg





OEBPS/Images/82004.jpg





OEBPS/Images/9063.jpg





OEBPS/Images/47482.jpg





OEBPS/Images/13515.jpg





OEBPS/Images/52663.jpg





OEBPS/Images/61805.jpg





OEBPS/Images/34962.jpg





OEBPS/Images/59363.jpg





OEBPS/Images/75109.jpg





OEBPS/Images/34849.jpg





OEBPS/Images/60021.jpg





OEBPS/Images/39070.jpg





OEBPS/Images/5497.jpg





OEBPS/Images/50643.jpg





OEBPS/Images/53304.jpg
BN





OEBPS/Images/82590.jpg





OEBPS/Images/5531.jpg





OEBPS/Images/75099.jpg
THE COST OF THE
COMMON COLD & INFLUENZA

1 e o 1wt i
e B e . e S b






OEBPS/Images/19082.jpg





OEBPS/Images/63396.jpg





OEBPS/Images/26283.jpg





OEBPS/Images/48177.jpg





OEBPS/Images/71246.jpg





OEBPS/Images/70872.jpg





OEBPS/Images/85394.jpg





OEBPS/Images/89364.jpg





OEBPS/Images/10017.jpg





OEBPS/Images/89089.jpg





OEBPS/Images/26944.jpg





OEBPS/Images/85171.jpg





OEBPS/Images/60075.jpg





OEBPS/Images/4279.jpg





OEBPS/Images/12135.jpg
R g Sl e O s B
T ol S e e A
LSt oo e o

B





OEBPS/Images/70035.jpg





OEBPS/Images/32612.jpg





OEBPS/Images/45848.jpg





OEBPS/Images/54496.jpg





OEBPS/Images/5399.jpg





OEBPS/Images/72330.jpg





OEBPS/Images/45961.jpg





OEBPS/Images/44394.jpg





OEBPS/Images/47467.jpg





OEBPS/Images/63914.jpg





OEBPS/Images/62347.jpg





OEBPS/Images/12141.jpg





OEBPS/Images/2205.jpg





OEBPS/Images/38799.jpg
298%





OEBPS/Images/39390.jpg





OEBPS/Images/2186.jpg





OEBPS/Images/87415.jpg





OEBPS/Images/41566.jpg





OEBPS/Images/5507.jpg





OEBPS/Images/87409.jpg





OEBPS/Images/53821.jpg





OEBPS/Images/14831.jpg





OEBPS/Images/60085.jpg





OEBPS/Images/25430.jpg
I





OEBPS/Images/31990.jpg





OEBPS/Images/14825.jpg





OEBPS/Images/35079.jpg





OEBPS/Images/27120.jpg





OEBPS/Images/69269.jpg





OEBPS/Images/91653.jpg





OEBPS/Images/7355.jpg





OEBPS/Images/7901.jpg





OEBPS/Images/3673.jpg





OEBPS/Images/54521.jpg





OEBPS/Images/44128.jpg





OEBPS/Images/91890.jpg





OEBPS/Images/55965.jpg





OEBPS/Images/56122.jpg





OEBPS/Images/47073.jpg





OEBPS/Images/59678.jpg





OEBPS/Images/64046.jpg





OEBPS/Images/39129.jpg





OEBPS/Images/28150.jpg





OEBPS/Images/66973.jpg





OEBPS/Images/10608.jpg





OEBPS/Images/57925.jpg





OEBPS/Images/89759.jpg





OEBPS/Images/38908.jpg





OEBPS/Images/10175.jpg





OEBPS/Images/87922.jpg





OEBPS/Images/28293.jpg





OEBPS/Images/83109.jpg





OEBPS/Images/43433.jpg





OEBPS/Images/64233.jpg





OEBPS/Images/46280.jpg





OEBPS/Images/5211.jpg





OEBPS/Images/83709.jpg





OEBPS/Images/22308.jpg





OEBPS/Images/68489.jpg





OEBPS/Images/71256.jpg





OEBPS/Images/49242.jpg





OEBPS/Images/86498.jpg





OEBPS/Images/49307.jpg





OEBPS/Images/81382.jpg
NEWFOUNDLAND]
=

5

'






OEBPS/Images/88321.jpg





OEBPS/Images/87399.jpg





OEBPS/Images/76434.jpg





OEBPS/Images/73416.jpg





OEBPS/Images/22199.jpg





OEBPS/Images/54540.jpg





OEBPS/Images/24780.jpg





OEBPS/Images/79825.jpg





OEBPS/Images/37899.jpg





OEBPS/Images/62924.jpg





OEBPS/Images/89803.jpg





OEBPS/Images/32440.jpg





OEBPS/Images/24667.jpg





OEBPS/Images/54534.jpg





OEBPS/Images/88315.jpg





OEBPS/Images/76440.jpg





OEBPS/Images/81999.jpg





OEBPS/Images/11987.jpg





OEBPS/Images/83035.jpg





OEBPS/Images/2078.jpg





OEBPS/Images/44379.jpg
3





OEBPS/Images/9752.jpg





OEBPS/Images/63619.jpg





OEBPS/Images/38986.jpg





OEBPS/Images/7508.jpg





OEBPS/Images/74869.jpg





OEBPS/Images/39292.jpg





OEBPS/Images/68495.jpg





OEBPS/Images/53411.jpg





OEBPS/Images/74522.jpg





OEBPS/Images/50647.jpg
Juplter in Ultraviolet

Hubble Spaco Telescopes
‘Wide Fieid Planetary Camera 2






OEBPS/Images/44375.jpg





OEBPS/Images/76123.jpg





OEBPS/Images/5535.jpg





OEBPS/Images/70689.jpg





OEBPS/Images/87428.jpg





OEBPS/Images/92157.jpg





OEBPS/Images/85375.jpg





OEBPS/Images/48006.jpg





OEBPS/Images/53815.jpg





OEBPS/Images/63392.jpg
AR e e R
R yie o B AR
LRSS

Wliar: 3% e ace
Bad = w





OEBPS/Images/68048.jpg





OEBPS/Images/5195.jpg





OEBPS/Images/68491.jpg





OEBPS/Images/13590.jpg





OEBPS/Images/10738.jpg





OEBPS/Images/49233.jpg





OEBPS/Images/37891.jpg





OEBPS/Images/83718.jpg





OEBPS/Images/21320.jpg





OEBPS/Images/70031.jpg





OEBPS/Images/45787.jpg





OEBPS/Images/83920.jpg





OEBPS/Images/77544.jpg





OEBPS/Images/3362.jpg





OEBPS/Images/10181.jpg





OEBPS/Images/34667.jpg





OEBPS/Images/52667.jpg





OEBPS/Images/13519.jpg





OEBPS/Images/32438.jpg





OEBPS/Images/59367.jpg





OEBPS/Images/5205.jpg





OEBPS/Images/62915.jpg





OEBPS/Images/62343.jpg





OEBPS/Images/70029.jpg





OEBPS/Images/89812.jpg





OEBPS/Images/40399.jpg





OEBPS/Images/10610.jpg





OEBPS/Images/20259.jpg





OEBPS/Images/53419.jpg





OEBPS/Images/39581.jpg





OEBPS/Images/45996.jpg





OEBPS/Images/32021.jpg





OEBPS/Images/13575.jpg





OEBPS/Images/63136.jpg





OEBPS/Images/43269.jpg





OEBPS/Images/41562.jpg





OEBPS/Images/37495.jpg





OEBPS/Images/14946.jpg





OEBPS/Images/39394.jpg





OEBPS/Images/29738.jpg





OEBPS/Images/57677.jpg





OEBPS/Images/68063.jpg





OEBPS/Images/45742.jpg





OEBPS/Images/86240.jpg





OEBPS/Images/4281.jpg





OEBPS/Images/59391.jpg





OEBPS/Images/61735.jpg





OEBPS/Images/70040.jpg





OEBPS/Images/12113.jpg





OEBPS/Images/85538.jpg





OEBPS/Images/4168.jpg





OEBPS/Images/8589.jpg





OEBPS/Images/82008.jpg





OEBPS/Images/72334.jpg





OEBPS/Images/77707.jpg





OEBPS/Images/33903.jpg





OEBPS/Images/19086.jpg





OEBPS/Images/82010.jpg





OEBPS/Images/4170.jpg





OEBPS/Images/54492.jpg





OEBPS/Images/3375.jpg





OEBPS/Images/89098.jpg





OEBPS/Images/47502.jpg





OEBPS/Images/3677.jpg





OEBPS/Images/62569.jpg





OEBPS/Images/47499.jpg





OEBPS/Images/34956.jpg





OEBPS/Images/39125.jpg





OEBPS/Images/28297.jpg





OEBPS/Images/10179.jpg





OEBPS/Images/10594.jpg





OEBPS/Images/33907.jpg





OEBPS/Images/87926.jpg
N CRRDTR






OEBPS/Images/76438.jpg





OEBPS/Images/32066.jpg





OEBPS/Images/65769.jpg





OEBPS/Images/79090.jpg





OEBPS/Images/35075.jpg





OEBPS/Images/92144.jpg





OEBPS/Images/40411.jpg





OEBPS/Images/62928.jpg





OEBPS/Images/54525.jpg





OEBPS/Images/13521.jpg





OEBPS/Images/63923.jpg





OEBPS/Images/13408.jpg





OEBPS/Images/90841.jpg





OEBPS/Images/66977.jpg





OEBPS/Images/45412.jpg





OEBPS/Images/57921.jpg





OEBPS/Images/77548.jpg





OEBPS/Images/59824.jpg





OEBPS/Images/59680.jpg





OEBPS/Images/39010.jpg





OEBPS/Images/45783.jpg





OEBPS/Images/51283.jpg





OEBPS/Images/21324.jpg





OEBPS/Images/10338.jpg





OEBPS/Images/53415.jpg





OEBPS/Images/2080.jpg





OEBPS/Images/81386.jpg





OEBPS/Images/51729.jpg





OEBPS/Images/44130.jpg





OEBPS/Images/39268.jpg





OEBPS/Images/73412.jpg





OEBPS/Images/91090.jpg





OEBPS/Images/88319.jpg





OEBPS/Images/24663.jpg





OEBPS/Images/5191.jpg





OEBPS/Images/62556.jpg





OEBPS/Images/87424.jpg





OEBPS/Images/42085.jpg
W.

& .





OEBPS/Images/55118.jpg





OEBPS/Images/72347.jpg





OEBPS/Images/55961.jpg





OEBPS/Images/63679.jpg





OEBPS/Images/37165.jpg





OEBPS/Images/37895.jpg





OEBPS/Images/64042.jpg





OEBPS/Images/91078.jpg
DELLA sCOrERTA

CERERE FERDINANDEA






OEBPS/Images/61112.jpg





OEBPS/Images/47489.jpg





OEBPS/Images/87391.jpg





OEBPS/Images/85525.jpg
W TR | e
s RMEL R






OEBPS/Images/9748.jpg





OEBPS/Images/61747.jpg





OEBPS/Images/40573.jpg





OEBPS/Images/25419.jpg





OEBPS/Images/70816.jpg





OEBPS/Images/38803.jpg





OEBPS/Images/68060.jpg





OEBPS/Images/13287.jpg





OEBPS/Images/75101.jpg
SHARK

CebETS
FlLoT Flan

c'o LD






OEBPS/Images/4319.jpg





OEBPS/Images/73411.jpg





OEBPS/Images/64319.jpg





OEBPS/Images/71268.jpg





OEBPS/Images/62911.jpg





OEBPS/Images/10580.jpg





OEBPS/Images/60865.jpg





OEBPS/Images/89808.jpg





OEBPS/Images/58113.jpg





OEBPS/Images/20263.jpg





OEBPS/Images/37894.jpg





OEBPS/Images/17361.jpg





OEBPS/Images/66435.jpg





OEBPS/Images/15680.jpg





OEBPS/Images/63678.jpg





OEBPS/Images/12729.jpg





OEBPS/Images/69271.jpg





OEBPS/Images/37574.jpg





OEBPS/Images/53425.jpg





OEBPS/Images/73805.jpg





OEBPS/Images/11115.jpg





OEBPS/Images/63928.jpg





OEBPS/Images/61182.jpg





OEBPS/Images/56229.jpg





OEBPS/Images/70325.jpg





OEBPS/Images/56090.jpg





OEBPS/Images/13537.jpg





OEBPS/Images/20249.jpg





OEBPS/Images/77703.jpg





OEBPS/Images/46125.jpg





OEBPS/Images/53819.jpg





OEBPS/Images/76136.jpg





OEBPS/Images/47451.jpg





OEBPS/Images/60777.jpg





OEBPS/Images/89822.jpg





OEBPS/Images/79783.jpg





OEBPS/Images/12094.jpg





OEBPS/Images/85169.jpg





OEBPS/Images/62564.jpg
ST





OEBPS/Images/88176.jpg





OEBPS/Images/5539.jpg





OEBPS/Images/59385.jpg





OEBPS/Images/54812.jpg





OEBPS/Images/77417.jpg





OEBPS/Images/14942.jpg





OEBPS/Images/45414.jpg





OEBPS/Images/25428.jpg





OEBPS/Images/64245.jpg





OEBPS/Images/83918.jpg





OEBPS/Images/54548.jpg





OEBPS/Images/25775.jpg





OEBPS/Images/45975.jpg





OEBPS/Images/9766.jpg





OEBPS/Images/45738.jpg





OEBPS/Images/60813.jpg





OEBPS/Images/63117.jpg





OEBPS/Images/48004.jpg





OEBPS/Images/44365.jpg





OEBPS/Images/40415.jpg





OEBPS/Images/74881.jpg





OEBPS/Images/68046.jpg





OEBPS/Images/9239.jpg





OEBPS/Images/74196.jpg





OEBPS/Images/39579.jpg





OEBPS/Images/39084.jpg





OEBPS/Images/39041.jpg





OEBPS/Images/22300.jpg





OEBPS/Images/34844.jpg





OEBPS/Images/45844.jpg





OEBPS/Images/63919.jpg





OEBPS/Images/5395.jpg
Y





OEBPS/Images/39009.jpg





OEBPS/Images/74187.jpg





OEBPS/Images/32886.jpg





OEBPS/Images/59232.jpg





OEBPS/Images/3358.jpg





OEBPS/Images/838.jpg





OEBPS/Images/44120.jpg





OEBPS/Images/72493.jpg





OEBPS/Images/56409.jpg





OEBPS/Images/83090.jpg





OEBPS/Images/57911.jpg





OEBPS/Images/46880.jpg





OEBPS/Images/51717.jpg





OEBPS/Images/45988.jpg





OEBPS/Images/61738.jpg





OEBPS/Images/13573.jpg





OEBPS/Images/13402.jpg





OEBPS/Images/25849.jpg





OEBPS/Images/52669.jpg





OEBPS/Images/87900.jpg





OEBPS/Images/57652.jpg





OEBPS/Images/3867.jpg





OEBPS/Images/39014.jpg





OEBPS/Images/75110.jpg





OEBPS/Images/33901.jpg





OEBPS/Images/8787.jpg





OEBPS/Images/75031.jpg





OEBPS/Images/35810.jpg





OEBPS/Images/60027.jpg





OEBPS/Images/48477.jpg





OEBPS/Images/39593.jpg





OEBPS/Images/865.jpg





OEBPS/Images/14827.jpg





OEBPS/Images/15069.jpg





OEBPS/Images/29910.jpg





OEBPS/Images/59227.jpg





OEBPS/Images/88291.jpg





OEBPS/Images/1033.jpg





OEBPS/Images/70728.jpg





OEBPS/Images/76456.jpg





OEBPS/Images/4166.jpg





OEBPS/Images/10584.jpg





OEBPS/Images/62560.jpg





OEBPS/Images/19094.jpg





OEBPS/Images/25293.jpg





OEBPS/Images/92150.jpg





OEBPS/Images/72581.jpg





OEBPS/Images/92053.jpg





OEBPS/Images/26272.jpg





OEBPS/Images/10602.jpg





OEBPS/Images/69275.jpg





OEBPS/Images/25424.jpg





OEBPS/Images/53421.jpg





OEBPS/Images/14367.jpg





OEBPS/Images/60088.jpg





OEBPS/Images/51731.jpg





OEBPS/Images/66971.jpg





OEBPS/Images/3885.jpg





OEBPS/Images/32075.jpg





OEBPS/Images/61743.jpg





OEBPS/Images/6151.jpg





OEBPS/Images/75105.jpg





OEBPS/Images/91083.jpg





OEBPS/Images/9318.jpg





OEBPS/Images/41016.jpg





OEBPS/Images/34966.jpg





OEBPS/Images/28172.jpg





OEBPS/Images/68497.jpg





OEBPS/Images/2201.jpg





OEBPS/Images/60861.jpg





OEBPS/Images/63942.jpg





OEBPS/Images/73809.jpg





OEBPS/Images/45765.jpg
CRATERS OF

THE HOON





OEBPS/Images/14293.jpg





OEBPS/Images/43246.jpg





OEBPS/Images/86249.jpg





OEBPS/Images/79787.jpg





OEBPS/Images/12090.jpg





OEBPS/Images/59389.jpg





OEBPS/Images/57296.jpg





OEBPS/Images/19064.jpg





OEBPS/Images/85397.jpg
e it e I
oy~ 4 @ eS¢ e
ek 3 a 58 v e
ok i Ot
WS 2 b g T





OEBPS/Images/12234.jpg





OEBPS/Images/85086.jpg





OEBPS/Images/88440.jpg





OEBPS/Images/11813.jpg





OEBPS/Images/47061.jpg





OEBPS/Images/91641.jpg





OEBPS/Images/22523.jpg





OEBPS/Images/7506.jpg





OEBPS/Images/9850.jpg





OEBPS/Images/51278.jpg





OEBPS/Images/72340.jpg





OEBPS/Images/11980.jpg





OEBPS/Images/87934.jpg





OEBPS/Images/52683.jpg





OEBPS/Images/11111.jpg





OEBPS/Images/68042.jpg





OEBPS/Images/66440.jpg





OEBPS/Images/51248.jpg





OEBPS/Images/782.jpg





OEBPS/Images/35397.jpg





OEBPS/Images/39133.jpg





OEBPS/Images/39575.jpg





OEBPS/Images/9235.jpg





OEBPS/Images/73476.jpg
nes

650240
585 S






OEBPS/Images/45049.jpg
n.ﬁ*
svi*






OEBPS/Images/83914.jpg





OEBPS/Images/36879.jpg





OEBPS/Images/54517.jpg





OEBPS/Images/9061.jpg
S ,fﬂ_





OEBPS/Images/35814.jpg





OEBPS/Images/26702.jpg





OEBPS/Images/48187.jpg





OEBPS/Images/64236.jpg





OEBPS/Images/38895.jpg





OEBPS/Images/40949.jpg





OEBPS/Images/55953.jpg





OEBPS/Images/63613.jpg





OEBPS/Images/76145.jpg





OEBPS/Images/54501.jpg





OEBPS/Images/24656.jpg





OEBPS/Images/86263.jpg





OEBPS/Images/55969.jpg





OEBPS/Images/1380.jpg





OEBPS/Images/61769.jpg





OEBPS/Images/79082.jpg





OEBPS/Images/68485.jpg





OEBPS/Images/91657.jpg





OEBPS/Images/19076.jpg





OEBPS/Images/46884.jpg





OEBPS/Images/54544.jpg





OEBPS/Images/62204.jpg





OEBPS/Images/9762.jpg





OEBPS/Images/68182.jpg





OEBPS/Images/64220.jpg





OEBPS/Images/82588.jpg





OEBPS/Images/76303.jpg





OEBPS/Images/70868.jpg
R T TR A S T\





OEBPS/Images/44369.jpg





OEBPS/Images/47077.jpg





OEBPS/Images/41570.jpg





OEBPS/Images/47994.jpg





OEBPS/Images/45862.jpg





OEBPS/Images/48171.jpg





OEBPS/Images/51735.jpg





OEBPS/Images/66969.jpg





OEBPS/Images/75035.jpg





OEBPS/Images/72353.jpg





OEBPS/Images/86236.jpg





OEBPS/Images/63385.jpg





OEBPS/Images/5386.jpg





OEBPS/Images/88295.jpg





OEBPS/Images/29914.jpg





OEBPS/Images/41915.jpg





OEBPS/Images/33940.jpg





OEBPS/Images/76373.jpg





OEBPS/Images/66983.jpg





OEBPS/Images/12247.jpg





OEBPS/Images/869.jpg





OEBPS/Images/48000.jpg





OEBPS/Images/44124.jpg





OEBPS/Images/90836.jpg





OEBPS/Images/45777.jpg





OEBPS/Images/62920.jpg





OEBPS/Images/1037.jpg





OEBPS/Images/72497.jpg





OEBPS/Images/88325.jpg





OEBPS/Images/57915.jpg





OEBPS/Images/81952.jpg





OEBPS/Images/77410.jpg
2

Linaé..






OEBPS/Images/40577.jpg





OEBPS/Images/87904.jpg





OEBPS/Images/60072.jpg





OEBPS/Images/63113.jpg





OEBPS/Images/87908.jpg





OEBPS/Images/56221.jpg





OEBPS/Images/64447.jpg





OEBPS/Images/42464.jpg





OEBPS/Images/56116.jpg





OEBPS/Images/52671.jpg





OEBPS/Images/87916.jpg





OEBPS/Images/9314.jpg





OEBPS/Images/53320.jpg





OEBPS/Images/70026.jpg





OEBPS/Images/35603.jpg





OEBPS/Images/13418.jpg





OEBPS/Images/33549.jpg





OEBPS/Images/91635.jpg





OEBPS/Images/48169.jpg





OEBPS/Images/60826.jpg





OEBPS/Images/44081.jpg





OEBPS/Images/3639.jpg





OEBPS/Images/37623.jpg





OEBPS/Images/47055.jpg





OEBPS/Images/60076.jpg





OEBPS/Images/1369.jpg





OEBPS/Images/56098.jpg





OEBPS/Images/92041.jpg
Ity 10-4argn/crot o awe et






OEBPS/Images/27149.jpg





OEBPS/Images/57665.jpg





OEBPS/Images/12731.jpg





OEBPS/Images/54837.jpg





OEBPS/Images/79818.jpg





OEBPS/Images/74879.jpg





OEBPS/Images/38889.jpg





OEBPS/Images/5523.jpg





OEBPS/Images/34857.jpg





OEBPS/Images/39054.jpg





OEBPS/Images/55975.jpg





OEBPS/Images/63101.jpg





OEBPS/Images/49236.jpg





OEBPS/Images/60084.jpg





OEBPS/Images/25420.jpg





OEBPS/Images/53312.jpg





OEBPS/Images/41889.jpg





OEBPS/Images/85161.jpg





OEBPS/Images/30762.jpg





OEBPS/Images/69472.jpg





OEBPS/Images/45791.jpg





OEBPS/Images/40951.jpg





OEBPS/Images/85082.jpg





OEBPS/Images/91891.jpg





OEBPS/Images/6414.jpg





OEBPS/Images/70041.jpg





OEBPS/Images/50707.jpg





OEBPS/Images/26446.jpg





OEBPS/Images/11984.jpg





OEBPS/Images/43264.jpg
Stelaoblenformition 1.






OEBPS/Images/48184.jpg
!Usvlmnn





OEBPS/Images/76120.jpg





OEBPS/Images/63397.jpg





OEBPS/Images/45769.jpg





OEBPS/Images/63920.jpg





OEBPS/Images/71260.jpg





OEBPS/Images/39563.jpg





OEBPS/Images/87898.jpg





OEBPS/Images/41907.jpg





OEBPS/Images/34721.jpg





OEBPS/Images/68068.jpg





OEBPS/Images/3670.jpg





OEBPS/Images/27158.jpg





OEBPS/Images/60817.jpg





OEBPS/Images/45971.jpg





OEBPS/Images/44387.jpg





OEBPS/Images/26943.jpg





OEBPS/Images/48837.jpg





OEBPS/Images/1375.jpg





OEBPS/Images/54513.jpg





OEBPS/Images/50637.jpg





OEBPS/Images/54505.jpg





OEBPS/Images/63907.jpg





OEBPS/Images/76148.jpg





OEBPS/Images/68058.jpg





OEBPS/Images/5355.jpg





OEBPS/Images/45980.jpg





OEBPS/Images/34901.jpg
TSNS

a1}
A





OEBPS/Images/90833.jpg





OEBPS/Images/73409.jpg





OEBPS/Images/82584.jpg





OEBPS/Images/37608.jpg





OEBPS/Images/43096.jpg





OEBPS/Images/5096.jpg





OEBPS/Images/72357.jpg





OEBPS/Images/51747.jpg





OEBPS/Images/70684.jpg





OEBPS/Images/72572.jpg
ANOTHER IRESIOENT WHO WAD A RISE 1N THE WORLD,

A i






OEBPS/Images/45050.jpg
Neural crest

/\\Q@ Nt





OEBPS/Images/34953.jpg





OEBPS/Images/25403.jpg





OEBPS/Images/88307.jpg
. 4





OEBPS/Images/39035.jpg





OEBPS/Images/45773.jpg





OEBPS/Images/66993.jpg





OEBPS/Images/1384.jpg





OEBPS/Images/68073.jpg





OEBPS/Images/29918.jpg





OEBPS/Images/6155.jpg





OEBPS/Images/13603.jpg





OEBPS/Images/21829.jpg





OEBPS/Images/41897.jpg





OEBPS/Images/79831.jpg





OEBPS/Images/887.jpg





OEBPS/Images/85546.jpg





OEBPS/Images/77536.jpg





OEBPS/Images/83036.jpg





OEBPS/Images/41503.jpg





OEBPS/Images/66965.jpg





OEBPS/Images/62187.jpg





OEBPS/Images/59349.jpg





OEBPS/Images/51739.jpg





OEBPS/Images/41911.jpg





OEBPS/Images/59355.jpg





OEBPS/Images/5347.jpg





OEBPS/Images/75025.jpg





OEBPS/Images/32005.jpg





OEBPS/Images/62201.jpg





OEBPS/Images/86232.jpg





OEBPS/Images/27162.jpg





OEBPS/Images/37577.jpg





OEBPS/Images/86500.jpg





OEBPS/Images/38903.jpg





OEBPS/Images/43438.jpg





OEBPS/Images/79822.jpg





OEBPS/Images/5075.jpg





OEBPS/Images/39050.jpg





OEBPS/Images/52675.jpg





OEBPS/Images/59351.jpg





OEBPS/Images/87894.jpg





OEBPS/Images/85367.jpg





OEBPS/Images/861.jpg





OEBPS/Images/10650.jpg





OEBPS/Images/41893.jpg
&

e





OEBPS/Images/18536.jpg
*:





OEBPS/Images/83115.jpg





OEBPS/Images/41507.jpg





OEBPS/Images/56225.jpg





OEBPS/Images/56112.jpg





OEBPS/Images/37898.jpg





OEBPS/Images/61115.jpg





OEBPS/Images/32969.jpg
FIRST X.RAY IMAGE OF A COMET

= .






OEBPS/Images/26956.jpg





OEBPS/Images/7893.jpg





OEBPS/Images/60822.jpg





OEBPS/Images/83100.jpg





OEBPS/Images/61186.jpg





OEBPS/Images/16114.jpg





OEBPS/Images/62196.jpg





OEBPS/Images/60024.jpg





OEBPS/Images/89093.jpg





OEBPS/Images/47512.jpg





OEBPS/Images/21898.jpg





OEBPS/Images/47455.jpg





OEBPS/Images/20245.jpg





OEBPS/Images/89826.jpg





OEBPS/Images/63393.jpg





OEBPS/Images/63924.jpg





OEBPS/Images/71264.jpg





OEBPS/Images/51239.jpg





OEBPS/Images/32882.jpg





OEBPS/Images/45041.jpg





OEBPS/Images/5092.jpg





OEBPS/Images/54550.jpg





OEBPS/Images/34853.jpg





OEBPS/Images/73811.jpg





OEBPS/Images/64758.jpg





OEBPS/Images/12725.jpg





OEBPS/Images/87912.jpg





OEBPS/Images/40955.jpg





OEBPS/Images/41867.jpg





OEBPS/Images/72703.jpg





OEBPS/Images/54509.jpg





OEBPS/Images/53429.jpg





OEBPS/Images/7899.jpg





OEBPS/Images/47059.jpg





OEBPS/Images/91639.jpg





OEBPS/Images/5351.jpg





OEBPS/Images/85376.jpg





OEBPS/Images/56094.jpg





OEBPS/Images/74192.jpg





OEBPS/Images/43596.jpg





OEBPS/Images/41863.jpg





OEBPS/Images/33273.jpg





OEBPS/Images/47472.jpg





OEBPS/Images/86517.jpg





OEBPS/Images/12098.jpg





OEBPS/Images/13533.jpg





OEBPS/Images/9227.jpg





OEBPS/Images/3863.jpg





OEBPS/Images/51241.jpg
AN REAR MR






OEBPS/Images/59236.jpg





OEBPS/Images/77549.jpg





OEBPS/Images/1030.jpg





OEBPS/Images/40512.jpg





OEBPS/Images/1371.jpg





OEBPS/Images/64043.jpg





OEBPS/Images/54480.jpg





OEBPS/Images/47459.jpg





OEBPS/Images/6672.jpg
CAT STEVENS





OEBPS/Images/79835.jpg





OEBPS/Images/88448.jpg





OEBPS/Images/31989.jpg





OEBPS/Images/39039.jpg





OEBPS/Images/61762.jpg





OEBPS/Images/40153.jpg





OEBPS/Images/5392.jpg





OEBPS/Images/75114.jpg
"
& 4
Fre





OEBPS/Images/83119.jpg





OEBPS/Images/76150.jpg





OEBPS/Images/38876.jpg





OEBPS/Images/9283.jpg





OEBPS/Images/32009.jpg





OEBPS/Images/75029.jpg





OEBPS/Images/88303.jpg





OEBPS/Images/33475.jpg





OEBPS/Images/14056.jpg
g
et

e
o





OEBPS/Images/13607.jpg





OEBPS/Images/4556.jpg





OEBPS/Images/13420.jpg





OEBPS/Images/47516.jpg





OEBPS/Images/72576.jpg





OEBPS/Images/28225.jpg





OEBPS/Images/46808.jpg





OEBPS/Images/1086.jpg





OEBPS/Images/22303.jpg
DisqvisiTioNES

ARITHMETICAE






OEBPS/Images/46892.jpg





OEBPS/Images/70730.jpg





OEBPS/Images/57909.jpg





OEBPS/Images/73799.jpg





OEBPS/Images/88289.jpg





OEBPS/Images/1388.jpg





OEBPS/Images/39597.jpg





OEBPS/Images/30262.jpg





OEBPS/Images/39080.jpg





OEBPS/Images/50633.jpg





OEBPS/Images/85363.jpg





OEBPS/Images/83906.jpg





OEBPS/Images/12081.jpg





OEBPS/Images/40498.jpg





OEBPS/Images/27188.jpg
shared electron

orbit overlap

Lewis-type Chemical bond





OEBPS/Images/62914.jpg





OEBPS/Images/48293.jpg
e





OEBPS/Images/44118.jpg





OEBPS/Images/45984.jpg





OEBPS/Images/45856.jpg





OEBPS/Images/51741.jpg





OEBPS/Images/46286.jpg





OEBPS/Images/40502.jpg





OEBPS/Images/72336.jpg





OEBPS/Images/5403.jpg





OEBPS/Images/47040.jpg





OEBPS/Images/1210.jpg





OEBPS/Images/39603.jpg





OEBPS/Images/59823.jpg





OEBPS/Images/61771.jpg





OEBPS/Images/77702.jpg





OEBPS/Images/72690.jpg





OEBPS/Images/61755.jpg





OEBPS/Images/3373.jpg
B e ate 2 LU AL S
glox amgin fus i ocs
M ad via potvede:hagi
RONE uuhia foedn igus
GUURLDY filys mia p GoIEY
nonesfamihas ac omos
ognanoniifuay pnonia
finauioramefimo ino o





OEBPS/Images/65313.jpg





OEBPS/Images/29920.jpg





OEBPS/Images/76135.jpg





OEBPS/Images/63116.jpg





OEBPS/Images/56082.jpg
A s





OEBPS/Images/51234.jpg





OEBPS/Images/68052.jpg





OEBPS/Images/51243.jpg





OEBPS/Images/53827.jpg





OEBPS/Images/48010.jpg





OEBPS/Images/41857.jpg





OEBPS/Images/47508.jpg





OEBPS/Images/38874.jpg





OEBPS/Images/41560.jpg





OEBPS/Images/72345.jpg





OEBPS/Images/51727.jpg





OEBPS/Images/53417.jpg





OEBPS/Images/54806.jpg





OEBPS/Images/61764.jpg





OEBPS/Images/23431.jpg





OEBPS/Images/15003.jpg





OEBPS/Images/60776.jpg





OEBPS/Images/39076.jpg





OEBPS/Images/53431.jpg





OEBPS/Images/45976.jpg





OEBPS/Images/53318.jpg





OEBPS/Images/5072.jpg





OEBPS/Images/92146.jpg





OEBPS/Images/39272.jpg
NosTH

Th Pasninawey

coose el
.

Ko

Gssrunrel

Faack





OEBPS/Images/56102.jpg





OEBPS/Images/22193.jpg





OEBPS/Images/29816.jpg





OEBPS/Images/5718.jpg





OEBPS/Images/64239.jpg





OEBPS/Images/31996.jpg





OEBPS/Images/56235.jpg





OEBPS/Images/73331.jpg





OEBPS/Images/34897.jpg





OEBPS/Images/45408.jpg





OEBPS/Images/3679.jpg





OEBPS/Images/40959.jpg





OEBPS/Images/74873.jpg





OEBPS/Images/86503.jpg
e s
Veusoonerin@.
| —





OEBPS/Images/12239.jpg





OEBPS/Images/86228.jpg





OEBPS/Images/54554.jpg





OEBPS/Images/28166.jpg





OEBPS/Images/34843.jpg





OEBPS/Images/51752.jpg





OEBPS/Images/60384.jpg





OEBPS/Images/73468.jpg





OEBPS/Images/72672.jpg





OEBPS/Images/85373.jpg





OEBPS/Images/64755.jpg





OEBPS/Images/49509.jpg





OEBPS/Images/56408.jpg





OEBPS/Images/10736.jpg





OEBPS/Images/52096.jpg





OEBPS/Images/12086.jpg





OEBPS/Images/38054.jpg





OEBPS/Images/40403.jpg





OEBPS/Images/22544.jpg





OEBPS/Images/47069.jpg





OEBPS/Images/56343.jpg





OEBPS/Images/40101.jpg





OEBPS/Images/54536.jpg





OEBPS/Images/77429.jpg
z s
a0 0
0, f MO





OEBPS/Images/61192.jpg





OEBPS/Images/64248.jpg





OEBPS/Images/85159.jpg





OEBPS/Images/63125.jpg





OEBPS/Images/87892.jpg





OEBPS/Images/60026.jpg





OEBPS/Images/86246.jpg





OEBPS/Images/91649.jpg





OEBPS/Images/76128.jpg





OEBPS/Images/45789.jpg





OEBPS/Images/83113.jpg





OEBPS/Images/6098.jpg





OEBPS/Images/61800.jpg





OEBPS/Images/3364.jpg





OEBPS/Images/17013.jpg





OEBPS/Images/83922.jpg





OEBPS/Images/92155.jpg





OEBPS/Images/76140.jpg





OEBPS/Images/45994.jpg





OEBPS/Images/57689.jpg





OEBPS/Images/93107.jpg
v





OEBPS/Images/70734.jpg





OEBPS/Images/74882.jpg





OEBPS/Images/10011.jpg





OEBPS/Images/81119.jpg
X-linked recessive, carrier mother

Unaffected
fatner.

i

X
 Uratfectzd
[afectea
[Hcarrier

\\
0
”I*
|

Unafecta Uraeced Camu
caugher  daughter
Sl oot

)

Aneaed





OEBPS/Images/20253.jpg





OEBPS/Images/45739.jpg
arotocy

L1 r e





OEBPS/Images/70878.jpg





OEBPS/Images/73473.jpg





OEBPS/Images/51745.jpg





OEBPS/Images/68144.jpg





OEBPS/Images/32878.jpg





OEBPS/Images/45852.jpg





OEBPS/Images/39587.jpg





OEBPS/Images/859.jpg





OEBPS/Images/4719.jpg
Schematic for Glabal
Atmospheric Model





OEBPS/Images/4273.jpg





OEBPS/Images/1097.jpg





OEBPS/Images/41875.jpg





OEBPS/Images/62903.jpg





OEBPS/Images/34888.jpg





OEBPS/Images/42460.jpg
Hemenway ___ Rahe.

200

SRRyt

mfyo

Lettfoots %
S0
)R,

} ) oY
et )

Shclmakﬂ Basin





OEBPS/Images/48841.jpg





OEBPS/Images/20426.jpg





OEBPS/Images/87885.jpg





OEBPS/Images/48483.jpg





OEBPS/Images/5511.jpg
fy





OEBPS/Images/30267.jpg





OEBPS/Images/35804.jpg





OEBPS/Images/51250.jpg





OEBPS/Images/92160.jpg





OEBPS/Images/72701.jpg





OEBPS/Images/44391.jpg





OEBPS/Images/68056.jpg





OEBPS/Images/45748.jpg





OEBPS/Images/56086.jpg





OEBPS/Images/88438.jpg





OEBPS/Images/76131.jpg
k)





OEBPS/Images/5527.jpg





OEBPS/Images/34893.jpg





OEBPS/Images/53823.jpg





OEBPS/Images/62907.jpg





OEBPS/Images/70883.jpg





OEBPS/Images/27122.jpg





OEBPS/Images/5342.jpg





OEBPS/Images/62923.jpg





OEBPS/Images/72669.jpg





OEBPS/Images/32013.jpg





OEBPS/Images/77695.jpg





OEBPS/Images/57297.jpg





OEBPS/Images/56330.jpg





OEBPS/Images/62890.jpg





OEBPS/Images/2207.jpg





OEBPS/Images/14963.jpg





OEBPS/Images/33898.jpg





OEBPS/Images/10173.jpg
Py
b OESE ¥ WY T






OEBPS/Images/47493.jpg





OEBPS/Images/51723.jpg





OEBPS/Images/46282.jpg





OEBPS/Images/61751.jpg





OEBPS/Images/56217.jpg





OEBPS/Images/39607.jpg





OEBPS/Images/56120.jpg





OEBPS/Images/91503.jpg
50 microns





OEBPS/Images/13615.jpg





OEBPS/Images/63618.jpg





OEBPS/Images/69267.jpg





OEBPS/Images/28301.jpg





OEBPS/Images/60073.jpg





OEBPS/Images/72694.jpg





OEBPS/Images/59343.jpg





OEBPS/Images/34861.jpg





OEBPS/Images/10648.jpg





OEBPS/Images/62189.jpg





OEBPS/Images/45404.jpg





OEBPS/Images/8968.jpg





OEBPS/Images/79086.jpg





OEBPS/Images/47880.jpg





OEBPS/Images/51247.jpg





OEBPS/Images/64039.jpg





OEBPS/Images/25407.jpg





OEBPS/Images/68185.jpg





OEBPS/Images/1550.jpg





OEBPS/Images/2076.jpg





OEBPS/Images/14060.jpg





OEBPS/Images/74528.jpg





OEBPS/Images/54977.jpg





OEBPS/Images/77551.jpg





OEBPS/Images/34960.jpg





OEBPS/Images/41884.jpg





OEBPS/Images/59231.jpg





OEBPS/Images/31992.jpg





OEBPS/Images/39072.jpg





OEBPS/Images/76460.jpg





OEBPS/Images/36891.jpg





OEBPS/Images/3094.jpg





OEBPS/Images/53435.jpg





OEBPS/Images/26314.jpg





OEBPS/Images/71258.jpg





OEBPS/Images/46817.jpg





OEBPS/Images/47065.jpg





OEBPS/Images/63129.jpg





OEBPS/Images/87403.jpg





OEBPS/Images/77425.jpg





OEBPS/Images/91645.jpg





OEBPS/Images/32070.jpg
&





OEBPS/Images/855.jpg





OEBPS/Images/10187.jpg





OEBPS/Images/54831.jpg





OEBPS/Images/56106.jpg





OEBPS/Images/40660.jpg





OEBPS/Images/56231.jpg





OEBPS/Images/13541.jpg





OEBPS/Images/5588.jpg





OEBPS/Images/41871.jpg





OEBPS/Images/86251.jpg





OEBPS/Images/48845.jpg





OEBPS/Images/83411.jpg





OEBPS/Images/33911.jpg





OEBPS/Images/56118.jpg





OEBPS/Images/13599.jpg





OEBPS/Images/91886.jpg





OEBPS/Images/87930.jpg





OEBPS/Images/14950.jpg





OEBPS/Images/13513.jpg
s





OEBPS/Images/10732.jpg





OEBPS/Images/37172.jpg





OEBPS/Images/10015.jpg





OEBPS/Images/66981.jpg





OEBPS/Images/86521.jpg
Troeas &






OEBPS/Images/72498.jpg





OEBPS/Images/76446.jpg





OEBPS/Images/70020.jpg





OEBPS/Images/70966.jpg





OEBPS/Images/40407.jpg





OEBPS/Images/2072.jpg





OEBPS/Images/41513.jpg





OEBPS/Images/74486.jpg





OEBPS/Images/73405.jpg





OEBPS/Images/13412.jpg





OEBPS/Images/12133.jpg





OEBPS/Images/39276.jpg





OEBPS/Images/16225.jpg





OEBPS/Images/28146.jpg





OEBPS/Images/42465.jpg





OEBPS/Images/4277.jpg





OEBPS/Images/36866.jpg





OEBPS/Images/50654.jpg





OEBPS/Images/48287.jpg





OEBPS/Images/85542.jpg





OEBPS/Images/63916.jpg





OEBPS/Images/38797.jpg





OEBPS/Images/59359.jpg





OEBPS/Images/63614.jpg





OEBPS/Images/87417.jpg





OEBPS/Images/32000.jpg





OEBPS/Images/781.jpg





OEBPS/Images/35800.jpg





OEBPS/Images/39047.jpg





OEBPS/Images/72368.jpg





OEBPS/Images/92164.jpg





OEBPS/Images/19090.jpg





OEBPS/Images/35083.jpg





OEBPS/Images/44396.jpg





OEBPS/Images/14722.jpg





OEBPS/Images/68484.jpg
“‘3?.‘





OEBPS/Images/62549.jpg





OEBPS/Images/83611.jpg





OEBPS/Images/5515.jpg





OEBPS/Images/45990.jpg





OEBPS/Images/54488.jpg





OEBPS/Images/1093.jpg





OEBPS/Images/53309.jpg





OEBPS/Images/5543.jpg





OEBPS/Images/11809.jpg





OEBPS/Images/56124.jpg





OEBPS/Images/54523.jpg





OEBPS/Images/10177.jpg





OEBPS/Images/13523.jpg





OEBPS/Images/59371.jpg





OEBPS/Images/87924.jpg





OEBPS/Images/47071.jpg





OEBPS/Images/11985.jpg





OEBPS/Images/13586.jpg





OEBPS/Images/55967.jpg





OEBPS/Images/57681.jpg





OEBPS/Images/10596.jpg





OEBPS/Images/39127.jpg





OEBPS/Images/91651.jpg





OEBPS/Images/28305.jpg





OEBPS/Images/63388.jpg





OEBPS/Images/41558.jpg





OEBPS/Images/50651.jpg





OEBPS/Images/43435.jpg





OEBPS/Images/66975.jpg





OEBPS/Images/64231.jpg





OEBPS/Images/63906.jpg





OEBPS/Images/35086.jpg





OEBPS/Images/92168.jpg





OEBPS/Images/11680.jpg





OEBPS/Images/73418.jpg





OEBPS/Images/89757.jpg





OEBPS/Images/10606.jpg





OEBPS/Images/62926.jpg





OEBPS/Images/25413.jpg





OEBPS/Images/70027.jpg





OEBPS/Images/6145.jpg





OEBPS/Images/89801.jpg





OEBPS/Images/50699.jpg
ety
ey

P
E S





OEBPS/Images/51281.jpg





OEBPS/Images/88323.jpg





OEBPS/Images/88313.jpg





OEBPS/Images/76442.jpg





OEBPS/Images/57923.jpg





OEBPS/Images/68487.jpg





OEBPS/Images/71254.jpg





OEBPS/Images/87397.jpg
CEER)





OEBPS/Images/64320.jpg





OEBPS/Images/32436.jpg





OEBPS/Images/45785.jpg





OEBPS/Images/45864.jpg





OEBPS/Images/34900.jpg





OEBPS/Images/63930.jpg





OEBPS/Images/5193.jpg





OEBPS/Images/68493.jpg





OEBPS/Images/57917.jpg





OEBPS/Images/53439.jpg





OEBPS/Images/24665.jpg





OEBPS/Images/67848.jpg





OEBPS/Images/20240.jpg





OEBPS/Images/81997.jpg





OEBPS/Images/34954.jpg





OEBPS/Images/81380.jpg





OEBPS/Images/55957.jpg
e i
8230 1 how

TS






OEBPS/Images/21078.jpg





OEBPS/Images/64098.jpg





OEBPS/Images/38984.jpg





OEBPS/Images/9750.jpg





OEBPS/Images/41021.jpg





OEBPS/Images/87426.jpg





OEBPS/Images/59361.jpg





OEBPS/Images/47480.jpg





OEBPS/Images/9065.jpg





OEBPS/Images/89810.jpg





OEBPS/Images/10612.jpg





OEBPS/Images/68074.jpg





OEBPS/Images/12241.jpg





OEBPS/Images/86525.jpg





OEBPS/Images/5533.jpg





OEBPS/Images/64240.jpg





OEBPS/Images/74482.jpg





OEBPS/Images/44377.jpg





OEBPS/Images/10183.jpg





OEBPS/Images/42446.jpg





OEBPS/Images/34847.jpg





OEBPS/Images/45042.jpg





OEBPS/Images/61803.jpg





OEBPS/Images/62191.jpg





OEBPS/Images/62345.jpg





OEBPS/Images/48175.jpg





OEBPS/Images/37900.jpg





OEBPS/Images/54498.jpg





OEBPS/Images/79827.jpg





OEBPS/Images/35092.jpg





OEBPS/Images/70870.jpg





OEBPS/Images/70033.jpg





OEBPS/Images/19080.jpg





OEBPS/Images/89087.jpg





OEBPS/Images/13517.jpg





OEBPS/Images/91883.jpg





OEBPS/Images/44392.jpg





OEBPS/Images/45846.jpg





OEBPS/Images/34150.jpg





OEBPS/Images/32027.jpg





OEBPS/Images/42455.jpg





OEBPS/Images/68065.jpg





OEBPS/Images/48836.jpg





OEBPS/Images/14948.jpg





OEBPS/Images/83609.jpg





OEBPS/Images/10577.jpg





OEBPS/Images/37599.jpg





OEBPS/Images/12137.jpg





OEBPS/Images/5203.jpg





OEBPS/Images/88279.jpg





OEBPS/Images/32614.jpg





OEBPS/Images/87407.jpg





OEBPS/Images/39392.jpg





OEBPS/Images/40417.jpg





OEBPS/Images/63610.jpg





OEBPS/Images/5505.jpg





OEBPS/Images/18695.jpg





OEBPS/Images/47469.jpg





OEBPS/Images/83716.jpg





OEBPS/Images/33959.jpg





OEBPS/Images/38886.jpg





OEBPS/Images/5089.jpg





OEBPS/Images/65763.jpg





OEBPS/Images/18667.jpg





OEBPS/Images/82006.jpg





OEBPS/Images/3666.jpg





OEBPS/Images/41568.jpg





OEBPS/Images/87413.jpg





OEBPS/Images/85173.jpg





OEBPS/Images/35808.jpg





OEBPS/Images/10592.jpg





OEBPS/Images/14940.jpg





OEBPS/Images/55963.jpg





OEBPS/Images/63925.jpg





OEBPS/Images/65767.jpg





OEBPS/Images/47504.jpg





OEBPS/Images/3675.jpg





OEBPS/Images/4670.jpg





OEBPS/Images/77431.jpg





OEBPS/Images/34958.jpg





OEBPS/Images/26698.jpg





OEBPS/Images/85360.jpg





OEBPS/Images/91608.jpg





OEBPS/Images/32608.jpg





OEBPS/Images/54527.jpg





OEBPS/Images/60814.jpg





OEBPS/Images/9745.jpg





OEBPS/Images/32610.jpg





OEBPS/Images/3377.jpg





OEBPS/Images/71250.jpg





OEBPS/Images/32598.jpg





OEBPS/Images/92142.jpg





OEBPS/Images/16443.jpg





OEBPS/Images/8518.jpg





OEBPS/Images/45781.jpg





OEBPS/Images/37167.jpg





OEBPS/Images/81384.jpg





OEBPS/Images/64040.jpg





OEBPS/Images/56239.jpg





OEBPS/Images/45410.jpg





OEBPS/Images/87422.jpg





OEBPS/Images/73414.jpg





OEBPS/Images/32068.jpg





OEBPS/Images/76010.jpg





OEBPS/Images/76436.jpg





OEBPS/Images/59826.jpg





OEBPS/Images/63121.jpg





OEBPS/Images/88317.jpg





OEBPS/Images/49216.jpg





OEBPS/Images/59682.jpg





OEBPS/Images/28299.jpg





OEBPS/Images/53413.jpg





OEBPS/Images/73801.jpg





OEBPS/Images/39066.jpg





OEBPS/Images/72349.jpg





OEBPS/Images/25417.jpg





OEBPS/Images/87928.jpg





OEBPS/Images/10336.jpg





OEBPS/Images/62195.jpg





OEBPS/Images/23429.jpg





OEBPS/Images/24661.jpg





OEBPS/Images/49305.jpg
s
L nmanrsesioly s s






OEBPS/Images/39012.jpg





OEBPS/Images/40099.jpg





OEBPS/Images/79077.jpg





OEBPS/Images/39583.jpg





OEBPS/Images/23783.jpg





OEBPS/Images/37893.jpg





OEBPS/Images/70687.jpg





OEBPS/Images/89083.jpg





OEBPS/Images/19084.jpg





OEBPS/Images/51225.jpg





OEBPS/Images/3360.jpg





OEBPS/Images/47484.jpg





OEBPS/Images/59365.jpg





OEBPS/Images/62554.jpg





OEBPS/Images/32023.jpg





OEBPS/Images/81388.jpg





OEBPS/Images/89814.jpg





OEBPS/Images/27116.jpg





OEBPS/Images/61807.jpg
Le Petit Journal






OEBPS/Images/44132.jpg





OEBPS/Images/56413.jpg





OEBPS/Images/29736.jpg





OEBPS/Images/20257.jpg





OEBPS/Images/18937.jpg
Speed —

Farless than 30 Comparatl fo3st0trs

Classical Relativistic
Mechanics Mechanics

For

Quantum
Field Theory

£
£
£
5





OEBPS/Images/44373.jpg





OEBPS/Images/87393.jpg





OEBPS/Images/43267.jpg





OEBPS/Images/77546.jpg





OEBPS/Images/9758.jpg
YT ROOXIDB™





OEBPS/Images/50649.jpg





OEBPS/Images/64244.jpg





OEBPS/Images/52665.jpg





OEBPS/Images/48008.jpg





OEBPS/Images/5207.jpg





OEBPS/Images/86242.jpg





OEBPS/Images/39396.jpg





OEBPS/Images/70874.jpg





OEBPS/Images/86259.jpg





OEBPS/Images/54494.jpg





OEBPS/Images/41564.jpg





OEBPS/Images/41879.jpg





OEBPS/Images/9228.jpg





OEBPS/Images/57679.jpg





OEBPS/Images/63134.jpg





OEBPS/Images/55948.jpg





OEBPS/Images/43250.jpg





OEBPS/Images/14944.jpg





OEBPS/Images/22575.jpg





OEBPS/Images/72332.jpg





OEBPS/Images/1087.jpg





OEBPS/Images/5509.jpg





OEBPS/Images/5537.jpg





OEBPS/Images/53817.jpg





OEBPS/Images/85536.jpg





OEBPS/Images/77705.jpg





OEBPS/Images/76138.jpg





