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bUniversity of Erfurt, Nordhäuser Str. 63, 99089 Erfurt, Germany
KEYWORDS
(Post-)Bureaucratic
organization;
Intranet
communication;
Social network
analysis;
Information
technology
nt matter & 2008
n.2008.03.011

thor. Tel.: +49 361
.

s: oberg@ifm.un
ni-erfurt.de (P. W

2890; fax: +49 621
Summary
We analyze the intranet communication behavior of members of a company that was
deeply committed to the principles of non-hierarchical communication structures and of
post-bureaucratic organization. We observe a split between the symbolic activities for
creating a non-hierarchical network organization and the actual intranet communication
behavior of the organization members. In their daily communication on the intranet, they
persistently reproduced hierarchical structures and official channels—elements typically
associated with bureaucratic organizations. Further, we find many signals in the content of
the intranet messages, reflecting a social hierarchy that has evolved within the
organization. Thus, despite rhetoric to the contrary, our findings regarding this
communication behavior show that, to all intents and purposes, this particular
organization displayed characteristics similar to those of a traditional bureaucratic
organization.
& 2008 Elsevier Ltd. All rights reserved.
The network organization

The concept of the network organization is presented in the
popular management literature as a counter-model to the
bureaucratic organization, and one that would increase
the flexibility or adaptive capacity of organizations. In order
to increase flexibility and adaptability, emphasis is placed in
the network organization on the rapid and broad diffusion of
information (Probst, Raub, & Romhardt, 2006). Free com-
munication flows and shared access to information and
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knowledge are regarded as essential (Cairncross, 2001).
Thus, contrary to classic theories of organization (March &
Simon, 1958; Simon, 1945; Weber, 1968), information should
be available to all members of the organization, irrespective
of specialization and/or hierarchical position (Koehler,
Dupper, Scaff, Reitberger, & Paxson, 1998; Levine, Locke,
Searls, & Weinberger, 1999). The network organization is
conceived as a group of linked experts (Sproull & Kiesler,
1991). These experts however, are not to be understood as
pure specialists. On the contrary, it is argued that there
should be an overlap in their respective areas of expertise,
in order to promote mutual understanding and a recognition
of the need for information and knowledge in order to carry
out activities efficiently (Mendelson & Ziegler, 1999).

In the network organization, communication and exchange
of information should be supported by modern information
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technologies, i.e., e-mail and document management
systems integrated within an intranet. These modern
information technologies are said to increase the speed of
information exchange and to allow the automatic recording
of communication and information without requiring any
decision on what information should be formalized and what
should not (Cairncross, 2001; Marchand & Davenport, 2000;
Nonaka & Takeuchi, 1998). Proponents of the network
organization argue—at least implicitly—that, due to recent
developments in information technology, many of the
effects of specific dimensions of the traditional organiza-
tion, such as hierarchy and specialization, on communica-
tion and information exchange will vanish or, at least,
diminish (Malone & Rockart, 1991; see also Ahuja & Carley,
1999).

In the popular literature on the network organization,
several further measures are discussed, which are regarded
as supportive in the creation of such organizations. Rather
than relying on formal legitimacy, as in bureaucratic
organizations, the source of power in the network organiza-
tion should be the team (Baker, 1992; Beyerlein & Johnson,
1994; for a comparison of the bureaucratic and the network
organization, see Table 1). Status differences should vanish
and dysfunctional effects, induced by formal hierarchies,
should be eliminated or, at least, reduced with respect to
the rapid diffusion of information and know-how. In network
organizations, formal rules should be replaced by a strong
organizational culture, i.e., shared norms and values
(Gallivan, 2001). One important norm is that of informality
(Krackhardt, 1994). Informality is said to increase the
adaptive capacity of an organization, since informality
reduces the likelihood of peers (i.e., other organizational
members) regarding each other simply as colleagues only.
Table 1 The bureaucratic and the network organization.

Dimension Bureaucracy Network
organization

Specialization High Low
Configuration Clearly defined,

super- and
subordination
unambiguous

Undefined, ad hoc,
depending on task/
problem

Coordination Based on (written)
formalized rules,
orders, along
established official
channels

Based on
organizational
culture and self-
organization;
Problem-solving
based on the
initiative of
employees

Formality Extensive written
rules and records

Only a few written
rules, storage of all
information on the
intranet,
information as a free
good which is to be
used or can be used
by all employees
Consequently, the likelihood increases that information and
relevant knowledge will be passed on, even when a job
description does not require it or a superior has instructed
that it be so.

Although it can be argued that the assumptions about—as
well as the descriptions of—the network organization may
be regarded as a kind of rationalized myth (Meyer & Rowan,
1977), several attempts have been made to realize this
organizational form in the real world. In an in-depth
case study we analyze a company whose founders were
deeply committed to the idea of the network organization
and who sincerely tried to realize such an organization.
We investigate whether or not a central aspect of non-
bureaucratic behaviors, i.e., non-hierarchical communica-
tion in the coordination of work activities, was successfully
achieved by this organization. The empirical question
of our study is, thus, the question of whether the
founders’ attempt to deinstitutionalize hierarchical forms
of communication was successful. More specifically, we
ask: Does hierarchical communication vanish when it is
de-legitimized?

The case company

In an in-depth case study (Eisenhardt, 1989; Yin, 1981), we
observed a start-up company, which we will call Knowledge-
Factory, over a 6-year period from its early pre-founding
activities to the end of its second year as a registered
company. KnowledgeFactory was financed with venture
capital and operated in the knowledge-intensive industry
of software development and consulting.

Founding conditions

KnowledgeFactory is a particularly good candidate for
studying the effects of the adoption of the ideas of a
network organization, since the mission of this company was
to develop knowledge-management tools in order to help
other organizations to operate in a post-bureaucratic and
networked way. KnowledgeFactory also applied its own
technologies and was extremely committed to the ideas of
the network organization. In fact, the founders of Knowl-
edgeFactory were strongly convinced that the network
organization was an effective form of organizing knowl-
edge-intensive firms and they explicitly rejected the idea
that it might just be yet another management fad or fashion
(see Abrahamson, 1996; Kieser, 1997).

The pre-founding activities of the company started in
1996 at a German university, where a group of students met
regularly to discuss new management concepts (particularly
post-bureaucratic organizational forms), knowledge man-
agement, and the importance of information technologies
for supporting the new concept of a network organization.
These discussions are reflected in the draft papers for the
establishment of the organization. In these documents, we
identified many explicit references to the popular literature
on the post-bureaucratic and the network organization, such
as the ‘‘cluetrain manifesto’’2 (Levine et al., 1999) as well as
2The cluetrain manifesto captures different principles of electro-
nic collaboration established with the rapid growth of internet-
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translations and adaptations of the core ideas of the
literature on network organizations (as, for example,
Mendelson & Ziegler, 1999). For example, on a slide used
to present the core ideas of KnowledgeFactory to external
venture capitalists, we found: ‘‘Those company members
who need information and know-how should directly, and
independently of any formal relationship, communicate
with those members who have the relevant information
and knowledge!’’

In 1998 this group of students acquired their university
degrees and founded a non-registered company dedicated to
the ideas of these new approaches. They hired student
helpers to program software tools which would enable
companies and non-profit organizations to apply the
principles of a network organization by using an intranet
(Rosenfeld & Morville, 2002). This software supported
document sharing and diverse interactive hierarchy-free
communication tools, such as chat rooms, message boards,
collaborative file stores, virtual project rooms, etc. In 1999
their first clients started to use this software. The success of
the first software implementations in two public organiza-
tions led to the idea of founding a registered company which
would develop and offer knowledge-management tools and
concepts to larger, more established organizations. In
January 2000 two other young businessmen, who already
had experience of founding companies, joined this group of
former students in order to set up a registered company with
them. Subsequently, the newly formed team established
KnowledgeFactory.

The ages of the founders ranged from 25 to 35 years, and
nearly all of them had university degrees in business
administration and/or computer science. The founders of
KnowledgeFactory soon managed to build up contacts with
larger companies. They acquired venture capital (more than
3,000,000h), which they used to finance the further
development of the software tool and to provide a resource
base for the rapid growth of the company. The venture
capital allowed them to hire a young and highly qualified
work force which was able to develop and extend the
existing software toolbox and to consult larger companies
for establishing the ideas of knowledge management based
on intranet technologies. Within a year, the company grew
from 6 members in January 2001 to 40 by the end of the
year. During this period, KnowledgeFactory was operating at
two separate locations.

During this year of rapid growth, KnowledgeFactory
launched several diverse software-development projects
for various business clients. The product of Knowledge-
Factory was adapted and developed further, according to
the requirements of its clients. Product development
required intense communication and coordination between
members of the software development team, the consul-
tants of KnowledgeFactory and the clients. A further
challenge regarding the coordination of activities during
the first months of business activities arose from the fact
that KnowledgeFactory’s clients were small and medium-
sized organizations while KnowledgeFactory itself, despite
its rapid growth, was still a relatively small organization.
(footnote continued)
based communication media such as e-mail, World Wide Web,
discussion groups, etc.
Both these circumstances, plus the fact that Knowledge-
Factory was operating at two locations, reduced the
opportunities for specializing activities. Each project took
months to develop customized solutions on the basis of the
existing software platform. However, the time spent on a
project and the intensity of the teamwork involved varied,
depending on the phase of the software-development
project and the speed with which client organizations
delivered the information needed for the specification of
the software. To cope with this challenge and with a variety
of software-development projects all differing as regards
the time pressure and the inputs required of the team
members, all employees participated in several projects at
once. KnowledgeFactory used its own intranet software and
its knowledge-management concept internally to manage
the fast growth and diverse needs of several simultaneous
projects. The intranet was used for coordinating projects,
scheduling appointments and meetings, storing plans and
other material, and for publishing and documenting project
descriptions and deadlines. The intranet could be edited by
any member in a way similar to a current Web 2.0
application, and an internal messaging system was included
to facilitate internal discussions between members of the
organization. The intranet messaging system was used for
internal communication and coordination—rather than a
typical e-mail system—because it made possible to connect
intranet content with discussions, and shielded internal
communication from external communications.

De-legitimizing hierarchical structures
of communication

The founders of KnowledgeFactory took various steps to de-
legitimize hierarchical communication structures and to
adopt the principles of the network organization. On the one
hand they sought to create a context in which the signals
and symbols of bureaucratic organizations were as far as
possible suppressed. On the other, they explicitly de-
legitimized hierarchical forms of communication. Overall,
their measures represented a combination of attempts to
problematize bureaucratic structures and of offering alter-
natives to, and substitutes for, a bureaucratic organization:
(1)
 The basic values and principles of KnowledgeFactory
neatly corresponded to the concept of the network
organization. These values were reflected in the
philosophy, the policy and the symbols of the company.
For example, KnowledgeFactory’s logo represented a
network with nodes and relationships between these
nodes. Beneath the company’s name was the slogan
‘‘Connecting Knowledge’’—the slogan used to introduce
the company to potential new employees or customers.
The idea was to visualize the importance of linking
different people’s knowledge via a messaging system on
the intranet and of connecting everyone with the
information available on the intranet. The ‘‘Connecting
Knowledge’’ slogan imbued the whole KnowledgeFactory
intranet. All the employees had access to all the
intranet information from all the computers everywhere
in the company location (this policy was dubbed
‘‘everybody gets everything’’). To demonstrate the
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importance of the intranet, new members received an
intranet account immediately after signing their con-
tracts—that is to say, before they had even started
working for the company.
(2)
 Differences in status were minimized. Everybody was
given the same amount of office space; all computers
were the same age and the same size; office material
was identical; the company library could be used by
everybody; and everybody had access to every room in
the company.
(3)
 Associated with the idea of reducing status differences
was the attempt to avoid specialization. In order to
be—and to remain—flexible, every member of the
organization was expected to be able to understand
the basics of all tasks, i.e., software development and
consulting, and to be able to perform them.
(4)
 Hierarchical structures were avoided. Subordination
existed, but only in the sense that every employee was
assigned to a mentor, whose only task was to guide new
employees in getting acquainted with the culture of the
company. The mentors had no supervisory or other
authority. Further, mentorship was not based on func-
tional or technical considerations. It was clearly
explained to all employees that the mentor has no
functional or technical responsibility. Instead, employ-
ees were explicitly asked to use the intranet and to feel
free to contact anybody who s/he believed should be
involved in a project, who might have relevant
information or who ought to be informed about the
activities or results of a project. The mentor relation-
ships were the only formally defined organizational
relationships among the members of KnowledgeFactory.
(5)
 Formalization of the organizational structure was
avoided as far as possible. For example, Knowledge-
Factory did not have an organizational chart, and there
were no job descriptions. It should be noted, however,
that every employee had his or her own homepage on
the intranet, where their particular projects were
listed. But it should also be mentioned that, despite
the culture of informality sought by the founders of
the company, social structures did in fact exist. All
members knew who was an owner of the company and it
was obvious—at least on the intranet—that some
people were working on more projects than others,
and that some people were mentors while others were
mentorees.
(6)
 Members were empowered by KnowledgeFactory’s
information technology in order to create a shared
store of all internal information. Further, they were
explicitly encouraged to make extensive use of the
messaging system, to decide whom to contact and to
feel free as to when and how they did so, or what kind
of document they wanted to use on the company’s
intranet.
(7)
 ‘‘Informality’’ was another crucial value. Knowledge-
Factory explicitly refrained from adopting the usual way
in which people in Germany approach one another in
work situations. Everybody was addressed as ‘‘Du’’
(the informal version of ‘‘you’’) regardless of their age
or the kind of relationship involved, rather than ‘‘Sie’’
(the formal version), in order to cultivate a team
orientation and a culture of informality. This culture
of informality was further emphasized by social
activities. Typically, all members of the company,
regardless of whether they belonged to the founder
group or to the employees, mingled at lunchtime. After
work, employees often met to go to the theater or to a
bar or a restaurant.
Theoretical reflections

The network organization in general, and our case company
in particular, is a remarkable phenomenon because many
characteristics of this new type of organization contradict
the structuring principles of traditional formal bureaucratic
organizations (see Cyert & March, 1963; March & Simon,
1958; Simon, 1945; Weber, 1968), which are based on
formally defined roles and relationships between their
members. According to Weber (1946), bureaucracy is one
of the hardest structures to destroy, and the idea of
eliminating formal bureaucratic organization or even only
aspects of this kind of organization is becoming increasingly
utopian (Walton, 2005). Zucker (1977, 1983) convincingly
demonstrated that organization, and typical characteristics
of formal organization such as defined positions and
relationships between its members, have become cognitive
institutions. Such institutions are taken for granted and
they determine the behavior of individuals even in those
contexts where only weak signals are being emitted to
indicate that it is an organizational context with hierarchi-
cal relationships.

Thus, while the founders of KnowledgeFactory sincerely
attempted to realize a network organization, the structuring
principles and values applied in this company collided—at
least to a certain extent—with the generally accepted
cultural–cognitive beliefs about formal organization in
Germany and, probably, in most western societies. Knowl-
edgeFactory, its culture and structuring principles, can thus
be interpreted as an attempt to overcome cultural–cogni-
tive institutionalized behaviors.

In traditional bureaucratic organizations, communication
based on formally defined relationships between the
members is one of the most institutionalized modes of
behavior. For instance, if A is the superior of B, B is expected
to pass on to A all information which is specified as relevant
to and important for A’s area of responsibility. Overall, in
any bureaucratic organization, we would expect, ceteris
paribus, B to communicate more often with A than with
other members of the organization (Hales, 1986). Thus,
KnowledgeFactory had to overcome behaviors which, for
example, are taught and trained in many organizations
that are based on and committed to traditional forms
of organizing, such as schools, military organizations
and—probably most of all—other companies.

In a network organization, such as KnowledgeFactory,
communication relationships are not expected to be
random. However, the communication structure should not
be affected by any formally defined relationship between
organizational members to the same extent as in bureau-
cratic organizations. Nonetheless, even though the network
organization was a widely discussed organizational form and
regarded as highly successful in the 1990s (Gillies & Cailliau,
2000; Levine et al., 1999; Malone & Laubacher, 1998;
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Weinberger, 2002), those who were willing to realize this
new organizational form had to overcome the widespread
and institutionalized form of organizing (Zucker, 1983).

On the basis of our theoretical considerations we thus
expected the tensions between the general cultural–cogni-
tive beliefs of organization, which may to a certain extent
also be shaped by national cultures and institutions
(Delmestri & Walgenbach, 2005; Lane, 1992; Stewart,
Kieser, Barsoux, Ganter, & Walgenbach, 1994; Whitley,
1999), and the normative structuring principles favored by
the founders of KnowledgeFactory to be reflected in the
communication between the members of this organization,
i.e., we expected, for example, the mentors to have more
central positions in the communication network. Further, we
expected to find hierarchical communication structures and
hierarchical signals in the communication device so central
to KnowledgeFactory, i.e., in the messages sent via the
messaging system.

Our expectations were based on the following considera-
tions. (1) Despite the attempts of the founders to establish a
network organization, KnowledgeFactory was still an organiza-
tion, i.e., an institutionalized context which is thought of to be
linked to specific behavioral expectations (Zucker, 1977). In
fact, KnowledgeFactory was a registered company, and thus
reflected many characteristics of a formal organization, such
as a company name, organizational roles defined by law, i.e.,
owners and employees, formal contracts, etc. (2) The founders
used their legally defined right to define formal internal roles
and relationships, such as mentors and mentorees. By defining
a social relationship such as ‘‘mentorship’’, the founders give
meaning to this relationship and to the actions which are
performed within it. If member A is called the ‘‘mentor’’ of
member B, a message sent from A to B is a ‘‘top-down’’
message, whereas a message from B to A is a ‘‘bottom-up’’
message. In line with the literature on organization, we expect
formally defined relationships to affect communication struc-
tures and communication behavior (Cyert & March, 1963;
March & Simon, 1958; Weber, 1968).

To summarize our core argument and our main concern
regarding the viability of non-hierarchical communication in a
network organization, we could say that communication
structures and behaviors in work contexts are less the result
of the will of individuals, i.e., in our case company the
founders and employees of the organization, but are shaped
more by institutionalized conceptions of organization. Or, to
put it differently and in a more general manner: the authority
to organize is more likely to be found in cultural or
institutionalized belief-systems than at the level of the
management of single organizations or the level of individuals
(DiMaggio & Powell, 1983; Meyer & Rowan, 1977; Powell &
DiMaggio, 1991; Scott, 2001). The empirical question of our
study is, thus, whether hierarchical structures of communica-
tion and hierarchical forms of communication behavior were
being reproduced by the members of KnowledgeFactory or
whether the founder’s attempt to deinstitutionalize these
behaviors had been successful.
Methods

On the basis of data on intranet communication in October
2001, we investigated whether the structures and the
contents of communication on the intranet of Knowledge-
Factory were non-hierarchical. In order to analyze the
communication behavior on the intranet, we registered all
electronic messages sent on the intranet of Knowledge-
Factory. Subsequently, we analyzed in a first step whether
the communication pattern we identified represents a
random distribution of communication acts or whether the
communication structure is task-related, i.e., the commu-
nication pattern reflects the composition of project teams,
or whether it is based on friendship-ties. However, none of
these factors explain the communication structure within
the intranet of KnowledgeFactory (detailed analysis is
available on request). Therefore, we returned to our initial
theoretical reflections, which we outlined in the previous
section. Contrary to the core ideas of a network organiza-
tion, we assumed that formal relationships, as defined in the
mentorship network, would affect communication behavior.
In our study, we thus distinguish between two analytical
categories: (1) communication behavior and (2) formal
relationships as defined by the mentorship network. Using
the data on intranet communication and the mentorship
network, we apply social network analysis in order to
analyze and to compare the communication behavior on the
intranet communication and the mentorship network (Flap,
Bulder, & Volker, 1998; Krackhardt & Brass, 1994; Raider &
Krackhardt, 2002). Further, we enquire whether the
messages sent contain cues that signal hierarchical differ-
ences between the communication partners.
Analysis of communication behavior

The social behavior we observed on the company’s intranet
consists of 1387 electronic messages between members of
the organization sent in October 2001. In line with Rogers
and Agarwala-Rogers (1976) who conceive organizational
communication as a system of interactions between organi-
zational members, we interpret each message as a commu-
nication act within a communication channel between a
source node and a receiver node (Shannon & Weaver, 1963).
A communication channel is modeled as a directed link
between sending node and receiving node. The value of a
link represents the number of communication acts which are
performed following this direction within a certain time
period (i.e., 1 month). The set of organizational members
(nodes) together with the set of directed communication
channels form the communication network (Rogers &
Agarwala-Rogers, 1976). This network can be interpreted
as a map of the routes that information may follow, when
organizational members use existing communication chan-
nels on the company’s intranet.

The characteristics of this network can be analyzed by
applying basic techniques of social network analysis: (1) the
number of initiated communication channels per member is
the number of outgoing links (referred to as the ‘‘out-
degree’’) in the communication network. (2) The number of
incoming communication channels per member is referred
to as the ‘‘indegree’’. (3) The number of incoming and
outgoing channels (the ‘‘alldegree’’) measures the number
of communication partners and is thus a proxy for the local
relevance of an organizational member. (4) Another proxy
for the relevance of a single node is the 2-output influence
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domain, which counts the number of organizational mem-
bers who can be reached by transmitting information
through intranet communication in one or two steps. (5)
The network can be partitioned concerning the level of local
connectedness within a group of nodes. The core level of a
node is the number of links that this node shares with other
nodes of a set of nodes with the same or a higher core level
(De Nooy, Mrvar, & Batagelj, 2005). (6) General measures to
describe positions of nodes within the network are closeness
centrality and betweenness centrality. The closeness cen-
trality measure is used to calculate the average distance
between one node and all other nodes. The betweenness
centrality of a node is a measure reflecting the number of
shortest paths which cross that node (De Nooy et al., 2005;
Freeman, 1979; Freeman, Roeder, & Mulholland, 1980). Both
measures are indicators of the importance of an organiza-
tional member in the network of communication on the
intranet.

Analysis of social structure

Information on mentor relationships, the only formally
defined relationship between the members of the organiza-
tion, is taken from project lists and is based on interviews
with members of the organization. We interpret each
relationship between a mentor and a mentoree as a formal
relationship, in which a mentoree is assigned to a mentor,
i.e., the relationship basically reflects a form of formal
subordination of a mentoree. We model this relationship as a
directed link. The set of organizational members, together
with these directed links, forms the hierarchy of mentors of
this organization. By application of simple measurements of
social network analysis, this network can be analyzed in the
same way as an organizational chart: (1) the number of
outgoing links (‘‘outdegree’’) is roughly comparable with the
span of control of an organizational member (see Klatzky,
1970; Woodward, 1965). (2) The number of incoming links
(called the ‘‘indegree’’) within the mentorship network
represents the number of mentors of an organizational
member and is thus roughly comparable with the number of
supervisors that the member has. (3) The 2-influence
domain measures the number of organizational members
reached within one or two steps when ignoring the direction
of links. (4) The length of the shortest path between CEO
and an organizational member in the mentorship network
represents the hierarchical level of the position of an
organizational member in the mentorship network. Thus,
this measure is roughly comparable with the vertical span of
control as used in contingency theory (see, for example,
Pugh, Hickson, Hinings, & Truner, 1968).

Comparison of communication behavior and
network relationships

A social relationship called ‘‘mentorship’’ assigns meaning to
the social action which is performed within this relationship.
Therefore, if member A is designated as a ‘‘mentor’’ of
member B, a message sent from A to B is a ‘‘top-down’’
message. The social relationships become a blueprint for
interpreting the observed communication behavior. This
blueprint can be used by A and B, by other organizational
members and even by external observers in order to
interpret the observed behavior. But is knowledge about
social relationships a good proxy for communication beha-
vior? In a bureaucratic organization, we expect to find a
large amount of communication following formal relation-
ships of super- and subordination (see, for example,
Stewart, 1967). In a setting of de-legitimated hierarchical
structures of communication, we might expect a deviance
from such a communication structure.

In order to compare the two networks, we adopt the
following methods: (1) a comparison of the 2-output
influence domain in the communication network and 2-
influence domain in the mentorship network in order to
analyze whether organizational members reach the same
number of peers within a distance of one or two steps. (2) An
analysis of communication acts over a specific formal
distance: within the mentorship network, all members are
connected by paths of undirected links. We designate the
length of the minimal path between two members the
‘‘formal distance’’ between two members A and B. Thus,
every communication link between A and B can be classified
according to the formal distance into classes, 1, y, N,
where N is the maximum shortest path within the formal
network. Subsequently, we are able to identify for each
formal distance the number of sent messages that bridge the
distance concerned. (3) An analysis of communication acts
classified by direction: using the formal hierarchy of mentors
as an interpretative device for understanding the commu-
nication network, we classify each link in one of four classes
of communication acts: top-down, bottom-up, between
mentors and between non-mentors. The numbers of the
messages sent in each class of communication acts are
counted and compared.
Analysis of the content of the messages

We analyzed the content of all messages sent on the intranet
in October 2001. First, we made all messages anonymous,
i.e., names which allowed the identification of individuals or
other organizations were replaced by neutral terms, such as
‘‘first name_1’’ or ‘‘surname_2’’ or ‘‘company_3’’. Thus it is
important to emphasize that in the subsequent analyses we
were not able to identify the position of the sender or the
receiver in the hierarchy of mentors. Second, on the basis of
a random sample of 100 messages sent in September 2001,
we developed a classification scheme for coding the
messages sent. The classification scheme entails different
aspects or kinds of communication, such as technical/task-
related questions or requests, technical/task-related infor-
mation or decision/communication of a decision (for details,
see Table 3). Since a message may contain several elements
or kinds of communication, we coded all the elements or
kinds of communication that a message contained. Third,
both authors of the present paper independently classified
according to the same scheme another random sample of
100 messages from September 2001, in order to check inter-
rater reliability. Inter-rater reliability was quite high (more
than 95% of the messages analyzed were coded in the same
way). The authors then discussed the messages that had
been classified differently, but found only minor deviations
in the interpretation of a message. For example, in one case
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one of the authors had coded a message as a request for a
permission to undertake a particular action (‘‘Anfrage, eine
Handlung zu bewilligen’’), whereas the other had coded the
same message as a request for approval of an action already
completed (‘‘Anfrage, eine Handlung zu genehmigen’’). The
meaning of the two terms is roughly the same—in German as
well as in English. Subsequently, we subsumed both
categories under ‘‘request for an action to be allowed’’.
The final classification of the messages sent in October,
however, was based on the assignment of one of the authors
only.

Findings

In presenting our findings, we will proceed as follows: the
first step involves a preliminary visualization of the network
of communication in the organization at the peer-to-peer
level. Within this network we will then analyze measures of
centrality. The next step will be the analysis of the
mentorship network. The communication network will then
be compared with the assignments of mentorees to mentors
in the mentor network. We will analyze the number of
communication acts referring to measures of formal
distance in the mentorship network. Finally, we will present
the results of the analysis of the message content.

Networked communication

Figure 1 illustrates the communication network in October
2001. The graph indicates 56 intranet users at Knowledge-
Factory as nodes in a circle and the 346 communication
relationships between them. It covers all the 40 employees,
plus some former employees and several other people
affiliated to KnowledgeFactory. The relationships are direc-
ted links from the sender to the receiver of a message.
Figure 1 Communication network.
The number of weak components in the graph is one. This
component includes all 56 users of the messaging system on
the intranet. This means that, if the direction of the links is
ignored, all nodes are connected to the other nodes by at
least one link and that paths exist connecting each node to
all other nodes. There is thus a communication network that
connects all organizational members. Within this weak
component, a smaller strong component occurs with more
than two nodes. This strong component entails 47 nodes,
representing individuals connected to each other by paths of
directed links.

The analysis of the components thus reveals that
organizational members are connected with one another
by communication links on the intranet. The intranet thus
seems, as is claimed in the literature, to offer a device for
facilitating intra-organizational communication and, thus,
for connecting organizational members with each other.
Moreover, this first simple graph appears to reflect Knowl-
egeFactory’s logo slogan ‘‘Connecting Knowledge’’.

Centrality

Our visualization of the centrality of nodes (see Figure 2) in
the communication network is based on the Fruchterman–

Reingold algorithm (De Nooy et al., 2005). The Fruchter-
man–Reingold algorithm interprets each link as a force
between two nodes (Batagelj & Mrvar, 2003). All forces
within a network pull nodes in different directions. The
Fruchterman–Reingold algorithm starts with a random
positioning of nodes. In an iterative process the algorithm
computes node positions in which these different forces are
balanced for each individual node. Nodes which have many
links to other nodes, which themselves also have many links,
come to rest in the middle of the graph. Nodes which are
only sparsely linked to other nodes are positioned on the
periphery of the graph, close to the nodes to which they are
Figure 2 Communication core.
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linked. The random positioning of nodes at the beginning of
the Fruchterman–Reingold algorithm, may lead to different
visualizations of the same network. The position of nodes
may vary on all axes. What is relatively constant in all
visualizations, however, is the centrality of certain nodes
within a network.

In Figure 2, a center–periphery structure becomes visible,
as has also been observed in verbal communication networks
(Nelson, 2001). Some nodes are connected with many
other nodes while other nodes are connected by only
one communication channel to another node. Further,
these nodes are located close to other well-connected
nodes.

This finding, reflected in the Fruchterman–Reingold
visualization of the graph, is supported by a correlation
analysis (see Table 2). (1) The outdegree is highly correlated
with the indegree. This means that organizational members
who contact many other members are—themselves—also
contacted by many others. (2) Thus, the alldegree, which is
computed by adding the incoming and the outgoing degree,
is a good proxy for the indegree as well as the outdegree. (3)
The closeness centrality and the betweenness centrality
measures correlate with the alldegree. This means that an
organizational member who has many links is important
within the overall communication network of the organiza-
tion, since s/he can reach all other members within a few
steps only and also serves as a transmitter of information
between other members. Thus, this member has a central
position with respect to the diffusion of information on the
intranet.
Figure 3 Communication core level.
Core

Central actors are well connected to other central actors. In
a more detailed analysis of the communication network, this
impression is supported by a quantitative analysis. In a first
step we computed core level, betweenness centrality and
closeness centrality for each node. A correlation analysis of
betweenness centrality measures and core level measures
(R ¼ 0.553), as well as closeness centrality measures and
core level measures (R ¼ 0.910), supports our observation
(po0.01 for all correlations, two-tailed test): organizational
members who have many links to other organizational
members are important for the transmission of information
and are connected with other members who also have many
links. These members could be regarded as being core
members within the communication network on the in-
tranet. Figure 3 shows the members with the highest core
level at the top. All other members of the organization have
Table 2 Correlation analysis (Pearson, N ¼ 56).

Indegree Outde

Outdegree 0.952��

Alldegree 0.988�� 0.988�

Closeness centrality 0.916�� 0.923�

Betweenness centrality 0.883�� 0.862�

��po0.01 using a two-tailed test.
a lower degree of intranet communication and lower
centrality levels and are less connected on the intranet to
other members of the organization. They are located on the
‘‘periphery’’.

In the next step of our analysis we partition the
communication network into core and periphery, and
eliminate all links between these two partitions in order
to see who the members on the periphery of the commu-
nication network are connected with. Figure 4 shows the
resulting graph, highlighting the links between core mem-
bers and the links between members on the periphery of the
communication network.

While the communication links within the core produce a
dense component, the communication links on the periphery
of the communication network are sparse. Further, parti-
tioning the network into core and periphery produces
many isolates on the periphery. These isolates represent
organizational members who are only integrated into the
overall communication network through their links to core
members.
gree Alldegree Closeness centrality

�
� 0.931��
� 0.883�� 0.745��



ARTICLE IN PRESS

Figure 4 Communication within core and periphery.
Figure 5 Formal structure based on mentor relationships.
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What becomes clear is that the individual communication
behaviors of the organizational members differ fundamen-
tally. Some members have many partners with whom they
communicate on the intranet, while other members have
only one or two communication partners. However, not only
does the number of partners differ, but also the selection of
partners. Organizational members with many communica-
tion partners are connected to other members who also
have a large number of communication partners. These
members represent the core within the communication
network.
Mentorship network

Before comparing the mentorship network and the commu-
nication network, we will discuss the mentorship network
from a graph theory perspective. We reconstruct the
mentorship network of the company and visualize it by
using Pajek (software-program for network analysis) (see
Figure 5). The visualization entails the formal relationships
based on the assignments in the mentorship network.

The mentorship network is sparse (density [loops
allowed] ¼ 0.0181760) in comparison to the communication
network (density [loops allowed] ¼ 0.1087372). The inde-
gree of most nodes is one. This means that the structure of
the mentorship network of KnowledgeFactory is basically
comparable to a 1-line authority structure, in which one
organizational member has one supervisor. Only minor
deviations exist, where two organizational members have
two mentors and one member—the CEO—has no mentor at
all. The outdegree of the nodes ranges between 1 and 12.
The greatest distance between the CEO and any other
member is 3, which matches the number of hierarchical
levels in the mentorship network. The mentorship network is
one weak component, which means that any organizational
member can reach any other member if the direction of
links is ignored.

From a graph theory perspective (Diestel, 2000) and an
algorithmic perspective (Golumbic, 2004; Turau, 1996), a
connected graph which spans another graph with a minimal
number of links to connect all nodes is called a ‘‘tree’’.
A simple construction of a tree is made by adding just one link
for each new node and by balancing the number of
outdegrees of existing links. The reason for the observed
sparseness is a result of general construction principles for
producing trees. From this perspective, the construction
effort required to build a mentorship hierarchy by a 1-line
authority structure is minimal. Compared to a tree, any other
connected network needs more construction effort per node.

As a result of the construction algorithm, the root of the tree
has maximum closeness centrality, maximum betweenness
centrality and maximum influence domain. Put differently,
everybody has to take more steps to reach all other members.
No other person is involved in more formal paths than the
person at the root of the tree, and no one other person is able
to reach all other organizational members by following directed
vertical relationships of subordination within the tree.

When a tree within the mentorship network is interpreted
from a sociological point of view, the superior node (root) is,
in our example, the CEO. Consequently, the influence
domain of the CEO is maximal, due to the construction of
the mentorship network, and the influence domain of other
organizational members is always lower than the influence
domain of the CEO. The influence domain of a subordinate
member in the mentorship network depends on his/her span
of control and his/her subordinates’ span of control on all
lower levels in the hierarchy of mentors.

In a further analysis (not presented here), we sought to
identify the factors that determine (1) whether or not a
member of the organization becomes a mentor, and (2)
the position of a mentor within the hierarchy of mentors,
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Figure 6 Influence domain within the mentor relationships.
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Figure 7 Percentage of communication acts spanning steps in
the mentorship network.
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i.e., the overall number of mentorees and the number of
mentorees directly subordinated to the mentor concerned
(Oberg & Walgenbach, 2007). We found that the number of
individuals who were directly mentored, and the overall
number of mentorees (in the hierarchy of mentors) that
each mentor is responsible for depends on two factors:
ownership and the level of formal qualification. Length of
membership in the organization, which can be regarded as
an indicator of the extent of an individual’s organizational
experience, and the academic discipline to which the
organizational members belong had no significant effect
(detailed analysis is available on request). Thus, by assigning
mentorship roles, the members of KnowledgeFactory were
applying the criteria that are typically used in the creation
of formal hierarchies in organizations—at least in Germany
(Eberwein & Tholen, 1990; Stewart et al., 1994).

Mentorship network and communication network

We will now compare the empirically observed communica-
tion network and the empirically observed network of
mentor relationships existing in October 2001, in order to
explore the relationship between the two. The analysis
proceeds in two steps. First, we compute the 2-output
influence domain of each organizational member in the
communication network. We then compare the communica-
tion influence domain with the 2-influence domain of each
member in the mentorship network. Both measures corre-
late (R ¼ 0.441, po0.01, two-tailed test). However, the
output influence measures within the communication net-
work are much higher than those in the mentorship network,
since the former is much more widely connected than the
latter.

The correlation between the influence domain in the
communication network and the formal relationships in-
dicates that organizational members at higher hierarchical
levels in the mentorship network reach more organizational
members within the intranet than do organizational mem-
bers at lower levels of this network. Thus, we conclude that
the hierarchy of mentors does affect the communication
influence domain of organization members (see Figure 6).
Secondly, we explore the relationship between core mem-
bership and the hierarchical level of organizational mem-
bers in the mentorship network. Hierarchical level in the
mentorship network (1: CEO) and core level correlate
(R ¼ �0.482, po0.01, two-tailed test).

In Figure 6 the distances between the first level and the
second level are quite large. The distance between each
subsequent level declines rapidly. We can thus conclude that
the higher the position of an organizational member in the
mentor network of the case company, the more likely it is
that this individual is a member of the communication core.

Official channels

Further, we analyze the relationship of formal distance
between two organizational members in the mentorship
network and the number of direct communication acts of
these members within the intranet. The formal distance is
the length of the information channel between two
organizational members, which is measured by counting
the minimum number of formal links which have to be
passed to connect the members concerned. The mentorship
network provides channels for sending messages, that are
roughly the equivalent of ‘‘official channels’’ or ‘‘chains of
command’’, and that are based on the formal relationships
within the hierarchy of mentors (Yates, 1989). Figure 7
shows the number of communication acts within each class.

As the formal distance within the mentorship network
increases, the number of communication acts rapidly
declines (see also Krackhardt, 1994). With one step of
formal distance, the number of established communication
acts is reduced by half. Thus, although the intranet provides
a direct link between organizational members indepen-
dently of formal relationships, most communication acts
occur within the immediate area defined by the formal
structure of the mentor relationships.
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Further, by classifying the communication acts in terms of
mentor-to-mentor, non-mentor-to-non-mentor, non-mentor-
to-mentor (bottom-up) and mentor-to-non-mentor (top-
down) communication in October 2001, we get the following
results (see Figure 8).

Theoretically, there are many potential relationships
between non-mentors but only a few between mentors. In
fact, there are more communication channels between non-
mentors (80 channels) and via non-mentor–mentor relation-
ships (198 channels) than across mentor–mentor relation-
ships (68 channels). At first glance, this could be interpreted
as support for the idea of a network organization in which
everybody communicates intensively with everybody else.
However, by calculating the average number of messages
sent per type of channel within each class of communication
acts, we get a clearer picture of the communication
structure within the case company. There is a lot of
communication between mentors (7.9 messages per channel
on average), but only sporadic communication between non-
mentors (2.2 messages per channel on average). The
hierarchical structure of the mentorship network is thus a
good proxy of communication activities within the observed
company.

Content of messages

Finally, we classify the content of all messages sent in
October 2001 (see Table 3). The content of the messages is
largely technical or task-related. For example, we find task-
related information exchange, technical feedback, requests
for information and task-related questions. Analysis of the
contents of the messages also demonstrates that in Knowl-
edgeFactory the messaging system is used for the coordina-
tion of activities. Contents including elements of
communication, such as jokes or private talk to ease the
path of social relationships, are also identifiable, but are
relatively insignificant overall. Most of the messages are
thus essentially technical in nature, i.e., they serve to keep
the business going. However, we also identify several
elements of communication in the messages, which indicate
that hierarchical relationships do exist and are visible on the
intranet. The members of KnowledgeFactory employ several
hierarchical devices in their intranet communications. For
example, they issue direct commands, they give direct
instructions politely, they provide positive or negative
feedback in a way that reflects the sense of being (or
considering oneself as being) in a hierarchically super-
Figure 8 (a) Absolute number of communication channels, classifie
of channel, classified by direction.
ordinate position (for details, see Table 3). We also found
messages requesting that certain actions be allowed, thus
indicating that the senders are, or feel themselves to be, in
a subordinate position. It is interesting to note, however,
that only 17 of the 1387 messages sent in October contain
direct commands. Thus, although signals of hierarchical
communication can be identified, at least the general tone
of communication in KnowledgeFactory does not seem to be
imperious.

In Table 3 we distinguish between two types of messages
according to their content: (1) messages that contain no
signal indicating a hierarchical relationship, and (2) mes-
sages that contain at least one such hierarchical signal. In
the second group we differentiate between two variants: (a)
messages in which the sender uses an upgrading signal, i.e.,
the sender signals that s/he is, or feels that s/he is, in a
subordinate position in relation to the recipient of the
message, and (b) messages in which the sender uses a
downgrading signal, i.e., indicates that s/he is or perceives
herself/himself to be in a superordinate position. 62.94%
(873 messages) of all messages contain no signal indicating a
hierarchical relationship between sender and receiver.
However, 514 messages, i.e., 37.06% of all messages,
contain hints at the existence of hierarchical relationships.
In 142 of these messages (10.24% of all messages), the
sender uses an upgrading signal, while 348 messages (25.09%
of all messages) indicate that the sender is, or feels that
s/he is, in a hierarchically superior position. Twenty-four
messages contain upgrading and downgrading signals.

Discussion

Our study shows that the rules and the culture of the
organization concerned are in line with the core ideas of the
network organization, as these are presented in the general
literature. Further, our results show that the intranet was
extensively used in the case organization as a medium for
internal communication, and that it became a symbol of the
network organization in its own right.

However, a center–periphery structure became visible in
the communication network. The center consisted of
organization members who were more closely linked within
the organization. Other organization members on the
periphery used the intranet to connect themselves to these
core communication members. A comparison of the cen-
ter–periphery structure with the mentor network reveals
that the core consists primarily of members at higher levels
d by direction and (b) average number of messages sent per type
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Table 3 Content analyses of messages sent in October 2001.

Contents of messages No. Percent (signals) Direction

Technical/task-related information 448 18.14
Technical/task-related feedback 248 10.04
Request to complete a task, to initiate an activity or to postpone initiating an activity 220 8.91 k

Technical/task-related questions or requests 160 6.48
Message of thanks 131 5.31
Non-classifiable messages 131 5.31
Appointment coordination 129 5.22
Feedback concerning technical/task-related problems 120 4.86
Duplicate messages 101 4.09
Communication of need for coordination 94 3.81
Social messages, not directly related to tasks 87 3.52
Politely formulated direct instructions 51 2.07 k

Request for information 49 1.98
Request for decision, finalization, instructions 48 1.94 m

Feedback when a task has been completed 46 1.86 m

Jokes 45 1.82
Request to change method of communication (telephone) 39 1.58
Negative feedback 39 1.58 k

Direct instructions formulated as request 39 1.58 k

Positive feedback 34 1.38 k

Apology, justification, explanation (defensive) 31 1.26 m

Request for an action to be allowed 27 1.09 m

Personal (private) messages 22 0.89
Feedback when a task has not been completed 21 0.85 m

Direct command 17 0.69 k

Other messages 15 0.61
Confirmation of appointment 14 0.57
Decision, communication of a decision 11 0.45 k

Micropolitics 11 0.45
Feedback that an instruction or decision has been understood 10 0.41 m

Granting of an action 10 0.41 k

Command/instruction for a third person 7 0.28 k

Enquiry to ascertain whether a task has been completed 5 0.20 k

Complaint 3 0.12
Enquiry as to whether there is need for coordination (technical/task-related) 2 0.08
Enquiry as to whether support is needed to complete a task 2 0.08 k

Request for appointment 2 0.08

2469
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in the mentor hierarchy, while the periphery consists of
lower-ranking organization members. Further, a study of the
communication behavior in relation to the formal distance
between organization members revealed that most commu-
nication occurred in the area close to the formal position of
the organization member concerned in the mentor hier-
archy. Measures such as the influence domain, the closeness
centrality and the betweenness centrality of the commu-
nication and the mentor networks—which we distinguished
analytically—are strongly correlated. For the observed
communication network in which these measures are
correlated, the formal structure of the mentor network is
a good proxy for communication behavior on the intranet.
Centrality, position and formal distance in the mentorship
network are replicated in the communication network.
Thus, concepts that are analytically differentiated in graph
theory overlap in the social reality of our case company. This
analysis of communication behavior shows clearly that the
implementation of intranet technology and the use of the
principles of the network organization did not result in a
communication structure like the one described in the
literature of network organizations. Instead, two central
concepts of the bureaucratic organization were reproduced,
namely hierarchical communication structures and official
channels (see Table 4). Further, the analysis of the content
of the messages exchanged on the KnowledgeFactory
intranet reveals that not only the structure but also the
substance of the communication reflects hierarchical rela-
tionships between the organizational members.

This divergence between the culture of the organization
as reflected in devices such as the network symbol or the
various social activities on the one hand, and the actual
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Table 4 Formal and established organizational structure.

Dimension Formal Established

Specialization Low Specialization in terms
of communication roles

Configuration Undefined, ad
hoc, depending
on problem/
task

Hierarchy of mentors

Coordination Organizational
culture

Along the hierarchy of
mentors

Formalization No written
rules

Intranet as a memory
store of organizational
knowledge with free
access to all members
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communication behavior of the members of the organization
on the intranet on the other, raises two questions:
(1)
 Why did the members reproduce typical elements of
bureaucratic organizations?
(2)
 How did they handle the disjunction between norms and
actual behavior?
In seeking to answer these questions, we refer to two

seminal texts in new institutionalism literature, namely
Zucker (1977) on the persistence of institutionalized
behavior, and Meyer and Rowan (1977) on decoupling.
However, we would like to point out that our findings are
tentative, and that further research is required before our
interpretation can be either rejected or confirmed.

Persistence of bureaucratic behavior

When it comes to the specific communication behavior on the
intranet in our case company, two contexts at least have to
be considered. The first is the specific organizational context
of KnowledgeFactory, which reflects the founders’ attempt to
establish a networked organization. The second is the wider
institutional context in which institutionalized beliefs about
appropriate behavior in organizations prevail and are carried
further in socialization processes. We argue that it is these
institutionalized beliefs about appropriate behavior that
dominate the behavior that ensues. The fact that Knowlege-
Factory exhibits many characteristics of a traditional
organization strengthens our conviction that this is so.

The rooms in KnowledgeFactory in which most of the work
was done, clearly signaled by such things as their lighting
and furniture, that they were offices. Another important cue
indicating an organizational context was the existence of
specific contracts, e.g., employment contracts. Further,
individual people’s social positions were denominated by
labels as commonly applied in companies, e.g., ‘‘CEO’’ or
‘‘senior consultant’’. Such labels are linguistic symbols that
transmit social expectations regarding appropriate forms of
conduct (Berger & Luckmann, 1967; Czarniawska-Joerges &
Joerges, 1990). Further, KnowledgeFactory introduced a
hierarchy of mentors based on criteria that are typically
adopted in constructing hierarchies for (small) business
organizations, namely ownership and qualification. Further-
more, the members of KnowledgeFactory could easily
identify the social position of their respective communica-
tion partners in the mentorship network on the intranet. We
thus suggest that in KnowledgeFactory physical objects,
linguistic labels and familiar symbols were structural hints as
to an organizational context indicating the rules of conduct
that actors in such a setting are expected in general to
apply.

As Zucker (1977) showed in her laboratory experiment, a
few cues—used to signal that an individual is located within
an organization—are all that is required to trigger behavior
that is regarded as institutionalized action, i.e., behavior
that is typical of the way individuals act as jobholders in
organizations. In our case company, there were, as we
already noted, many cues signaling that this was an
organization. And we know from our interviews with
members of KnowledgeFactory that these people perceived
their workplace in such terms. For example, as our
respondents told us, this was obvious from the communica-
tions on the intranet which signaled an organizational
context by both definition and access. Further, the intranet
delivered not only cues for an organizational context but
also for positional differences between communication
partners, i.e., being a mentor or being a mentoree. As
Zucker (1977) has shown, the existence of positional
differences reinforces the effect on behavior that an
organization—as a cognitive institution—exerts. Organiza-
tional cues and cues that indicate positional differences
both allow for the establishment of general communication
rules that take account of formal (e.g., mentor) relation-
ships and the positioning of organizational members. Thus
we argue that principles of bureaucratic organization do
indeed matter, even if they are suppressed.
Managing the disjunction between norms
and behaviors

From our interviews with founders and employees of
KnowledgeFactory we became convinced that neither of
the groups concerned had intentionally caused the disjunc-
tion between behavior and meaning with a view to
projecting the image of a post-bureaucratic organization
while actually acting within the company according to
bureaucratic principles. After all, they were seriously
attempting to build a network organization and were not
themselves aware of any disjunction. The founders were
actually astonished and disappointed when we presented
our findings. ‘‘But that’s not what we wanted at all’’, as one
disillusioned founder put it. The founders’ astonishment can
perhaps be explained by the fact that everyday commu-
nication behavior on the intranet had simply not been visible
to them, until they were confronted with the findings of our
study. Nor did they seem to be aware of the weak signals
suggesting the presence of hierarchical relationships. As
they saw it, they were using the intranet, they were sending
and getting messages, they were embedded in an environ-
ment full of the symbols of a network organization, and—as
became clear in the course of the interviews—they were
firmly convinced that they had banished many of the
traditional elements of organizations that they regarded as
inefficient. Thus in our case study decoupling means that the
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non-existence of typical elements of formal structure
represents the face that the organization shows to
its members and the rest of the world (Brunsson, 1989;
Meyer & Rowan, 1977). The production of certain
elements of formal bureaucratic organization, however,
seems to be the result of the unconscious reproduction of
deeply sedimented cognitive institutions. As Scott (1994)
reminds us, the institutional environment is not only
‘‘out there’’; it is ‘‘in here’’, in the minds of the
organization’s members.

Four factors may lie behind the surprising amount of
unrecognized inconsistency between culture and symbols on
the one hand and actual behavior on the other. These are:
(1) an emphasis on informal communication, such as we
found in the case company, does not preclude communica-
tion along formal relationship lines, although there has been
no intention to reproduce communication channels reflect-
ing mentor relationships. In the terminology of Clemens and
Cook (1999), we could say that the members’ interpretation
of a ‘‘may-rule’’ in the network organization—i.e., a rule
that does not regulate behavior in any specific way but
remains open for alternative behavior—led to the reproduc-
tion of bureaucratic structures. This interpretation may
have been affected by attempts to reduce or even avoid
uncertainty about the possible consequences of a deviation
from institutionalized organizational behavior. (2) Even in a
networked organization such as KnowledgeFactory—in
which integration is intended not only for an individual’s
actions (see Barnard, 1938), but for the individual as a
whole—it seems likely that people will still distinguish
between their own personal actions and interests on the one
hand, and their institutionalized roles as organizational
members on the other. Through socialization they have
become accustomed to differentiating between personal
actions motivated by their own interests—i.e., acting as
agents of the self, as Meyer and Jepperson (2000) put
it—and the actions they perform as members of an
organization, i.e., as the agents of other agents. (3) The
expected informality may emerge in face-to-face-commu-
nication with other organizational members, while the de-
legitimized hierarchy-oriented communication behavior
may be activated unconsciously in the reduced visibility of
the intranet communication. Thus, the sequencing of
activities and the decoupling help to reduce the tension
between conflicting conceptions of what is appropriate
behavior. (4) The tension between the non-hierarchical
communication norm and the hierarchical signals that
appear in the intranet messages may have been partly
concealed by avoiding direct commands and instead using
soft versions of hierarchical communication such as politely
formulated instructions.
Implications

Case studies have their limitations when it comes to
generalizing their findings beyond the particular context.
Further, we have to admit that our study is limited in that it
only compares the realization of a network organization
with the idea that the organization’s founders had of a post-
bureaucratic organization. It is thus possible that the
communication structure that we have identified is less
hierarchical and centralized than is usual in bureaucratic or
traditional organizations. Consequently it is also possible
that the communication behavior observed was in fact
affected by the case company’s organizational culture and
by its founders’ attempts to institutionalize a post-bureau-
cratic organization. Moreover, there are some indications—-

for example, the assignment of mentorship roles based on
criteria typical of German firms in creating formal hier-
archies—that our findings may be affected by their German
business context. Thus, suggestions for future research
would be not only to compare the communication structure
of different types of organizations but also to compare the
implementation of new organizational forms across coun-
tries, in order to learn more about the national interpreta-
tions of globally diffused ideas about organizing
(Czarniawska & Joerges, 1996). Further, the findings of the
present study suggest a number of further areas that need to
be addressed by future research. If our interpretations of
the communication behavior of the members of our case
study firm are correct, it will be necessary to look further
into possible ways in which cultural–cognitive institutiona-
lized rules or institutionalized belief-systems affect beha-
vior in organizations. Further, it will be necessary to
investigate whether cultural–cognitive institutionalized
rules are open to intentional change. Would it be possible,
for example, and perhaps more effective to change
institutionalized behaviors first at the level of individuals
or groups, as proposed by Lewin (1947)? We feel that it is of
the utmost importance to address the questions that our
study has raised.
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This paper considers the relation between the exploration of new possibilities and the 
exploitation of old certainties in organizational learning. It examines some complications in 
allocating resources between the two, particularly those introduced by the distribution of 
costs and benefits across time and space, and the effects of ecological interaction. Two 
general situations involving the development and use of knowledge in organizations are 
modeled. The first is the case of mutual learning between members of an organization and an 
organizational code. The second is the case of learning and competitive advantage in 
competition for primacy. The paper develops an argument that adaptive processes, by 
refining exploitation more rapidly than exploration, are likely to become effective in the short 
run but self-destructive in the long run. The possibility that certain common organizational 
practices ameliorate that tendency is assessed. 
(ORGANIZATIONAL LEARNING: RISK TAKING; KNOWLEDGE AND COMPETI- 
TIVE ADVANTAGE) 

A central concern of studies of adaptive processes is the relation between the 
exploration of new possibilities and the exploitation of old certainties (Schumpeter 
1934; Holland 1975; Kuran 1988). Exploration includes things captured by terms such 
as search, variation, risk taking, experimentation, play, flexibility, discovery, innova- 
tion. Exploitation includes such things as refinement, choice, production, efficiency, 
selection, implementation, execution. Adaptive systems that engage in exploration to 
the exclusion of exploitation are likely to find that they suffer the costs of experimen- 
tation without gaining many of its benefits. They exhibit too many undeveloped new 
ideas and too little distinctive competence. Conversely, systems that engage in 
exploitation to the exclusion of exploration are likely to find themselves trapped in 
suboptimal stable equilibria. As a result, maintaining an appropriate balance between 
exploration and exploitation is a primary factor in system survival and pros- 
perity. 

This paper considers some aspects of such problems in the context of organiza- 
tions. Both exploration and exploitation are essential for organizations, but they 
compete for scarce resources. As a result, organizations make explicit and implicit 
choices between the two. The explicit choices are found in calculated decisions about 
alternative investments and competitive strategies. The implicit choices are buried in 
many features of organizational forms and customs, for example, in organizational 
procedures for accumulating and reducing slack, in search rules and practices, in the 
ways in which targets are set and changed, and in incentive systems. Understanding 
the choices and improving the balance between exploration and exploitation are 
complicated by the fact that returns from the two options vary not only with respect 
to their expected values, but also with respect to their variability, their timing, and 
their distribution within and beyond the organization. Processes for allocating re- 
sources between them, therefore, embody intertemporal, interinstitutional, and inter- 
personal comparisons, as well as risk preferences. The difficulties involved in making 
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such comparisons lead to complications in specifying appropriate trade-offs, and in 
achieving them. 

1. The Exploration / Exploitation Trade-Off 

Exploration and Exploitation in Theories of Organizational Action 

In rational models of choice, the balance between exploration and exploitation is 
discussed classically in terms of a theory of rational search (Radner and Rothschild 
1975; Hey 1982). It is assumed that there are several alternative investment opportu- 
nities, each characterized by a probability distribution over returns that is initially 
unknown. Information about the distribution is accumulated over time, but choices 
must be made between gaining new information about alternatives and thus improv- 
ing future returns (which suggests allocating part of the investment to searching 
among uncertain alternatives), and using the information currently available to 
improve present returns (which suggests concentrating the investment on the appar- 
ently best alternative). The problem is complicated by the possibilities that new 
investment alternatives may appear, that probability distributions may not be stable, 
or that they may depend on the choices made by others. 

In theories of limited rationality, discussions of the choice between exploration and 
exploitation emphasize the role of targets or aspiration levels in regulating allocations 
to search (Cyert and March 1963). The usual assumption is that search is inhibited if 
the most preferred alternative is above (but in the neighborhood of) the target. On 
the other hand, search is stimulated if the most preferred known alternative is be- 
low the target. Such ideas are found both in theories of satisficing (Simon 1955) and 
in prospect theory (Kahneman and Tversky 1979). They have led to attempts to 
specify conditions under which target-oriented search rules are optimal (Day 1967). 
Because of the role of targets, discussions of search in the limited rationality tradition 
emphasize the significance of the adaptive character of aspirations themselves (March 
1988). 

In studies of organizational learning, the problem of balancing exploration and 
exploitation is exhibited in distinctions made between refinement of an existing 
technology and invention of a new one (Winter 1971; Levinthal and March 1981). It is 
clear that exploration of new alternatives reduces the speed with which skills at 
existing ones are improved. It is also clear that improvements in competence at 
existing procedures make experimentation with others less attractive (Levitt and 
March 1988). Finding an appropriate balance is made particularly difficult by the fact 
that the same issues occur at levels of a nested system-at the individual level, the 
organizational level, and the social system level. 

In evolutionary models of organizational forms and technologies, discussions of the 
choice between exploration and exploitation are framed in terms of balancing the 
twin processes of variation and selection (Ashby 1960; Hannan and Freeman 1987). 
Effective selection among forms, routines, or practices is essential to survival, but so 
also is the generation of new alternative practices, particularly in a changing environ- 
ment. Because of the links among environmental turbulence, organizational diversity, 
and competitive advantage, the evolutionary dominance of an organizational practice 
is sensitive to the relation between the rate of exploratory variation reflected by the 
practice and the rate of change in the environment. In this spirit, for example, it has 
been argued that the persistence of garbage-can decision processes in organizations is 
related to the diversity advantage they provide in a world of relatively unstable 
environments, when paired with the selective efficiency of conventional rationality 
(Cohen 1986). 
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The Vulnerability of Exploration 

Compared to returns from exploitation, returns from exploration are systematically 
less certain, more remote in time, and organizationally more distant from the locus of 
action and adaption. What is good in the long run is not always good in the short 
run. What is good at a particular historical moment is not always good at another 
time. What is good for one part of an organization is not always good for another 
part. What is good for an organization is not always good for a larger social system of 
which it is a part. As organizations learn from experience how to divide resources 
between exploitation and exploration, this distribution of consequences across time 
and space affects the lessons learned. The certainty, speed, proximity, and clarity of 
feedback ties exploitation to its consequences more quickly and more precisely than is 
the case with exploration. The story is told in many forms. Basic research has less 
certain outcomes, longer time horizons, and more diffuse effects than does product 
development. The search for new ideas, markets, or relations has less certain 
outcomes, longer time horizons, and more diffuse effects than does further develop- 
ment of existing ones. 

Because of these differences, adaptive processes characteristically improve ex- 
ploitation more rapidly than exploration. These advantages for exploitation cumulate. 
Each increase in competence at an activity increases the likelihood of rewards for 
engaging in that activity, thereby further increasing the competence and the likeli- 
hood (Argyris and Schon 1978; David 1985). The effects extend, through network 
externalities, to others with whom the learning organization interacts (Katz and 
Shapiro 1986; David and Bunn 1988). Reason inhibits foolishness; learning and 
imitation inhibit experimentation. This is not an accident but is a consequence of the 
temporal and spatial proximity of the effects of exploitation, as well as their precision 
and interconnectedness. 

Since performance is a joint function of potential return from an activity and 
present competence of -an organization at it, organizations exhibit increasing returns 
to experience (Arthur 1984). Positive local feedback produces strong path depen- 
dence (David 1990) and can lead to suboptimal equilibria. It is quite possible for 
competence in an inferior activity to become great enough to exclude superior 
activities with which an organization has little experience (Herriott, Levinthal, and 
March 1985). Since long-run intelligence depends on sustaining a reasonable level of 
exploration, these tendencies to increase exploitation and reduce exploration make 
adaptive processes potentially self-destructive. 

The Social Context of Organizational Learning 

The trade-off between exploration and exploitation exhibits some special features 
in the social context of organizations. The next two sections of the present paper 
describe two simple models of adaptation, use them to elaborate the relation between 
exploitation and exploration, and explore some implications of the relation for the 
accumulation and utilization of knowledge in organizations. The models identify 
some reasons why organizations may want to control learning and suggest some 
procedures by which they do so. 

Two distinctive features of the social context are considered. The first is the mutual 
learning of an organization and the individuals in it. Organizations store knowledge 
in their procedures, norms, rules, and forms. They accumulate such knowledge over 
time, learning from their members. At the same time, individuals in an organization 
are socialized to organizational beliefs. Such mutual learning has implications for 
understanding and managing the trade-off between exploration and exploitation in 
organizations. The second feature of organizational learning considered here is 



74 JAMES G. MARCH 

the context of competition for primacy. Organizations often compete with each 
other under conditions in which relative position matters. The mixed contribution of 
knowledge to competitive advantage in cases involving competition for primacy 
creates difficulties for defining and arranging an appropriate balance between explo- 
ration and exploitation in an organizational setting. 

2. Mutual Learning in the Development of Knowledge 

Organizational knowledge and faiths are diffused to individuals through various 
forms of instruction, indoctrination, and exemplification. An organization socializes 
recruits to the languages, beliefs, and practices that comprise the organizational code 
(Whyte 1957; Van Maanen 1973). Simultaneously, the organizational code is adapting 
to individual beliefs. This form of mutual learning has consequences both for the 
individuals involved and for an organization as a whole. In particular, the trade-off 
between exploration and exploitation in mutual learning involves conflicts between 
short-run and long-run concerns and between gains to individual knowledge and 
gains to collective knowledge. 

A Model of Mutual Learning 

Consider a simple model of the development and diffusion of organizational 
knowledge. There are four key features to the model: 

(1) There is an external reality that is independent of beliefs about it. Reality is 
described as having m dimensions, each of which has a value of 1 or -1. The 
(independent) probability that any one dimension will have a value of 1 is 0.5. 

(2) At each time period, beliefs about reality are held by each of n individuals in an 
organization and by an organizational code of received truth. For each of the m 
dimensions of reality, each belief has a value of 1, 0, or -1. This value may change 
over time. 

(3) Individuals modify their beliefs continuously as a consequence of socialization 
into the organization and education into its code of beliefs. Specifically, if the code is 
0 on a particular dimension, individual belief is not affected. In each period in which 
the code differs on any particular dimension from the belief of an individual, 
individual belief changes to that of the code with probability, p1. Thus, p1 is a 
parameter reflecting the effectiveness of socialization, i.e., learning from the code. 
Changes on the several dimensions are assumed to be independent of each other. 

(4) At the same time, the organizational code adapts to the beliefs of those 
individuals whose beliefs correspond with reality on more dimensions than does the 
code. The probability that the beliefs of the code will be adjusted to conform to the 
dominant belief within the superior group on any particular dimension depends on 
the level of agreement among individuals in the superior group and on p2.1 Thus, P2 
is a parameter reflecting the effectiveness of learning by the code. Changes on the 
several dimensions are assumed to be independent of each other. 

Within this system, initial conditions include: a reality m-tuple (m dimensions, 
each of which has a value of 1 or -1, with independent equal probability); an 
organizational code m-tuple (m dimensions, each of which is initially 0); and n 

tMore precisely, if the code is the same as the majority view among those individuals whose overall 
knowledge score is superior to that of the code, the code remains unchanged. If the code differs from the 
majority view on a particular dimension at the start of a time period, the probability that it will be 
unchanged at the end of period is (1 - P2)k, where k (k > 0) is the number of individuals (within the 
superior group) who differ from the code on this dimension minus the number who do not. This 
formulation makes the effective rate of code learning dependent on k, which probably depends on n. In 
the present simulations, n is not varied. 
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individual m-tuples (m dimensions, with values equal 1, 0, or -1, with equal 
probabilities). 

Thus, the process begins with an organizational code characterized by neutral 
beliefs on all dimensions and a set of individuals with varying beliefs that exhibit, on 
average, no knowledge. Over time, the organizational code affects the beliefs of 
individuals, even while it is being affected by those beliefs. The beliefs of individuals 
do not affect the beliefs of other individuals directly but only through affecting the 
code. The effects of reality are also indirect. Neither the individuals nor the organiza- 
tions experience reality. Improvement in knowledge comes by the code mimicking the 
beliefs (including the false beliefs) of superior individuals and by individuals mimick- 
ing the code (including its false beliefs). 

Basic Properties of the Model in a Closed System 

Consider such a model of mutual learning first within a closed system having fixed 
organizational membership and a stable reality. Since realizations of the process are 
subject to stochastic variability, repeated simulations using the same initial conditions 
and parameters are used to estimate the distribution of outcomes. In all of the results 
reported here, the number of dimensions of reality (m) is set at 30, the number of 
individuals (n) is set at 50, and the number of repeated simulations is 80. The 
quantitative levels of the results and the magnitude of the stochastic fluctuations 
reported depend on these specifications, but the qualitative results are insensitive to 
values of m and n. 

Since reality is specified, the state of knowledge at any particular time period can 
be assessed in two ways. First, the proportion of reality that is correctly represented 
in the organizational code can be calculated for any period. This is the knowledge 
level of the code for that period. Second, the proportion of reality that is correctly 
represented in individual beliefs (on average) can be calculated for any period. This is 
the average knowledge level of the individuals for that period. 

Within this closed system, the model yields time paths of organizational and 
individual beliefs, thus knowledge levels, that depend stochastically on the initial 
conditions and the parameters affecting learning. The basic features of these histories 
can be summarized simply: Each of the adjustments in beliefs serves to eliminate 
differences between the individuals and the code. Consequently, the beliefs of indi- 
viduals and the code converge over time. As individuals in the organization become 
more knowledgeable, they also become more homogeneous with respect to knowl- 
edge. An equilibrium is reached at which all individuals and the code share the same 
(not necessarily accurate) belief with respect to each dimension. The equilibrium is 
stable. 

Effects of learning rates. Higher rates of learning lead, on average, to achieving 
equilibrium earlier. The equilibrium level of knowledge attained by an organization 
also depends interactively on the two learning parameters. Figure 1 shows the results 
when we assume that p1 is the same for all individuals. Slower socialization (lower 
p1) leads to greater knowledge at equilibrium than does faster socialization, particu- 
larly when the code learns rapidly (high P2). When socialization is slow, more rapid 
learning by the code leads to greater knowledge at equilibrium; but when socializa- 
tion is rapid, greater equilibrium knowledge is achieved through slower learning by 
the code. By far the highest equilibrium knowledge occurs when the code learns 
rapidly from individuals whose socialization to the code is slow. 

The results pictured in Figure 1 confirm the observation that rapid learning is not 
always desirable (Herriott, Levinthal and March 1985; Lounamaa and March 1987). 



76 JAMES G. MARCH 

1.00- 

p2=0.9 

.95- 

p2=0.5 \ 

.90- 

.8050 

.75 

.70 I I 
E l 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

SOCIALATION RATE: (pl) 

FIGURE 1. Effect of Learning Rates (PI, P2) on Equilibrium Knowledge. 
M = 30; N = 50; 80 Iterations. 

In previous work, it was shown that slower learning allows for greater exploration of 
possible alternatives and greater balance in the development of specialized compe- 
tences. In the present model, a different version of the same general phenomenon is 
observed. The gains to individuals from adapting rapidly to the code (which is 
consistently closer to reality than the average individual) are offset by second-order 
losses stemming from the fact that the code can learn only from individuals who 
deviate from it. Slow learning on the part of individuals maintains diversity longer, 
thereby providing the exploration that allows the knowledge found in the organiza- 
tional code to improve. 

Effects of learning rate heterogeneity. The fact that fast individual learning from the 
code tends to have a favorable first-order effect on individual knowledge but an 
adverse effect on improvement in organizational knowledge and thereby on long-term 
individual improvement suggests that there might be some advantage to having a mix 
of fast and slow learners in an organization. Suppose the population of individuals in 
an organization is divided into two groups, one consisting of individuals who learn 
rapidly from the code (p1 = 0.9) and the other consisting of individuals who learn 
slowly (p1 = 0.1). 

If an organization is partitioned into two groups in this way, the mutual learning 
process achieves an equilibrium in which all individuals and the code share the same 
beliefs. As would be expected from the results above with respect to homogeneous 



EXPLORATION & EXPLOITATION IN ORGANIZATIONAL LEARNING 77 

1.0o 

.95 . 

HEOGENEOUS pl 

o \ 

cr HOMOGENEOUS pl 

Doa X .80 "s 

.75-. 

.70 
0.2 0.3 0.4 0.5 0.6 0.7 0.8 

AVERAGE SOCUIUZA7TON RA1T (p1) 

FIGURE 2. Effect of Heterogeneous Socialization Rates (Pi = 0.1, 0.9) on Equilibrium Knowledge. 
M = 30; N = 50; P2 = 0.5; 80 Iterations. 

socialization rates, larger fractions of fast learners result in the process reaching 
equilibrium faster and in lower levels of knowledge at equilibrium than do smaller 
fractions of fast learners. However, as Figure 2 shows, for any average rate of 
learning from the code, it is better from the point of view of equilibrium knowledge to 
have that average reflect a mix of fast and slow learners rather than a homogeneous 
population. For equivalent average values of the socialization learning parameter 
(p1), the heterogeneous population consistently produces higher equilibrium 
knowledge. 

On the way to equilibrium, the knowledge gains from variability are disproportion- 
ately due to contributions by slow learners, but they are disproportionately realized 
(in their own knowledge) by fast learners. Figure 3 shows the effects on period-20 
knowledge of varying the fraction of the population of individuals who are fast 
learners (p1 = 0.9) rather than slow learners (p1 = 0.1). Prior to reaching equilib- 
rium, individuals with a high value for p1 gain from being in an organization in which 
there are individuals having a low value for p1, but the converse is not true. 

These results indicate that the fraction of slow learners in an organization is a 
significant factor in organizational learning. In the model, that fraction is treated as a 
parameter. Disparities in the returns to the two groups and their interdependence 
make optimizing with respect to the fraction of slow learners problematic if the rates 
of individual learning are subject to individual control. Since there are no obvious 
individual incentives for learning slowly in a population in which others are learning 
rapidly, it may be difficult to arrive at a fraction of slow learners that is optimal from 
the point of view of the code if learning rates are voluntarily chosen by individuals. 
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Basic Properties of the Model in a More Open System 

These results can be extended by examining some alternative routes to selective 
slow learning in a somewhat more open system. Specifically, the role of turnover in 
the organization and turbulence in the environment are considered. In the case of 
turnover, organizational membership is treated as changing. In the case of turbu- 
lence, environmental reality is treated as changing. 

Effects of personnel turnover. In the previous section, it was shown that variability is 
sustained by low values of p1. Slow learners stay deviant long enough for the code to 
learn from them. An alternative way of producing variability in an organization is to 
introduce personnel turnover. Suppose that each time period each individual has a 
probability, p3, of leaving the organization and being replaced by a new individual 
with a set of naive beliefs described by an m-tuple, having values equal to 1, 0, or -1, 
with equal probabilities. As might be expected, there is a consistent negative first-order 
effect of turnover on average individual knowledge. Since there is a positive relation 
between length of service in the organization and individual knowledge, the greater 
the turnover, the shorter the average length of service and the lower the average 
individual knowledge at any point. This effect is strong. 

The effect of turnover on the organizational code is more complicated and reflects 
a trade-off between learning rate and turnover rate. Figure 4 shows the period-20 
results for two different values of the socialization rate (p1). If p1 is relatively low, 
period-20 code knowledge declines with increasing turnover. The combination of slow 
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learning and rapid turnover leads to inadequate exploitation. However, if p, is 
relatively high, moderate amounts of turnover improve the organizational code. 
Rapid socialization of individuals into the procedures and beliefs of an organization 
tends to reduce exploration. A modest level of turnover, by introducing less socialized 
people, increases exploration, and thereby improves aggregate knowledge. The level 
of knowledge reflected by the organizational code is increased, as is the average 
individual knowledge of those individuals who have been in the organization for some 
time. Note that this effect does not come from the superior knowledge of the average 
new recruit. Recruits are, on average, less knowledgeable than the individuals they 
replace. The gains come from their diversity. 

Turnover, like heterogeneity in learning rates, produces a distribution problem. 
Contributions to improving the code (and subsequently individual knowledge) come 
from the occasional newcomers who deviate from the code in a favorable way. 
Old-timers, on average, know more, but what they know is redundant with kn owledge 
already reflected in the code. They are less likely to contribute new knowledge on the 
margin. Novices know less on average, but what they know is less redundant with the 
code and occasionally better, thus more likely to contribute to improving the code. 

Effects of environmental turbulence. Since learning processes involve lags in adjust- 
ment to changes, the contribution of learning to knowledge depends on the amount 
of turbulence in the environment. Suppose that the value of aYny given dimension of 
re.alitv s,hifts. (frnm 1 to - 1 or - 1 to 1) in nagiven time- nperiodl with nrobabilitv p4.- 
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This captures in an elementary way the idea that understanding the world may be 
complicated by turbulence in the world. Exogenous environmental change makes 
adaptation essential, but it also makes learning from experience difficult (Weick 
1979). In the model, the level of knowledge achieved in a particular (relatively early) 
time period decreases with increasing turbulence. 

In addition, mutual learning has a dramatic long-run degenerate property under 
conditions of exogenous turbulence. As the beliefs of individuals and the code 
converge, the possibilities for improvement in either decline. Once a knowledge 
equilibrium is achieved, it is sustained indefinitely. The beliefs reflected in the code 
and those held by all individuals remain identical and unchanging, regardless of 
changes in reality. Even before equilibrium is achieved, the capabilities for change 
fall below the rate of change in the environment. As a result, after an initial period of 
increasing accuracy, the knowledge of the code and individuals is systematically 
degraded through changes in reality. Ultimately, the accuracy of belief reaches 
chance (i.e., where a random change in reality is as likely to increase accuracy of 
beliefs as it is to decrease it). The process becomes a random walk. 

The degeneracy is avoided if there is turnover. Figure 5 plots the average level of 
code knowledge over time under conditions of turbulence (p4 = 0.02). Two cases of 
learning are plotted, one without turnover (p3 = 0), the other with moderate turnover 
(p3 = 0.1). Where there is turbulence without turnover, code knowledge first rises to 
a moderate level, and then declines to 0, from which it subsequently wanders 
randomly. With turnover, the degeneracy is avoided and a moderate level of code 
knowledge is sustained in the face of environmental change. The positive effects of 
moderate turnover depend, of course, on the rules for selecting new recruits. In the 
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present case, recruitment is not affected by the code. Replacing departing individuals 
with recruits closer to the current organizational code would significantly reduce the 
efficiency of turnover as a source of exploration. 

Turnover is useful in the face of turbulence, but it produces a disparity between 
code knowledge and the average knowledge of individuals in the organization. As a 
result, the match between turnover rate and level of turbulence that is desirable from 
the point of view of the organization's knowledge is not necessarily desirable from the 
point of view of the knowledge of every individual in it, or individuals on average. In 
particular, where there is turbulence, there is considerable individual advantage to 
having tenure in an organization that has turnover. This seems likely to produce 
pressures by individuals to secure tenure for themselves while restricting it for others. 

3. Knowledge and Ecologies of Competition 

The model in the previous section examines one aspect of the social context of 
adaptation in organizations, the ways in which individual beliefs and an organiza- 
tional code draw from each other over time. A second major feature of the social 
context of organizational learning is the competitive ecology within which learning 
occurs and knowledge is used. External competitive processes pit organizations 
against each other in pursuit of scarce environmental resources and opportunities. 
Examples are competition among business firms for customers and governmental 
subsidies. Internal competitive processes pit individuals in the organization against 
each other in competition for scarce organizational resources and opportunities. 
Examples are competition among managers for internal resources and hierarchical 
promotion. In these ecologies of competition, the competitive consequences of 
learning by one organization depend on learning by other organizations. In this 
section, these links among learning, performance, and position in an ecology of 
competition are discussed by considering some ways in which competitive advantage 
is affected by the accumulation of knowledge. 

Competition and the Importance of Relative Performance 

Suppose that an organization's realized performance on a particular occasion is a 
draw from a probability distribution that can be characterized in terms of some 
measure of average value (x) and some measure of variability (v). Knowledge, and 
the learning process that produces it, can be described in terms of their effects on 
these two measures. A change in an organization's performance distribution that 
increases average performance (i.e., makes x' > x) will often be beneficial to an 
organization, but such a result is not assured when relative position within a group of 
competing organizations is important. Where returns to one competitor are not 
strictly determined by that competitor's own performance but depend on the relative 
standings of the competitors, returns to changes in knowledge depend not only on the 
magnitude of the changes in the expected value but also on changes in variability and 
on the number of competitors. 

To illustrate the phenomenon, consider the case of competition for primacy 
between a reference organization and N other organizations, each having normal 
performance distributions with mean = x and variance = v. The chance of the 
reference organization having the best performance within a group of identical 
competitors is 1/(N + 1). We compare this situation to one in which the reference 
organization has a normal performance distribution with mean = x' and variance = 
v'. We evaluate the probability, P *, that the (x', v') organization will outperform all 
of the N (x, v) organizations. A performance distribution with a mean of x' and a 
variance of v ' provides a competitive advantage in a competition for primacy if P * is 
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greater than 1/(N + 1). It results in a competitive disadvantage if P * is less than 
1/(N + 1). 

If an organization faces only one competitor (N = 1), it is easy to see that any 
advantage in mean performance on the part of the reference organization makes P* 
greater than 1/(N + 1) = 0.5, regardless of the variance. Thus, in bilateral competi- 
tion involving normal performance distributions, learning that increases the mean 
always pays off, and changes in the variance-whether positive or negative-have no 
effect. 

The situation changes as N increases. Figure 6 shows the competitive success 
(failure) of an organization having a normal performance distribution with a mean = x 
and a variance = v', when that organization is faced with N identical and indepen- 
dent competitors whose performance distributions are normal with mean = 0 and 
variance= 1. Each point in the space in Figure 6 represents a different possible 
normal performance distribution (x', v'). Each line in the figure is associated with a 
particular N and connects the (x', v') pairs for which p * = 1/(N + 1).2 The area to 
the right and above a line includes (x', v') combinations for which P * is greater than 
1/(N + 1), thus that yield a competitive advantage relative to (0, 1). The area to the 
left and below a line includes (x', v') combinations for which P* is less than 
1/(N + 1), thus that yield a competitive disadvantage relative to (0, 1). 

2The lines are constructed by estimating, for each value of v' from 0 to 2 in steps of 0.05, the value of x' 
for which p* = 1/(N + 1). Each estimate is based on 5000 simulations. Since if x' = 0 and v' = 1, 

P*= 1/(N + 1) for any N, each of the lines is constrained to pass through the (0, 1) point. 
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The pattern is clear. If N is greater than 1 (but finite), increases in either the mean 
or the variance have a positive effect on competitive advantage, and sufficiently large 
increases in either can offset decreases in the other. The trade-off between increases 
in the mean and increases in the variance is strongly affected by N. As the number of 
competitors increases, the contribution of the variance to competitive advantage 
increases until at the limit, as N goes to infinity, the mean becomes irrelevant. 

Learning, Knowledge, and Competitive Advantage 

The effects of learning are realized in changes in the performance distribution. The 
analysis indicates that if learning increases both the mean and the variance of a 
normal performance distribution, it will improve competitive advantage in a competi- 
tion for primacy. The model also suggests that increases in the variance may 
compensate for decreases in the mean; decreases in the variance may nullify gains 
from increases in the mean. These variance effects are particularly significant when 
the number of competitors is large. 

The underlying argument does not depend on competition being only for primacy. 
Such competition is a special case of competition for relative position. The general 
principle that relative position is affected by variability, and increasingly so as the 
number of competitors increases, is true for any position. In competition to achieve 
relatively high positions, variability has a positive effect. In competition to avoid 
relatively low positions, variability has a negative effect. 

Nor does the underlying argument depend on the assumption of normality or other 
symmetry in the performance distributions. Normal -performance distributions are 
special cases in which the tails of the distribution are specified when the mean and 
variance are specified. For general distributions, as the number of competitors 
increases, the likelihood of finishing first depends increasingly on the right-hand tail 
of the performance distribution, and the likelihood of finishing last depends increas- 
ingly on the left-hand tail (David 1981). If learning has different effects on the two 
tails of the distribution, the right-hand tail effect will be such more important in 
competition for primacy among many competitors. The left-hand tail will be much 
more important in competition to avoid finishing last. 

Some learning processes increase both average performance and variability. A 
standard example would be the short-run consequences from adoption of a new 
technology. If a new technology is so clearly superior as to overcome the disadvan- 
tages of unfamiliarity with it, it will offer a higher expected value than the old 
technology. At the same time, the limited experience with the new technology 
(relative to experience with the old) will lead to an increased variance. A similar 
result might be expected with the introduction of a new body of knowledge or new 
elements of cultural diversity to an organization, for example, through the introduc- 
tion of individuals with untypical skills, attitudes, ethnicity, or gender. 

Learning processes do not necessarily lead to increases in both average perfor- 
mance and variation, however. Increased knowledge seems often to reduce the 
variability of performance rather than to increase it. Knowledge makes performance 
more reliable. As work is standardized, as techniques are learned, variability, both in 
the time required to accomplish tasks and in the quality of task performance, is 
reduced. Insofar as that increase is reliability comes from a reduction in the left-hand 
tail, the likelihood of finishing last in a competition among many is reduced without 
changing the likelihood of finishing first. However, if knowledge has the effect of 
reducing the right-hand tail of the distribution, it may easily decrease the chance of 
being best among several competitors even though it also increases average perfor- 
mance. The question is whether you can do exceptionally well, as opposed to better 
than average, without leaving the confines of conventional action. The answer is 
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complicated, for it depends on a more careful specification of the kind of knowledge 
involved and its precise effects on the right-hand tail of the distribution. But 
knowledge that simultaneously increases average performance and its reliability is not 
a guarantee of competitive advantage. 

Consider, for example, the case of modern information and decision technology 
based on computers. In cases where time is particularly important, information 
technology has a major effect on the mean, less on the variance. Some problems in 
environmental scanning for surprises, changes, or opportunities probably fall into 
such a category. Under such conditions, appropriate use of information technology 
seems likely to improve competitive position. On the other hand, in many situations 
the main effect of information technology is to make outcomes more reliable. For 
example, additional data, or more detailed analyses, seem likely to increase reliability 
in decisions more rapidly than they will increase their average returns. In such cases, 
the effects on the tails are likely to dominate the effects on the mean. The net effect 
of the improved technology on the chance of avoiding being the worst competitor will 
be positive, but the effect on the chance of finishing at the head of the pack may well 
be negative. 

Similarly, multiple, independent projects may have an advantage over a single, 
coordinated effort. The average result from independent projects is likely to be lower 
than that realized from a coordinated one, but their right-hand side variability can 
compensate for the reduced mean in a competition for primacy. The argument can be 
extended more generally to the effects of close collaboration or cooperative informa- 
tion exchange. Organizations that develop effective instruments of coordination and 
communication probably can be expected to do better (on average) than those that 
are more loosely coupled, and they also probably can be expected to become more 
reliable, less likely to deviate significantly from the mean of their performance 
distributions. The price of reliability, however, is a smaller chance of primacy among 
competitors. 

Competition for Relative Position and Strategic Action 

The arguments above assume that the several individual performances of competi- 
tors are independent draws from a distribution of possible performances, and that the 
distribution cannot be arbitrarily chosen by the competitors. Such a perspective is 
incomplete. It is possible to see both the mean and the reliability of a performance 
distribution (at least partially) as choices made strategically. In the long run, they 
represent the result of organizational choices between investments in learning and in 
consumption of the fruits of current capabilities, thus the central focus of this paper. 
In the short run, the choice of mean can be seen as a choice of effort or attention. By 
varying effort, an organization selects a performance mean between an entitlement 
(zero-effort) and a capability (maximum-effort) level. Similarly, in the short run, 
variations in the reliability of performance can be seen as choices of knowledge or 
risk that can be set willfully within the range of available alternatives. 

These choices, insofar as they are made rationally, will not, in general, be 
independent of competition. If relative position matters, as the number of competi- 
tors increases, strategies for increasing the mean through increased effort or greater 
knowledge become less attractive relative to strategies for increasing variability. In 
the more general situation, suppose organizations face competition from numerous 
competitors who vary in their average capabilities but who can choose their variances. 
If payoffs and preferences are such that finishing near the top matters a great deal, 
those organizations with performance distributions characterized by comparatively 
low means will (if they can) be willing to sacrifice average performance in order to 
augment the right-hand tails of their performance distributions. In this way, they 
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improve their chances of winning, thus force their more talented competitors to do 
likewise, and thereby convert the competition into a right-hand tail "race" in which 
average performance (due to ability and effort) becomes irrelevant. These dynamics 
comprise powerful countervailing forces to the tendency for experience to eliminate 
exploration and are a reminder that the learning dominance of exploitation is, under 
some circumstances, constrained not only by slow learning and turnover but also by 
reason. 

4. Little Models and Old Wisdom 

Learning, analysis, imitation, regeneration, and technological change are major 
components of any effort to improve organizational performance and strengthen 
competitive advantage. Each involves adaptation and a delicate trade-off between 
exploration and exploitation. The present argument has been that these trade-offs are 
affected by their contexts of distributed costs and benefits and ecological interaction. 
The essence of exploitation is the refinement and extension of existing competences, 
technologies, and paradigms. Its returns are positive, proximate, and predictable. The 
essence of exploration is experimentation with new alternatives. Its returns are 
uncertain, distant, and often negative. Thus, the distance in time and space between 
the locus of learning and the locus for the realization of returns is generally greater in 
the case of exploration than in the case of exploitation, as is the uncertainty. 

Such features of the context of adaptation lead to a tendency to substitute 
exploitation of known alternatives for the exploration of unknown ones, to increase 
the reliability of performance rather more than its mean. This property of adaptive 
processes is potentially self-destructive. As we have seen, it degrades organizational 
learning in a mutual learning situation. Mutual learning leads to convergence be- 
tween organizational and individual beliefs. The convergence is generally useful both 
for individuals and for an organization. However, a major threat to the effectiveness 
of such learning is the possibility that individuals will adjust to an organizational code 
before the code can learn from them. Relatively slow socialization of new organiza- 
tional members and moderate turnover sustain variability in individual beliefs, thereby 
improving organizational and average individual knowledge in the long run. 

An emphasis on exploitation also compromises competitive position where finishing 
near the top is important. Knowledge-based increases in average performance can be 
insufficient to overcome the adverse effects produced by reductions in variability. The 
ambiguous usefulness of learning in a competitive race is not simply an artifact of 
representing knowledge in terms of the mean and variance of a normal distribution. 
The key factor is the effect of knowledge on the right-hand tail of the performance 
distribution. Thus, in the end, the effects stem from the relation between knowledge 
and discovery. Michael Polanyi, commenting on one of his contributions to physics, 
observed (Polanyi 1963, p. 1013) that "I would never have conceived my theory, let 
alone have made a great effort to verify it, if I had been more familiar with major 
developments in physics that were taking place. Moreover, my initial ignorance of the 
powerful, false objections that were raised against my ideas protected those ideas 
from being nipped in the bud." 

These observations do not overturn the renaissance. Knowledge, learning, and 
education remain as profoundly important instruments of human well-being. At best, 
the models presented here suggest some of the considerations involved in thinking 
about choices between exploration and exploitation and in sustaining exploration in 
the face of adaptive processes that tend to inhibit it. The complexity of the distribu- 
tion of costs and returns across time and groups makes an explicit determination of 
optimality a nontrivial exercise. But it may be instructive to reconfirm some elements 
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of folk wisdom assertirg that the returns to fast learning are not all positive, that 
rapid socialization may hurt the socializers even as it helps the socialized, that the 
development of knowledge may depend on maintaining an influx of the naive and 
ignorant, and that competitive victory does not reliably go to the properly educated. 
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